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Preface

Collaborative Networks and Digital Transformation

Collaboration is a main enabler for organizations striving to achieve differentiated
competitive advantage. The 4th Industrial Revolution and its wide variety of emerging
dimensions are characterized both by their required extensive digitalization as well as
strong interconnections among their composed systems, products, services, value
chains, and business models, among others.

The increasing availability of sensors and the smart and mobile devices connected to
the Internet, powered by the pervasiveness of Cyber-Physical Systems and Internet of
Things equipped with distributed computational power and intelligence, have boosted
hyper-connected organizations. The focal points of this revolution span over: vertical
integration of smart production systems, horizontal integration of organizations through
global value chain networks, adoption of through-engineering across the entire value
chain, acceleration in manufacturing and service provision, and digitalization of
provided products and services, giving rise to new business models that support
customer intimacy. Next to Industry 4.0, the same trends increasingly surface in many
other areas and sectors, including: Economy 4.0, Health 4.0, Agriculture 4.0,
Transportation 4.0, Water 4.0, Tourism 4.0, Logistics 4.0, etc.

These emerging trends challenge the way collaborative networks and systems are
designed and operate. Previously proposed solutions for the networks’ organizational
structures, applied algorithms and mechanisms, governance principles and models,
among others, need to be revisited and redesigned in order to comply with the speed of
evolving scenarios. Furthermore, the new proposed solutions shall converge a number
of relevant advanced technologies, such as CPS, IoT, Linked Data, Data Privacy,
Federated Systems, Big Data, Data Mining, Sensing Technologies, and many others.
They shall additionally suggest a stronger focus on system dynamics, addressing the
impact of several variables, such as the time, location, and population.

PRO-VE 2019 provides a forum for sharing experiences, discussing trends,
identifying challenges, and introducing innovative solutions aimed at fulfilling the
vision of goal-oriented collaboration in networks that support digital transformation.
Understanding, modeling, and proposing solution approaches in this area require
contributions from multiple and diverse areas of research and development, including
computer science, industrial and electrical engineering, social sciences, economy,
organizational science, and advanced technologies, among others. Comprising these
areas is well tuned to the interdisciplinary spirit of the PRO-VE Working Conferences.

PRO-VE 2019, held in Turin, Italy, was the 20th event in this series of successful
conferences, including:



PRO-VE 1999 (Porto, Portugal), PRO-VE 2000 (Florianopolis, Brazil), PRO-VE
2002 (Sesimbra, Portugal), PRO-VE 2003 (Lugano, Switzerland), PRO-VE 2004
(Toulouse, France), PRO-VE 2005 (Valencia, Spain), PRO-VE 2006 (Helsinki,
Finland), PRO-VE 2007 (Guimaräes, Portugal), PRO-VE 2008 (Poznan, Poland),
PRO-VE 2009 (Thessaloniki, Greece), PRO-VE 2010 (St. Etienne, France), PRO-VE
2011 (Säo Paulo, Brazil), PRO-VE 2012 (Bournemouth, UK), PRO-VE 2013
(Dresden, Germany), PRO-VE 2014 (Amsterdam, The Netherlands), PRO-VE 2015
(Albi, France), PRO-VE 2016 (Porto, Portugal), PRO-VE 2017 (Vicenza, Italy), and
PRO-VE 2018 (Cardiff, UK).

This proceedings book includes selected papers from the PRO-VE 2019
Conference. It provides a comprehensive overview of major challenges that are being
currently addressed, and specifically recent advances in various domains related to the
digital transformation and collaborative networks and their applications. There was
therefore a strong focus on the following areas related to the selected main theme for
the 2019 Conference:

• Collaborative models, platforms, and systems for digital revolution
• Manufacturing ecosystem and collaboration in Industry 4.0
• Big data analytics and intelligence
• Risk, performance, and uncertainty in collaborative networked systems
• Semantic data/service discovery, retrieval, and composition in a collaborative

networked world
• Trust and sustainability analysis in collaborative networks
• Value creation and social impact of collaborative networks to the digital revolution
• Technology development platforms supporting collaborative systems
• Collective intelligence and collaboration in advanced/emerging applications
• Collaborative manufacturing and factories of the future, e-health and care, food and

agribusiness, and crisis/disaster management

We are thankful to all the authors from academia, research, and industry, for their
contributions. We hope this collection of papers represents a valuable tool for those
interested in research advances and emerging applications in collaborative networks,
and in identifying future open challenges for research and development in this area. We
very much appreciate the dedication, and the time and effort spent by the members
of the PRO-VE international Program Committee who supported us with the selection
of articles for this Conference and provided valuable and constructive comments to
help authors with improving the quality of their papers.

July 2019 Luis M. Camarinha-Matos
Hamideh Afsarmanesh

Dario Antonelli
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Abstract. Cyber-physical systems, Industry 4.0, and Economy 4.0 are defined
as current trends in industrial manufacturing and more broadly – in economy
and society. Three non-technical challenges are distinguished: (1) a challenge to
future employees requiring new educational methods; (2) a challenge to fixing
errors in complex software and training datasets; and finally (3) a challenge to
responsibility of complex software designers, developers and integrators. These
challenges may be considered as directions of future research on Industry 4.0
and Economy 4.0. All these challenges have roots in technology, but they have
far social consequences.

Keywords: Cyber-physical systems � Industry 4.0 � Economy 4.0 �
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1 Introduction

Industry 4.0 is a concept that originates from the industrial community and is currently
broadly discussed by both industrial and the scientific community. Industry 4.0
emerged in the aftermath of the rapid development of information technology and
robotics that together has given birth to new kinds of integrated systems [9]. There are
plenty of technical issues that must be solved to make such systems run efficiently,
reliably and safely [11]. There are also some non-technical issues that must be solved to
prepare societies to use such systems. In this paper, in Sects. 2, 3 and 4 we first define
Cyber-physical systems, Industry 4.0, and Economy 4.0. Then, we describe three
selected challenges that have roots in technology, but that have far social consequences.
In Sect. 5, we describe a challenge to future employees who will need to cooperate
with robots controlled by artificial intelligence. In Sect. 6, we deal with a challenge of
fixing errors in complex software used in cyber-physical systems, especially ones that
are driven by big data. In Sect. 7, we present a challenge to determination of
responsibility for errors and their consequences that without a doubt will arise when
cyber-physical systems will be massively deployed. Section 8 concludes this position
paper stating that each of the above challenges requires new methods and approaches
that are unknown as of now. Therefore, they may be considered as directions for future
research.
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2 Cyber-Physical Systems

To understand the concept of Industry 4.0, it is necessary to start with contemporary
information technology (IT). IT is currently – more than ever – focusing on data flow.
The internet of people and internet of things (IoT) are mass data sources. Depending on
a network usage scenario, the 5th generation of wireless telecommunications – 5G –

will provide high data rates across a wide coverage area, or low latency and high
reliability for mission critical applications, or sporadic communication for up to one
million IoT devices per square kilometer. Data storage clouds provide essentially
infinite storage for the big (i.e., massive) combined data sets generated by these devices
and systems. Machine learning, neural networks and other techniques of artificial
intelligence permit us to efficiently process collected big data to acquire new knowl-
edge. Feedback is provided again by the internet of people and the internet of things
influencing peoples’ behavior either directly or indirectly through their environments.
A characteristic of contemporary IT is the fact that the above data technologies depend
on one another. Only when all are applied together, do they constitute a system that
provides value for people.

A consequence of the data flow system is the convergence of the physical world
with the digital world forming the cyber-physical world [4, 5]. Up to now, the physical
world coexisted with the digital world. For example, a physical bank branch coexisted
with an e-banking website. Almost all the banking operations were possible in both the
physical and the digital bank. Only a few operations requiring a physical signature were
not available in the e-banking web. In the near future, we can imagine a bank “robot”
working in the cyber-world. For example, it is possible to imagine that a customer
arrives at a gas station, refuels her car, and goes out without any explicit payment
operations requiring physical objects like a credit card or a mobile phone. The sum due
is paid automatically by the bank robot. This is possible because the car and the face of
the customer are recognized by the system of the gas company cooperating with the
bank, and the sum due is automatically deduced from her account using a direct debit
scheme.

3 Industry 4.0

One may expect that such cyber-physical systems will emerge in different areas. The
most natural area is factories, where these systems are called smart factories [11], or in
the broader sense – industry, called Industry 4.0 [7–10, 12, 13]. A factory is a good
candidate for application of cyber-physical systems, because it is a closed environment
precisely controlled by factory management. Therefore, cyber-physical systems may be
deployed step by step in a controlled manner, mitigating the risk involved.

Industry 4.0 may be defined as the information-intensive transformation of man-
ufacturing in a cyber-physical environment of:

• Data,
• People,
• Processes,
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• Services,
• Systems, and
• IoT-enabled industrial assets

due to:

• Generation,
• Leverage, and
• Utilization of actionable information

to improve innovativeness, efficiency, productivity and customization [8]. In [2] col-
laborative networks are considered to be a core enabler of Industry 4.0.

However, the above definition is not particularly revolutionary. Industry has always
tried to improve its efficiency and productivity to reduce costs and increase profit, to
modernize through innovations so as to get competitive advantage over competitors,
and to better satisfy its customers with customization of its products. For a long time,
these goals have been achieved by aligning the IT solutions responsible for generation,
leverage, and utilization of information with business processes and services involving
people. Thus, the revolutionary character of Industry 4.0 may be best expressed as
follows:

The goal of Industry 4.0 is to provide mutually cooperating cyber-physical systems with
decision-making autonomy.

It is the planned autonomy of cyber-physical systems that makes the difference
between Industry 4.0 and former approaches. Former approaches required the human
maker of operational decisions to take responsibility for the decision outcome. The
autonomy of cyber-physical systems in Industry 4.0 is possible due to the intensive
data flow mentioned above and the application of artificial intelligence techniques to
process big data to extract knowledge leading to autonomous decisions.

4 Economy 4.0

The idea of Industry 4.0 may be extended to Economy 4.0 [6]. Economy 4.0
encompasses a full digital value chain from suppliers of materials and components
required for production, through all the brokers and providers of necessary services, up
to the final recipients of the entire production, i.e., end-customers, regardless of who
they are:

• Entrepreneurs,
• Consumers,
• Owners of buildings,
• Owners of retail stores,
• Employees,
• Citizens,
• Passengers,
• Patients, etc.

Non-technical Challenges of Industry 4.0 5



Economy 4.0, on the one hand, encompasses Industry 4.0 with its cooperating
smart factories, while simultaneously extending smart concepts to many other sectors
such as: smart energy grid, smart mobility and transportation, smart buildings, smart
healthcare, smart breeding, etc. The range of Economy 4.0 may be classified as follows:

• Technologies 4.0 applied within a smart factory;
• Technologies 4.0 applied for cooperation among factories (smart or not);
• Manufactured smart things deployed in smart end-user environments;
• Digital services provided to users of smart environments.

In Economy 4.0 logistics and supply chain management play a particular role. They
may be seen as tools of integration: vertical – within a smart factory, and horizontal –
between factories, and between factories and smart end-user environments [1].

Economy 4.0 constitutes a more challenging environment than Industry 4.0 for two
main reasons. First, it is an open environment controlled by more or less vague rules
obeyed or not by different independent objects. Second, people in this environment are
not trained as smart factory employees about how to interact most effectively with
autonomous cyber-physical systems. Both reasons increase the risk of malfunctioning,
and inaccurate interpretations of the actions of cyber-physical systems.

5 Challenges to Future Employees

The main challenges to achieving Economy 4.0 are adding the proper level of
autonomy and intelligence to systems. The goal here is not only to make the systems
more intelligent, but also to make them more efficient, effective, communicating, agile
and flexible, and thus well adapted to the global, inter-connected, real-time economy.
A consequence of this challenge is the necessity to find a right balance between
autonomous and self-organizing systems, and the planning role of humans
(employees).

A future employee will have to demonstrate his/her knowledge level, and his/her
ability to cooperate with machines, including robots, in real world scenarios containing
fast-changing conditions, requirements, and goals. Adaptation of work methods to the
requirements of Economy 4.0 requires an holistic, but agile management approach in
real-time, within rapidly changing, distributed environments. This means moving from
an approach based on centralized organization and planning to an approach based on
ad-hoc planning and risk management.

We may then anticipate that the human’s role will then be markedly transformed in
Economy 4.0. The depth of the change can be illustrated by the following example
showing two extremes. Currently, to provide transportation of goods, the trucks that are
used are driven by truck drivers. A truck driver may be seen as an operator of systems
of interconnected devices, both mechanical and electronic, that comprise the familiar
vehicle called a truck. In the future, in Economy 4.0, autonomous trucks will replace
human-driven trucks, so the truck driver’s job will gradually disappear. A human will
be required, however, to play the role of a manager of a fleet of autonomous trucks. In
other words, a human will be a supervisor of autonomous systems of devices controlled
by artificial intelligence. This job is much more challenging. Working in concert with
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artificial intelligence, an employee will need enhanced skills of thinking and reasoning
to be able to supervise autonomous decisions made by the system controlled by arti-
ficial intelligence.

6 Challenge to Fixing Errors in Software

The ancient Romans said: “Errare humanum est” which means: “To err is human”. This
truth is particularly well known to programmers, who are constantly making, discov-
ering, and fixing errors in software.

Information, being the basis of decisions may be:

• Retrieved from memory,
• Computed, or
• Assumed.

In case of erroneous data, it is possible to find the errors and correct them. In case of
an erroneous program, it is possible to find wrong piece of code and correct it. But, in
case of erroneous assumptions and specifications, the entire system may need to be
rebuilt. Fixing errors in data or code is an operational IT activity. However, changing
specifications and assumptions adopted before the system was developed is a strategic
interdisciplinary activity, especially if a cyber-physical system is concerned. Re-
designing the digital part of a cyber-physical system is a challenge, but re-designing the
non-digital part of a cyber-physical system, e.g., mechanical one, is usually much
harder. It is worth noting that specifications and assumptions may become erroneous
during system exploitation due to changes in the environment the system is devoted to
serve. In the case of the fast-evolving Economy 4.0, such situations may arise fre-
quently. The problem of system reliability is even harder when we take into account the
need to protect systems against cyberattacks that may be considered as a fast evolving
part of (hostile) environment of cyber-physical systems.

Fixing errors in software is hard, but methods to do that have been elaborated
within software engineering discipline. Fixing errors of artificial intelligence systems
stemming from design specification errors or invalid assumptions will be an enor-
mously complex challenge. If we are dealing with a neural network consisting of
thousands of nodes and trained by peta-bytes of data, then finding out why it generates
erroneous results may approach impossibility. Perhaps we will discover ways to allow
other artificial intelligence methods to help us with that.

7 Challenge to Responsibility

An important aspect of human life is discovering who or what is responsible for any
significant accident. Consequently, today, methods of determining who is responsible
for an accident are well developed. In the case of Economy 4.0, however, the problems
are much harder and methods for determining responsibility for errors and accidents are
not yet set. Consider, for example, the above mentioned autonomous truck travelling
without a human driver that is involved in a serious single vehicle accident without

Non-technical Challenges of Industry 4.0 7



injuries to any person in the vicinity. There are several suspects who might be
responsible for that accident. The first is the truck owner. However, the truck owner is a
car rental company. If it maintained the truck properly as required by law, it would be
difficult to say that it had responsibility for the accident. The second suspect is the
person who rented the truck. However, the renter in this case is also a company whose
warehouseman loaded some goods into the truck, carefully secured them, then entered
the customer’s address and clicked “go”. Again, very likely this renter had nothing to
do with the accident.

If the truck’s mechanics were right, then the next suspect are computer systems,
i.e., hardware, internet and software. In case of an autonomous truck, hardware is not
only an on-board computer, but also a cloud in which programs, data, maps, etc. are
stored. If the on-board computer has not been mechanically damaged, it can be checked
if it worked correctly. However, the cloud cannot be easily checked. There are usually
several million processors in each data center composing a cloud. Only advanced
testing software may check if any of them is functioning incorrectly. It is also difficult
to determine which particular processor was supporting the truck that had the accident.
Moreover, each processor was allocated to serve the truck for a very short time-slot.
Then, the service could be taken over by another processor, or even a different data
center located in a different country.

The cause of the accident could also be a break in internet communication. The
internet is a very complicated system consisting of gates, routers, cables, fiber optics,
wireless communications, satellites, etc. Each data packet exchanged between the cloud
and the truck can go a different way. Generally, the internet works very reliably due to
error detection and repeating the transmission of incorrectly transmitted data packets,
although not all packets reach their destination immediately. Occasionally, however, it
fails. The impacts of such failures are often unnoticeable, but in an Industry 4.0
environment, this may change and internet failures may start resulting in actual
damages.

The most suspect component for the autonomous truck accident described above is
the software operating the autonomous vehicle. This does not mean, however, that
assigning blame only requires us to find and charge a suspect programmer. Hundreds of
programmers who do not even know each other are involved in creating such a
complex software that is required to drive an autonomous truck. One team of pro-
grammers once wrote a program module solving a general problem and put it in a
digital library. Another team of programmers used this module in their vehicle guid-
ance program module. Yet another team of programmers assembled the whole software
system to drive an autonomous truck from such modules developed independently. The
system was thoroughly tested by independent testers. It is practically impossible to
determine who is responsible for an error in a software system so large and complex
that has been developed and validated by so many people.

As mentioned in Sect. 6, an even harder problem is finding a person responsible for
errors generated by artificial intelligence. Neural networks recognize images by cal-
culating probability based on millions of cases stored in the cloud, so the result depends
not on a human, but on which cases have been recorded and used to train the neural
network.
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8 Conclusions

Current societies are more and more dependent on software systems controlling not
only the digital world, but also the cyber-physical world [3]. With increasing
deployments of autonomous cyber-physical systems, the risk of damages caused by
decisions following from their malfunctioning or wrong interpretation of the situation
around them increases. As we have indicated above, cyber-physical systems are con-
trolled not only by very complex software, but also by the big data sets used to train
systems of artificial intelligence. The complexity and size of programs and training data
are so massive that they cannot be verified for correctness using traditional software
engineering methods. On the other hand, society cannot allow the errors of such
software to be dismissed as a “force majeure” (which traditionally refers to the forces of
nature beyond human’s control such as tornados, hurricanes, eruption of volcanos,
earthquakes, tsunamis, etc.). Humankind cannot lose control over his own products.
Therefore, one of the greatest challenges of modern computer science and engineering
is to develop new methods of identifying the causes and fixing errors in complex
information systems including artificial intelligence. The goal should not be to find and
to punish a guilty programmer, but to ensure the error cannot reoccur.

Industry 4.0 and Economy 4.0 will maximally challenge our educational systems.
The demand for routine cognitive and physical work will decrease, because computers
and robots will do such work more precisely, effectively and cheaply. However,
computers and robots controlled by artificial intelligence do not understand what they
manage, they only count the probability of realizing possible scenarios that have
already arisen in the past, and choose the one that optimizes a given criterion, in
particular, the criterion that minimizes costs of production or service provision. Thus,
Industry 4.0 and Economy 4.0 will need people who think, reason and understand how
to control artificial intelligence to prevent terrible mistakes that may happen if the past
is mindlessly repeated. Understanding and creativity will remain the exclusive domain
of humankind. Therefore, the educational system will be required to transform itself to
provide Industry 4.0 and Economy 4.0 with graduates who have capabilities attuned to
4.0 systems thinking, reasoning and creativity. These are the people we will depend on
to be capable to cooperate with computer systems and robots controlled by artificial
intelligence in conditions of distribution, diversity and uncertainty.
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Abstract. The 4th industrial revolution (Industry 4.0) heavily relying on the
concept of Cyber-Physical Systems (CPS) has transformed the manufacturing
industry into an intelligent environment. Advances in manufacturing and
automation industries created hyper-connected industrial ecosystems that are not
limited to smart production but also facilitate organizational integration. Hence,
fostering the creation of collaborative, networked and intelligent industries. One
of the emerging advances in the digital transformation of industries is the creation
of environments where humans work in close collaboration with sensor enabled
smart machines and robots. Particularly the close involvement of humans in such
smart environments challenges system designed methodologies mainly because
human aspects are not considered in CPS design frameworks. In this paper, we
present an approach to support this aspect of Industry 4.0 taking a Cyber-
Physical-Social System (CPSS) paradigm to incorporate human aspects with the
existing notion of CPS. We propose a meta-model of CPSS that can serve as a
framework to design systems involving human and CPS collaboration.

Keywords: Industry 4.0 � Cyber-Physical-Social system � Meta-model �
Human-machine collaboration

1 Introduction

The introduction of Cyber-physical systems (CPS), together with advances in In-
formation and communication technologies (ICT) has been the major driving force for
the 4th industrial revolution [10]. These advances are empowering an era of digital
transformation by offering connectedness and intelligent computation. Thus, promoting
collaboration in production systems and organizational integration. Industry 4.0 par-
ticularly in manufacturing and automation fields forecasts promising solutions for the
future of digitized industrial ecosystem. One of the major expected outcomes of this
revolution is the allocation of tedious and repetitive tasks to intelligent machines and
robots [8, 12]. According to [9] “CPS describes a broad range of network connected,
multi-disciplinary, physically-aware engineered systems that integrate embedded
computing (cyber) and technologies into the physical world. Such design approaches
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mainly incorporate the orchestration of physical devices and phenomena with com-
putational nodes”. The era of digital transformation is evolving faster than expected.
One aspect of this evolution is to enhance advanced collaboration mechanisms in
industries; particularly collaborations involving humans and machines [6, 7, 11, 13]. In
these industrial contexts, the nature of relations between humans and CPS is
demanding not only task execution but also cognitive interaction. However, the current
design approaches of industrial systems heavily rely on the core concept of CPS
lacking efficient means to link technical and social prospects. This degrades the quality
of collaboration and can compromise safety [5] resulting challenges to deliver and cope
with the speed of evolution in Industry 4.0. Particularly the main challenge originates
from the complexity of human nature, as people usually do not follow rules that are not
matching with their way of thinking, preferences, needs and capabilities. Additionally
each individual is unique and her behaviour under different circumstances is driven by
a complex phenomenon, which has not yet been fully understood.

As Industry 4.0 is enhancing such collaborative industrial environments, the need
for a design framework that goes beyond CPS is not far-fetched. Hence, a system
design methodology that incorporates human aspects will be complementary to the
future of digitized industrial ecosystem. In this work, we propose an approach to
support this prospect by taking a Cyber-Physical-Social system (CPSS) paradigm.
CPSS is an emerging concept developed by integrating a social aspect to the existing
CPS notion. We first conceptualise the notion of CPSS through a definition that is
grounded on a generic framework provided by the theory of systems. Then we illustrate
all kinds of relationships that may occur between systems, subsystems and components
in a system of CPSSs. Ultimately we present a meta-model of Cyber-Physical-Social
systems, which can serve as a base framework for the designing of complex systems
that involve close collaboration of humans and CPS for the future Industry 4.0
applications. Finally we provide a case study example to demonstrate how the extended
meta-model can be used to obtain a compact model, which can then be used for further
analysis.

2 Cyber-Physical-Social System (CPSS)

From a general perspective CPSS is the composition of Cyber-Physical System
(CPS) and Social system. CPS refers to a generation of systems with integrated
computational and physical capabilities strongly related to the 4-th Industrial Revo-
lution [1]. The Social aspect refers to interacting individuals, having each their own
cognition, preferences, motivation and behaviour [2, 4]. The development of CPSS is
still in its infancy. Over the past decade, different researchers used different termi-
nologies to refer to the integration of the human aspect into CPS projecting different
conceptualizations. For instance in [16–18] Cyber-physical-human systems (CPHS)
was used, being defined as “a system of interconnected systems (computers, cyber-
physical devices, and people) ‘talking’ to each other across space and time, and
allowing other systems, devices, and data streams to connect and disconnect.’’ In [15]
the concept of Cyber-Physical-Social-Thinking hyperspace (CPST) was introduced for
geological information service system. This work defined CPSS as “a system deployed
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with emphasis on humans, knowledge, society, and culture, in addition to Cyber space
and Physical space. Hence, it can connect nature, cyber-space, and society with
certain rules.”, where as for CPST, it is established through the mergence of a new
dimension of thinking space into the CPS space. The thinking space is a high-level
thought or idea raised during the intellectual activities of people. The work visualises
the Intellect of humans separately from the social aspect of CPSS as thinking space. On
the other hand the term Social-Cyber-Physical-Systems (SCPS) was also used in [19]
and [20], being defined as “a complex socio-technical system in which human and
technical aspects (CPS) are massively intertwined.” According to this definition, the
scope of SCPS extends to the intangibles of social context, which includes social
culture and norms, personal beliefs and attitudes, and informal institutions of social
interactions. The notion of CPSS is conceived in many works; however, the usage is
not homogeneous. Furthermore, the perspective and way of defining also varies from
domain to domain. In an effort to address this gap, recently a holistic definition and
domain-independent conceptualisation of CPSS grounded on a generic framework
provided by the theory of system was proposed by [2]. In our work, we adopt a
perspective on CPSS represented by the following definition.

Definition 1: CPSS is a system strictly composed of a Cyber-Physical System
(CPS) and a Social System (SS), in which the system’s components interact in a virtual
and physical environment, where CPS and SS are defined respectively as follows.

A CPS is a system encompassing all the systems and subsystems of Cyber and
Physical Systems, their components and the interaction between them, as well as
integration of computation with physical processes.

A Social System is a system that comprises interacting individuals, having each
their own cognition, preferences, motivation and behaviour.

Digitized industrial ecosystems emerging as a result of rapid advances in Indus-
try4.0 are environments where humans and sensor enabled smart devices cohabit a
physical space of collaboration. Hence, can be seen as CPSS environments. Following
this, we present a meta-model of CPSS that can support such collaborative system
design approaches in Industry 4.0.

3 A Meta-Model of CPSS

In this section, we illustrate all kinds of relationships that may occur between CPSSs,
CPSs, SSs and their components (cyber, physical, Social). Then we ultimately for-
malise the CPSS paradigm through a meta-model inspired by the one proposed by [1]
for CPS.

3.1 Towards a Meta-Model for CPSSs

We define a CPSS as a set CPSS = {CS, PS, SS, RP, RC,RS}, where CS (Cyber
System), PS (Physical System) and SS (Social System) are sets containing Cyber
components, Physical components and Social components respectively. Atomic CPSS
is one that is strictly composed of one Cyber, one Physical and one Social component.
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A Composite CPSS is one that is formed by the combination of CPSSs or components
from two or more CPSSs. Similarly, we define CPS as a set CPS = {CS, PS RP, RC}.
Atomic CPS is one that is strictly composed of one Cyber and one Physical component.
A Composite CPS is one that is formed by the combination of CPSs or components
from two or more CPSSs. Finally, RP, RC, RS represent respectively the sets of physical,
cyber and social relationships that may exist between system’s components or between
systems parts and their environment as detailed below and illustrated in Fig. 1.

RP (Physical Relations):- refers to the relation between systems, subsystems and
components to be physically connected and the transmission of physical objects
between components.

RC (Cyber/Virtual Relation):- refers to the presence of an information flow/control
or sharing of computational node between/within systems, subsystems and
components.

RS (Social Relation):- refers to the flow of information/ transfer of knowledge
between social components (i.e. humans). It also reflects cognitive ties that govern
human behaviour.

Figure 1 is an example of a system of CPSS, which is composed of two CPSSs and
one CPS. This example illustrates all types of relationships and forms of interactions
that may exist within a system of CPSS. The top shaded box represents a single CPSS
(CPSS1), which is composed of a CPS (CPS1, most inner box), and a Social System

Fig. 1. A composite CPSS
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with two components (humans) H1a and H1b. CPS1 is composed of a Physical com-
ponent (P1) and a Cyber component (C1). CPSS2 is another CPSS containing (CPS2,
H2a, H2b, P2, C2) for the corresponding components in CPSS1. CPS3 is a composite
CPS containing CPS1, CPS2 and its own Cyber and Physical components P3, C3. The
shaded boarder represents the external environment.

In a system of CPSS three forms of interaction can occur. I. Interaction within a
single CPSS (among subsystems and components), II. Interaction between two or more
CPSSs, and III. Interaction between CPSS and its environment.

I. Interactions within a single CPSS: - interactions within a single CPSS can be of
Physical, Cyber or Social nature as illustrated on Fig. 1.
RP: - Physical relations within a single CPSS can exist between Human and
Human (H1a and H1b), Human and Physical components (H1a and P1) and (H1b

and P1) or between two or more physical components. This type of interaction is
visually observable as it involves direct contact in the physical world.
RC: - Cyber relations within a single CPSS refer to the sharing of computational
resources and the flow/control of information among the different components of
the system.
RS: - A social relationship within a within a single CPSS takes two different
forms.
i. A direct communication/ Conversation in the physical world ( RS

D)
ii. Indirect communication through a CPS medium ( RS

V ).
II. Interactions between different CPSSs: - can be of Physical, Cyber or social

relations represented by dotted lines on Fig. 1.
RP: - A direct physical contact between Humans (H1b and H2b), physical
components (P1 and P2) or Human and Physical components (H1b and P2).
RC: - Is a virtual information flow/ control between cyber components of two or
more CPSSs (C1 and C2).
RS: - A social relationship between different CPSSs also takes two different
forms as it is within a single CPSS (direct communication - RS

D between (H1a and
H2a) and through a CPS medium - RS

V between (H1b and H2a).
III. Interactions between CPSS and external environment: - Physical, Cyber and

Social relations represented by bold arrows connecting the CPSS to different
systems, subsystems and components of the external environment.

3.2 CPSS Meta Model

In Fig. 2, we propose a meta-model for CPSS based on our definition of CPSS and the
formulation of a system of CPSSs, using the UML 2.0 notation. The meta-model
formalizes the minimum requirement for the emergence of a CPSS as an atomic unit
and the modeling of a composite CPSS. The emergence of a CPSS requires a con-
nection between at least one social component and one physical component that is
linked to at least one cyber component.
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Atomic CPSS emerges when this minimum requirement is fulfilled. Accordingly,
each atomic CPSS is given a single social component, a single physical component,
which models its mechanical behaviour and a single cyber component for computa-
tional functionality. This is presented in the meta-model by the relationship ‘form a
single CPSS’ between the classes ‘Social component’, ‘Cyber component’ and
‘Physical component’. As an extension to the composition of complex CPSS the
aggregate relation ‘logically includes’ is introduced to the model. An atomic CPSS ‘is
physically part of’ a composite CPSS and with inheritance relation it can lend its
functionality. The class of ‘Cyber-Physical-Social production system (CPSPS)’ can be
viewed in the model as a subclass of composite CPSS and Cobotic system is a subclass
of CPSPS. Whenever a system is in the relation ‘is physically part of’ this also entails
that it is being ‘logically included’ in that system. A similar analogy was used in [1].
When the ‘Social component’ is not instantiated, an atomic CPS can emerge repre-
sented by the relationship ‘form a single CPS’.

The meta-model we presented in this work is a partial extension of [1] and is
subject to further extension/modification in an effort to model complex properties and
interdependence between components. Additionally we introduce the notion of Cyber-
social system (CSS) in the model, which is not a concept developed currently but
possibly in the future. Despite the terminology, CSS is currently being used to refer an
online social network, in this context the future CSS could imply a system where
human cognition is supported through cyber components. This concept is also partially
shared by [3] automation aiding enhanced cognitive capabilities such as perception,
memory, reasoning and decision (Operator 4.0), a subclass of Human-Cyber system.
Once having a well-developed and operational CSS, there will be a different horizon

Fig. 2. Meta-model of CPSS: The blue concepts depict concepts from [1]
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and additional possibilities to the emergence of the future CPSS. This is introduced
here with the goal of having a meta-model that is flexible and open to accommodate
new concepts in the evolution of the domain. However as this is not the scope of this
paper, it will not be discussed further. The concept of SPS (Social-Physical system) is
not included in the model because it is the long existing standard manual system of
operation with no actual relevance in this context. In the following section, we present
a case study of Cyber-Physical-Social production system.

4 Case Study

Let us consider an abstract scenario of aerospace engine systems plant modified and
adopted from [14]. This case study is chosen because it simulates the emerging advent
in Industry 4.0, which is a collaborative production systems between human and CPS.
This is a plant producing parts of engine system for the aerospace industry. The
production system is organised as job shop. In the production line of the plant, there are
manufacturing engineers, operators and maintenance technicians that are skilled and
able to perform tasks on different machines. In order to improve efficiency robotic cells
are introduced at job shops to collaborate with the workers. In this production system
there are several machines designated for different tasks. Most of the activities require
similar set of skills but there are few activities that require additional skills for which
additional training is needed. However, the company’s orientation for task identifica-
tion and worker involvement follows socio-technical principles, which allows collab-
oration and knowledge sharing between the workers through live chat and virtual
assistance. This highlights social interaction between the workers to support each other.

Figure 3 illustrates a simplified version of this sophisticated process of the plant in
an effort to visualise with best possible detail the composition of such complex Cyber-
Physical-Social Production System (CPSPS) and the interaction between different
components. As it can be seen on the figure, one can assume a simplified version of the
job shop with three different machines equipped with robotic cells to collaborate with
the workers. The physical parts of each machine and robotic cells with their embedded
computational capabilities form the three CPS units. However since human workers are
present at the vicinity of these workstations to work in collaboration with the robotic
cells, individual CPSSs can emerge at each workstation.

The current approaches of designing such systems rely on CPS frameworks, which
limits the nature of collaboration to task execution leaving no room for possible
cognitive interaction. In this particular case study, the introduced robotic cells are
programmed to perform a predefined task and they execute it with maximum effec-
tiveness in order to help the human workers. The collaboration in this case is only task
execution or workload sharing with the humans for a global objective of improving
performance.

However, this nature of collaboration is not able to handle human dynamics (un-
expected human actions and changing needs due to a different state of mind). This is
unknown to the CPS, which has no capabilities to reason on such kind of changes.
Hence, it can significantly affect collaboration quality, work efficiency and can com-
promise worker’s safety. We believe collaborations in such systems should evolve
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from task execution to cognitive interaction. Our Postulate is that taking the CPSS
paradigm opens opportunities to reconfigure such systems and put human dynamics at
the center of the interaction. Such systems should be designed taking into account not
only cyber and physical components but also important social aspects of humans. We
believe the CPSS paradigm with the support of artificial intelligence brings several
opportunities for the future of Industry 4.0 facilitating seamless collaboration and
support between human and CPS.

The field of artificial intelligence is revolutionising many domains empowering
systems with the ability to learn from data, reason (predict/infer), make intelligent
decisions and self-correct. Industry 4.0 has unexploited potential to benefit from arti-
ficial intelligence since current manufacturing environments are equipped with sensor
enabled wearables and machines capable of collecting various types of data, high speed
and real time computational power. Particularly in Cyber-Physical-Social Production
Systems putting human as part of the system, AI can help in transforming industry of
the future to a better collaborative working environment where collaborative robots and
machines can learn and recognise complex human behaviour, response patterns, values
and needs. Thus, pursue important human aspects, make decisions and perform pre-
dicted actions that humans would approve to become better companions. Additionally
it makes it possible to customise and personalise workspaces matching physical and
cognitive characteristics of workers to support special needs, disabilities, aging and
other kinds of personal limitations and opportunities. In future studies we aim to further
develop and extend the meta-model also validate proposed opportunities at design
phase through experiment at execution phase in selected case studies.

Fig. 3. Example of cyber-physical-social production system (CPSPS) applied to a plant that
produces parts of engines for aerospace industry. Dotted lines represent social relations and
solid lines represent Cyber and physical relations.

18 B. A. Yilma et al.



5 Conclusion

In this paper, we proposed an approach to support human-machine collaboration in
Industry 4.0 through a Cyber-Physical-Social systems (CPSS) paradigm. CPSS is an
emerging concept that intertwines human aspects to the existing notion Cyber-Physical
systems (CPS). Current system designs approaches in Industry 4.0 heavily rely on the
core concept of CPS, which does not incorporate human aspects. Thus, degrading
collaboration quality and leaving room for compromised safety. We believe the CPSS
paradigm supports the future of Industry 4.0 in bridging this gap as it effectively
integrates human aspects with CPS. In general, the emergence of such intelligent
collaborative industrial environments together with the complexity of human dynamics
make systems more complex. Nevertheless taking a CPSS paradigm offers opportu-
nities to better understand and model complex interactions. We elaborated the
emerging notion of CPSS by visualising all kinds of relationships and interactions that
may occur within a system of CPSSs. Additionally the extended meta-model is a step
towards having a generic framework. As it brings human dynamics closer to CPS, it
jointly opens opportunities to benefit from artificial intelligence in learning complex
human behaviours, values and needs to enable machines and robots in becoming better
companions during collaboration. Future studies will investigate this further.
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Abstract. Enterprises are forced to implement continuously new ICT archi-
tectures, devices and technologies to react in time to the demands of the market
for high quality, individualized products. These demands can be fulfilled only
by well-organized and operated networked production systems. Cyber Physical
Production Systems (CPPS) represent this type of networks connecting their
different components through collaborative networks (CN), using emerging
technologies in a very flexible and efficient way. The paper gives a short
overview on the trends of CN and CPPS as systems, than the Brain Computer
Interface (BCI) is introduced as a new technology to control devices in CPPS.
As a next step a new paradigm for future production systems, beyond the CPPS
is presented; the biological transformation in manufacturing (BTM), where
biology, IC and manufacturing technologies are merged. There are many open
questions in reference to BTM that need to be answered by the manufacturing
community.

Keywords: Cyber Physical Systems � Brain Computer Interface �
Collaborative Networks � Biological Manufacturing Systems

1 Introduction

The fast evolution of information and communication technologies (ICT) have resulted
a new digital economy that has reached a point from where this process can be called as
the “fourth industrial revolution”. In this environment Cyber Physical Systems
(CPS) are interlinked through real and virtual objects and processes. This phase can be
characterized with deep interdisciplinary integration of technologies in digital, physical
and biological world [1]. Manufacturing industry also belongs to those sectors that are
basically changing in most of their component systems as new paradigms are involved
into the production.

Today Artificial Intelligent (AI) technologies are the most dominant technologies for
most sectors of economies, Gartner states that AI will become the biggest megatrend of
the next decade [2]. The key AI technologies, e.g. deep learning, deep reinforcement
learning, artificial general intelligence, machine learning, and conversational user
interfaces appear not only as single applications but in many cases in an embedded,
integrated form with other emerging technologies (e.g. AI+IoT, AI+BigData, AI+5/6G).
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AI research got a big push and it seems that the level of AI applications will define the
overall technological level of a country, as AI appears in most sectors of the economy.
USA is traditionally dominant in this market, but China is raising radically its invest-
ment level (both states invest billions of USD into research founds) [3]. These AI based
technologies can be applied in CPPS as well.

The paper gives a short overview on the trends of CN and CPPS as systems, than
the Brain Computer Interface (BCI) is introduced as a new technology to control
devices in CPPS. New human-machine communication technologies are in the first line
of emerging technologies.

In the next section a new paradigm for future production systems, beyond the CPPS
is presented; the biological transformation in manufacturing (BTM), where biology, IC
and manufacturing technologies are merged, and the goal is to explore the application
possibilities of the knowledge of biological principles in manufacturing processes.
According to the predictions of different institutions the realization of highest (third)
level of biological manufacturing will be in real industrial use only about after 2030 [4].

The paper discuss the above technologies only from technical viewpoints, but it is
important to mention that there are non- technical fields (e.g. society acceptation,
ethical questions) too, that are influenced by these technologies in a great extent and
have back-reaction on these technologies as well. The focus of the paper is on human
centric technologies and the biologisaton of manufacturing, so some critical questions
of these fields can be discussed for future developments:

• What are the main gaps between BTM and traditional manufacturing?
• In which fields of manufacturing could be involved additional biological methods,

processes?
• What can be the main negative factors in the introduction of BTM?

2 Collaborative Networks and CPPS

2.1 Collaborative Networks and Their Challenges for Future Production

In this section the trends of Collaborative Networks and CPPS as a whole system will
be presented in connection with Industry 4.0 concept based production systems.

The different collaboration issues in production systems based on the Industry 4.0
concept are analyzed, compared and summarized in a structured way in [5]. Based on
this evaluation 13 main group of challenges have been defined for further research. The
importance of humans in the systems (in group 4) and the application of nature related
disciplines (in group 7) in CNs are defined as well.

In order to give a proper answer to these challenges emerging technologies should
be applied: extensive application of AI in decision making and in organization of CNs,
collaborative censor fusion, collaborative robot–human work (corobots), and new
interfaces are needed (e.g. BCI).
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2.2 Cyber-Physical Production Systems (CPPS)

CPSs can be applied in many fields of economy, in healthcare, different fields of
industry, agriculture. In the field of production/manufacturing the specialized CPS is
called CPPS and focus on operating highly effective, flexible production system.
Cyber-Physical Production Systems (CPPS), relying on the newest and foreseeable
further developments of computer science (CS), information and communication
technologies (ICT), and manufacturing science and technology (MST) [6]. CPPS can
be characterized by strong collaboration of systems both among machine and human
agents that results intensive communication.

There are numerous surveys, studies and whitepapers published on the challenges,
trends of future manufacturing systems and CPPS. In the most important fields the
predictions are overlapping each other, only the accents are put in different points.
A few word summaries of the results of two studies are introduced especially only
those points of the works that can be connected to the topic of this position paper.

In the whitepaper of [7] the following main Research Priorities for Cyber-Physical
Manufacturing have been defined (2 points are selected from 14 on the list): RP2.
Worker at the center in manufacturing systems; RP7. Cyber Native Factories.

The Report of the ManuFUTURE – EU High-Level Group [8], contains 10 groups
of trends for future manufacturing systems in Europe, in four of them are reference on
humans and biology: “AI will support all human’s activity in manufacturing”, “Biotech
transformation of products and processes”, “Collaboration and integration between
humans and technology”, “New interfaces between humans and machines will enable
new levels of collaboration”.

In the “Implementation Roadmap” chapter the bio based eco-systems are men-
tioned that although biotechnology has already significant developments these concepts
call for a significant R&D effort and the mass implementation of the results will be a
mid to long term target (2030–2040 for the 3rd level biologisation).

3 Human Machine Cooperation and Interfaces (BCI)

In the operation of highly digitalized production systems humans have a central role.
Besides the conventional interfaces (e.g. keyboard and touch-screen, voice and gesture
based techniques) BCI can be applied as well. In the literature many experts define the
human machine interfaces (HMI) as critical technology and BCI is the interface that is
handled with great expectations [9]. In the past years BCI is used in a growing extend
in applications for healthy people (e.g. gamers, AR/VR applications) and now it
appeared in the manufacturing world too.

3.1 Definition, Main Characteristics

BCI is a technology that allows the direct communication between the brain and an
external device. A BCI can be described on a lower technical level as an artificial
intelligence system (pattern recognition, machine learning) that can recognize a certain
set of patterns in brain signals following five consecutive stages; signal acquisition, pre-
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processing or signal enhancement, feature extraction, classification, and the control
interface. The controlled device can then send feedback to the user either via normal
sensory pathways (screens, sounds) or directly through brain stimulation, thereby
establishing a closed control loop.

BCI systems can be divided into three groups according to the placement of the
electrodes used to detect and measure neurons firing in the brain; invasive-, semi-
invasive and non-invasive techniques. The most sophisticated BCIs are bi-directional
that can both record signal from the device and stimulate the nervous system.

There are also new and potentially dangerous situations in connection with BCI
security. In BCI a hacker is no longer limited in access to machines and systems, but
rather has the potential, to access partially the minds of living individuals [10]. New
methods, processes have to develop to avoid these critical and dangerous situations.

3.2 BCI Applications in Manufacturing

There are examples of BCI applications in the field of manufacturing control as well. In
the field of human-robot collaborative assembly has been applied BCI described in
[11]. The human thought is realized as the desired robot movement to assist the human.
This solution is an extension of multimodal communications (e.g. voice, gesture,
haptic) and can realize more effective assembly.

In the paper [12] two classification algorithms are proposed by the authors for Brain
Computer interfaces. The two algorithms are the Restricted Boltzmann Machines and
the Long Short time Memory. The classification accuracy obtained from the two
proposed methods showed similar accuracy than for the common Artificial Neural
Network, opening the possibility to be used in manufacturing systems.

3.3 Manufacturing Related Advantages, Disadvantages and Trends
of BCI

The advantages of BCI in manufacturing are: (1) BCIs can create direct communication
between a human brain and any external devices; (2) EEG technique and neurochips
make easier building BCI applications; (3) BCI stimulates researchers by generating
new challenges.

The following features can be listed as disadvantages: (1) EEG technique needs
extensive training for the users, (2) BCI techniques are slow and high costs,
(3) Security/privacy problems are unsolved, (4) Ethical issues can be raised that can
prevent further intensive BCI development.

The trends of BCI represent the raising of the theme. Intensive researches have
been started in BCI field in the last years that resulted new HW elements as well, e.g. a
BCI chip specially designed for decoding brainwave information.

Taking into consideration the research trends industrial application of BCI is pre-
dicted by the Gartner in more than 10 years [2].
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4 Beyond CPPS; Biologisation in Manufacturing

4.1 Biologisation

There are significant improvements in the digitalization of manufacturing, both in the
field of products and production in all phases of their life cycles. But taking into
consideration the problems in connection with the limited resources of energy and
material, new solutions have to be found for the industry. In this way the increased
usage of practical solutions generated by the nature, e.g. from the biology came to light
and can be handled as templates. The new solutions require the convergence of
advanced technologies; require the knowledge of biologically inspired processes and
aspects of sustainability. Inter- and trans-disciplinarity will be the defining features of
future economy and production systems and these can create in this way a new age, a
new paradigm.

4.2 Definition of Biologicalisation

The basic term for involving biology to the production is “biological transformation”
(“Biological Transformation in Manufacturing”-BTM) but there are several other terms
for the same concept. The authors in [4] apply the expression “biologicalisation” and
define “biologicalisation in manufacturing” as “The use and integration of biological
and bio-inspired principles, materials, functions, structures and resources for intelligent
and sustainable manufacturing technologies and systems with the aim of achieving
their full potential.” According to a simplified definition it can be given as “the sys-
tematic application of the knowledge of biological processes aiming at optimizing a
production“ [13].

4.3 Main Characteristics of Biologicalisation

Three levels of biological transformation can be distinguished starting with the
inspiration-level which is followed by the integration-level and finally the level of
interaction, [13]. The levels are defined according to the merge- rate of biological- and
technological paradigms.

On the inspiration-level biological concepts are transferred to value creation net-
works, called bio - inspired manufacturing. Bio inspired concepts are well known in
technology and have been applied for years (e.g. swarm/ant algorithms). The
integration-level is the next layer, given as bio-integrated manufacturing. In this level
biological systems are actually integrated into manufacturing systems, e.g. the sub-
stitution of chemical processes by biological processes [13]. The level of interaction is
the last level towards a huge leap to biological transformation of manufacturing sys-
tems. This layer represents the final step towards a fully bio-intelligent value creation
network (bio intelligent manufacturing) which is the result of a completely new pro-
duction paradigm. On the interaction-level technological, biological and information
systems converge and collaborate.
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4.4 Examples of Biologicalisation in Manufacturing

Cyber-Physical Production Systems (CPPS) are a good example for the inspiration-
level biological system as they have a similar structure to natural ecosystems with their
sub-elements/systems with the connected specific tasks and system behavior and
interconnection (complex communication, flexible exchange of resources) [14]. By an
abstraction the characteristic of natural systems can be transferred to CPPSs to make
use of their optimized way of performance.

The use of microorganisms in machining processes is a good example for the
integration-level. In [15] and [16] possible utilizations of microorganisms for micro-
machining has been introduced. A bacterium has been used that metabolize metal for
their energy production. Another example is when microorganisms can be integrated
into the metal working fluids (MWF) to replace mineral-oil-containing MWFs and thus
reduce the pollution of the environment [17]. In the field of product development the
virus-built batteries, protein-based water filters, cancer-detecting nanoparticles can be
listed as examples [18].

An example on interaction-level is the EVOLOPRO project [19]. The goals of the
project are to develop methods for increased productivity, more robust processes and
the improvement of products by using biological principles of diversity of variants and
the theory of facilitated variation for complex self-adapting technological processes.

4.5 Main Advantages of Disadvantages of Biological Manufacturing
Systems

The advantages of BTM are as follows: environment friendly, energy saving, lower
cost, more efficient.

The following characteristics can be listed as disadvantages: research/experiments
have to be done, longer installation time, risk of introducing a system/process, alter-
native technologies exist, not the best solution is offered but a better one than the
previous.

4.6 Future Trends for Biological Manufacturing Systems

Future trends cannot define exactly for Biological Manufacturing Systems as they are
very complex systems, very diverse disciplines are involved. The trends of component
technologies can be estimated and as a second step can be predicted the introduction of
a BMS. Machine learning (ML) and artificial intelligence (AI) are fundamental tech-
niques in many fields of BMSs.

Selecting some AI related technologies their estimated industrial application time
by the Gartner are as follows: Deep Neural Nets – Deep Learning, 5G between 2–5
years, Digital twin, Quantum computing, Smart Fabric, IoT Platform, Edge AI -
between 5–10 years, BCI, Smart Dust, Biotech - more than 10 years [2].
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5 Conclusions

The CPPS will remain dominant production system type in the future as well. The IC
technologies applied in CPPS operation will develop quickly and this can modify the
structure, the architecture, the way of communication, their collaboration in a great
extent. As human beings have central role in these production systems the commu-
nication between humans and different devices have special emphasis. The BCI can
help humans in the field of manufacturing system as well and within a few years BCI
can get higher role especially in collaborative robotics.

A new paradigm, the biologisation of manufacturing (biologicalisation) can be the
next step beyond CPPS in the field of production. In the biologisation of manufacturing
the applied technologies are the result of deep integration of fully different fields
(biology, ICT, manufacturing). These high level interdisciplinary technologies can
apply more efficient, energy saving, green technologies, but parallel can generate
challenges that are not easy to answer. The acceptance of these new technologies from
the side of individuals, companies and the society, solving the connected moral/ethical
problems are the biggest challenges for the future. Some of these challenges have been
introduced in the paper and these have to be discussed by the manufacturing com-
munity to give proper answers in time.
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Abstract. The Fourth industrial revolution to be successfully implemented
requires higher levels of creativity and innovation in the collaboration, design
and composition of its cyber-physical building blocks. Powering industry 4.0 by
creativity and innovation triggers efforts for better understanding of human
creativity concepts and its intersection with cyber-physical systems in industry
4.0. Since computational creativity is an emerging field of research within AI
that focuses on theoretical and practical issues in the study of creativity, the goal
of this paper is to motivate a discussion about the application of computational
creativity to design cyber physical production systems, which are at the core of
industry 4.0. The fundamental research question in the paper is about the
applicability of computational creativity in an industry 4.0 context.

Keywords: Industry 4.0 � Computational creativity � Cyber-physical systems �
Design � Collaborative network

1 Introduction

The fourth industrial revolution is the information-intensive transformation of indus-
tries in an connected environment of data, people, processes, services, systems and IoT-
enabled industrial assets which is looking for a way and mean to realize smart industry
ecosystems of industrial innovation and collaboration [1]. The term Industry 4.0 refers
to the combination of several major innovations in digital technology which includes
cyber-physical systems, internet of things, cloud computing, cognitive computing and
collaborative networks as its core enabler that can lead businesses to differentiated
competitive advantages [2, 3]. According to a survey from 1600 C-level executives in
business and government across 19 countries, 87% of these business leaders believe
Industry 4.0 will lead to more social and economic equality and stability [4]. Alongside
collaboration as the nucleus for all dimensions of the 4th industrial revolution, cre-
ativity will be one of the top skills valued in 2020 [5] and collaboration definitely an
important aspect [6, 7]. According to the Zion Market Research, the global compu-
tational creativity market, which is responsible for finding creative and innovative
solutions across different fields, was approximately USD 205 million in 2018 and is
expected to generate around USD 1,115 million by 2026 [8]. Collaboration has always
functioned as the kernel of creative works [9], but it seems the future of industry and
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digital transformation without creative collaboration and creative collaborative net-
works will be ambiguous.

As more and more complex and adaptive industrial systems are required, better
solutions to design these new systems are needed, that should go much further ahead
than just the application of fancy IT solutions such as the cloud or simple IoT
approaches. Regarding these systems in a new perspective might be the only way to
effectively solve the challenges imposed by industry 4.0. Seeing these systems as
collaborative networks of machinery and people and applying all the theoretical
framework that has been developed in the last years [6, 10, 11] can be an important
contribution, together with a new vision on the importance of applying computational
creativity to generate creative solutions to complex problems.

Based on mentioned aspects, the goal of this paper is to motivate a discussion about
the application of computational creativity to design cyber physical production sys-
tems, which are at the core of industry 4.0.

The paper discussion is centered around the following questions:

RQ1 – Can creativity be implemented by computers?
RQ2 – Is computational creativity appropriate and applicable in an industry 4.0
context?
RQ3 – Is computational creativity appropriate for collaborative tasks?

Hence, this study explores industry 4.0 and computational creativity existing
research works to provide better and clearer understanding of their concepts, require-
ments, nature and processes to answer the mentioned research questions.

Section 2 briefly outlines industry 4.0 and Cyber Physical Systems (CPS). Sec-
tion 3 discusses about what creativity is and elaborates on how creativity is being
introduced to the computer world (computational creativity). Section 4 describes a
simple industry 4.0 system that will be used to illustrate how creativity can used to
support its design. The research challenges faced by the application of computational
creativity to design industry 4.0 systems composed of cyber-physical systems are listed
in Sect. 5. Finally, Sect. 6, presents the conclusions for this paper.

2 Industry 4.0 and Cyber-Physical Systems

Economic challenges driven by technological and social development in the twenty
first century´s world is provoking industrial enterprises to improve their agility and
responsiveness in other to gain ability to manage whole value chain. Hence, enterprises
require assistance of virtual and physical technologies which provide collaboration and
rapid adaptation for their business and operations [12]. The industrial revolution of the
21st century leads industries to be smarter in decision-making and more flexible in
production volume and customization, extensive integration between customers,
companies, and suppliers, and above all higher sustainability and better optimization
based on environmental variables and available resources [13]. This movement allows
much greater agility and mix in a factory without sacrificing quality, cost, or speed.
That will allow the company to innovate more rapidly and gain greater revenues. In
future manufacturing, enterprises must cope with the need of rapid product
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development, flexible production as well as complex environments [14], cyber-physical
systems, and collaborative networks have to enable the communication/collaboration
between humans, machines and products alike [3].

Cyber-Physical Systems (CPS) which has been perceived as the core foundation of
industry 4.0 [15], are systems of collaborating computation entities, that have an
intensive connection with the surrounding physical systems and their ongoing pro-
cesses through collaborative networks is the core foundation of Industry 4.0 [16].

CPS in the 4th industrial revolution can pursue different goals under different
industrial and manufacturing circumstances. New smart CPS can drive innovation and
competition in different sectors such as agriculture, energy, transportation, building
design and automation, healthcare, and manufacturing. Small and medium-sized
enterprises (SMEs), particularly start-up companies in the IT industry, are key par-
ticipants in the development of the innovation and value creation potential of cyber
physical systems.

Even though CPS strongly rely on technological advancements, the creativity,
flexibility and problem-solving competence of human stakeholders is strongly needed
for their operation [17].

Since CPS involves transdisciplinary approaches, merging theory of cybernetics,
mechatronics, collaboration, design and process science [18], creative computation
might be crucial in the design of cyber physical production systems to reduce creativity
dependency from human stakeholders. This type of CPSs based on creative compu-
tation can support agile creative production to increase customer satisfaction and
improve extensive integration between customers, companies, and suppliers, and above
all sustainable creative economy. Hence, computational creativity-based CPS support,
generate and/or evaluate creative solutions.

To achieve its basic goals industry 4.0 production systems should be basically
cyber physical production systems, whose inherent collaborative and complex nature
calls for highly creative designs.

3 Computational Creativity

The intersection of artificial intelligence, cognitive psychology, philosophy, and the art
fields is on the basis of a multidisciplinary endeavour that is known as Computational
Creativity. Mechanical Creativity, Artificial Creativity and Creative Computing are
other names for this fascinating new field [19]. It uses computer and artificial
intelligence-based technologies to study, emulate, motivate and enhance human cre-
ativity to reach one of various aims [19]:

• to develop and design models, methods and computer-based programs that can
stimulate and enhance human creativity without necessarily being creative
themselves;

• to develop and design models, methods and computer-based programs that can
generate human-level creative ideas;

• to better study and understand the nature and processes of human creativity and
apply a computer perspective about the human creative behaviour.
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In summary, Computational Creativity is the capacity of finding, creating and
developing solutions that are novel, interesting and appropriate for computational
technologies. These aspects should go beyond human-level intellectual and computa-
tional capacity, which is far above the current state of the art in Artificial Intelligence,
especially in what respects the high level cognitive functions [20, 21]. One important
issue is clearly identifying the two different approaches for computational creativity:
(1) using computers to stimulate human creativity, and (2) using computers to generate
creative works. In this paper we are focused on the second approach.

Computational creativity cannot be achieved without a clear understanding of
human creativity. Therefore, it is needed to investigate the most important cognitive
models of creativity developed by psychological and behavioural scientists: (1) Psy-
chodynamic Models, (2) Personality Models, (3) Psychometric Models, (4) Problem-
Solving Models, and (5) Constraints Model of Creativity.

Psychodynamic Models of Creativity: Psychodynamic Models consider creativity
an unconscious process. The unconscious mind allows creativity because it is less rigid
and less specialized than the conscious mind [22]. Some researchers find these models of
creativity unsettling because they give very little credit to individual or self-creativity.

Personality Models of Creativity: Personality Models of Creativity recognised the
role played by individuals during the creative process. Garlick states that differences in
an individual’s ability to process information depend on brain differences [22]. Based
on this approach people with higher level of Neural plasticity can have higher level of
creativity. Some find these models of creativity oppressive because they give little
credit to the thought base creativity.

Psychometric Models of Creativity: Psychometric Models consider creativity as
something that can be taught [23]. Divergent thinking and Free Association thinking
empower creativity and creative idea generation that brainstorming, followed by
convergent thinking transform into valuable and appropriate solutions for the problem.
For Psychometric Models creativity involves three major phases: (1) Problem Con-
sideration; (2) Thinking of possible solutions; (3) Testing or evaluation those solutions
to determine whether they are useful or not [24].

Problem-Solving Models of Creativity: In these models, creativity is about
finding new and original solutions for problems. All searches for these novel solutions
take place in a problem space. The problem space consists of the: (1) Initial state;
(2) Search space and (3) Goal state. According to Weisberg, creative problem solving is
a gradual development from initial knowledge to a final goal state [24].

The Constraints Models of Creativity: Constraints models of creativity consider
creativity as an activity in creative problem solving [25]. Reitman argues that incre-
mental problem-solving technique is a matter of constraints. Externally imposed and
self-imposed constraints help the individual to reach a creative solution by narrowing
the search space and guiding him or her towards the goal state [26].

These models can be used to understand better how the cognitive process of cre-
ativity is developed. All this work can be used to support the development of computer
models that can be the basis for the development of creating creative computer pro-
grams. Computational creativity researchers from the AI area have already developed
important work in creating computer programs that produce creative work [27],
although not to generate industry 4.0 creative designs.
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Psychologists and artificial intelligence (AI) scientists such as Boden [28], believe
that there are three different processes to generate creative ideas: combination,
exploration, or transformation [28]. These processes, if properly applied can be the
genesis for novel and valuable ideas. They may be differentiated by the sort of psy-
chological and cognitive processes that are involved in generating the creative and
useful ideas in the human brain [29].

Combinational Creativity: involves generating unknown, surprizing and valuable
combinations of known and usual ideas. Sometimes, the combinational creative out-
comes can be unexpectedly novel, and extremely appropriate. In short, startlingly
creative. Combinational creativity relies on a shared conceptual foundation and it
happens by creating recognizable associations between ideas that were formerly only
indirectly linked together. Combinational creativity outcomes require a fraught and
valuable store of knowledge in the person´s mind, and numerous different paths to
move between this knowledge. It is combinational creativity that is usually mentioned
in the definitions of “creativity” and is studied by experimental psychologists and
neuroscientists specialized in creativity [29]. Combinational creativity is the most
difficult for AI to model. Computers do not have any problem in making new and novel
combinations of familiar concepts that are already stored or even accessing them. But
there are two important problems. The first one is that the process of combining
familiar concepts can continue for ever. The second problem is how to make these new
combinations valuable and significant, which requires deep world knowledge, such as
cultural knowledge. Human brain has a treasure trove of world knowledge which
includes cultural knowledge. This is the missing element in generating many novel and
valuable combinations by computers. However, artificial intelligence has this ability to
generate novel and significant combination within a stoutly constrained context. But
currently AI systems, including CPS, has no access to a rich and tightly structured
storage of concepts that normal adult human has made in his/her life [29].

Exploratory Creativity: it rests on using the existing stylistic rules or conventions
to generate novel structures (ideas), whose possibility may or may not have been
realized before the exploration took place. Usually, these rules are largely, or even
wholly, implicit. Style-defining rules should not be confused with the associative rules
that underlie combinational creativity. Style-defining rules are normally called “gen-
erative rules” by AI scientists. Every structure produced by following them will fit the
style concerned. Most artists and scientists spend their working time engaged in
exploratory creativity. It can produce higher valued structures, or ideas. This type of
creativity can often offer surprises that are rather deeper than merely seeing the pre-
viously unseen. The premise of exploratory creativity is that the new idea is not in your
head yet, but that ideas already in your head would only lead you to explore beyond
them [28, 29]. AI can model the exploratory creativity by enough clarifying the rule of
relevant thinking style for putting them into an artificial intelligence program. Experts
in the different styles spending their lifetimes to immersion into one style and give a
verbal description for them which is not suit for computer implementation. Never-
theless, modelling exploratory creativity is much more possible for AI experts then
earlier processes [29]. In many exploratory models, the computer comes up with results
that can be compared with even professional human results [30].
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Transformational Creativity: Boden defined transformational creativity ideas as
“impossibilist surprise”. In transformational creativity, the space or style itself is
transformed by altering (or dropping) one or more of its dimensions. As a result, ideas
can now be generated that simply could not have been generated before the change.
The resulting change is so marked that the new idea may be difficult to accept, or even
to understand. Sometimes, many years will have to pass before it can be valued by
anyone outside a small group of aficionados. Boden believes that transformational
creativity generates the most radical ideas, the ones that have the likelihood of winning
a Nobel prize. The premise of transformational creativity is assuming (or hypothe-
sizing) that an idea (or a few) in your head are actually wrong, and exploring the
possibilities that result from accepting it [29]. Some people believe previous processes
of creativity can at least be simulated by computer, but no computer could ever achieve
transformational creativity because this processes not just producing new and signifi-
cant idea, it also involves in producing new way of thinking based on new generated
rules. They believe computer performance is based on their specified and determined
rules and cannot go beyond these rules. Boden [31] criticizes this issue and argues that
what is ignored by other researcher in this matter is that the program may include rules
for changing itself. She suggests programs that contain evolutionary algorithms such as
genetic algorithms can make random changes in the programs own task-oriented rules
[31]. Insofar as computer´s performance is caused by its program, everything it does
was somehow implicit in the instructions provided by its programmer. As soon as
computer programs are affected by unforeseen internal or external events than gen-
uinely new types of results can emerge [32].

Figure 1 classifies the different types of creativity models discussed in this section.
The Cognitive Models of Creativity are those models developed by psychologists and
behavioural scientists that explain how the creativity is processed in the brain, while AI
Computer Models are those developed by computer scientists to support the imple-
mentation of creative based computer tools. So, computer scientists are developing new
computer-based models that are inspired on the Cognitive Models of Creativity.
Considering all that was discussed in this section the Research Question “RQ1 – Can
creativity be implemented by computers?” is answered.

Fig. 1. Creativity models
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4 A Production System Illustrative Example

To answer RQ2, a simple assembly production system is described to illustrate how
computational creativity can used to support its design. This example was previously
used to demonstrate a different concept [33], but it is still very valid for the current
case. The assembly of an adhesive tape roller dispenser (see Fig. 3) is the task to be
considered. This product consists of the Part 1 and Part 3 joined together by a screw
(Part 4), and Part 2 (tape roll). The assembly operation is going to take place on top of
the work-piece carrier that are transported by the conveyors [33].

The choice of available system modules, for simplicity reasons, is limited to a small
set (examples in Fig. 2) such as: a vertical and horizontal moving axis (Z and X), and a
bulk feeder for screws. What is being considering here is the different digital twin
modules following the RAMI 4.0 that may be available from different suppliers, and
which can be considered as candidates for creating different possible layouts to answer
a customer problem or order. Figure 4 illustrates how the two robotic axis (Z and X)
are combined together with a 2-finger gripper to make a two axis pick and place robot.
This created pick and place unit is used to execute all the required assembly operations
for the Tape Roller Dispenser [33].

Layout. The computational creativity-based design tool can generate many new and
significant layouts and choose the one that best answers the end-user defined con-
straints and available modules.

Fig. 2. Modules to be selected Fig. 3. The adhesive tape roller dis-
penser. From [33]

Fig. 4. Robot with one gripper and Part on a
work-piece carrier. From [33]

Fig. 5. Circular layout with Robot 1 Part
1 and Part 3. From [33]
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The layout shown on Fig. 5 is produced, which is characterized by having all
robots with identical topology, as indicated in Fig. 4. The loop shown in the layout of
Fig. 5 make the system more flexible and adaptable. Another interesting characteristic
is the fact that work piece carriers are allowed to execute two differentiated tasks, any
time they are visiting robot 1 (R1). In this especial example, Robot R1 works faster
than Robots R2 and R4, and thus assembles Part 1 as well as Part 3. Empty work-piece
carriers are input in the indicated ‘IN’ point, while ‘OUT’ represents the point where
the finished product and its assigned carrier leaves the system. The letters A, B, C and
D on Fig. 5 are the feeders for all Parts. Part 4, the screw, can be fed by any feeder
type, for instance a bowl feeder as indicated in Fig. 2 that can be picked up by a
magnetic screwdriver. The tape roll might be fed using a simple tubular gravitic feeder,
and the main body parts can be store on pallets [33].

5 Computational Creativity Research Challenges
in Designing Cyber Physical Production Systems

The problem described in the previous section is a typical manufacturing design
problem which represents one type of industry 4.0 problem that could benefit from the
application of computational creativity. In this type of problems, the goal is to
autonomously and intelligently generate the best layout and configuration that answers
the requirements by the application of computational creativity. Hence, computational
creativity-based design tools can be a new generation of tools adequate to develop
Cyber-Physical based Industry 4.0 systems in which collaboration between compo-
nents are an important issue. Despite the application of computational creativity being
not ended on design tools, this paper is focused on this class of problems as they are
enough to illustrate its basic goals.

To motivate discussion and point out research directions in developing these new
generation of computational creativity-based design tools (CCBDT) a sketch of a
possible building blocks for such a tool is described in Fig. 6.

This proposed building blocks main goal is to support the development of a new
generation of design tools whose main decision process is based on computational
creativity, and therefore support the development and implementation of industry 4.0
based cyber physical systems. Novel and valuable creative layouts can then be gen-
erated by machines.

The most important components or parts of this building blocks are:

1. The digital twins of the manufacturing components that can be candidates for the
possible generated layouts. Essentially, the most important characteristic to be
considered here is the description of the operating parameters, and their function-
ality or basic skills that are relevant for the considered problem;

2. The objectives that are the products to be produced (for instance, the adhesive tape
roller dispenser);

3. The basic operational modules, such as the Collaborative network module, User
interface, Knowledge intelligence module, and the Supervision Module that
orchestrates the functionality of the tool, interacting with all the main components;
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4. The knowledge management module that is responsible to manage and interact with
all the different knowledge bases that are fundamental in a computational creativity
process or system. As it was mentioned during the discussion of creativity and
computational creativity, there is no creativity without different type of knowledge.
So, technical knowledge is very relevant and fundamental, but common-sense
knowledge (world knowledge) is also an important player to implement the different
creative approaches (combinational, exploratory, and transformational). Ontology is
included to indicate that concepts and their relations are fundamental. Of course,
technical and world concepts will also be part of the ontologies. Technical and
World KBs are more related to rules or set of rules that are important in the creative
process. It must be noted that learning will be an important process to be included in
the architecture to update the different knowledge bases;

5. Finally, the most novel part of this architecture the modules that will support the
computational creative process. The idea is to have three different modules, each
one responsible for one of the creative processes: combinational, exploratory, and
transformational. The intention is to create a modular system that can accommodate
a stepwise approach in which the system can be enriched with modules as they are
being developed. If no modules to support transformational or combinational cre-
ativity are available, but exploratory modules are already available, then the system
will only apply exploratory creativity. If all modules are available, then different
solutions will be considered applying all the different three processes.

Fig. 6. Possible building blocks for a CCBDT
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The proposed building blocks is much more to raise new questions than an answer
to the problem. The authors’ goal is much more to motivate discussion by raising some
initial research challenges. Hence, the following research points might be considered as
a starting point:

• Structure the work about creativity (non-computational). It involves working with
psychologists, behavior scientists, cognitive scientists, artificial intelligence scien-
tists, and neuro scientists and really understand what has been done until now and
how it can be applied to computer-based systems. The study of the existing Cog-
nitive Models of Creativity (Fig. 1) needs to be understand and better studied about
how they can be adapted to computer models.

• Getting a good review and structure about all the computational creativity work.
What Computer Models of Creativity exist, where they have been applied and how
they can be used in our domain. Moreover, what new models are needed and what
new field of applications in the Cyber Physical Production Systems computational
creativity can be applied.

• Refine and work on a more elaborated architecture for CCBDT (Fig. 6).
• Understand and explore how computational creativity can be used and applied to

facilitate collaboration in collaborative networks.

6 Conclusion

This paper is a very preliminary work but novel in terms of proposing a new approach
for the application of computational creativity in the development of computer based
supporting tools for the design of Cyber-physical based Industry 4.0 systems. The
novelty is therefore proposing that creativity is not a magic but a type of Artificial
Intelligence that can emulate the three basic types of human creativity: combinatorial,
exploratory, and transformational. It is hoped that this work can motivate strong dis-
cussions and raise new research challenges based on what has been discussed and
proposed on this paper.

The RQ1 was positively answered in Sect. 3, and the most important research
question about the appropriateness of creativity to industry 4.0 (RQ2) is believed to be
supported by what was described in Sects. 4 and 5. The answer to the research question
3, (RQ3) about the application of creativity in collaborative networks is also believed to
be positively answered for two main reasons: (1) collaboration is an important part of
the solution for industry 4.0, and (2) creative based computer tools are needed to
implement and support collaborations.

A lot of work is still needed to be done in terms of implementing these three basic
types of computational creativity processes, but what is important for now is that
industry 4.0 can really get advantage from the application of computational creativity
techniques, that have been essentially used in the areas of art, music, and literature
generation. Its application in this domain, can be an important novelty and helping to
bring the issue of creativity to different application areas rather than just design tools.

Another important conclusion is related to the implementation that the proposed
building blocks left open. The most important challenge is how to really implement
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computer combinations, explorations, and transformations. A lot of work has been
done in other areas (music, art, literature) that can be the starting point. Another
implementational aspect is the learning that needs to be integrated in the architecture in
order to keeping real time update of the knowledge bases, and all the knowledge
modelling issues behind the representation of common knowledge.

The authors really look forward to having the possibility to continue proceeding
this very challenging and innovative work of applying computational creativity in the
world of industry 4.0 and integrate it with the collaborative networks work that has
been done.
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Abstract. Legacy industrial infrastructures are facing complex challenges to
evolve to integrated solutions through the adoption of novel computing and
business paradigms. The fast-growing collaborative businesses introduce the
additional complexity of managing cooperative interactions among systems of
business partners. The SITL-IoT research project aims to develop an open
integrated and collaborative systems landscape for the silos agri-food industry.
This case considers a silos’ operator managing a maritime silos terminal in
collaboration with the seaport administration, where trucks transfer bulk prod-
ucts to silos or bulk storages and distribute them to factories. The existing legacy
management and supervision solutions are neither integrated nor properly pre-
pared to cope with collaborative processes. Furthermore, the interactions with
business partners are complex and follow dedicated integration solutions that
pose difficult challenges in terms of management and evolution, since they do
not follow open collaborative models or technology implementations. This
paper discusses the problem domain and the approach to co-design and
implement a technology-agnostic open integration infrastructure to support such
collaborative network. The proposed approach considers a multi-supplier
strategy for the adaptive integration of things on Internet of Things (IoT),
considering the collaborative networks dimension.

Keywords: Collaborative networks � Internet of Things � Systems integration �
Cyber-physical systems � Distributed systems

1 Introduction

Industrial companies are facing complex challenges to adapt their sensor/actuator and
computing systems to new business models to maintain competitiveness. The fast move
towards digital transformation, pulled by retail, social and media companies

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 43–54, 2019.
https://doi.org/10.1007/978-3-030-28464-0_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_5&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_5


(e.g., Amazon, Facebook, Netflix), as well as the objectives highlighted by Industry
4.0, put pressure on traditionally conservative industrial systems not only to adhere but
also to evolve their technology landscapes to offer advanced management and opera-
tions intelligence. However, such trend is complex and difficult to make effective since
current approaches still lack a clear systemic structuration. In fact, such traditional
approaches consider the incorporation of software parts to improve specific features of
a system or the development of independent applications to automate specific pro-
cesses, without a well-founded systems’ engineering approach. Hence, there is an
urgent need to evolve towards a systems’ thinking paradigm, in order to be able to
effectively develop complex composites of collaborative components.

In this paper, we address the challenges faced by a maritime terminal silos operator
when deciding about the strategy to integrate multi-supplier things following the
Internet of Things (IoT) trends [4], owing both to the legacy of its current solutions and
the expectations of an agri-industry silos concessionaire. Such legacy solutions lack an
automatic procedure for the loading of trucks for the transport of bulk products from
silos conveyor structures to factories or intermediary logistics infrastructures that is
able to smoothly cope with complex collaborative interactions. The challenge is how to
structure such cyber-physical components into manageable systems so that they can be
part of more complex systems or system of systems (SoS) [19].

The main expectation of this project, named SITL-IoT, is to develop a technology
strategy evolve to a higher integration level of legacy and new technical systems. An
utmost challenge is how to organize such complex technology systems/elements into
integrated vendor agnostic and reliable composites or aggregations. By composites, we
mean elements of a system under the same responsibility domain (e.g., from a single
vendor or integrator). By aggregation, we mean an agreement between responsibilities
under different responsibility domains. Aggregation is important to reduce the gover-
nance risks of existing computing related technology landscapes [3]. As a contribution
to modularity abstractions, we consider the concept of “informatics system” as a
composite of computing centric elements, establishing a well-bounded responsibility.
We consider a cyber-physical system as a composite of computing and physical
interacting elements involving contributions from Informatics Engineering and Elec-
trical Engineering [9].

In another dimension, the SITL-IoT project addresses the need to coordinate pro-
cesses involving business stakeholders. The legacy processes involve truck drivers that
need to interact with self-service kiosks to operate bulk product transports. These
processes are expected to evolve to electronic interactions, making the transport more
efficient based on automatic scheduling and authorizations of truck or train operations.
The IoT perspective needs to consider a cross border scope, since we need to cope with
a diversity of business stakeholders, including telecom operators, vehicle owners and
manufacturers, manufacturers of the micro embedded connected devices, etc. On the
other side there are organizations like the silos concessionaire, a user organization that
needs such things framed to be reliable (responsibility), integrated (in system of sys-
tems and collaborative networks), cost-effective (vendor agnostic) and manageable,
maintainable, and supported by integrated models. Integration is a complex endeavour,
since the interdependence of responsibilities tends to be difficult to manage. In many
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cases, user organizations have independent 24 h/7 days support for each critical system
even when they are under aggregation mechanisms.

The SITL-IoT is an integrating project joining: (1) an agri-food industry maritime
terminal concessionaire SDL, aiming to evolve for integrated and collaborative oper-
ations and management of their supervision, control, and business processes; (2) a
technology company FORDESI, already a supplier of a silos management system
(SIGSIL product), which is committed to offering a vendor agnostic and advanced
integrated and collaborative technology system and solutions; and (3) research orga-
nizations POLITEC&ID&ISEL and UNINOVA, which provide an open model driven
systems engineering (MDEOS) framework.

The paper is organized in five main sections. Section 2 positions the problem and
the main research questions. Section 3 summarizes and discusses research and industry
contributions to the area. Section 4 presents and discusses the SITL-IoT project case
and the proposed approach. The last section draws some conclusions and outlines open
questions for further research.

2 Problem Domain and Main Research Questions

The SITL-IoT project aims to define an approach for agile integration of physical
sensors and actuators under an IoT and cloud computing strategy, as depicted in Fig. 1.

The agri-food silos operator company has a terminal concession of the port of
Leixões/Porto Portugal, managing a complex network of technological systems and
interacting with networked business partners. The aims of the project fit well with the
industry 4.0 and digital transformation trends [7]. The Silo business ecosystem supervises
and manages IoT/cyber-physical (mechanical, electrical, automation and computing)
artefacts that need to be considered under a unified and single collaborative responsibility.

Fig. 1. SITL-IoT systems vision for logistics terminal and products flow
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The agri-food silos ecosystem is under operation, and supported by five main
systems (informatics or cyber-physical), as depicted in Fig. 2:

i. The Monitoring System, responsible for collecting events from temperature sen-
sors and energy consumption instrumentation;

ii. The SCADA, which is a supervision and control system;
iii. The SIGSIL, a product and a central responsibility of FORDESI, which is

composed of a customer portal, a mobile portal, and an operations portal, with
interoperation to the WS Mobile and OPCS systems;

iv. The WS Mobile Portal System for managing the interaction of SDL’s operators
and truck drivers from ubiquitous user interface devices;

v. The OPCS system, which is responsible for the management of the domain
processes control.

These legacy systems are not integrated under a common technology framework.
For instance, the Monitoring System does not process events from the other systems.
Moreover, the two systems on the left (Monitoring System, and SCADA) are from two
competing suppliers, while the three on the right (SIGSIL, WS Mobile, and OPCS) are
from FORDESI. It is interesting to note that no interactions exist between the two
systems on the left; they are isolated “islands” [5].

Technically, suppliers agree on some interaction strategy, e.g., based on an
enterprise integration bus. The difficulty lies in the fact that the new system responsible
for establishing such an enterprise bus raises additional research questions, since
another system needs to be managed. So, the question is if the right strategy to create
higher integration levels should be delegating on current suppliers to agree on inter-
operation mechanisms or to adopt open and vendor-agnostic infrastructures.

Fig. 2. The legacy systems at the silos operator
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To meet this later goal, the challenge is to find an approach for establishing a
sustainable multi-supplier technology framework, where systems from different ven-
dors interact under an integrated system-of-systems framework. One key problem is to
find the right modularity division of responsibilities, considering that a sustainable
technology solution is the one that gets advantage from market competition for each
elementary responsibility [5, 16]. Another concern is the design and validation of an
appropriate structuration of collaborative responsibilities.

3 Related Research

The SITL-IoT project is conceptually aligned with Industry 4.0 or smart manufacturing
[7]. It does not involve a manufacturing execution system, but it considers systems
responsible for the execution of the SDL processes and, at the base, it involves a
distributed cyber-physical system. Such system comprehends multiple embedded
devices positioned at different sites that operate as actuators or perform data acquisition
through sensors, which we can consider as elements positioned at “Field Level” [2].
One example of such elements is a Truck Weighting physical infrastructure to obtain
position and weight of trucks.

The smart city concept and the emergence of sensor data available under open data
models have motivated research and industry contributions to make huge amounts of
sensor data available through cloud services [1]. While the idea is interesting for a more
“citizen-centric and participatory mobility model” [21], the authors point for a back-
bone leveraged by ICT and open data. In fact, in the smart-city concept, the IoT has
been the driver for new services offered by computing elements, contributing to data to
be analyzed based on cloud systems [13]. While emphasizing the value of IoT and
cloud computing, the mentioned work adopts an open infrastructure for sharing data
sets and understand the interdependencies in such complex dynamic systems. Inter-
dependencies appear as one of the recurrent problems in constructing enhanced
intelligent mobility and friendly cities. The Open Data maturity report from the
European Commission [8] positions cities like Lisbon in a high ranking, as open data is
concerned. However, from the presented list of recommendations, it seems that it is
lacking a technology strategy in terms of infrastructure responsibilities. The question is
whether we need a kind of “city operating system” (what in [12] is called Urban
Operating System) to provide an integrated ICT technology strategy for the coordi-
nation and integration of the complex system of systems.

In [12], the authors establish a parallel with corporate enterprise resource planning
(ERP) to question the need for structuring consistent concepts towards the idea of
Urban Operating System. The work discusses experiences of smart-city architectures of
IBM, Microsoft, and Hitachi, pointing the need to “view the city as an experimental site
for the transmutation of corporate integrated information systems into an urban
context” [12]. We find this discussion interesting because it corroborates our hypothesis
for the need of a novel technology strategy for answering business requirements under
complex evolving ubiquitous computing elements as composites or aggregations of
things (IoT), crossing infrastructure elements to business or control process automation
systems. As in the SITL-IoT case, the IoT sensors and actuators need to interoperate,
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not only as sources of open data but also as elements composed or aggregated into
cyber-physical or informatics systems. Despite the number of available standards, e.g.,
internet engineering task force (IETF) CoAp/REST or MQTT messaging protocol on
the application layer of a communication stack, the huge number of open and pro-
prietary specifications makes interoperability an unsolved challenge [1].

The relevance of IoT for SITL-IoT deserves a discussion about relevant IoT plat-
forms like OpenMTC, FIWARE, Site-Where, and Amazon Web Services IoT, as
established in [10]. In that work, the authors proposed a reference architecture as an
abstraction for the discussed platforms, depicted in Fig. 3.

The proposed reference architecture raises a few questions related to how to frame
the approach into a complex system of systems perspective. The Gateway seems to be
necessary only if the “things” cannot cope with the proposed communication protocols
and related stack layers (HTTP or MQTT, and JSON or XML for payload). It is
suggested that IoT Integration Middleware “may comprise all kinds of functionality that
are required by a certain cyber-physical system, for instance, a rules engine or
graphical dashboards,” but the proposed architecture still includes an upper Appli-
cation layer. Although the approach has some interesting features, we argue that
dealing with all existing specific technologies and protocols is not realistic. Hence, in
our perspective, an adaptive strategy is needed to plug the elements to the systems and
to support the interactions between the systems [4].

The IoT is being materialized on a diversity of ecosystems (smart-cities, transports,
mobility, home automation, healthcare), making possible the mobile ubiquity sensing
and computing. The convergence of communication infrastructures, currently evolving
fast to the 5G (fifth generation), also raises the need for a novel approach to the fast-
upcoming Everything Integrated and Collaborative. The question is whether we need
an IoT Manager, as proposed in [6], or a strategy to make IoT things pluggable to

Fig. 3. IoT reference architecture (adapted from [10])
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(aggregation) or into (composition) higher level constructors (systems and elements of
systems), sourced from a diversity of technology and process cultures and under clear
administrative boundaries.

4 The SITL-IoT Approach Under ISoS and ECoNet
Frameworks

Given the initial problem formulation proposed by FORDESI, a decision was taken to
adopt the MDEOS strategy [16] as a (co)-development effort based on the CEDE
collaborative development environment [16] and the ISoS framework [11], towards an
open technology landscape for SDL. Figure 4 depicts the ISoS framework and the
collaborative business relations of SDL and FORDESI as a technology supplier under
the ECoNet framework and platform.

This research project gives an opportunity to rethink the legacy modularity, since
both the Monitoring System and the SCADA functions are supposed not only to be
maintained but also to evolve.

The adoption of the right modularity strategy is another issue, not only from the
technical perspective but also from the vision and interests of the suppliers of the other
legacy systems. The existing “things” and sub-systems provided by competing sup-
pliers must evolve and be adapted to the ISoS framework. From our previous research
[11, 15, 17], and considering the commitment of the SDL, we believe that other
suppliers will adhere to the open specifications model, taking the advantage of being
prepared to adopt open solutions.

Fig. 4. The vision behind the SITL-IoT project
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4.1 The Isystem of Isystems (ISoS) and ECoNet Models

As depicted in Fig. 4, the extended SDL ecosystem comprehends warehouses, facto-
ries, and transport organizations and involves FORDESI as a supplier and support
organization. The interactions flow through the Isystem ECoM [18], specialized in
establishing collaborations and responsible for managing the data and coordination
exchanges. Specialized collaboration contexts are to be designed and developed to
establish short and long term collaboration relations [7]. Using ECoM to establish an
ECoNet collaborative network has the advantage of following a unified technology
approach. Based on the simple infrastructural mechanisms, each specific collaboration
case, e.g., the exchanges with port authorities to access port community system, needs a
specialized collaboration context to be installed [18]. The advantage is that the Isystems
from all the organizations interacting in the context of a port community system share
the same interchange mechanism.

ECoM is an Isystem integrated with the remaining Isystems of SDL through a new
meta-Isystem that is designed and developed as the main entry point for the SDL
technology landscape. The Isystem concept is part of the ISoS framework [11], where
an Isystem0 (the mentioned meta-Isystem) is the entry point to access and introspect
about the installed Isystems. This entry point establishes a secure and authenticated
access to a self-awareness() web service. It assumes that any Isystem developer can
implement the access to the selfAwareness() service, since it follows web services
standards. Through the Isystem0 it should be possible to access the other Isystems,
under the assumption that any computational responsibility is “wrapped” into an
Isystem concept.

One important research item in the SITL-IoT project is the (re)construction of the
modularity in SDL considering a revision of business processes, both internal and
collaborative, in order to establish the Isystem structuration that better fits activity
needs.

An Isystem is structured as a composite of Cooperation Enabled Services
(CES) elements [14]. Access to the CES services follows a strategy like the one
adopted for an Isystem. A CES is accessed and introspected through the selfAwareness
() web service, which is the entry point to obtain the implemented services and the
information necessary to access them. A service can be implemented in any legacy or
new technology. A Generic Modelling Entity object holds the necessary information
encoded/decoded by a predefined MIME tag. This means that no restrictions are
imposed to developers of CES elements, since they are free to adopt the technologies
considered to be most appropriate. The ISoS approach aims to reduce the risks of
having innovation hampered by vendor lock-in situations.

Also, the offered flexibility allows a single CES to answer under different tech-
nology implementations. The multi-technology CES approach enables the incorpora-
tion of innovative features, making the product competitive without compromising
interoperability. In fact, interoperability is adaptive, since any peer can obtain infor-
mation about the implementation and the necessary elements for each specific imple-
mentation, making it possible for peers to access the service.

The SITL-IoT project offers the opportunity to validate the ISoS framework under
an open specifications and development initiative. An initial question is how to migrate
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the existing products supplied by FORDESI, since they were developed using a dif-
ferent technology. Considering the adopted mechanism to cope with technology
diversity, the main problem would not be the “wrapping” of legacy implementations
but rather the (re)design of the “would-be” architecture.

4.2 Integration of Legacy Systems and IoT Things

From our perspective, there are two main structuration lines for the “things”. On the
one hand, “things” can be in the WAN space, meaning that thing’s data needs to be
transported by global communication providers. On the other hand, “things” can be
local to the bounded infrastructure and therefore the communication is exclusively
based on the LAN. Still, there are other application domains, as the example of the
vehicle-to-vehicle or vehicle-to-infrastructure communication (V2X), where the com-
munication is hybrid [20]. The communication can use the cellular or the road oper-
ator’s G5 infrastructure, depending on availability and on mechanisms to improve
reliability. In the SITL-IoT case, it seems that a hybrid approach is appropriate, since
trucks, drivers and the SDL’s personal can use ubiquitous mobile devices as sensing
devices, which contributes for a smarter and agile processes control.

Hence, a hybrid strategy can consider the following association cases:

i. The IoT “things” are elements of the organization’s ISoS technology landscape,
and therefore they are framed under the CES abstraction.

ii. The IoT “things” embed mobile elements, like trucks or nomadic devices held by
a truck driver or a foreign person (from a different organization), in which case the
access to the sensors is through the collaborative partners’ Isystems.

iii. The IoT “thing” of a foreign person interacts with the physical “things” in the
SDL’s infrastructure. The smartcard to authenticate a foreign user is an example of
such situation that requires a learning interaction phase between the Isystems of
both organizations for the sharing of the necessary authentication data.

Therefore, an IoT “thing” can be the responsibility of either the ISoS [11] of SDL (a
Local Thing), or a business partner interacting in the context of an operation (Col-
laborative Thing), as depicted in Fig. 5.

The hypothesis of an interaction between a truck and the silos terminal weighing
infrastructure to make the weighing operation aware of truck characteristics like its tare
can be considered. In this particular case, the Collaborative Thing is modelled as a
service playing a surrogate role (digital twin) responsible for managing the interactions
with a business partner; the owner of the IoT “thing” modelled by the ISoS service. It
can be a truck IoT from different transport companies dynamically detected and
associated with making the weighting process accurate. The approach needs further
research and validation, owing to the difficulty to guarantee interoperation considering
heterogeneous “things” embedded into trucks.
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5 Conclusions and Further Research

This paper presents and discusses the initial approach of the SITL-IoT project aiming at
establishing a strategy for an open technology landscape for both the user organization
and the associated collaborative network. The initial formulation of the SITL-IoT
vision is presented and discussed. While considering the holistic vision for the col-
laborative network, the paper discusses the framing of IoT elements into the proposed
holistic open integration strategy. The preliminary research, based on results from
previous projects, suggests the IoT elements need to be under a clear governance
model. The proposed approach, while not undervaluing public communication
infrastructures (communication and internet service providers), assumes that the IoT
devices are elements of cyber-physical or informatics systems. With such approach, we
do not discard the access to IoT through public Internet/web services, whilst at the
same time we uphold the responsibility integrity led by the system concept.

Nevertheless, the proposed strategy faces many obstacles requiring further research
and validation. The so far theoretical CES model needs to be demonstrated in wrapping
legacy implementations, and one main question encompasses the cost and the risks of
such required changes. Beyond the migration problem, the SITL-IoT faces several
other challenges, among which we consider:

• The cost of wrapping legacy systems needs to be clarified. This problem is related
to decision making regarding the right Isystem or CES modularity, due to the
related market competing issues. In other words, achieving the balance between the
market/business interests and the openness strategies.

• The strategy to follow making local or just-in-time access to data critical for
operation. A practical example can be the case of a planned truck that needs to be
replaced after a breakdown, and the new tare weight need to be obtained.

Fig. 5. The SysML model framing of the IoT “things” to the ISoS framework
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• The design and management of both the operational processes and the collaborative
processes already established based on long term contract agreements to their
execution control and auditing. The collaboration contexts managed by the
ECoNet/ECoM seem to be flexible enough to develop higher collaboration models
of collaboration processes, but this needs to be verified.

This project is particularly relevant for this study, considering that a supplier, the
FORDESI company, decided to invest on an open strategy to rethink the offered
products and architecture for the integration of the overall automation solution of the
agri-food silos industry.
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Abstract. This paper outlines the use of Collaborative Networks foundations at
the intra-organizational level, applying them in the support of systems of Cyber-
Physical Systems (CPSs), and of collaborative softbots in more particular. Five
use case scenarios have been implemented upon a didactic shopfloor as a proof
of concept. In spite of the complexity related to the knowledge modeling of
softbots, the achieved results demonstrated the potentials of better human-
automation symbiosis when groups of CPSs, information systems and humans
have to cooperate and collaborate using collaborative softbots to improve
operational excellence and human satisfaction in smart, social factories.

Keywords: Collaborative softbots � Industry 4.0 � Cyber-Physical Systems �
Social factories � Service Oriented Architecture � Collaborative Networks

1 Introduction

Industry 4.0 can be defined as a production model characterized by an increasing
digitalization and interconnection of smart products, services, manufacturing systems,
value chains/networks and business models [1]. One of the core elements of Industry
4.0 looking at the digital transformation of production systems are the Cyber-Physical
Systems (CPSs) [2, 3]. In general, a CPS can be defined as “an integrated environment,
with computational and physical capabilities, such as sensing, communication and
actuation, with feedback-loops where physical processes affect computations and vice-
versa” [2, 3].

Although such CPS capabilities can be considered as still very advanced for many
manufacturing enterprises, particularly for manufacturing SMEs, Industry 4.0 brings up
new technical requirements for enterprise information and operational systems and
technologies [2, 4]. They include: distributed and decentralized autonomy; cognition
and control; failures, faults and anomalies supervision and resilience; adaptation and
plug-and-play capabilities; cybersecurity; emergent behavior and self-organization;
(big) data integration and interoperability; sensing and cooperative data collection;
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virtualization/digitalization/simulation; data-driven control and optimization; collabo-
ration in a system of CPSs; and symbiotic interaction of CPSs and humans [2, 4, 5].
These two last requirements are of particular interest in this paper.

Collaboration between CPSs involves many issues to handle [6]. Collaborative
Networks [7] is the scientific area that offers a theoretical basis to study the collabo-
ration phenomena including organizations and general entities. Camarinha et al. [1]
have provided a long list of possible links between Collaborative Networks and
Industry 4.0, including its application in networks of collaborative CPSs.

Despite the crucial importance the ‘automation and control’ part has in CPSs, many
works in literature have underestimated the impact of the Industry 4.0 on the workers
and, at the same, on the new systems’ requirements needed to support the new types of
human-machine interactions [8, 9]. Several authors (e.g. [9–11]) have pointed out the
need for a shift in the way workers and machines interact when looking at boosting
their cooperation and collaboration towards smarter symbioses, and hence, at
enhancing their operational excellence and human satisfaction towards a cognitive,
smart industry [10, 12].

Some approaches have been adopted for that, being software robots one of the most
promising ones [13, 14]. A software robot, also called just as softbot [15], can be
defined as a “virtual system deployed in a given computing environment that automates
and helps humans in the execution of tasks by combining capabilities of conversation-
like interaction, system intelligence, autonomy, and process automation”. Softbots can
be also seen as a powerful approach to facilitate the introduction of modern digital lean
manufacturing and Jidoka concepts in terms of helping humans in quality control [16].

In this paper, we define collaborative softbot as “a software agent that reactively or
proactively cooperates with other softbots, CPSs, information systems and humans
helping its users to solve complex or unfamiliar problems, and/or to take care of
distributed information requests”.

In previous research [11] authors presented a work where a single softbot helped a
single machine’s operator in the execution of some tasks via a high-level and voice-
enacted interaction. However, this showed to be not enough regarding collaborative
CPSs [6] and Industry 4.0 systems requirements [2, 4, 5]. The works found out in the
literature are either theoretical (e.g. in terms of issues or architectures to support CPSs
human interactions [9]) or they implement simple scenarios, composed of one operator
- one softbot - one CPS [11]. None of the works has tackled the problem of collab-
orative softbots in a system of CPSs.

This work presents a contribution to address this gap. A collaborative softbot’s
integrated environment has been implemented taking the Industry 4.0 design principles
into account [2, 5] and deployed looking at an existing FESTO didactic shopfloor using
a tool called ARISA NEST for deriving softbots.

This paper is organized as follows. Section 1 has introduced the problem and the
objectives of the work. Section 2 summarizes the literature review. Section 3 depicts
the Arisa NEST tool. Section 4 describes the implemented prototype and its results.
Section 5 presents some preliminary conclusions and the next main steps of this work.
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2 Basic Foundations and Related Work

In general, softbots in an Industry 4.0 scenario [e.g. 11] mean ‘talking’ to operators
about their daily workflows, technical problems, and work-related topics [17].

Similar approaches to softbots were proposed in the past, mostly using “agents”
[18] and “holonic” systems [19]. Although intelligence and autonomy had been a
relevant motivation for their use, agents and holons were actually adopted to ease
coordination, systems’ architecture design, and integration or synthesis of disparate
sources of information [20]. They are now being revisited thanks to their intrinsic
features and potentials regarding Industry 4.0 technologies, such as Artificial Intelli-
gence (AI) tools and Machine Learning techniques, which are more mature and robust
to be used in real industrial environments, together with the advances on the Industrial
Internet of Things (IIoT), Big Data Analytics, and Cloud Computing.

Some authors state that “agents” and “softbots” are equivalent concepts when
considering their possible implementation capabilities, and that the difference in ter-
minology just comes from the Schools where they were originated (distributed AI vs.
software engineering) [11]. Another reading is that while “agents” and “holons” are
more directed to provide some intelligence, autonomy and coordination to a system
(usually via structured agent communication languages), “softbots” are more directed
to help humans in automating user-customized actions and to intuitive chatting via
natural-like language. As a matter of fact, agents can also have or implement such
softbots properties and vice-versa.

Softbots do not aim at replacing the native user interfaces (i.e. human-
machine/computer interfaces) between workers and machine tools, or of enterprise
information systems, such as an ERP or MES. Instead, they simply represent a higher-
level of human interaction with those systems, also skipping fixed and predefined
menus that are typically accessed via keyboard and mouse. Depending on the way
softbots are programmed and configured, and eventually learn and evolve, they can
execute the actions that are actually defined in given business processes (e.g. Robotic
Process Automation (RPA)) or in the functionalities of the CPS they represent (e.g.
accessing information from IIoT devices and intelligent objects, or executing ad-hoc
activities specifically designed to handle operators’ needs).

A softbot can be exhibited as a simple icon in a computer’s screen or as a
sophisticated hologram elsewhere, for example. The information to be provided by the
softbot to attend human requests or to interact with other systems can come from a
direct invocation to the own systems’ functionalities or from the access to cloud
environments or local databases that store information generated by those systems.

Conceptually, a softbot can be associated to one single system (i.e. one CPS) or it
can embrace many systems, becoming in this way a system of systems (i.e. one softbot
representing many CPSs of e.g. a manufacturing cell).

Besides the more user-friendly way “softbots” represent in terms of human-
machine/computer interaction, there are also some important potentials from the
functional point of view. A compilation of this includes [11, 21]: (a) Automatic and/or
autonomous execution of actions, from simple alarms to complex business processes,
involving communication with diverse devices; (b) higher efficiency and execution
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correctness when compared to humans, especially in repetitive, hazardous, unsafe
and/or unhealthy activities; (c) Filtering, reasoning and pre-selecting useful data to be
used in different business contexts and problems; (d) More “quality time” for humans
for more valuable activities, such as management and reasoning, instead of lower-value
activities, like checking boring and repetitive tasks; (e) More intuitive and effective
conversation, especially when compared to FAQs or text manuals in the Web;
(f) Accurate, real-time, and up-to-date information as softbots can quickly have access
to the right and authorized sources, also helping in the companies’ ICT governance;
(g) Automatic generation of operational data and dashboards for further performance
evaluation as well as for assisted, interactive operators’ decision-making and conflicts
resolution (e.g. via automatic negotiation; interactive bargain, etc.); (h) “Standard”
answers, which are important to guarantee that both experienced operators and the ones
in training will receive the complete-enough and consolidated information needed;
(i) Adaptive and more objective answers regarding operators’ experience, emotions,
technical profile, business context, and personal goals’ status; (j) Learning and self-
evolving behavior; and (k) Higher availability, being able to answer and process many
actions simultaneously all the time.

Collaborative softbots in a system of CPSs does not mean only allowing CPSs to
interact with each other, directly, but also ‘collaborating’ with companies’ systems and
actors to more properly attend specific human requests or handle general issues. It is
also important to point out that collaboration is a result of a rational process that a
softbot (in this case) can have and that ends up looking for ‘external’ help [22]. This
happens when it realizes it has not enough or not trustworthy enough information and
capacity or capability to accomplish a given task respecting given requirements, or
when it has no interest to accomplish the task on its own regarding its future plans or
execution costs [22]. Therefore, collaboration does not mean “forcing” interactions
between CPSs just to account that, but rather to support it when needed.

In terms of related works, few ones have been found out in the literature about
softbots on the shop floor.

Schwartz et al. [13] proposed a concept of “hybrid teams” to face the increasing
need for higher-level collaboration between humans, industrial equipment and soft-
ware. Several potential hypothetical cases are described and the requirements for a
generic architecture are presented. May et al. [23] proposed a taxonomy identifying the
many aspects to be considered for implementing worker-centric systems in manufac-
turing. Nazarenko and Camarinha-Matos [6] elicited general requirements for collab-
oration between CPSs, which included the so-called “human orientation”. Kar et al.
[17] identified various scenarios for softbots in IIoT environments and proposed a
general system architecture, which is based on cloud computing and on a centralized
chat platform to connect diverse chat channels. Caldarola et al. [24] proposed an
architecture for a CPS with one chatbot, focusing on the problem of different semantic
interpretation to better understand users’ requests. None of these five works has
implemented their proposals or has addressed “collaborative softbots”. Similarly to
[11], Kassner et al. [25] proposed a general architecture for what they called a “social
factory”, implementing a softbot to interact with one single machine. The goal was to
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illustrate the potential benefits of this in a smart factory environment. In the same line,
Dersingh et al. [26] developed a chatbot to monitor and record issues of a production
line and to notify corresponding workers for appropriate actions. Longo et al. [27]
implemented a framework to support the interaction of humans with physical equip-
ment and their digital twins in a cyber-physical environment. The novelty of this work
mainly relies on making users interact with a softbot that represents a virtual entity (i.e.
a digital twin). Chen et al. [28] developed an engine that captures the production plan,
and transform and adapt it to the skills and experience of the involved users so as to
improve factory effectiveness and efficiency as well as the satisfaction of factory staff.
Gnewuch et al. [29] made some experiments to evaluate the effects of how pre-
designed delays in the conversation between users and systems could positively shape
users’ perception of chatbots. They realized at the end that delays in some situations
can create a more human-like environment, and hence a better symbiosis between
human and chatbot.

Despite the importance of all these works, none have addressed collaboration
between groups of softbots linked to CPSs.

3 The ARISA NEST Tool

ARISA NEST1 is an academic tool developed as a PaaS-based environment to allow the
derivation of both single and groups of softbots. Softbots can be accessed both via
desktop PCs and mobile phones running the Android operating system.

It has a number of commonalities, differences, pros and cons when compared to
some recent tools for chatbots or softbots, like Cortana, Siri, Alexa, and Watson2. The
purpose of this paper is not to compare them, but rather using one through which the
main Industry 4.0 systems’ requirements can be implemented [4]: interoperability,
modularity, virtualization, real-time information, service-orientation, decentralization
and autonomy, which is the case of ARISA NEST, for example.

ARISA NEST supports not only conversations between different softbots, but also
the coding in the LUA language3 of any kind of functionalities, which can be imple-
mented both as scripts of simple functions and as more complex object-oriented pro-
grams. Programs can comprise since simple direct invocations to services (e.g. web
services and REST) and external and legacy systems’ APIs, till more complex
orchestrations and choreographies. A softbot is internally organized under a Service
Oriented Architecture (SOA) style and was inspired in the Belief-Desire-Intention
(BDI) agent’s architecture [22]. It is open to support different communication lan-
guages running under HTTP, including proprietary protocols, agent communication
languages (ACL) and AIML (Artificial Intelligence Modelling Language) [22].

1 ARISA NEST tool for softbots derivation – https://arisa.com.br/, developed in Brazil, in Portuguese.
2 Cortana https://developer.microsoft.com/en-us/cortana, Siri https://www.apple.com/ios/siri/, Alexa
https://developer.amazon.com/alexa, Watson https://www.ibm.com/watson/how-to-build-a-chatbot.

3 LUA programming language – https://www.lua.org/.
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Broadly, a derived softbot has the following internal modules: (a) an Interface,
involving possibilities to interact with other softbots via e-mail, instant messaging,
social networks, text consoles, voice, etc.; (b) a Toolbox, as a general programming and
configuration set of tools to customize and deploy softbots; (c) Interoperability Ser-
vices, comprising a set of services to support the interoperability between the softbot
and the systems it has to communicate with; and (d) a Personal Assistant Manager,
responsible to define, configure, integrate, interoperate, and deploy a softbot as well as
to manage the execution of all internal softbot’s entities. Softbot’s functionalities can
be implemented as web services/SOAP protocol or REST.

A key element in the ARISA’s model is the context, a concept got from AIML. All
planned dialogues with users are modeled in XML and have to be carefully defined a
priori. Messages are internally structured as forms. Contexts mean all the subjects (and
the related key terms, including synonymous) users are supposed to talk about when
asking things or ordering actions to the softbot. In other words, users can write (or say)
a sentence whatever they want since the expected keywords are given. Regarding
different idioms, ARISA NEST uses a Google library for automatic translations. New
contexts, terms and flows can be added, removed or modified anytime during the
softbot’s lifecycle. It also uses Google APIs to support communication via voice.

Users are trained about the available contexts in the given softbot. Although all the
contexts are organized as a tree (starting with the root node), any node can be directed
reached by the internal engine so that the softbot can execute the request more effec-
tively considering users’ previous knowledge, and without having to go through fixed
sequences of menus. However, in the case the user does not feel satisfied with the
answer, he/she can keep asking to the softbot until he/she gets pleased with the pro-
vided content or receives a positive acknowledge about the requested action.

Figure 1 gives a broad view of ARISA environment. It has three main parts.
Roughly, in the upper bar, Search option allows seeing all the derived softbots that are
running as ARISA is a PaaS general environment; Bots lists the softbots derived by a
given user so (s)he can edit them; Help provides general information about the ARISA
platform, how to derive softbots, etc.; Settings refer to users’ configurations (e.g. the
softbot’s name [‘Roy’] and the icon); and Exit is to leave the environment.

In the left sidebar, by clicking on the softbot’s icon, in the Collaborators option the
user can remove or associate other users to the softbot; Context provides means to add
and manage the subjects and key terms to be used in the conversations (as shown in
Fig. 1); Beliefs allows to edit and manage the softbot’s facts about the application
environment it was derived for; Behaviors grants access to edit and manage the soft-
bots’ functionalities; Web Services allows registering the web services linked to the
softbots’ functionalities; Chats option shows all the messages exchanged with the
softbot’s ‘friends’ (other softbots and users). All this is exhibited in the central part of
the screen. Finally, the Close option, which ends the session. The right sidebar is the
chatting space, where the language to be used can be selected (this information is used
to access the Google library, as explained before).
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ARISA NEST offers some basic computing security support. Being it a PaaS-based
system, the first level is provided by the own server against cyber-attacks via firewalls.
All the exchanged messages between softbots uses https with SSL connections
meaning messages. The database where the facts which represent part of the knowledge
used by the softbot to answer user questions is also protected from undesired injections.
Users have a login and password as well as a valid e-mail address, guaranteeing users
authentication.

4 Implementation Scenarios and Results

The implementation of this work has considered the FESTO didactic plant existing in
our research lab. It is composed of seven CPSs that work as described below.

Basically, a distribution station receives components according to the production
plan. This is further received by the testing station, which checks several aspects to
guarantee assembly conformity. In the case the component is not OK, it is put out of the
production line; otherwise, the component is separated/sorted according to its size,
weight, color and material by the separating station. The processing station does the
planned machining operations (if any) in the sorted component and stores it in a buffer.
The pick & place station starts the first phase of the assembling, picking components
from the buffer according to the orders’ due date indicated in the production plan. The
muscle press station completes the assembling process joining different components to
compose the final product. Finally, the sorting station takes the different final products
and sorts them according to their types for further packing and delivery. Although these
stations are organized to work in sequence, they are conceptually treated in this work as
decoupled, autonomous and distributed CPSs. Each station is equipped with a PLC
Siemens S7-1200 full DC and a set of sensors and actuators, having a link to the
outside via a Profinet network and the OPC protocol.

Fig. 1. ARISA NEST general user interface
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Regarding the softbot’s architecture, a web services-based wrapper has been built
on top of each station. Each station/wrapper works in tandem with its ‘manager’
module, which represents the CPS and that is designed to work as the CPS ‘connector’
within the manufacturing environment. The softbot part is one of the macro func-
tionalities of the manager. In [30] the authors detail this architecture. In the imple-
mented scenario, each CPS is associated with one single station and it was derived to
have one respective softbot. Two operators can interact with more than one softbot in a
‘one worker, multiple machines’ philosophy (OWMM).

Softbots can be used in many scenarios in the context of Industry 4.0. BCG [21] has
outlined ten general scenarios where software assistants could be helpful in leveraging
operational excellence, inclusiveness, satisfaction and motivation, safety and continu-
ous learning. Plenty of examples and situations can be created out of this [see 11]. Five
‘use cases’ have been derived from that in this proof of concept work. Each one is
presented below, which shows some GUIs and how it is generally handled in the
ARISA tool.

Use Case I: Operator 1 asks, via voice, to the separating station CPS’s softbot called
‘Roy’ (which is a name similar to a friend instead of a formal system) about current
deviations in the production plan considering the number of final assembled products -
counted by a specific sensor in the sorting station – due to some problems occurred
during the work shift (see Fig. 2a). ‘Deviation’ word and ‘today’ are the key terms the
softbot is prepared to hear, which in turn is handled by one of the CPS’s manager
services (see Fig. 2b). The softbot understands that ‘today’ means checking what is the
day today and takes this date as the target. The separating CPS’s softbot reacts to this
request, accesses the MES’s database directly (there is no need to broadcast messages
to other CPSs to try to get this information as it is normally stored in the MES or ERP)
and sends the information back to Operator 1, noticing him about the expected and
actual assembled products amount.

Fig. 2. Softbot querying the MES system about production plan deviations
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Use Case II: Given the delays in the production plan (as fewer products have been
assembled), Operator 1 asks, by typing in the keyboard, the pick & place station’s
softbot if it is possible to anticipate the production of bottle A without delaying bottle
B’s due date (see Fig. 3a). Some typed words are taken by the softbot as key terms
besides that fact that Operator 1 knows that such products’ names are valid in the
system. The softbot reacts to this, executing the proper CPS’s manager service, and
interacting with the ERP’s scheduler module via its API (Fig. 3b and c). The scheduler
can return two parameters after some calculations: ‘NO’, meaning this is not possible;
‘YES’ and ‘date&time’ value, meaning it is possible, and that the activity linked to
‘bottle A’ at pick & place should start on the given date and time. This information is
sent back to the Operator 1, together with a confirmation message ‘YES’ or ‘NO’
(Fig. 3d–e). (S)he evaluates that and, given the autonomy philosophy in Industry 4.0,
(s)he takes the final decision in the case (s)he agrees on (‘YES’). The softbot then
invokes again the scheduler to update the production plan, which in turn should update
the dispatcher’s plan. The dispatcher updates the pick & place’s PLC program so that
the new production sequence can be performed. The operator also has the possibility to
access the ERP database, stored in a cloud, to have a broader vision of the production
via e.g. Gantt charts and performance indicators dashboards.

Use Case III: During the execution of the new schedule (previous case), the pick &
place’s softbot asks to the distribution softbot if there are bottle caps enough in stock to
accomplish the task (see Fig. 4a). The distribution’s softbot firstly asks Operator 2
(‘Rick’) about it via voice. He answers ‘I do not know’, and then the softbot access the
inventory information stored in the ERP database (see Fig. 4b). The distribution softbot
sends the stock amount (‘50’) to the pick & place’s softbot, which verifies that this is
not enough and notifies Operator 2 (see Fig. 4c) about it. In parallel, the softbot sends
an e-mail to the purchasing department to warn it about that too. This also aims to
demonstrate that interactions in an Industry 4.0 environment can be non-hierarchical,
crossing many and different company’s layers/departments directly.

Fig. 3. Softbot querying the ERP system about the possibility of a production re-scheduling
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Use Case IV: The testing station’s softbot permanently and pro-actively checks the
execution status of this station in the MES’s database. In the case, it detects the station
is currently stopped because the bottle’s cap has been placed upside down, which was a
fault detected by one of the testing’s sensors. The softbot sends a message, via OPC, to
the testing’s PLC to go into alarm as well as sends an SMS message to operators 1 and
2’s smartphones (see Fig. 5a). Operator 1 was nearer to the station, confirms the
problem exists and asks, by typing in the testing’s softbot how to solve the problem
(see Fig. 5b). The softbot accesses the company’s intranet and shows to him the exact
part of the troubleshooting manual that explains the possible solutions (see Fig. 5c).

Use Case V: All softbots proactively show a real-time log in the FESTO central PC
with the list of the orders in place, their due date, and if they are in time or delayed.
This information is obtained from the MES database, which has all data in English.
However, the softbot realizes that the operator present in the work shift is Brazilian, so
it automatically translates the data to Portuguese to turn the communication more
pleasant to the operator (see Fig. 6). “No horário” means ‘in time’; “atrasado” means
‘delayed’; and “planejado” means ‘planned’.

Fig. 4. Softbot querying the ERP system about raw materials inventory

Fig. 5. Softbot querying the station’s troubleshooting manual
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5 Conclusions and Further Work

This paper has outlined the use of Collaborative Networks foundations [6, 7] at the
intra-organizational level, applying them in the support of collaborative softbots.

Five collaborative softbots’ use cases have been implemented to show the poten-
tials of better human-automation symbiosis when groups of autonomous, heteroge-
neous and distributed CPSs, humans, and information systems have to cooperate and
collaborate to improve operational excellence and human satisfaction in smart, social
factories (e.g. [9, 25]). Although it was implemented in a local environment, the used
service-oriented, open and distributed architecture [30] could support the communi-
cation with CPSs from other companies as well as services from external providers (so
creating virtual organizations and inter-organizational scenario) since some imple-
mentation and governance guidelines are set up.

The implementation tried to comprise usual scenarios where collaborative softbots
might be helpful. The actions were performed as planned, assisting human operators in
some tasks, both in terms of interacting and collaborating when needed, and by
automating tasks execution on behalf of him/her.

A small group of students was generally trained to use the softbots but knowing
very well the subjects in advance. The results were very promising, showing that
softbots can be more effective and user-friendly when they asked for some information
and actions. This includes the access to information an individual operator usually
would not have (or not so easily or promptly) from ERP and MES systems as well as
from other CPS/softbots. However, the way softbots’ knowledge-base is modeled,
populated and maintained is crucial to guarantee answers accuracy and requires a very
experienced software engineer and domain expert working together in the designing
phase. Besides that, although the way the implemented softbots’ wrappers had facili-
tated integration with physical CPSs - and regarding that this is a proof-of-concept

Fig. 6 Softbot translates to a different language the data
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work - some simplifications were made to overcome some tough usual interoperability
issues when dealing with industrial systems integration.

The ARISA NEST tool could support all the defined requirements. However, being
an academic tool, it has some limitations and some levels of complexity when deriving
particular softbots. One of the aspects refers to softbots’ behavior programming,
although this limitation is also present in the other tools in the market.

Regarding that softbots can collaborate directly via messages exchange with any
system, and even considering that Industry 4.0 preconizes non-hierarchical interactions,
it is important to emphasize that some enterprise information systems (like ERP and
MES) keep playing a crucial role in the companies and they are not supposed to be
replaced by softbots. Besides ad-hoc business processes that can be designed looking at
particular needs of softbots (e.g. actions out of the scope of e.g. ERP systems), the
chatting part of softbots basically represents a more natural way operators can interact
with systems.

This is an on-going R&D work. Next main steps comprise the consideration of
machine learning techniques to support softbots evolution and operators’ profiles to
improve symbiosis between them; the integration of a BPM-like component to help
developers in the softbots programming, execution and coordination; and the use of
ontologies to better support semantic interoperability between users and softbots as
well as between softbots and systems.
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Higher Education, project PrInt CAPES-UFSC “Automation 4.0”.

References

1. Camarinha-Matos, L.M., Fornasiero, R., Afsarmanesh, H.: Collaborative networks as a core
enabler of industry 4.0. In: Camarinha-Matos, L.M., Afsarmanesh, H., Fornasiero, R. (eds.)
PRO-VE 2017. IAICT, vol. 506, pp. 3–17. Springer, Cham (2017). https://doi.org/10.1007/
978-3-319-65151-4_1

2. Lee, J., Bagheri, B., Kao, H.A.: Recent advances and trends of cyber-physical systems and
big data analytics in industrial informatics. In: Industrial Informatics. IEEE (2014)

3. Colombo, A., Karnouskos, S., Kaynak, O., Yin, S.: Industrial cyber-physical systems – a
backbone of the fourth industrial revolution. IEEE Ind. Electron. Mag. 11(1), 6–16 (2017)

4. Hermann, M., Pentek, T., Otto, B.: Design principles for industry 4.0 scenarios. In:
Proceedings of 49th IEEE Hawaii International Conference on System Sciences, pp. 3928–
3937 (2016)

5. Lamnabhi-Lagarrigue, F., et al.: Systems & control for the future of humanity, research
agenda: current and future roles, impact and grand challenges. Annu. Rev. Control 43, 1–64
(2017)

6. Nazarenko, A.A., Camarinha-Matos L.M.: Towards collaborative cyber-physical systems.
In: IEEE 2017 International Young Engineers Forum (YEF-ECE), pp. 1–6 (2017). https://
doi.org/10.1109/yef-ece.2017.7935633

7. Camarinha-Matos, L.M., Afsarmanesh, H.: Collaborative networks: a new scientific
discipline. J. Intell. Manuf. 16(4–5), 439–452 (2005)

66 R. J. Rabelo et al.

http://dx.doi.org/10.1007/978-3-319-65151-4_1
http://dx.doi.org/10.1007/978-3-319-65151-4_1
http://dx.doi.org/10.1109/yef-ece.2017.7935633
http://dx.doi.org/10.1109/yef-ece.2017.7935633


8. Romero, D., et al.: Towards an operator 4.0 typology: a human-centric perspective on the
fourth industrial revolution technologies. In: Proceedings International Conference on
Computers & Industrial Engineering (CIE46), Tianjin/China, pp. 1–11 (2016)

9. Romero, D., Wuest, T., Stahre, J., Gorecky, D.: Social factory architecture: social
networking services and production scenarios through the social internet of things, services
and people for the social operator 4.0. In: Lödding, H., Riedel, R., Thoben, K.-D., von
Cieminski, G., Kiritsis, D. (eds.) APMS 2017. IAICT, vol. 513, pp. 265–273. Springer,
Cham (2017). https://doi.org/10.1007/978-3-319-66923-6_31

10. Jones, A.T., Romero, D., Wuest, T.: modeling agents as joint cognitive systems in smart
manufacturing systems. Manuf. Lett. 17, 6–8 (2018)

11. Rabelo, R.J., Romero, D., Zambiasi, S.P.: Softbots supporting the operator 4.0 at smart
factory environments. In: Moon, I., Lee, G.M., Park, J., Kiritsis, D., von Cieminski, G. (eds.)
APMS 2018. IAICT, vol. 536, pp. 456–464. Springer, Cham (2018). https://doi.org/10.1007/
978-3-319-99707-0_57

12. Kumar, N., Kumar, J.: Efficiency for Industry 4.0. Hum. Technol. 15(1), 55–78 (2019)
13. Schwartz, T., et al.: Hybrid teams: flexible collaboration between humans, robots and virtual

agents. In: Klusch, M., Unland, R., Shehory, O., Pokahr, A., Ahrndt, S. (eds.) MATES 2016.
LNCS (LNAI), vol. 9872, pp. 131–146. Springer, Cham (2016). https://doi.org/10.1007/978-
3-319-45889-2_10

14. Kopec, W., et al.: Hybrid approach to automation, RPA and machine learning: a method for
the human-centered design of software robots. arXiv:1811.02213v1 (2018)

15. Kim, J.H.: Ubiquitous robot. In: Reusch, B. (ed.) Computational Intelligence, Theory and
Applications. Advances in Soft Computing, vol. 33, pp. 451–459. Springer, Heidelberg
(2005). https://doi.org/10.1007/3-540-31182-3_41

16. Romero, D., Gaiardelli, P., Powell, D., Wuest, T., Thürer, M.: Rethinking Jidoka systems
under automation & learning perspectives in the digital lean manufacturing system world. In:
IFAC Conference on Manufacturing Modelling, Management and Control (2019)

17. Kar, R., Haldar, R.: Applying chatbots to the internet of things: opportunities and
architectural elements. Int. J. Adv. Comput. Sci. Appl. 7(11), 147–154 (2016)

18. Barata, J., Camarinha-Matos, L.M.: Coalitions of manufacturing components for shop floor
agility. Int. J. Netw. Virtual Organ. 2(1), 50–77 (2003)

19. Van Brussel, H., Wyns, J., Valckenaers, P., Bongaerts, L.: Reference architecture for holonic
manufacturing systems. Comput. Ind. 37(3), 255–274 (1998)

20. Lu, Y.: Industry 4.0: a survey on technologies, applications and open research issues. J. Ind.
Inf. Integr. 6, 1–10 (2017)

21. BCG Boston Consulting Group. https://www.bcg.com/ptbr/publications/2015/technology-
business-transformation-engineered-productsinfrastructure-man-machine-industry-4.aspx

22. Ferber, J.: Multi-Agent Systems – An Introduction to Distributed Artificial Intelligence.
Addison-Wesley, Boston (1999)

23. May G. et al.: A new huma-centric factory model. In: 12th Global Conference on Sustainable
Manufacturing, pp. 22–24. Elsevier (2015)

24. Caldarola, E.G., Modoni, G.E., Sacco, M.: A Knowledge-based approach to enhance the
workforce skills and competences within the industry 4.0. In: 10th International Conference
on Information, Process, and Knowledge Management, pp. 56–61 (2018)

25. Kassner, L., Hirmer, P., Wieland, M., Steimle, F., Königsberger, J.K., Mitschang, B.: The
social factory: connecting people, machines and data in manufacturing for context-aware
exception escalation. In: 50th Hawaii International Conference on System Sciences (2017)

26. Dersingh, A., Srisakulpinyo, P., Rakkarn, S., Boonkanit, P.: Chatbot and visual management
in production process. In: International Conference on Electronics, Information, and
Communication, pp. 274–277 (2017)

Collaborative Softbots in Systems of Cyber-Physical Systems 67

http://dx.doi.org/10.1007/978-3-319-66923-6_31
http://dx.doi.org/10.1007/978-3-319-99707-0_57
http://dx.doi.org/10.1007/978-3-319-99707-0_57
http://dx.doi.org/10.1007/978-3-319-45889-2_10
http://dx.doi.org/10.1007/978-3-319-45889-2_10
http://arxiv.org/abs/1811.02213v1
http://dx.doi.org/10.1007/3-540-31182-3_41
https://www.bcg.com/ptbr/publications/2015/technology-business-transformation-engineered-productsinfrastructure-man-machine-industry-4.aspx
https://www.bcg.com/ptbr/publications/2015/technology-business-transformation-engineered-productsinfrastructure-man-machine-industry-4.aspx


27. Longo, F., Nicoletti, L., Padovano, A.: Smart operators in industry 4.0: a human-centered
approach to enhance operators’ capabilities and competencies within the new smart factory
context. Comput. Ind. Eng. 113, 144–159 (2017)

28. Chen, X., Bojko, M., Riedel, R., Apostolakis, K.C., Zarpalas, D., Daras, P.: Human-centred
adaptation and task distribution utilizing levels of automation. In: 16th IFAC Symposium on
Information Control Problems in Manufacturing, pp. 54–59 (2018)

29. Gnewuch, U., Morana, S., Adam, M., Maedche, A.: Faster is not always better:
understanding the effect of dynamic response delays in human-chatbot interaction. In:
26th European Conference on Information Systems (2018)

30. Siller, H., Romero, D., Rabelo, R., Vazquez, E.: Advanced CPS service oriented architecture
for smart injection molding and molds 4.0. In: IEEE 9th International Conference on
Intelligent Systems, pp. 1–7 (2018)

68 R. J. Rabelo et al.



A Systematic Review of Collaborative
Networks: Implications for Sensing,
Smart and Sustainable Enterprises

Fábio Müller Guerrini(&) and Juliana Suemi Yamanari

São Carlos School of Engineering, University of São Paulo,
São Carlos, SP, Brazil

guerrini@sc.usp.br, jusuemi@usp.br

Abstract. The formation of collaborative networks advocates the efficient
sharing of information and knowledge, agile and intelligent decision making for
the improvement of operational, financial and organizational performance. Such
configuration is motivated by the technological advances, increasing demand for
customized products and dynamism characteristic of the digital era. Sensing,
Intelligent, and Sustainable Enterprises (S ^ 3) address a new vision to be
disseminated among organizations seeking competitive advantage. Based on the
literature on Collaborative Networks and S ^ 3 Companies, the article proposes
to systematically review the state-of-the-art of collaborative networks, identi-
fying challenges and future research opportunities present at the intersection of
these two approaches. As a contribution of the research, is presented a con-
ceptual framework based on the main results of the review.

Keywords: Collaborative networks � S ^ 3 enterprises � Competitiveness

1 Introduction

Weichhart et al. [1] proposed the Sensing, Smart and Sustainable Enterprise, which
characterizes a company’s sensitive ability to understand its own environment and act
in concern with the many collected information, making decisions faster, more efficient
and more in order to become competitive and sustainable. Sensing enterprise indicates
the ability to anticipate future decisions by capturing multidimensional information,
enabling the company to reach and know the different scenarios [2]. Smart enterprise
refers to the ability of companies to adapt rapidly to competitive market changes and
challenges in an agile way to create and exploit knowledge in response to the
opportunities [3]. Sustainable enterprise is associated with environmental, social,
economic and ethical concerns [4]. Weichhart et al. [1] signaled challenges and
developments for the S ^ 3 approach to become a reality. S ^ 3 Enterprises cover a
number of domains of knowledge in, among them, business collaboration. The review
seeks to answer the main question:

How has the discipline of collaborative networks addressed in recent years the
advances of companies in relation to the new requirements of the competitive market?
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This review article intends to contribute to knowledge by identifying mechanisms
in the context of collaborative networks that inspire companies that seek to become
S^3, contributing by identifying the main domains of application, challenges and
research approaches.

2 Methodological Procedures

According Fischl, Scherrer-Rathje and Friedli [5], the literature review aims to map,
summarize and evaluate the relevant knowledge of a particular subject. The approach
used in this research is based on three main steps [6]: planning, conduction and dis-
semination. In the planning stage, it was identified that S ^ 3 Enterprise need studies on
the characterization of the collaboration domain. It was decided to systematically
review the concept of “collaborative networks” in search of evidence on the motivators
of collaboration. Already in the stage of conducting the study, three databases were
selected: Scopus, Web of Science and SciELO. In these databases, the keyword entered
was “collabo * network *” with asterisks to contemplate the term and its plural and
between quotation marks to search the two words together. The first filter applied in the
systematic search was the keyword “collabo * network *” (for Scopus and Web of
Science) and “collaborative networks” or “collaborative network” or “collaboration
network” (for SciELO) in abstracts, keywords and document titles. The second filter
refers to the time limitation, from 2012 to 2017. Because it is an incipient approach (S ^
3 Enterprises), it is considered that such a limitation does not negatively affect the
quality of the research, since the last years are (1988), which is characterized by intense
advances in information and communication technologies (ICTs), internet and social
networks [7]. The third filter was the exclusive selection of papers in journals indexed
and related to engineering. The 138 selected articles were read in full and the contri-
butions acquired will be exposed in the sequence, in the stage of disclosure of the
evidences found. After reading in full the 138 articles, fifteen articles were disregarded
in the analysis because they did not present relevant contributions. Therefore, in total,
123 articles contributed to the research. Facing the necessity of synthesis, the paper
presents the main results citing directly 75 papers.

In the next item the main motivators of collaboration are discussed, basing the
construction of evidence on S ^ 3 Enterprises and, consequently, the elaboration of a
conceptual framework.

3 Results

The results are based on the identification of the main motivators of the collaboration,
search approach and application field.

3.1 Motivators of Collaboration

The main factors that motivate organizations to collaborate are sharing information and
knowledge, resources and skills, risks and benefits; growing demand for product
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variety and customization, dynamicity and market competitiveness, exploration and
capture of new business opportunities, innovation, improving business performance,
rapid advancement of Information and Communication Technologies (ICTs), costs
reduction, economic, social and environmental sustainability.

Sharing Information and Knowledge: The ability to share information and knowl-
edge motivates companies to create collaborative networks [8]. The tools to support
sharing are based on information and communication technology (ICT), RFID systems
[9], standards-based systems that allows computer-human interaction through a web
service [10]. Knowledge management allows the aggregation of different factors used
and people in order to improve decision making, adapt to new technologies and share
knowledge through collaborative networks [11]. Collaboration with universities, and
with suppliers, reflects on the efficiency of innovation through technical communica-
tion and knowledge transfer [12]. Technological frontier countries seek incentives to
collaborate with other countries investing in research in order to create networks of
excellence [13]. In this context, the European Union funds collaborative projects
between organizations with the intention of disseminating and eventually creating new
knowledge [14]. Clusters are more likely to receive research and development subsi-
dies, benefiting from the ease of access to the knowledge disseminated in this con-
centration of companies seeking collaboration [15]. Scientists promote the exchange of
knowledge in exchange for recognition in the scientific environment [16]. The process
about knowledge requires adequate strategies, tools and methods, as well as definitions
of the consequences and needs of collaborative partnerships [17].

Sharing of Resources and Skills: The manufacturing industry faces challenges and
the principle of business collaboration helps to share resources and competences [18],
reflecting the capture of business opportunities [19], profitability of the company [17],
access to information and knowledge and the company’s reputation [20]. An entre-
preneur faces uncertainties such as resource capacity that can be viable through col-
laboration [21]. Resource sharing fosters the search for collaboration [22].

Risk and Benefit Sharing: The investment in capacity expansion is the uncertainty
that motivates a decision maker to collaborate with other companies, since the tech-
nologies suffer a rapid obsolescence [23]. R&D projects are motivated to form part-
nerships to share risks and benefits [24], specifically the initial phase of product
development. Online collaboration platform can encourage risk management more
efficiently and effectively, especially in cases with diminished technical, financial and
human resources [25].

Growing Demand for Product Variety and Customization: The customization of
products enables aggregation of value, quality of service and increase in sales volume
[26]. The growing demand for customized products generates the stakeholders need for
knowledge [27]. Collaboration between companies is a mechanism to manage the
growing demand for services associated with production processes [28]. The e-work
encompasses computer-supported collaborative operations in distributed organizations
can serve as a tool to assist traditional enterprises [29].
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Dynamicity and Market Competitiveness: The complexity and dynamism of the
market are a highly competitive business environment [30]. Intense changes such as
rapid technological development, internationalization of the market and trade, as well
as socioeconomic and political issues have affected society and business [31]. Col-
laborative networks improve the sociability and usability of ICTs [32], and are con-
sidered effective for geographic and social issues, as it enables a trust relationship
between partners, establishing common policies, infrastructure and interoperability
[33]. Market demands interfere with the harmonization and interoperability of col-
laborative networks [34]. The dynamic environment reflects in the growing number of
publications, conferences, responsibilities and impact society as a whole [35]. It is
necessary to renew, expand, adapt and modify products and processes [36]. Consumers
demand quality products with agility and cost-effectiveness [37]. Collaboration net-
works allow the management of complex and dynamic systems [38]. During the
management of these systems, the loss of knowledge during product development
should be avoided [39]. Social capital as a key resource for collaborative practices [40].

Exploration and Capture of New Business Opportunities: Collaboration allows
capturing new business opportunities. The collaborative networks provide conditions in
new and unexpected business opportunity [41]. In the academic context, a collaborative
can facilitate access to resources [42]. Collaboration allows the increase of visibility
and the recognition of own competences [16]. The search for collaborative partners is
an important channel for winning new clients [43].

Innovation: Collaborative networks have six times the capacity to develop innovation
compared to organizations that operate individually [44]. Companies that collaborate
technologically are more likely to generate product innovations and specifically radical
innovations, and the larger the company, the more likely it is to generate innovations
[36]. Public research funding facilitates the production of knowledge and is a key
element to develop technology innovations [45]. Knowledge management, trust
building and communication among partners in a collaborative network are essential
factors for innovation [46]. The failure to harness the knowledge embedded in the
collaborative network is detrimental to the innovation [39].

Improving Business Performance: Several organizations seek to stablish collabora-
tion networks to gain agility, complement activities, competitiveness, and improve
resources, gain innovation power, flexibility, efficiency and effectiveness of operational
activities [47]. The collaborative scenario encompasses criteria, mechanisms, and
decisions that improve business performance [18]. Collaboration is proven an effective
strategy to improve service levels, process stability and the utilization of productive
resources [48]. Collaboration among researchers aims to improve the quality of
research, increase scientific productivity [49] and longevity [50]. In R&D projects,
collaboration fosters the exchange of knowledge, sharing of resources and costs among
employees, improving expected results, and industry performance [51]. In humani-
tarian projects, intergovernmental collaborative networks improve the quality of ser-
vices provided to clients, as well as optimize the use of resources and reduce expenses
[52]. Collaborative networks are motivated by the urgency to rescue lives, thus
advocating for efficiency and interoperability in services [53]. In the academic and

72 F. M. Guerrini and J. S. Yamanari



industrial contexts, the motivation is associated with the search for improvement of
business performance and, consequently, competitiveness [54].

Rapid Advancement of ICTs: The organizations in collaborative networks aim to
meet the needs of the market [55], such as virtual organizations and regional clusters
[56]. ICTs support collaboration and the breakdown of geographical barriers of the
global market [57]. ICTs accumulate knowledge from different domains to leverage the
collaborative relationship [58]. ICTs are relevant to help manage the highly unpre-
dictable nature of demand and the short lead times associated with the products [27].
Network technologies enable the harmonization of internal and external communica-
tions [58]. The demand for constant technological improvement and advances capable
faces new challenges such as interoperability [37].

Costs Reduction: The importance of the efficient structuring of the collaborative
network so that the costs of adopting this strategy do not exceed the desired benefits
[59]. Uncertainties on the global stage drive collaboration to reduce costs, improve
trust, and meet consumer demand [60]. The reduction of transportation costs through
the formation of collaborative networks among suppliers [61].

Economic, Social and Environmental Sustainability: Global warming as a factor
that motivates companies to improve their environmental and social reputation [62].
Managers have been attacking the question of environmental sustainability for the
development of products, intensifying the collaborative partnerships [63]. There is a
trend of international collaborative partnerships for mitigating climate change [64].
Collaborative efforts contribute to the reduction/minimization of environmental
impacts. Network sustainability requires strategic planning as well as a common
understanding of how partners collaborate, and interact with society and the physical
environment [31].

3.2 Search Approaches

The first approach is conceptual. Durugbo and Riedel [65] proposed a conceptual
model to assess the readiness of organizations in collaborative networks to service the
product/service system, with multiple case study in four different sectors. Grilo et al.
[66] proposed a model for business interoperability in the context of collaborative
networks. Kumar [11] proposed a framework for knowledge management, which could
serve as an early warning system to avoid excessive product recalls. This framework
was approached in a practical study in the food sector. Lyons et al. [27] developed a
knowledge-based framework to demonstrate how different collaborative networks can
support product variety and customization.

The second approach is bibliographic review. Di Cagno, Fabrizi and Meliciani [13]
conducted a study on R & D projects and concluded that participation in projects
funded by the European Union is an important channel for knowledge transfer. Karimi
and Khalilpour [64] developed a bibliometric review, considering the years 1980 to
2013, on the evolutionary trend of international carbon capture and storage collabo-
rations, analyzing the collaborative network of the countries that publish on this sub-
ject. Kim and Perez [67] considered the years from 1997 to 2012 to carry out a
bibliometric review of industrial ecology.
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The third approach was the proposition of models, frameworks, prototypes, sys-
tems, architectures, etc., in a conceptual or mathematical way, without practical
applications. Li and Du [68] proposed a framework to support the sharing of data
among all the participants of a collaborative network, proposing the cloud as the main
support tool. This framework is an intelligent intermediary system that helps companies
to search, question and recommend potential collaborators.

Surveys and case studies were addressed in fewer investigations. Macke et al. [40]
conducted a survey to identify the relationship between the elements of interorgani-
zational social capital and the competitiveness of the collaborative network. Dias and
Escoval [44] also used the survey to identify the main pillars of innovation in hospitals
and concluded that external collaboration is the main driver of innovation, while
technology behaves as a mechanism that facilitates innovation in hospitals. The case
study was used in the research of Saetta, Tiacci and Cagnazzo [47], where they pre-
sented the first organization that adopted the model of Virtual Development Office.
Boehm and Hogan [69], in turn, conducted a qualitative case study to analyze col-
laborative networks between universities and industries.

In summary, approximately 55% of the selected studies proposed models, archi-
tectures, prototype frameworks or systems, considering both the studies that applied in
a real case and those that did not apply in a real case.

3.3 Fields Application

Fields application are diverse, however, the intention to systematize their occurrence is
to elucidate possible applications within the scope of S^3 Enterprise. Approximately
34% of studies were performed without specifying a sector. These studies usually
present problems and solutions without necessarily associating them to a given field.
Chen et al. [70] proposed a collaborative network security management system that can
identify and treat new distributed attacks more quickly and effectively. Huang et al.
[12], in turn, studied how much regulatory pressure and customer pressure affect the
organizations’ environmental decisions.

The studies about collaborative networks in the academic context have been quite
frequent. Boehm and Hogan [69] investigated the role of the lead researcher in col-
laborative research projects and empirically validated the entrepreneurial role in
building collaborative networks. Chakraborty et al. [50] proposed two classification
models to predict at the beginning of a researcher’s career, how long the group to
which it belongs will remain active and how productive it will be. Other studies
focused on R & D, technology, virtual organization and other sectors. Arriagada and
Alarcón [71] proposed a model to develop management strategies and maturation of
knowledge applied to civil construction. Baek et al. [72] proposed a framework for the
design of collaborative services in agricultural communities.

Seventeen publications have specified the field of study, however, were unique in
addressing such a sector. Studies were carried out on start-ups in industry: auto parts,
state environmental agencies, silk, malting, wine, bio-pharmaceutical, furniture, con-
sultancies, and humanitarian organization, among others. This diversity of fields in the
framework of collaborative networks motivates the conduction of studies on S^3
Enterprise. Regardless of the industry or focus of the research, companies and uni-
versities are generally looking for collaborative relationships to meet the new chal-
lenges imposed by current business models.
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4 Results Systematization

The systematic review of a widespread and consolidated discipline (collaborative
networks) sought to detect how much the researchers have directed, albeit indirectly,
their respective research to the new vision mentioned above. It was possible to high-
light the main motivators for the formation of collaborative networks: sharing of
information and knowledge; resources and skills; risks and benefits; increasing demand
for variety of products and customization; dynamism and competitiveness of the
market; exploration and capture of new business opportunities; innovation; improving
business performance; ICTs; cost reduction and economic, environmental and social
sustainability. The main challenges identified by the researchers were: trust among
partners; the interoperability of the information systems of the partners involved; the
stage of selecting the collaborative partners; the alignment and clear definition of
strategies and objectives; ensuring the security of data and information shared over the
internet or other informational system.

Figure 1 presents a conceptual framework contemplating the challenges and
opportunities identified in the systematic review with the objective of organizing and
facilitating the understanding of the objectives intended in the work, as well as con-
tribute with literature and future practical work on the theme. The study of collabo-
rative networks was adopted through the intersections with the S ^ 3 approach.

New Business models

Digital Ecosystem

Emerging Technologies

Processes 
Manufacturing 
op miza on

Internet of Everything 
(IoE)

Cloud Compu ng

Interoperability

Ontologies

Sustainability

Trust among partners

Interoperability

Partners selec on

Goals and strategies 
alignment

Security of sharing data

Opportuni es Challenges

S^3 Enterprises Collabora ve 
networks

Fig. 1 Conceptual framework of collaborative networks and enterprises S ^ 3
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5 Conclusions

The systematic review on collaborative networks was carried out because it is a con-
solidated subject in the literature and that meets the research gaps identified in the work
of Weichhart et al. [1]. The approach of a mature discipline aims to guide the devel-
opment of the new paradigm discussed in the present study, S ^ 3 Enterprise. The
research sought to identify the main motivators, research approaches, most frequent
application domains and the list of countries that published the most, for the con-
struction of a conceptual framework with the main challenges and opportunities of
collaborative networks and S ^ 3 Enterprise.

Motivators represented the reasons why companies seek collaboration, and con-
sequently the benefits they seek are implicitly associated. It is worth mentioning that
they are implied in the proposed framework, since they were essential for under-
standing the challenges and opportunities of the areas under study. The most common
research approaches, application domains, and the list of countries that most published
on the subject were complements that sought to reinforce the idea that collaborative
networks are comprehensive and effective strategies for addressing aspects of the
digital age.

However, although collaborative networks have advantages, they also have internal
limitations such as the availability of resources (physical, human, organizational and
financial) and the ability to coordinate them in an integrated way; external constraints
expressed by institutional factors governed by rules and conduits in the network
operating environment; and associated challenges such as developing trust between
partners, interoperability of information systems, selection of collaborative partners,
alignment and clear definition of strategies and objectives among all stakeholders,
ensuring data security and information shared over the internet or other informational
system.

The systematic review allowed us to identify some opportunities in the intersection
of collaborative networks and S ^ 3 Enterprise, such as: the need to develop new
business models; the fostering of a digital ecosystem; the development and/or adap-
tation of emerging technologies; the optimization of manufacturing processes; the
exploration of the aspects brought by the internet of everything; the use of cloud
computing; the development of interoperable systems; the elaboration of ontologies,
architectures, models, frameworks that support the development of the disciplines in
question; and sustainable development in the economic, social and environmental
aspects of business.
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Abstract. Numerous traditional, agile and hybrid development approaches
have been proposed for the development of CPS. As the choice of development
process is crucial to the success of development projects, it has become a major
challenge to identify the best-suited process.
This paper introduces a methodology for identifying the best-suited CPS

development process, based on the individual boundary conditions for a certain
development project within a company. The authors used a set of eight indicators
to assess a CPS-development project. The results of the assessment were matched
with CPS-development approaches. Based on the matching results a best-suited
development process was selected. The application is shown for a use case in the
German manufacturing industry. The developed method aims to reduce the risk
of project failure due to the wrong choice of development process.

Keywords: CPS � Development process � Agile development

1 Introduction

Industry 4.0 and digitalization are transforming our companies. In order to keep pace
with this development, companies are forced to transform their products and systems
from mecha(tro)nical into Cyber-Physical Systems (CPS) [1]. CPS connect the (real)
physical world with the (virtual) cyber world. They are connected and consist of
actuators and sensors, as well as a human machine interface to interact between the
physical and the cyber world. They are empowered to assist humans in their decision
making process and may even act autonomously. Therefore a CPS may span from a
single machine to a whole (connected) production site [2].

Different development processes from conventional, hybrid to agile have been
proposed in the past. However, there is no best suited process for the development for
all types of CPS [3, 4]. It is more likely that for every development project one
individual process will solve the trilemma of providing a solution with the best quality
at the lowest cost with the shortest time to market [5].

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 81–90, 2019.
https://doi.org/10.1007/978-3-030-28464-0_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_8&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_8&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_8


CPS are the backbone of Collaborative Networks as well as the drivers for Digital
Transformation. Thus, the choice of development process is a crucial aspect within the
realization of Collaborative Networks and Digital Transformation. As the right choice of
development processes is also crucial to the success of a development project, it is very
important for a company to select a process that will fit to their individual boundary
conditions [4]. Currently there is no methodology to select a development process for
CPS based on the boundary conditions of the company. For this reason, the aim of this
paper is to present a methodology to select the best-suited development process based on
the individual boundary conditions in order to close the identified research gap.

To do so, a short introduction into the different development processes is given and
a set of relevant CPS development processes is identified. Afterwards a set of indicators
to define the level of agility for a project is selected. The set of indicators is used as a
means of assessment for a development project in order to identify the best-suited
development process. The application is demonstrated for a CPS-development use-case
in the German manufacturing industry.

The overall goal of the paper is reflected in the research question: “How can the
best-suited development process for a CPS development, based on the structured
assessment of the individual boundary conditions, be selected”.

For the overall research, case-study research by EISENHARDT [6] will be applied. The
case-studies help selecting the relevant models for the development of CPS as well as
determining the indicators for identifying the level of agility for the different models.
Furthermore, they will be used to validate the results of the assessments. For this paper
the focus was set on building a first prototype of the methodology in order to prove its
relevance. Therefore the content of the methodology is based on literature research and
own constructs. The methodology is applied to one case-study. Future research will
then evaluate and enhance the indicators, the development processes and matching in
detail, based on several case studies.

2 Background

Manufacturing companies generally use development processes in order to support
their product development. The development processes describe the processes and
activities within the development step by step. There is a variety of development
processes, which are suitable for different purposes and boundary conditions [7].

In general, development processes can be divided into three groups: conventional,
agile and hybrid. Figure 1 shows the direction of progress within the three approaches.

Fig. 1. Direction of progress in conventional, hybrid and agile projects [8]

82 G. Schuh et al.



In conventional development approaches, the product development process is split
into different phases that strictly follow each other. Once a previous phase is com-
pleted, a subsequent phase begins. Hence, in conventional developments, the progress
follows the four phases plan, conceptualize, design and develop sequentially, as shown
in Fig. 1 [9].

However, using the strictly sequential approach of conventional development
processes in flexible development environments with volatile requirements can be quite
challenging. In order to control flexible processes, agile concepts were introduced in
the field of software development and have partially been transferred to physical
product developments by now [10]. Compared to conventional development processes,
agile development processes are less structured and aim to respond flexibly to new
requirements, insights and customer feedback that may arise in the course of the
development [11]. Thus the development progress in agile projects runs parallel in the
four development phases (Fig. 1) [8].

Besides conventional and agile approaches there is a third category called hybrid,
which has evolved from combining these two [12]. By combining the concepts,
advances from both approaches, such as stability and flexibility, can be used simul-
taneously, leading to promising development processes especially for highly complex
products, e.g. for the development of Cyber-Physical Systems [13]. Combinations to
form a hybrid development process are not limited, a wide variety of patterns can be
created by combining any conventional with any agile process [14]. Several procedures
can be varied within a project structure according to the situation in order to implement
the project-specific requirements in the most suitable way [15]. The direction of pro-
gress in hybrid projects is neither strictly sequential as in conventional projects, nor
entirely parallel in all four phases as in agile concepts (Fig. 1).

3 Description of the Methodology

The developed methodology for individually selecting development processes for
Cyber-Physical Systems is shown in Fig. 2. It is divided into four phases, which are
executed in the displayed order.

In phase one the given project is subdivided into several subprojects. The division
into subprojects is done in order to reduce the complexity of the overall CPS devel-
opment. The number of subprojects is not fixed but should be chosen appropriate to the
project’s size.

Phase two is the assessment of the project which is conducted during a workshop
with the participants of the project. In detail, each of the subprojects defined in the first

Decision on 
devel. processMatching AssessmentDefine Subprojects 

1 2 3 4

Fig. 2. The four steps of the developed methodology
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step is assessed by using a profile as means of assessment. The profile consists of
different indicators, which indicate agility or conventionality depending on the
assessment. The set of indicators is presented in the following chapter (Table 1).

In phase three the developed matching algorithm is applied to the assessed sub-
projects. The algorithm counts the number of matches of each subproject with each of
the development processes in the system.

In phase four, the matching results are presented. The most suited model for the
overall project is selected by comparing the matching results of the different subpro-
jects. Besides selecting a single model, it is also possible to combine different devel-
opment processes into a comprehensive one. Thus, universal hybrid concepts can be
designed which are well suited for the given boundary conditions of the project.

3.1 Indicators for the Choice of Development Process

There are already several approaches presenting indicators to identify the level of
agility for development projects. Some of them offer a quantitative analysis but are
derived from experience (e.g. [9]). Other indicators are of a qualitative form and do not
fit the use as an assessment methodology (e.g. [16]). The set of indicators selected for
this paper from DIELS were derived from a literature research, follow a quantifiable
scale and cover internal and external indicators [17].

DIELS developed a set of eight indicators for determining agile product scopes. The
identified project-relevant indicators stand either for or against the use of agile methods
in the product development, depending on their characteristics (see Table 1). The
indicators are divided into (five) internal and (three) external ones, depending on
whether they can be controlled by the company or not. All of the indicators of DIELS

have four different characteristics, graded in three-steps from plan-driven (value 0) to
agile development (value 9), which are shown in Table 1 [17].

Table 1. Indicators for determining agile product scopes by Diels [18]

Indicators/rating 0 (plan-driven) 3 6 9 (agile)

Internal (a) Solution space Parallel
development

Focused
development

Highly
convergent
dev.

Alternative
oriented dev.

(b) Prototype
manufacturability

Technical
model

Functional
model

Design
model

Concept
model

(c) Resources Very low Low High Very high
(d) Technology
ability

No knowledge
about technology

Proof of
functionality

Prototypical
application

Technology in
use

(e) Corporate
culture

Hierarchical Disciplined Clan Democratic

External (f) Market
relevance

Minor
features

Basic
features

Performance
features

Enthusiasm
features

(g) Market
accuracy

Incremental
change

Derivative
change

Platform
change

Breakthrough
change

(h) Market
volatility

None Low Medium High
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For the development of the methodology for individually selecting development
processes for Cyber-Physical Systems the approach of DIELS was chosen as a basis.
DIELS’S indicators were identified during a comprehensive literature research and a
following systematic consolidation, thus they fully meet the demand for project-
specific boundary conditions. In addition, this approach distinguishes between plan-
driven, agile (and hybrid) approaches and allows a quantifiable evaluation. Further-
more, DIELS’S approach presents a set of indicators specifically designed for deter-
mining which product scopes can be developed using agile concepts. Transferring the
agility indicators to characterize both development processes and subprojects can be
accomplished without further modification.

3.2 Selected CPS-Development Processes

For developing the methodology a total of nine conventional, hybrid and agile
development processes were selected, which are listed and categorized in Table 2. The
selection was carried out on the basis of statistics on distribution of the models [19, 20].
The statistics on hybrid development processes were less clear, since in principle any
combination of a conventional and an agile process would be possible. Hence, for the
development of the methodology, hybrid models that have been described in literature
or applied in practice were selected. Generally, further development processes can be
added to the methodology independent of their nature (agile, hybrid, conventional).

For each development process the value of the characteristic, which describes it
most accurately, was assigned according to the agility indicators of DIELS in Table 2.
Low values represent plan-driven development (value 0), whereas high values repre-
sent agile development (value 9). The classification of the models was based on a
literature research. As it is a first approach, the classification will be detailed and
validated in future research. The sources used for classification are mentioned in
brackets next to the respective process in Table 2.

Table 2. Categorized conventional, hybrid and agile development processes using the agility
indicators of DIELS [17]

Dev. processes/indicators (a) (b) (c) (d) (e) (f) (g) (h)

Conv. Waterfall model [21] 0 0 0 0 0 3 0 0
Systems engineering [22] 6 0 3 0 0 3 9 3
V-model (VDI 2206) [23] 6 0 0 0 3 3 3 0

Hybrid Agile-stage-gate [24] 6 9 6 6 6 9 3 3
Water-scrum-fall [25] 6 9 6 3 6 6 3 3
Scrum-V-model [26] 6 9 3 3 6 6 3 3

Agile Scrum [27] 9 9 9 9 9 9 9 9
Extreme programming [28] 6 9 9 9 9 9 9 9
Kanban [29] 9 9 6 9 6 6 9 9
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3.3 Description of the Matching Process

During the matching process, the characteristics of the defined subprojects are matched
with the characteristics of all development processes one after the other, as shown in
the example in Table 3. The number of matches with each development process is
counted and can be used as an indicator for the suitability for the subproject. In the
displayed example the given development process would have a total of four out of
eight possible matches with the subproject, leading to a suitability value of 50%.

4 Discussion of the Results for a Use-Case

The methodology was applied to a medium-sized technology company located in
Germany. The overall goal of their development was to design and build an IoT
factory. In this case, IoT Factory refers to a factory with connected assets, such as
machines and transportation systems allowing data based production control and
autonomous actions. This is in alignment with the definition of CPS given in Sect. 1 of
this paper. Thus the “IoT Factory” can be considered a CPS (consisting of several sub-
CPSs) in its entirety. The main benefits of this factory are to reduce lead times and
realize batch size one. This will be reached by a high level of automation and con-
nectivity for the different steps within the production line. The new factory will be
implemented into a supply-chain of conventional “non-IoT” factories.

Due to a large number of undefined requirements and the future orientation of the
project, the choice of development process was not obvious. At this point, the
methodology presented in Sect. 3 was applied in order to individually select a devel-
opment process for the project.

The first step was to divide the project into four subprojects: Production Machine
Design, IT Systems, Intralogistics, and Construction. IT Systems refers to the relevant
IT-Systems for controlling the production environment (e.g. ERP, MES). Usually the
subprojects require competencies from different disciplines, such as IT, mechanical and
electrical engineering for the Production Machine Design.

Every subproject was then assessed with the set of indicators presented earlier.
Table 4 gives an overview of the assessment results.

Table 3. Example of the matching process of a subproject with a development process
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On average, subproject 03 had the highest ranking on a scale from conventional to
agile development. However, none of the projects were rated strongly towards agile
approaches. Most of the ratings were within the range of the hybrid development
processes. An interesting result in the assessment was that the subproject IT-Systems
was rated less agile than the Production Machine Design. Hence showing that not only
the development goal is relevant for the choice of the development process but also
other boundary conditions such as corporate culture. As different departments may be
involved in the subprojects, indicators may also differ between the different suprojects.

In General, CPS projects require interdisciplinary teams. That is why it is very
important to have an assessment of every subproject, as the team composition may
differ by discipline (Engineerg, IT, etc.) as well as the department involved (R&D,
Prodcution Management, etc.). If the selected model does not support the team com-
position the project is likely to fail.

Figure 3 shows the matching results for the development processes for the assessed
use-case. For all development processes selected in Sect. 3.2, the suitability value was
calculated and all development processes were listed in descending order of suitability.

For subproject one to three, the hybrid Scrum-V-Model shows the highest rate of
suitability. Generally, the processes leaning towards strong agile or conventional
development have a lower number of matches. Based on the average assessment results
which were all between 3.75 and 4.88, which is mostly in the hybrid range, the result
was expected and plausible.

Table 4. Assessment results of the four subprojects

Subprojects/indicators (a) (b) (c) (d) (e) (f) (g) (h) Ø

01: Production machine design 6 3 3 6 6 6 3 3 4.5
02: IT-Systems 3 3 3 6 3 6 3 3 3.75
03: Intralogistics 3 6 3 9 6 6 3 3 4.88
04: Construction 3 6 0 9 0 9 0 3 3.75

Subproject 01
Dev. Proc. Σ %
Scrum-V-M 6 75
Agile-St-G 5 63
Wa-Scr-Fall 5 63
SE 4 50
Kanban 2 25
V-Model 2 25
XP 1 13
Scrum 0 0
Waterfall 0 0

Subproject 02
Dev. Proc. Σ %
Scrum-V-M 4 50
Agile-St-G 3 38
SE 3 38
Wa-Scr-Fall 3 38
V-Model 2 25
Kanban 1 13
XP 0 0
Scrum 0 0
Waterfall 0 0

Subproject 03
Dev. Proc. Σ %
Scrum-V-M 5 63
Wa-Scr-Fall 4 50
Agile-St-G 3 38
Kanban 3 38
SE 2 25
XP 1 13
Scrum 1 13
V-Model 1 13
Waterfall 0 0

Subproject 04
Dev. Proc. Σ %
Waterfall 3 38
Agile-St-G 2 25
XP 2 25
Scrum 2 25
SE 2 25
Kanban 1 13
Scrum-V-M 1 13
V-Model 1 13
Wa-Scr-Fall 1 13

Fig. 3. Matching results of the four subprojects with the development processes

Finding the Right Way Towards a CPS 87



For subproject four, the Waterfall Model has the highest number of matches.
However, this subproject was not grasped by the methodology very well, as there were
only three matches, resulting in an overlap of just 38%.

Based on the matching results for the individual subprojects a coherent develop-
ment process for the overall project had to be defined (phase 4). Subproject one to three
all showed the highest suitability for the hybrid Scrum-V-Model, combining an agile
project phase in the beginning with a conventional project phase for final deployment
of the results. The selected processes suit the use case quite well, as the development
goal is an IoT Factory, which requires both, a high level of innovation (Scrum), as well
as a high level of accuracy and stability in the deployment phase (V-Model).

For subproject four, which refers to the construction of the factory as well as the
physical placement of the assets within the factory, a plan-driven process is also very
well suited. Especially building projects require a high level of planning and accuracy
as most of the steps taken in the processes may be irreversible in the end. Due to its
strong focus on planning, a waterfall process can easily be integrated into the V-Model
phases of subprojects one to three. The selected development processes were imple-
mented in the project as proposed by the presented methodology.

In summary, a very well-suited development process for the presented use case
could be identified with the presented methodology. This shows that the proposed
methodology can be used in order to identify the best-suited development processes.

Future research will consider further case studies in order to enhance the proposed
methodology. Based on that, the indicators, choice of development processes as well as
the matching algorithm, can be further refined. As the selection of the development
process currently requires a lot of detailed knowledge, future work will also focus on
automatically finding and composing a development process along the different
subprojects.

5 Conclusion

This paper introduces a methodology for selecting the best-suited CPS development
process based on the individual boundary conditions at a company. In beginning
conventional, hybrid and agile development processes are introduced. Afterwards a set
of indicators for the choice of the development process on a scale from conventional
over hybrid to agile are selected. A selection of CPS-development processes is then
classified within the identified set of indicators. The same set of indicators is then used
as a means of assessment for the boundary conditions of CPS development projects.
Therefore the development processes, which were typed with the set of indicators, are
matched with the results of the assessment of the development project. In order to
reduce complexity, the assessed project is divided into subprojects that are assessed on
their own. Based on the matching results an individual development process is selected
for every subproject. The results are combined to an overall development process for
the assessed development project. For this paper, the presented methodology was
applied to a case-study from a German manufacturing company.
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Abstract. The increasing complexity of designing and manufacturing products
as well as the growing speed required for their innovation is pushing large and
medium-small companies to an ever-broader search for new ideas and for a wide
availability of experts, able to provide timely contributions. Existing approaches
mainly address the early phases of the product lifecycle in the frame of “open
innovation”. The crowd engineering approach is to organize an efficient and
effective utilization of the “crowd”, i.e. a wide set of persons, from students to
private experts, and to start-ups and smart SMEs, which could be involved in the
creation of innovative products. The first purpose of the paper is to give a
presentation of Crowd Engineering in terms of a logical frame where crowd-
workers will contribute into an informal collaborative network to fulfill technical
and social needs. Then a schematic model based on an analogy between Crowd
Engineering and Supply Relationship Management, will be outlined thus
offering, on one hand, suggestions for a real implementation, on the other, some
hints for a research agenda.

Keywords: Crowd Engineering � Combinatorial optimization model

1 Introduction

A collaborative network is a network consisting of a variety of entities (e.g. organi-
zations and people) that are largely autonomous, geographically distributed, and
heterogeneous in terms of their operating environment, culture, social capital and goals,
but that collaborate to better achieve common or compatible goals, and whose inter-
actions are supported by computer networks [1]. In the last decades, the growing
complexity of the design of new products, the increasingly shorter time-to-market
required to market new products, and the spread of the so-called “augmented products”
[2], i.e. products with constantly increasing services, is pushing companies, both large
and medium-small, to an ever-broader search for ideas and innovations, through a wide
availability of experts, able to provide timely contributions.

Consequently, companies need to re-engineer the design and production process,
since many experts, companies, interested persons, associations, etc., which provide
them with the many contributions that are usable, form a real “crowd”. The Crowd
Engineering builds social solutions of design and production of innovative products, by
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“empowering companies to turn the force of their crowds (suppliers, customers, part-
ners and also employees) into business advantage” (https://www.definitions.net/
definition/crowdengineering).

It is evident that such a re-engineering problem involves a careful selection of both
the “Contributors” and the contributions themselves for the new product creation or
production. This problem has been tackled with multi-criteria decision analysis
approaches (MCDA), such as Analytic Hierarchy Process [3, 4] Analytic Network
Process [5], Goal and Mixed-Integer Programming [6], Data Envelopment Analysis
[7], and the Fuzzy Set theory [8]. However, little information is given about some
feedback from practitioners and from implementations of such approaches, which are
still few. In practice, as recently observed in some particularly innovative Mid-Small
Enterprises (SME) registered in the PMInnova Program [9], the ongoing trend toward
the individualization and even personalization of products results in new additional
challenges for industrial enterprises in the frame of “open innovation” [10], i.e. with
wide supports from externals.

To this scope, Crowd Engineering must set the following objectives:

• Establish new design approaches, strategies, methods and tools for the co-creation
of innovative, individualized products by opening the product creation to the
“crowd”;

• Enable crowd-based product creation by next generation product data exchange,
based on standards and open source;

• Realize an efficient procedure to collect, select, integrate contributions, such to
obtain a good overlapping of the set of collaborative selected contributions and the
desired scheme of the innovative product.

These three objectives can be achieved by developing the Crowd Engineering
approach in a user-centric way, i.e. with a strong direction of the multi-dimensional
design process implemented by an institution, institute or company, having a clear idea
of the innovative product to be obtained and a considerable ability to define a “call for
innovation creation” to a set of potential contributors.

The organization of the paper will be as follows. Section 2 is dedicated to give a
preliminary logical overview of the Crowd Engineering concept and an outline of its
structure. Section 3.1 first describes a schematic model of Crowd Engineering, based on
the analysis of its analogy with the Supplier Relationship Management. Sections 3.2 and
3.3 will discuss a schematic model of Crowd Engineering, by outlining the theoretical
methods for supporting the multi-dimensional selection. Finally, Sect. 4 will present
some hints of a research agenda, based on a Crowd Engineering work-flow scheme.

2 Preliminary Logical Overviews of Crowd Engineering

The Crowd Engineering procedure aims to focus, structure and translate into practice
new ideas dedicated to collaborative co-creation. It is obtained from a process of
collecting contributions from various sources (people, associations, SMEs, etc.), their
selection and their integration for the purpose of conceptual and detailed design, the
development of the necessary production operations, the production of new products
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oriented to the user. Crowd Engineering is based on the advancement of the well-
known triple helix towards a quadruple helix for innovation systems (see Fig. 1). The
classic triple-helix from 1995 knows only three actors. But emerging innovations do
not necessarily match consumer demand, so the helix has to be extended by a by a
»user« component, involving end users/consumers in the innovation process. There-
fore, additional attention has to be paid to community-based approaches, originated by
“collaborative network”, that appears to be powerful social frames for value
creation [1].

Therefore, the Crowd Engineering project is stated by a “call for innovation cre-
ation” with the scope of searching and collecting contributions from many “Contrib-
utors” in order to integrate them so as to obtain a product (system or object) with
characteristics of total novelty, structure and forms that allow production, all set by the
Crowd Engineering Project Management (named in the following simply as “Man-
ager”). The goal of the Crowd Engineering problem, as defined above, is advertised by
the Manager in a broad way, in order to be able to receive contributions from many
Contributors. Each Contributor proposes his own contribution, without knowing the
contributions of the others or their participation in the research launched by the above
mentioned “call”. Therefore, the Contributors are potentially competitive. The Manager
must have a “measure of usefulness” in order to verify if a contribution provided by an
actor can be useful for the solution of the Crowd Engineering problem, in the sense that
it can contribute to the achievement of the Crowd Engineering project objective. To
this end, the Manager must evaluate each individual contribution obtained by each
Contributors, and perform a multi-dimensional selection such as to collect only con-
tributions with the following characters:

• A contribution must be “active” i.e. such to give rise to information/data that are
coherent with some part of the innovative product or some operations that can
contribute to the innovative product creation; this first attribute of a contribution can
be evaluated according to the adopted measure of usefulness, above mentioned;

• Two or more contributions must be “collaborative”, i.e. such to be usable in col-
laboration with other contributions, thus generating a more effective and active
action in the design and production process; this further attribute of a pair of
contributions can be evaluated by adopting a “measure of similarity” between the

Private actors

User

Public Actors

Knowledge institute

Innovation object

Fig. 1. Quadruple helix for innovation systems
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two contributions, with respect to the result of the “problem”, that is to some part of
the innovative product or to some innovative operation necessary to produce it.

From a simplified point of view, the Manager, once evaluated as useful the con-
tribution will be, could consider a second different contribution to understand if the two
contributions are collaborative: their joint use facilitates the achievement of the Crowd
Engineering goal in a more efficient and effective way with respect to the individual
ones. Once recognized a pair of collaborative contributions, the Manager will evaluate
to support the couple with a third contribution, by estimating the joint use of the three
in terms of an increasing - if any - of the measure of collaborative utility. Progressively,
the Manager can reach a complete set of contributions, all complementary, such as to
express an admissible solution for the Crowd Engineering project. The logical Crowd
Engineering overview briefly described above, has the sole purpose of illustrating in a
simplified way the concepts and methodology of the problem. Indeed, it makes evi-
dence of the combinatorial nature of the contributions’ selection problem.

3 Schematic Model of Crowd Engineering

A schematic model of the Crowd Engineering approach can be obtained by the analogy
between the Crowd Engineering and the Supply Relationship Management (Sect. 3.1).
This first analogy suggests taking also into account the evident links between Crowd
Engineering and Crowdsourcing, as well as with “Collaborative Networks” (Sect. 3.2).

3.1 Analogy Between Crowd Engineering and Supply Relationship
Management

An enterprise performance, especially of small and medium-sized, largely depends on
the relations with its suppliers, often belonging to different value chains, as in several
industrial districts analyzed in [11, 12]. Then, a good enterprise-suppliers relationship
is a necessity for any industrial organization, to be able to respond to dynamic and
unpredictable chains of the final products demand [13, 14]. Therefore, a Supplier
Relationship Management (SRM) is a methodology that organizes all the interactions
of the enterprise with third-party organizations, which supply goods and services in
order to allow the best possible product creation [15]. The evaluation of a supplier is
then the process of measuring the performance of the suppliers itself, as well as of its
capability to meet the buyer (i.e. the enterprise) demands. Tacking now into account the
above logical description of the Crowd Engineering approach, it is possible to identify
a strong analogy between the two processes, as shown in Table 1. Therefore, it is to use
the SRM approach to give a schematic illustration of the Crowd Engineering
procedure.

96 A. Villa and T. Taurino



3.2 Relations of Crowd Engineering with Crowd-Sourcing
and Collaborative Networks

In order to make evidence of the strict relation between Crowd Engineering and
Crowd-souring, the definition of the latter as reported in [16] is here referred to:
“Crowdsourcing is the act of taking a job traditionally performed by a designated
agent (usually an employee) and outsourcing it to an undefined, generally large group
of people in the form of an open call.” [17].

In practice, Crowdsourcing is a powerful tool because it describes collaborations
both in research and in design actions which can significantly enlarge both the group of
(potential) scientific partners, and the team of designers. With regards to the scientific
context, Crowd sourcing implies to fist clearly identify the problem to be solved by the
crowd, and then to plan a reasonable balance between natural antagonisms of con-
tributors. Therefore, Crowdsourcing makes evidence of some important, and also
critical aspects, of Crowd Engineering that, with respect to the former, now it appears
to be the operative practical version. Referring now to relations between Crowd
Engineering and Collaborative networks, among the different variety that the latter
assumes in industry and services (see [18]), its aspect of “collaborative engineering” is
concerning teams of technicians and engineers belonging to different companies and
cooperating together on a common significant project, thus sharing skills and experi-
ences, thus moving towards the creation of a “virtual community”.

Therefore, the existence of a collaborative network is a very useful prerequisite for
a company intending to start a Crowd Engineering project. In fact, the Collaborative
network can become the area of first and fundamental diffusion of the “call for inno-
vation creation”, providing the most favorable environmental conditions for the launch
of the Crowd Engineering project itself. A verification of this occurs in the next
Session, where the operational scheme of a Crowd Engineering project is outlined,
especially in the selection phase of the contributions and acceptance of the new ideas,
two key phases of such a project.

Table 1. Correspondences between crowd engineering and supply relationship management.

Phases and actors of crowd engineering Phages and actors of supply relationship
management

Actors:
Contributors
Manager (with clear view of the innovation)

Actors:
Suppliers
Producer (with clear view of the final product)

Phase1. Identify contributions Phase 1. Specify the purchase strategy
Phase 2. Select the useful contributions Phase 2. Evaluate the supplier performance
Phase 3. Integrate the selected contributions
into the innovative product description

Phase 3. Make collaborative-integrated the
Suppliers with respect to the final product

Phase 4. Evaluate the global set of
contributions
IF necessary, iterate

Phase 4. Evaluate the feedback from the
producer
IF necessary, iterate
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3.3 Crowd Engineering Operational Scheme

As for SRM, also in case of Crowd Engineering, for an effective collaboration, Manager
and contributors (i.e., suppliers of contributions for the innovation required by the
Manager) need to share profits in order to achieve a win-win situation. To come to an
effective and profitable collaboration/integration of contributions, a Crowd Engineering
operational scheme is mandatory [19–21]. Such a scheme is illustrated in Fig. 2. It is just
the representation of the Table of correspondences, being derived by SRM scheme
illustrated in [3], but specifically adapted to the Crowd Engineering concept.

The scheme is self-explanatory. The scheme inputs are the contributions sent by the
“crowd”, that is from the various types of suppliers of innovative ideas, in large
numbers. The “heart” of the Crowd Engineering scheme is the Selector which, in
accordance with the steps shown in the previous table, consists of the following parts:

(1) evaluation of each contribution and selection of each one useful among them by
evaluating an associated “measure of usefulness” that represents the coherence of
the contribution with the project goal and a “measure of complementarity” for
each couple of contributions, as defined in Sect. 2;

(2) integration of each selected contribution within the description of the parts
(components) and operations (of production) of the innovative product to be
created;

(3) evaluation of the overall correspondence among the selected contributions and all
the parts and all the operations of the innovative product.

The Manager is operating in the final block of the scheme, with the following aim:

(4) verifying the problem result, that is an admissible global correspondence among
the selected contributions and all the parts and all the operations of the innovative
product;

(5) evaluate the real feasibility of the hypothesis of an innovative product obtainable
from the integration, bearing in mind that different additions (with different uses
of the contributions) are possible even though they obtain the same final product.

Fig. 2. The SRM-based scheme of the platform specifically adopted to the crowd engineering
model.
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(6) evaluate costs and revenues in each case produces an innovative product among
the feasible ones;

(7) evaluate the usefulness and the cost of every useful contribution received, to offer
a profit to those who have helpfully responded to his call.

To implement its functions, the Manager receives as input:

• selected useful contributions;
• proposals for innovative products developed by the Selector.

It also interacts with the Warehouse Management System, for the needs of com-
ponents, and with the Quality Management System, to estimate the performance of the
resulting innovative products.

4 Some Hints for a Research Agenda

The development of the Crowd Engineering approach to select the best possible set of
contributions from the “crowd” for innovative products creation, is one of the more
challenging lines of evolution for smart enterprises.

To offer some considerations that could be utilized by experts when the needs for
innovation become so important and critical for the survival of the enterprise, some
ideas for the application of the Crowd Engineering approach is now presented, as a
sequence of Work Phases (i.e. a Work-flow), summarized in the following Table 2.
Indeed, a Manager needs to have a detailed description of the sequence of phases to be
applied, starting from the definition and description of the innovative product desired,
up to the Crowd Engineering organization and use.

This simplified workflow suggests some hints for future research lines in which a
comprehensive view of the Crowd Engineering, Crowd-sourcing and Collaborative
network could contribute to a real innovation of the creation process of new products.

According to [16], some main research lines can be envisaged, for assuring a useful
and significant development of Crowd Engineering and its practical implementation in
industrial and service frames:

(a) identification of robust methods to identify and select fruitful contributions for a
given innovation project goal, such to be clearly transferred to the crowd and
understood by each potential contributors; this will characterize the communi-
cation power from the innovation project Manager and the wide range of indi-
viduals and entities that could give really new ideas, in a form to be recognized
and integrated by the Manager itself;

(b) selection and clear communication of incentives (or earnings) for the individual
contributors, clearly related to the usefulness of the contribution and its integration
with the rest, and finalization to the goal of the project;

(c) promotion of healthy competition among contributors, while preserving the
anonymity of contributions and guaranteeing their ownership, especially as the
project takes shape and the integration of contributions will become increasingly
evident (as is the exclusion of contributions of little value or not useful);
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(d) the correct evaluation (above all in economic terms) of the theoretical contribu-
tions and their validation, especially in the case of particularly innovative con-
tents; similar considerations apply to the evaluation of contributions with a rapid
practical impact;

(e) Finally, the organization of a structure for managing the interactions of the
Manager (or project team) with the crowd, through a structure that manages the
center-contributor relations clearly but preserving the privacy of each one.

Table 2. Outline of the crowd engineering workflow.

N° Scope Description Documentation

Work
Phase 1

Call-for-contributions,
referred to the a-priori selected
consumer goods type

Definition of a descriptive
framework of the a-priori
selected consumer goods type,
to be used as a reference by:
potential contributors, i.e.
people or organizations - as
above - who intend to
participate in the call, sending
their contributions

Document with clear
unambiguous presentation of
the consumer goods type

Work
Phase 2

Strategies to manage the
crowd of contributors, by
creating a “community of
innovators”

Policies, strategies and
initiatives in order to leverage
the crowd, that means to
gradually create a
“community of innovators”.
Who will send their proposals
(data, suggestions, project
indications)?

(A)Communication protocols,
managed by Crowd
Engineering Manager
(B) Rules to which
participants must satisfy in
defining and formulating
contributions
(C) Clear rules on the refusal
of contributions.

Work
Phase 3

Methods for accepting and
selecting contributions
depending on their usefulness

(a) Formulation and
presentation of the structure of
the “Crowd Engineering
Selector” to guarantee an
accurate, clear and
unambiguous acceptance (or
refusal) of the contributions

(A) Documentation of the
structure of the “Crowd
Engineering Selector”

Work
Phase 4

Organizational platform
denoted Crowd Engineering
Selector, for the integrated
management of all strategies,
and initiatives and tool
utilizations

Development of the Platform
dedicated to managing all the
activities that will be done for
selecting, evaluating and
integrating contributions

(A)Documentation of the
Platform, functionality
(B) Authorizations of all
contributors to include their
data, info’s and contributions
in the Platform

Work
Phase 5

Impact evaluation of the
Crowd Engineering
application

Analysis of the Platform
applications to pilot case, such
as their correspondence with the
product tree graph nodes and
links

(A) Data and information
gradually gathered and
cataloged in order to describe
the result
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Abstract. Open Innovation is a strategy used by organizations to more
promptly comply with the continuous changing market needs and renew their
income streams. But its effective achievement depends on the practitioners’
ability to assume concrete mindset, like openness, acceptance of risk, talent to
build trust and to learn from successes as well as from failures. Based on these
assumptions, the paper explores the concept of mindset in open innovation. The
approach is twofold combining sentiment analysis over interviews on web
documents with semi-directive interviews conducted in IT companies. The
results include a characterization of OI practitioners’ mindset concerning risk
and related elements.

Keywords: Open innovation � Risk mindset � Collaboration

1 Introduction

Open innovation (OI) is generally seen as a key collaborative strategy that organiza-
tions can use to evolve and keep up with the (emergent) market shifts and disruptive
technological development. According to several studies, the advantages of OI over
lesser open models of innovation have been proven [1, 2]. Despite the diversity of
theoretical and empirical research on OI, there seems to exist, in the prevailing dis-
course of scholars and practitioners, the tendency to exclude the less successful
experiences that occur during the innovation process. But such (in) visible side of OI
must also be researched, as it is crucial to integrate into the interpretation of OI, not
only the advances, successes, and advantages but also the setbacks, failures, and
constraints. Such setbacks can be seen as the unintended consequences of the inno-
vation process [3]. But OI requires learning both from successes as well as from
failures [3, 4].
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From an epistemological perspective, more than a final result, it is the trajectory
that must be understood to accurately know the OI concept and the elements that
systemically combine to reach it. There are certainly contingency factors in the process,
but there are also structural factors that underlie the social construction of OI. What
paths have been taken? What mishaps have been overcome? What choices have been
made? Therefore, much more research analysis on this topic is needed at the level of
academia. The main goal in this paper is to analyse the mindset of OI practitioners
regarding risk and other factors, e.g. trust, incorporating both positive and negative
elements of OI in our research. For this, we aim at understanding the narratives and
practices of OI actors regarding these elements. Despite recent research efforts, risk in
OI lacks a deeper and more systematic analysis [5, 6].

We hypothesize that the apparent lack of risk assessment research in literature
might be associated with the way the OI concept is usually portrayed, with more
favourable narratives in which failures and setbacks are less likely to arise. For this
purpose, we proceed to an exploratory analysis of the elements underlying the mindset
of OI practitioners, starting with literature analysis. For this, Text Mining and Senti-
ment Analysis were applied to web documents containing interviews addressing risk in
OI, which were available online during the year 2018. Afterwards, semi-directive
interviews were conducted with OI practitioners (at the level of company managers)
and we finish with results analysis and synthesis.

2 Background

Considering the scope and depth of the topics involved in open innovation, in this work
we concentrate efforts focusing on the aspects that are mostly relevant to the defined
research goals. In this way, we start by revisiting the concept of OI, then moving on to
a perspective around the mindset that characterize the practitioners. We conclude this
section with a synthesis concerning risk in OI.

2.1 Revisiting the Concept of Open Innovation

Open innovation is already a recurring strategy used by organizations to help them
keep up with market changes and technological development. According to Ches-
brough [7], OI is seen as a more profitable form of innovation, because it can reduce
costs, accelerate time-to-market, increase product variability on the market “and create
new revenue streams for the company”

In addition to the initial concept of OI as proposed by Chesbrough, OI also appears
in the discourse of several scientific areas, generally taking an even further positive
tone. The term acquired its more positive view due to its instrumentality from the
social, political and material perspectives [3]. This is what we can commonly refer to as
the bright side of OI. Although tendentially less visible, while not less relevant, it starts
becoming increasingly recognized that the less bright side is also a part of the inno-
vation dynamics, i.e., the other side of the same coin [8, 9].
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In this sense, organizations, in general, tend to highlight their success cases and
hide the mishaps, setbacks and failures during their OI projects. Whenever these are
reported, they are shown as sporadic episodes, without meaningful relevance in the
innovation dynamics. But, to adequately tackle the OI concept, it is crucial to incor-
porate those less publicizable elements. Such critical aspects are of paramount
importance to innovation in general, and to OI in particular, as difficulties, and often the
failures, frequently allow reaching increased achievements in knowledge and results.
Then, we need to focus also at the Innovation practitioners. To walk the path of OI,
practitioners need to aggregate several OI compatible attitudes, allowing them to be
able to benefit from successes and learn from failures.

2.2 The Open Innovation Mindset

When Chesbrough colloquially placed the question “What is open innovation?”, he
answered that it mainly means having a much more open mindset and much more
engaged with both the inside and outside world [10].

Furthermore, as mentioned by Björling in [11], participating in OI requires having
some important attitudes, namely, that we must be “open to change”, because the world
is constantly changing. We need to “embrace creativity”, recognizing that instead of
“management processes” and “organizational structures,” the starting point of OI is
creativity, which requires a certain type of culture and organizations to make it pos-
sible. Another important facet is to have the ability and courage to “think big” and
proceed beyond current norms and truths in the marketplace. This implies extending
beyond normal/ordinary thinking and analysis. The author also states that OI implies to
“show courage” to constantly rethink how things can be done. Finally, he argues that in
OI, we must “think and act quickly” since innovations typically comprise agile
processes.

In this regard, mindset can be understood as having a way of thinking or having
psychological predispositions, which are tied to corresponding attitudes, ideas, beliefs
and patterns of behavior. As such, it is scientifically important and strategically
interesting to determine and accurately characterize the OI practitioners’ mindset.

2.3 A Risk Perspective in Open Innovation

To properly establish an OI risk perspective, it is important to start by contrasting the
two innovation models, internal and open.

Within company boundaries, innovation projects include practitioners who are
subjected to management and supervision processes, in which risk control mechanisms
can be used, allowing to deterministically anticipate and circumscribe contingencies
and failures. Therefore, the “internal” innovation, typically supported by Research and
Development Innovation (RDI) management systems and projects, has been already
consolidated [12, 13] as well as the internationally consolidated risk assessment
methods and tools for risk evaluation [14] within a company. In short, despite its
intrinsic uncertainty and significant rate of products failures, internal innovation can be
handled within management practices.
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On the other hand, OI is characterized by its practitioners’ autonomy in an envi-
ronment which favors creativity, knowledge sharing, collaboration, and trustworthi-
ness. As such innovation process are much more complex and much more
unpredictable. Furthermore, due to partners’ self-interests, relatively frequent
conflicting goals and lack of preparedness, there is a growing risk of failures. On each
failure, both resources and time are lost. For instance, intellectual property can be taken
away and used by other actors for their benefit. In this sense, risk assessment is
considered far more challenging in OI contexts. Furthermore, as mentioned in [15], the
failure rate of a new product’s development is around 35%, and this just considering
the products that could reach the market phase. Other sources [16–18] report that
failure rate can go up to 80% if the failures in the preliminary stages are also con-
sidered. Therefore, although risk models are difficult to apply in OI, their effective use
could have significant impacts on OI outcomes.

3 Exploratory Study

In this chapter, we describe the methodological approach applied to characterize the
mindset of practitioners in OI. The approach includes two distinct methods.

As illustrated in Fig. 1, the first method involves Text Mining and Sentiment
Analysis performed on interviews recorded in on-line documents provided throughout
the year 2018. The second method consisted on semi-directive interviews conducted
CEOs and CTOs, who are OI practitioners.

Sentiment Analysis is a widely used method particularly in the Social and
Behavioral Sciences, as well as in Web-based services for characterization of online
information and users from Online Social Networks [19–21]. The semi-directive
interview can be seen as a methodologically adequate technique to more deeply
enquired entrepreneurs and managers regarding OI, as it allows collecting information
of qualitative nature, through interaction with interviewees, in which the discourses,
feelings, emotions, and contexts intersect together. Therefore, sentiment analysis of
online interview documents (extensive analysis) combined with face-to-face interviews
results in a methodological approach that enhances the interpretation framework.

Fig. 1. Phases in our research method.
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3.1 Exploratory Analysis of Online Documents

3.1.1 Research Method Description
The research method followed in this phase involved several steps which are repre-
sented in Fig. 2. Firstly, we searched documents containing interviews regarding OI.
Then these documents were downloaded to a local repository to be further checked and
analyzed, and in the final steps subject to Text Mining and Sentiment Analysis.

The interviews were collected from online documents made available during the
year 2018, with the search engine, “Google Search”. We searched for documents of
that year that contained the terms “open innovation” and “interview.” This search
performed in step (a) resulted in 18,093 URL links of potential interview documents.

In the next step (b), each site was visited, and its content downloaded and recorded
in a local file. For this part, we developed a small Java application integrating the JSoup
library [22] for extracting the documents’ contents. However, after inspecting the
content of some documents, we found that many of them did not correspond to
interviews. Thus, it was also developed a filter for identifying only valid interview
documents. This filter is composed of a regular expression which tracks sentences
ending with a question mark. The rationale is that if each document arose as a result of
a search with the keyword “interview,” the odds of being a document with an interview
is higher. If the document contains questions, then it must be an interview. After
inspecting a sample of the downloaded documents, we verified that documents with at
least five questions were interviews. To reduce false positive documents, we collected
documents with at least ten questions inside. The next step included the elimination of
“stop words” and the stemming of the documents’ terms (step (c)) [23]. During the
stemming transformation, if each yielded word did not belong to the dictionary, then
we considered the original word, as we needed valid words for the sentiment analysis
part. The remaining steps are synthesized in Table 1.

In steps (d) and (e), we relied on the “R” environment [24], for its good features on
Text mining, including Sentiment Analysis. With R, we proceed to the determination of
the document-term matrix, but its transformed form, using the “inverse document
frequency” formula (Tf-idf), which reduces the importance of terms that are too
common across the documents. Phase (e), corresponding to the sentiment analysis,
was also performed within the R environment, using the scripts illustrated and
described in [25].

Fig. 2. Steps comprising the text mining and sentiment analysis of interviews.
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3.1.2 Obtained Results
Figure 3 presents the chart obtained during sentiment analysis. An initial general
interpretation suggests that there is a generally positive attitude towards OI.

On the positive side, such words as “capability”, “patient”, “award”, “sustain-
ability”, “flexibility”, “talent”, “master” and “skill” match with the more frequent
sentiments detected, followed by the term “trust”, which corresponds to an important
sentiment in collaboration. The other terms appearing on the positive side, namely
“skills”, “agility”, “competitive”, “intelligence” and “creativity” allow us to, in prin-
ciple, confirm the kinds of attitudes, or mindset, related to open innovation, as por-
trayed in Sect. 2.2.

On the negative side, the sentiment analysis highlighted several terms that also
meet the topics addressed in this work. The term “risk” is the most important element
appearing on the negative sentiment analysis, which raises a question by itself. Why is
risk the most cited element from the interviews? Considering that Sentiment Analysis
of these interviews yields a more positive than negative tone, perhaps OI participants
feel that in spite of the dangers, OI is a strategy that is worth to take. This result
supports the argument that risk is an intrinsically major concern of OI. It also might
mean that risk in OI deserves much more attention by researchers. Other terms that may
also be tied to risk are “disruption” and “conflict”, which are concerns that are known
to increase the risk of Open Innovation partnerships failure.

The term disruption is interesting in this regard. Costumers benefit from “disruptive
technology”, which drive the creation of innovative products, so disruptiveness is seen
a positive element. Researchers of innovation, and similarly in other areas, like to
conceive innovation as a “disruptive phenomenon”, so disruptiveness is seen in a more
positive mood. However, companies may perceive “disruptive” events with more
cautious eyes. We would say that “disruptive technologies” or similar situations may

Table 1. Description of steps involved in text mining and sentiment analysis

Inputs Steps Description

(0) Keyword search: “open innovation” AND interview, for the year 2018
(a) Find documents with Google Search engine. Considering documents with

at least ten questions
(1) Set of URLs obtained with a SERP extractor

(b) Small Java App with JSoup that visits each URL and saves its content in a
local filesystem. Non-English documents are eliminated

(2) Collection of documents in a folder named “Corpus”
(c) Elimination of Stop words and stemming. Stemming of each word is

considered only if the transformed term is still a word in the dictionary
(3) Collection of documents in a folder named “Corpus”

(d) Download corpus; DTM determination “tidytext” and “tm” libraries inside
R environment

(4) Matrix dtm_tfidf
(e) Application of sentiment analysis

(5) Plot sentiment analysis chart
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frequently cause both industrial and market shifts that companies may find threatening
and detrimental for their business models. Therefore, from the companies point of view
“disruptive” cases might be seen as negative.

3.2 Interviews with OI Practitioners

3.2.1 Methodological Steps
In the scope of empirical research, we complementarily conducted semi-directive
interviews with three CEOs and two managers from four information technology
(IT) companies. The interviews were carried out during March and April 2019. We
defined several questions oriented to OI practices in companies’ contexts (interview
script). The collection of qualitative information from the interviewees’ discourses
allowed to complement the sentimental analysis and the construction of an

Fig. 3. Sentiment analysis plot
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interpretative framework based on the experience of OI practitioners. The way to reach
companies was based on the technique of “snowball”, taking as a starting point a
company, whose practice of OI is already a case of widespread scientific dissemination
[26].

Our goal was to obtain more in depth, rather than extensive, information regarding
OI. Qualitative questions constitute a reflexive process that gives density to the analysis
and allows one to gauge the “microscopic” details [27] from the understanding of OI
practitioners.

3.2.2 Obtained Results
Based on the testimonies collected from the selected OI practitioners, we prepared a
content analysis grid for the interviews, covering a set of categories considered relevant
for our research aims, namely, practices, risk, trust, contracts, and partnerships. These
categories were empirically chosen, as they were recurring elements in the interviewed
practitioners’ discourses. In each of these categories, we included the recording units of
the various interviews [28], which we interpreted as negative or positive discourses,
and we converted them into enumeration units based on the occurrence of the records
in the respective categories (Table 2). From weighting them, we may conclude a more
positive than negative tone considering OI.

In the remaining of this section, we present the more in-depth and richer insights
provided by the interviewed OI practitioners.

Practices and Partnerships
From the analysis of the interviews, we obtained relevant information that allows
deepening the aspect regarding the mindset of the participants in open innovation. One
of the interviewees mentions that “OI is a virtuous concept, enabler of various busi-
nesses, but that from concept to practice goes a great distance.” He added that “we
need to have a mindset for open innovation”. There is a clear idea that practicing OI
requires a specific form of thinking and a particular attitude. It means accepting the
risk, vulnerability, and uncertainty.

OI is, in general, seen from a positive perspective, “several initiatives fit into open
innovation. We have an area dedicated to identifying possible partners, whether
national or international. The fact that we open and share with other companies we all
win. We are not going from scratch; we start from a more advanced level”. But it is
also said that “they share little of the failures, which is inevitable and integral and
essential for us to reach the part of success. It is a very great wealth. There are
situations of contingency success”.

Table 2. Categories from the semi-directive interviews

Open innovation #Practices #Risks #Trust #Contracts #Partnerships SCORE

Positive opinions 8 8 4 5 5 30
Negative opinions 4 5 2 1 2 14
Overall sentiment Positive
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Nevertheless, the experiences are successful; there are paths with advances and
retreats until the final result. As the interviewee stresses, both negative and positive
experiences are important and should be shared as they allow for joint learning to deal
with the complexity of problems and solutions.

Risk, Trust, and Contracts
The OI practitioners’ discourse points to different practices taking into account the
structure of the company and the type of business. There is, however, a coincident
narrative in the risk perspective. More risk requires more trust. And the idea that OI is
risky is consensual. As the interviewee adds “there is no innovation without risk”.

The words of the CEOs make us confirm that the relationship with the partners is
essential to the existence of trust, as a way to minimize the risk. It is crucial that the
development of the business takes place within a calculated risk framework, as one of
the interviewees indicates, which allows for the establishment of commitments and
guaranteeing the delivery of products/services by the expectations of the clients. “When
we go with other companies, we have more risk, in principle. We have a very close
relationship, but we have no control. It is important to look at the risk to do the math
and say is between 40 and 50.”

Risk arises with a double face, the challenge of the business itself, and the business
in the framework of an OI paradigm, and the risk that must be safeguarded in the
relationship with partners. One of the aspects that are repeatedly underlined is precisely
risk acceptance. Nevertheless, there are nuances in terms of risk in the interviewees’
discourse. Important in the study of trust is the issue of risk. The border of trust can be
defined by mistrust. It is the development of trust that lays the foundation for trusting
one partner more than another and deciding the level of risk to which it is prudent to
incur.

There are referred forms of contracting that define rules of understanding between
the partners and with the customers regarding the sharing of intellectual property. As
one of the interviewees says “we sign agreements with all companies”.

There is, however, the feeling that more important than these contracts are the
behavior of partners and the building of relationships of trust. “We have a lot of
memorandums of understanding (MoU) that are practically replicated from each
other, but it’s worth it.” Another interviewee adds: “It is important to have trusted
partners to embrace the projects.” In this way, risk containment through formal means
(contracts) can be used as a device not to eliminate its exposure to risk, but to reduce
exposure. As mentioned before, there is no OI without risk. In conclusion, creativity
and pro-activity are characteristics that, in one way or another, refer to: we must go
further, search for new paths, new methodologies, new approaches, and not be afraid to
embrace new projects, ideally with partners in which we have trust, but when it does
not happen, the stance is to go to the market to look for new partners to respond to new
business.
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4 Discussion and Conclusions

4.1 Summary of the Developed Work

In this paper, we present a research approach for exploring the mindset for risk in OI
The approach involved the application of two specific methods: the first one was based
on the application of “text mining” and sentiment analysis performed on documents
containing interviews, which were provided online during the year 2018. The second
method consisted of semi-directive interviews addressed to OI practitioners.

4.2 Critical Analysis of the Application of the Two Methods

Based on the results of both research methods, it was emphasized that participants take
a more positive than a negative stance towards OI, which is consistent with the the-
oretical and empirical manifestations mentioned in the literature.

From the analysis of interview documents available online, the positive side of
sentiment analysis includes the trust term, which represents a crucial attitude in col-
laboration and OI. The risk appeared as the term that most contributes to the negative
side of the sentiment chart.

From the CEOs interviews, the main idea that stands out is a relatively strong will
to engage in innovation, although with safeguards that each practitioner applies as a
way to mitigate risk. But they embrace it, as one stated, “There is no innovation
without risk”.

These results give a better understanding of the main mindset, positive and negative
perspectives, regarding OI, from which it was possible to determine that risk plays an
important role. There is also an apparent dissonance between the importance of risk in
OI and the emergence in their research by academics.

Therefore, the combination of both research approaches and the literature confirm
the idea that entrepreneurs should display OI enhancer mindsets, which maximize the
success, like being open, trust partners, taking risks, adapt to changes, challenge tra-
dition, and collaborate.

As a final remark, despite the theoretical character associated with the OI, it is through
the interpretation of social practices, incorporating positive and negative occurrences,
that the very concept of open-innovation achieves greater conceptual maturity.

We identified potential lines of research for future work. One such line consists of
exploring the trust versus risk dichotomy that was recurrent in the results provided from
both research methods. Although a more challenging goal, we also aim to develop work
to integrate the OI mindset concept in risk assessment and into management processes.
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Abstract. In order to respond to new market challenges, companies have
attempted to develop open innovation processes with other organizations such as
research centers and higher-education institutions. However, it is also frequently
mentioned by several companies that the lack of models that support open
innovation in a sustainable way, involving higher-education institutions or
research centers and companies in the context of a collaborative environment, is
an obstacle for a wider acceptance of this way of promoting innovation processes.
Starting with some discussion about innovation models in a collaborative con-
text, this paper discusses the developed of an electric vehicle based on an open-
innovation approach among several companies and a Portuguese university.

Keywords: Business sustainability � Open innovation �
New product development � Collaborative networks

1 Introduction

Currently, there are even more electric vehicles in the market, mainly due to the
competitiveness levels achieved, as well as the increasingly affordable acquisition
costs, coupled in turn, with a greater autonomy and energy efficiency, placing therefore
this vehicle, in a position, even more closed by the internal combustion vehicles.

The increasingly need of competitiveness by the companies, as well as the need to
expand their competences, know-how and create substantial competitive advantage,
lead them, to form alliances, partnerships and collaborative networks with outsiders in
order to overcome potential capacity limitations, knowledge gaps, promoting therefore,
innovative and dynamic relationships, useful for future projects for instance [1–3].

Open Innovation (OI), allows to distribute innovation across organizational bound-
aries, by using collaborative networks and a wide range of external actors and sources to
help them to achieve and sustain innovation and competitiveness as well [4, 5].
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However, there seems to be a lack of evidence of successfully applied models, to
support the way that the organizations, uses OI, to develop new products or services in
the collaborative network’s context, especially regarding the electrical vehicle’s
development.

In this work it’s presented an Open Innovation model to support the decision
makers of the collaborative network, by planning the development of a green product
such an electric vehicle in an open innovation context.

The proposed approach combines collaborative networks, regarding different
partnerships (suppliers, government, university, etc.) with a model of innovation
management, regarding New Products Development (NPD) concept, in order to
accelerate the development of an electrical vehicle, used as a case study here.

Evidences of perceived benefits in this case study, and regarding OI context, will
also be presented in this work.

Therefore, and based on what was referred before, the research question is:
How to support the green product development in an open innovation context?

2 Literature Review

Various literature streams are synthetized here, in order to highlight the multidisci-
plinary approaches regarding open innovation (OI), including OI models.

The OI, can be defined as “the use of purposive inflows and outflows of knowledge
to accelerate internal innovation, and expand the markets for external use of innovation,
respectively” [7].

On the center of this definition is the triangular relationship among outflow (inside-
out), inflow (outside-in) and coupled (both directions) open innovation process [8].
This concept has received wide acceptance on literature [9], as well as some criticism,
by some authors like [10].

Authors, like [12], defines OI as “a model using a wide range of external actors and
sources to help them to achieve and sustain innovation”.

OI is also based on collaborative relationships-organizational alliances and part-
nerships [13] who are willing to work together by sharing ideas, know-how, experi-
ences and knowledge to generate value, by achieving innovative outcomes [14].

In line with this concept, authors such as [15] perceive three levels of collaborative
innovation, namely: management of interorganizational collaboration process, man-
agement of the overall innovation process and creation of a new collaborative
knowledge.

To expand their competences, their know-how and achieve substantial competitive
advantage, organizations share the need to form alliances, partnerships and collabo-
rative networks with outsiders to overcome potential capacity limitations, knowledge
gaps, develop the ability to jointly work into new projects and promote [1].

There are several open innovation models that can be found on literature [16, 17].
One of the OI models most used, is the InnoCentive Model [10]. Created in 2001,

InnoCentive is a model of OI, supported in a web platform that bears the same name
[18]. This model consists of six steps that begins with the identification of problems
and ideas, the formulation of a challenge, the specification of intellectual property
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agreements, the publication of the challenge, the evaluation of solutions and an award
to finalize with the transfer of intellectual property [18, 19].

Other model found on literature, more recent and widely used, is created by Procter
& Gamble P & G, which is defined as “Connect+Develop” [17].

This model works in both directions inwards and outward, and ranges from reg-
istered trademarks to packaging, from marketing models to engineering, and from
commercial services to design [20].

The chain-linked model (CLM), developed by Kline and Rosenberg in 1985 [19] is
an attempt to describe complexities in the innovation process.

This model is based on a concept called “systemism” [20], which considers inno-
vation as a system. Systemism, allows the possibility to imagine different scenarios;
high versus low research intensity innovation, routine versus breakthrough innovation,
methodic versus empirical innovation, local versus global multinational level innova-
tion, making CLM an important innovation model widely used today [17].

Although, the existence of an academic consensus, regarding the value of this
model [17, 21], some authors propose that such model, can be improved to be more
contextualized with other contexts, such as open innovation [21].

3 Proposed Open Innovation Model

The present open innovation model, proposed here, was designed with the aim to serve
companies of any size and business, in the transition to an Open Innovation
(OI) context.

The purpose of this approach is to contribute with a tool, to support the innovation
management and the information associated.

The proposed model, was based on four assumptions, as follows:

• Generalize the classical and very influential model of chain linking from Kline and
Rosenberg model [19];

• Accommodate the concepts of the 4th Edition of the Oslo Manual [22];
• Consider innovation in both industry assets (tangible and intangible) and regarding

low-tech companies as well as high-tech ones;
• Innovation results from a chain of interactions between the knowledge from OI’s

network and the organizations, regarding its external environment;

The proposed model, besides incorporating the assumptions referred above, also
intends to structure the process of developing a product/service in a collaborative
context, which is supported by a set of knowledge, necessary for its development.

This type of knowledge, needed to reach product/service innovation, is shared with
a set of Open Innovation Network (OIN) partners (Pn), which makes the collaboration
network, necessary for the development of the product/service in question.

In general, the model can be divided into four different groups of components;
Stages of product development (Sn), Interfaces (In), Knowledge Interface groups
(KIn) and Process groups (Pr).
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These components, can be briefly described, as follows:

• Stages of product development (Sn) – Consists in a set of monitor indicators,
regarding the product/service development, to support the project management;

• Interfaces (In) – Divided into 3 groups, works as channels in which the transfer of
knowledge, takes place between the OI’s network and the external environment
(EE) of the open innovation network, through the interaction between the different
partners (Pn) and the corresponding External Collaborators (ECn).
For each interface, are assigned a set of Partners (Pn), which are responsible to
establish and control the interactions between Pn and ECn;

• Knowledge interface groups (KIn) – The knowledge changed between Pn and
ECn, are organized into 3 types of knowledge (Kin), regarding the correspondent
interface (In) (see Table 1). The mechanism of such transfer, is exemplified on
Fig. 1;

• Process groups (Pr) - Is where the innovations will be applied to develop the
product and it results from the transfer and development of different knowledge
types (Kn), occurred between the collaborative network partners (Pn), and also
between Pn and the External Collaborators (ECn), i.e. from the outside of OI’s
network (Fig. 1).

On Fig. 1, are presented the four components referred before.

Based on what was referred before, and through Fig. 1, the model’s components,
can better described, as it follows:

• KI1 - Existing market knowledge (needs preferences values)
• KI2 - Existing Organizational Knowledge
• KI3 - Existing scientific and technological knowledge
• Pr1 - Potential Market Assessment, Economic Viability Assessment, Selection of

ideas Projects

Fig. 1. Model components
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• Pr2 - Invention, Basic Sketches, Service Design
• Pr3 - Detailed Drawing
• Pr4 - Redesign Demonstration or Test and Production
• Pr5 - Commercialization or Implementation
• I1- Technology watch/Technology forecast
• I2- Market research
• I3- Knowledge research

In general terms, the innovation process usually starts from a potential market
perspective. The activities, regarding interfaces I1, I2 and I3, allows the emergence of
ideas to satisfy new market needs, not only by improving products or processes, but
also by improving the open innovations’ organization to better market the products and
reach consumers (Pr1).

The ideas, with technological and economic viability, are then selected and give
rise to innovation. The invention, product design or service design, are the first step of
the project (Pr2), followed by the detailed design (Pr3), in order to better specify the
product/service.

After the Redesign Demonstration or Test and Production process group (Pr4), the
process of innovation continues, until the commercialization or implementation of its
final result is achieved, which can be related to a product, process, marketing or even
organizational (Pr4).

Interactions may occur between the different processes of the chain, since that the
innovation does not follow a linear path.

The knowledge regarding each process (KnPrn), needed to develop innovation
projects, may be internally available through the different partners (Pn) of the open
innovation network, or be obtained abroad through the External Environment
(EE) between Pn and the EE’s External Collaborators (ECn).

Regarding the knowledge transfer mechanisms, there are 2 types used in this
model.

In Fig. 2, are presented two examples of how these two types of mechanisms occur.

Fig. 2. The two types of knowledge’s transferred mechanisms used (Examples): A–Between
Partners, B– Between Partners (Pn) and External Collaborators (EC.n)
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Through Fig. 2, and more specifically, through Example 1 (Ex.1), it can be seen an
interaction between 2 open innovation’s partners, where the knowledge (K1Pr5),
related to Process 5 (Pr5), is transferred between P1 and P2.

In the same figure, and regarding Example 2 (Ex.2), there are some differences,
since between each knowledge transfer, there is an interface (In), which controls and
monitories, each knowledge transfer, regarding to group Kn, which is related to In.
This control occurs in order to manage the knowledge transfer, according to the project
needs, promoting therefore efficiency.

On Ex.2, there are two interactions, that can be observed; one, between P5 and
EC.9 (KI3(2)) and the other one, between P4 and EC.10 (KI3(1)).

In more detail, and based on Fig. 1, the model assumes the following components,
listed on Table 1:

Table 1 allows to assign, each knowledge to be transferred, to a set of actors,
involved in the correspondent process. The same, can be preform through Table 2, and
regarding each models’ interface (I1, I2, I3), where a set of partners, can assign the task
(isolated or in group) of managing each interface, as innovation managers.

Table 1. Components, regarding the proposed model

Knowledge interface (KIn) KIn(n) Actors
involved

KI1 - Existing market knowledge (needs preferences values) KI1(1)..KI1(n) P1..Pn|
EC1..ECn

KI2 - Existing Organizational Knowledge KI2(1)..KI2(n) P1..Pn|
EC1..ECn

KI3 - Existing scientific and technological knowledge KI3(1)..KI3(n) P1..Pn|
EC1..ECn

Process (Prn) KnPrn Actors
involved

Pr1 - Potential Market Assessment, Economic Viability
Assessment, Selection of ideas Projects

K1Pr1..KnPr1 P1,..,Pn

Pr2 - Invention, Basic Sketches, Service Design K1Pr2..KnPr2 P1,..,Pn
Pr3 - Detailed Drawing K1Pr3..KnPr3 P1,..,Pn
Pr4 - Redesign Demonstration or Test and Production K1Pr4..KnPr4 P1,..,Pn
Pr5 - Commercialization or Implementation K1Pr5..KnPr5 P1,..,Pn

Table 2. Assignment of innovation managers

Interfaces (In) Assignment of innovation managers

I1- Technology watch/technology forecast P1, .., Pn
I2- Market research P1, .., Pn
I3- Knowledge research P1, .., Pn
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Both tables allows to gain control over the process of product/service development,
not only between the Partners (Pn) of Open Innovation Network (OIN), but also
between Partners (Pn) from OIN and the External Collaborators (ECn), from the
External Environment (EE), by identifying the actors/organizations, involved on each
knowledge transfer.

Based on what was referred before, the model can be therefore integrated in an
open innovation context (Fig. 3).

Based on what was referred before, The knowledge required and not obtainable by
the external collaborators (ECn), will have to be developed and/or transferred, between
the Partners (Pn), of the open innovation network.

According to Fig. 3, each knowledge transferred (KnPrn) between the Partners
(Pn), is a contribution to the Process Group (Prn), which is one of the 5 Process
Groups, that composes the linked chain, necessary to develop the product or service,
which follows a sequence order. This last concept is based on the work of Kline and
Rosenberg [18].

The whole development product/service’s process is composed by a set of Process
Groups, that composes the chain, namely: Pr1, Pr2, Pr3, Pr4 and ending in Pr5.

For product/service’s continues improving, this chain can continue to Process
Group 1 (Pr1), from Pr5 directly, until the product/service objectives are accomplished.

The knowledge required and obtainable by the external collaborators (ECn), will
have to be transferred between the Partners (Pn) and the correspondent External Col-
laborators (EC.n) involved in the process.

Fig. 3. Proposed model, integrated in open innovation context
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The knowledge to be transferred on this context (Kin.(n)), will be transferred from
the respective Interface (In), which will be managed by the Partners (Pn) of the network
(isolated or in group) assigned for his function.

Regarding the three interfaces referred above, they don’t have to exist simultane-
ously, and they don’t have to constitute disjoint entities as well.

In this sense, the product development process, occurs in a collaboration context,
by incorporating the different innovations, resulted from the knowledge transferred,
associated within the various network partners and external collaborators as well,
resulting thus, into a final product/service.

4 Application to a Case Study: Electric Vehicle

A Portuguese company of electric vehicles, intended to manufacture an electric pas-
senger vehicle (2 seats), energy efficient, safer, and with a greater autonomy, in order to
be available in the market segment of two-seat green passenger vehicles.

The insufficient know-how for its production, have leaded the company to produce
the vehicle in collaboration with several entities, including industries, universities,
Research & Development (R&D) centers, and consultancy companies (Fig. 4).

It was created 14 partnerships, involved industries from different areas, as well as
two R & D centers (from two Portuguese universities) and a Portuguese military
institution) with the aim to develop and test the new components of the car. It was also
intended to manufacture a vehicle that would exploit the concept of reverse trike, i.e. a
vehicle having 3 wheels on its constitution-base.

Fig. 4. Diversity of partners and respective competencies involved
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The partnerships, established with the two R & D centers, have consisted on a
interdisciplinary involvement of fellow students and other researchers from several
areas of engineering (Electrical, Mechanics, Computers and Electronics), where there
was an intervention in several disciplinary areas, regarding the vehicle’s development
(Fig. 4).

The existing competences, together with those resulting from the interaction with
the different partners, have allowed the development of a set of other competences
necessary for the development of the vehicle.

Still in the scope of the development of the vehicle, there were concerns with the
communication abroad, namely with the marketing and sales areas, with all support
being assumed by two consulting companies in Marketing and Advertising (Fig. 4).

The model application is presented on Table 3.

Table 3. Model application (through Table 1)

Knowledge (K) KIn(n) Actors involved

K1 KI1(1) - Market trends
KI1(6) - Consumer preferences

P5, EC7
P5, EC7

K2 KI2(1) - Assembly method
KI2(9) - Innovation management method

P11, EC2
P4, EC7

K3 KI3(1)- New Software to develop HMI system
……. - ……………………………………….
KI3(72) - New Protocol Communication
(car lights, error code diagnosis)

P2, EC10
…….
P1, EC12

Process (Pr) KIn(n) Actors involved
Pr1 K01Pr1 – Market Annalys (from: K1C1 & K1C2)

K02Pr1 – Innovation Management (from: K2C2)
K03Pr1 – Systems Engineering (from: K2C2)

P1, P2, P3
P11, P13
P2, P12

Pr2 K01Pr2 – Traction development system
K02Pr2 – HMI development (from: K3C1)
….. – ………………………..
K87Pr2 – GPS Navigation System

P8, P7
P2, P11
….
P4

Pr3 K01Pr3 – System components design
K02Pr3 – Chassis’ design
….. – ………………….
K23Pr3 – Interior design

P5, P8
P2, P5, P9
….
P1, P7

Pr4 K01Pr4 - Assembling methods
K02Pr4 – Aerodynamics tests
… – ………………….
K34Pr4 – Vehicle performance tests

P5, P7
P2, P3
….
P9, P13

Pr5 K01Pr5 – Marketing &Sales
K02Pr5 - ……………………
K12Pr5 - Logistics

P5, P6
….
P10, P14

Interfaces (I) Assignment of innovation managers
I1 P5, P8
I2 P3, P10
I3 P7, P11
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Through Table 3, it can be seen, the relationship between the knowledge trans-
ferred and each process group (Prn).

Based on the model proposed before, the partners involved in the project, are
presented in Fig. 5, as well as the knowledge transfers preformed.

The partners (Pn) were also mapped in this methodology, which has helped the
innovation managers, regarding I1, I2 and I3, to identify the necessities of in terms of
knowledge, associated to each process group (Prn).

The performed tests, regarding the development of the vehicle, have allowed
feedback, regarding the components developed by the partner companies, in order to
improve them later. One of these tests have involved the aerodynamics of the vehicle,
carried out in partnership with a military institution, to optimize the aerodynamic
coefficient of the vehicle.

Other tests carried out, was related to the vehicle’s battery system, whose perfor-
mance allowed adjustments in the thermal behavior of the batteries with the load
management system developed between the partner companies of the area and the
partner universities. These partnerships, have proved to be crucial to the good per-
formance of the vehicle, allowing both companies to gain insight into the development
of LiFePO4 (lithium phosphate) batteries for other applications.

Benefits from Collaboration
The benefits of collaboration can be better understood, by presenting 2 scenarios,
regarding the development of the electrical vehicle, through the company which have
promoted the project, namely; 1, Isolated context and 2, Collaborative context.

Fig. 5. Model application
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On first scenario (isolated context), there is a lack of knowledge, needed by the
company as well as other assets, to develop the product, resulting therefore in additional
costs, including time. This scenario would delay the development of some specific
systems, such as the car battery system for example, which was design specifically for
that vehicle, given its specificities.

Regarding the second scenario (collaborative context), the company had for
example, the possibility to learn from the development of the chassis of the car, as well
as the other company and the R&D center involved, which have allowed, to produce
new knowledge for both partners, and at the same time, accelerate the chassis process
design, given the proximity between both partners, to better discuss the project.

In this sense, and given the knowledge transferred between the different partners of
the network, as well as the knowledge transferred from the outside to inside of the
network, there was additional competences achieved by all the partners involved,
which would be harder, or even impossible in the “isolated context” scenario.

Additionally, and given the proximity between the collaboration partners, the pro-
duct’s time-to-market, was also reduced, regarding the collaboration context, which has
allowed the developed product to be more competitive into the segment market of two-
seat green passenger vehicles, given the pioneer’s strategic advantage.

5 Conclusions and Further Work

In this work, it was presented an approach to manage innovation in collaborative
context (Open Innovation). A case study was used for its application, by presenting a
collaboration network, originally created by a company to produce a green product: an
electrical vehicle. The advantages in recurring to Open Innovation, are showed in this
work. One of them was cost reduction, regarding the competences, needed to the
product developed. Given the collaboration context, the product time-to-market, was
also reduced, allowing the company (promoter) to be more competitive in this market
segment. The proposal model, proposed and applied in this work, was based on a
model existed in literature, although adapted to the collaborative context.

The approach presented here, has allowed to map the partners, involved in this
project, as well as the competences needed to develop the final product, by distinguish
the competences associated to the internal partners, from the competences associated to
the external ones. Based on these last ones, and regarding the collaborative context, it
was possible to developed additional competences for every partner of the network.

Given the benefits showed in this work, the approach proposed here, could be
applied into other industries, although, and besides the adjustments to be made, there is
a need of systematize the external knowledge, i.e., the knowledge group, from the
outside of the network, that will be created by the external research, to be applied on
network.
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Abstract. The paper discusses the potential of collaborative networks (CN) to
support eco-friendly commuting and create ecological benefits. It therefore
develops framework conditions within the concept of social business. The
objective is to show up solutions to reduce air pollution, frustration, stress
caused by rush hour traffic related to the inflexible working hours. Therefore,
relevant social business framework conditions to support eco-friendly behavior
have been identified. As a result, the paper shows how social business can
combine digitally driven empowerment of workers and corporate responsibility
for human and environment. It points out the potential for ecological as well as
for social benefits.

Keywords: Social business � Enterprise social network �
Ecological mobility concepts � Sustainable commute � Gamification

1 Introduction

The success of social network technology and digital collaboration leads to a trans-
formation of work [1–3]. This transformation concerns internal communication and
collaboration processes [4, 5] like knowledge exchange [6] as well as external marketing
activities [7] and business innovation processes [8, 9]. Moreover, the popularity of social
media and social software that allow every participant to be heard and every voice to
matter lead to a transformation of workers’ self-conception [10, 11]. Concurrently to
this, in the times of raising awareness for climate change [12, 13] people start or
intensify the reconsideration of their own lifestyle1 which is particularly apparent in the
popularity of the Fridays for future (FFF) movement [14, 15]. Increasing pollution and
politically driven debates like the regulation or restriction of diesel vehicles in European
countries [16] bring the idea of a (personal) ecological footprint [17, 18] into focus.

In the sense of corporate responsibility for human and environment, a modern
employer is expected to take these idealistic values of his employees into account.
Moreover, the so-called “war for talents” [19] puts high pressure on companies to

1 Green consumption [16, 17], veganism [18, 19] or sustainable living [20] represent the growing
environmental awareness and can be understood as a modern lifestyle forms.

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 128–139, 2019.
https://doi.org/10.1007/978-3-030-28464-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_12&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_12&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_12


create attractive work environments and to respond to the needs of their employees in
the spirit of the new work concept [20]. The combination of a digitally driven
empowerment of workers and the sense for ecological issues gives rise to new demands
on companies. Moreover, in accordance to the new work concept [20], these individual
and internal attitudes towards sustainability and environmental awareness need to be
consistent.

The idea of the research project SB: digital, where this work is conducted, is to
meet these modern work requirements by creating an added value for workers and
companies through the concept of social business [21]. Within the context of the
project, social business is understood as a strategy and framework whose application is
linked to the generation of a social, ecological and economic benefit as a primary goal
from the use of social or collaborative networks (CNs), e.g. enterprise social networks,
virtual organizations or virtual enterprises [1]. Thereof, the main research question of
our work is: How can Social Business create framework conditions for a sustainable
support of ecological commute behavior?

2 Methodology

In order to address the research question on how social business can support
environmental-friendly commute behavior, we have chosen a design-oriented approach
[22]. The presented results need to be understood as conceptual work and have not yet
been tested due to the not yet completed implementation phase. According to Peffers
[22], who developed a generative procedure for computer science, there are six
essential steps in design science: (I) problem explanation, (II) development of solution
approach, (III) artifact design and implementation, (IV) demonstration, (V) evaluation
(and initiation of another design cycle, if necessary) and (VI) result communication.
While we have already described the problem (I), the objective of this work is to
conceptualize (II) and design (III) a solution approach in order to analyze the potential
of CN and to identify relevant social business framework conditions to support eco-
friendly behavior. These framework conditions are inspired by the Human-
Technology-Organization analyze framework [23, 24] and the analysis of socio-
technical systems [25]. The main idea is to analyze the influencing and conductive
factors and conditions for eco-friendly behavior within organizations/CNs from three
main perspectives: the organizational, the human and the technological. The exem-
plarily presented “every-day case” is based on an empirical business case from the
project SB: Digital. Thus, here it represents an adapted case-study, in the way Yin
understand it: “The all-encompassing feature of a case study is its intense focus on a
single phenomenon within its real-life context…[Case studies are] research situations
where the number of variables of interest far outstrips the number of data points” [25].
The following chapter will introduce the case.

The Case: Commuting - An Everyday Life Scenario: In Germany, more than 50%
of all employees have strict working time conditions (rigid working hours, less
influence on pause times and limited selectable vacation within determined time slots)

Commute Green! 129



and only 9% of dependent workers have agreements regarding home office with their
employer [26]. In other words, this means that the majority of employees must be at
work at fixed times. The resulting commute overload causes rush hours on the streets,
especially in business districts. “A commuter is defined as every employee whose
workplace is outside its local community” [27]. In 2016 for almost 70 % of employees,
the daily commute distance between home and work was at least 5 km, of which 20 %
had to cover a distance between 5 to 10 km [28]. Furthermore, 67,7 % of all com-
muters, used a car for commuting [28]. The standard vehicle occupancy in Germany
during commute is 1,2 persons per car [29]. Furthermore, even new cars have an
average CO2 emission of 118.5 g/km [30] - no congestion factored. This shows, that
car sharing or an occasional change from motorized private transport to active com-
mute (bike, walking) or public transport would have a significant impact on emissions
[31, 32]. By understanding commuting as a social phenomenon, which affects everyone
and that requires for a joint solution, every passive commuter (car, public transport)
could reduce its own environmental footprint significantly.

3 Background and Related Work

3.1 Collaborative Networks and Enterprise Social Networks

Enterprise Social Networks (ESN) are well known web-based platforms for digital
communication and exchange of digital artifacts [33]. Via individual profiles,
employees can present themselves and their work but also connect and communicate
with other employees [34]. Examples are platforms like wikis, microblogs and social
networking platforms [35]. CNs are cross-organizational network, where social inter-
action via ESN is time- and location-independent [36]. This allows employees to stay
connected across national borders and time zones. Companies often implement ESN
with the goal of increasing productivity or innovation [33]. However, although the
potential of ESN as a platform for internal as well as inter-company knowledge
exchange between actors has been recognized [37], there is no research on the possible
use of ESN to promote environmentally friendly behavior. Thus, this paper does not
address the major topics of ecological product or process innovation but puts the focus
on framework conditions to support individual eco-friendly behavior change in the
context of cross-organizational collaboration.

3.2 Motivation for Behavioral Change

The main objective of a business commute project as we describe it, is to motivate
employees for a change of behavior. A growing number of communities all over the
world is already trying to establish sustainable mobility concepts [38, 39]. Even though
the primary motives of the stakeholders may differ, the commute project needs to take
all perspective into consideration to assure a long-lasting success by addressing
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intrinsic motives. A purely incentive based extrinsic motivation causes only a short
change of behavior but not a sustainable change of attitude [40]. The motive of the
company, for example, might be a mitigation of the parking space shortage or the
whish for stress reduction to prevent sick leaves. The employees, on the other hand,
might also wish to avoid stressful commuting with traffic and long-lasting searches for
parking spaces [41] or strive for a more sustainable living and environmental aware-
ness. In a first step, all the different objectives towards commute as well as barriers and
factors for individual resistance should be identified.

Change of behavior patterns towards pro-environmental behavior requires for
pressure or strong individual motivation. But as Ölander and Thøgersen [42] note, the
free choice of the individuum is the decisive point to ensure “consistency between
attitudes and behaviour” and, thus, a sustainable change of behavior. Motivation can be
addressed by incentives. Incentives address individual motives and can thus be
enhancer but cannot create motivation which is not at least subliminally present which
means that they cannot be able to cause behavioral change if they are not compatible
with the individual value system [43, 44]. Moreover, incentives need to be desirable for
the addressee [45]. Both motivation and ability are key determinants for human
behavior. While a lot of psychological works “studying behavior as a function of
processes internal to the individual” [46], we agree with the idea that behavior change
need the integration of external and internal functions as independent variables - e.g.
resources and social embedment (e.g. in terms of relatedness). The most powerful
advantage of CNs is the community aspect. Online communities strengthen feelings of
relatedness [47]. In the context of badge systems, Kwon et al. [48] describe the effect of
social incentives that work through comparison and social benchmarking. But online
communities are not only useful in the context of incentive creation but can further-
more be used to promote a value system and create awareness for community relevant
aspects such as ecology. Thus, social comparison and the growing awareness for
ecological sustainability can both be exploited in order to establish a shared value
system within CNs.

4 Social Business Framework Conditions for Eco-friendly
Behavior

Within this chapter, we are going to identify and initiate the design of artefacts within
the developed framework conditions on the presented case. These artefacts need to be
elaborated in on-going work. A general overview which shows the relations between
the three different analysis layers of human, CN and technology and interdependencies
in terms of behavior change can be found in Fig. 1.
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4.1 The Human Factor

To initiate a change of behavior, humans need to be motivated, which works both
positively by addressing motives and the individual value system2 as well as negatively
by addressing environmental concerns and clarifying the negative consequences of a
non-changing of e.g. commute behavior [50]. Furthermore, they require for the ability
in terms of resources and opportunities to behave different. Intrinsic motivation is one
of the key factors for a sustainable change of behavior and an ultimately as a result of
personal experience and internalization change of attitude [40], but the problem is that
there is no single way to motivate, every individual have to be motivated in different
ways. Communities and companies can, therefore, act as “motivators” and create both
awareness and incentives to support motivational growth and to initiate behavioral
change. Next to the individual motivation, employees need the ability to change. This
means, that they require for adequate resources (Do I have the capabilities?) as well as
for the opportunity (Is it doable for me?) to change their commute routine. As it has
been shown in Fig. 1, all three components, namely motivation, resources and
opportunity, are key factors for the human behavior. Within this work, we do not go
into deep psychological discourses like, e.g., Ohtomo and Hirose [51] did. Instead, we
focus on the overall framework conditions (human, organization, technology) and its
relations. More precisely, we ask, which framework conditions are supporting the
motivation, the resources and the opportunities of employee to behave in an eco-
friendlier way?

Fig. 1. Social business framework conditions

2 EU study show: “the more the individuals think that they are playing an important role in protecting
the environment, the higher the probability of behaving ecologically” [49].
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4.2 The Collaborative Network

To have the greatest possible impact, we believe that collaborative networks in forms of
regional limited ESN, established for industry parks and conurbation, supports business
independent, cross-organizational cooperation. In addition, a regional reference enables
a stronger identification with the commute project as well as a social embedding in a
shared value system. All organizations as well as the local administration do need to
develop a framework specifically and individually for the target conurbation (based on
infrastructure (traffic, schools, public transport etc.), types of enterprises and employee,
landscape etc.). Even local administrations can have the role of mediator for the eco-
driven collaboration network and give general advices and help lines like [52] suggest
for SME. Enterprises do have the possibilities to share cost, attract working place and
motivate employee. Within the network, important resources can be set. Likewise,
tangible incentives can be created in order to strengthen awareness and collective
rethinking of commute behavior and using network effects. A collection of examples is
given in Fig. 2.

Beside the resources and opportunities, collaborative networks also can set different
incentives. Based on the different point systems, individual points can be transferred
into vouchers, convertible, e.g., for bicycle equipment or free public transport rides. On
a group level, points can be transformed into team events or included, e.g., into
donation campaigns for regional ecological project. As it has been shown be Ettema
et al. [53], monetary incentives with no further contextualization towards mode
switching have no lasting effect on behavior once they are withdrawn.

Fig. 2 Network design approaches to support ecological commute behavior
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From our point of view, it is important not only to set any tangible incentives, but
also to adapt these incentives for the context (to foster eco-friendly behavior and
acting). Moreover, the social embedment is one of the key concepts to foster moti-
vation. Thus, it seems useful to analyze potential incentives regarding their motivation
opportunity, their adaptability (and embedment) to eco-friendly concepts and their
social embedment as it is done in Table 1.

4.3 Technology to Set Incentives in CNs Promoting Ecological Behavior

The technological basis for a collaborative network built the digital social network (e.g.
Humhub) that allows for a barrier free digital communication between multiple
stakeholders (e.g. companies in an industrial estate). It is an important resource3 for all
actors. The network as itself supports a seamless and open information exchange
between all stakeholders. This way, users are supported in building car sharing com-
munities to enhance the car occupancy or share their favorite (bike) routes or running
tracks.

Within the application, it is furthermore possible to provide useful information to
employees which may have an impact on their mobility behavior. Such information

Table 1. Incentive potential for pro-ecological behavior change

Motivation Eco-friendly
embedment

Social embedment

Voucher (+) tangible incentive like
e-bike voucher have
ecological impact and
support attitude change
through experience

(+) corresponding to the
intended action (bike
repairing), regional- and
ecological adaptable

(+/−) vouchers for group
activities foster joint
objectives, but may
cause rivalry between
individuals / teams

Financial
incentives

(+/−) strong extrinsic
incentive for short-term
behavioral adjustment

(−) no relevance for eco-
friendly attitude

(−) high chance of
rivalry

Free
working
time

(+/−) highly motivating,
less connection to eco-
friendly attitude

(−) no relevance for eco-
friendly attitude

(−) high chance of
rivalry

Funding
campaigns

(+) addresses intrinsic
motivation / altruism

(+) regional- and
ecological adaptable

(+) joint design of the
(working) environment
foster teamwork

Equipment (+/-) extrinsic incentive
for short-term behavioral
adjustment

(+) regional- and
ecological adaptable

(+/-) foster teamwork,
may strengthen silo-
mentality (team vs. team)

Team
events

(+/−) foster affiliation,
potential negative impact
on voicing concerns

(+) regional- and
ecological adaptable

(+) foster teamwork to
achieve joint objective

3 The term resource is ambiguous. Here it refers also to the capabilities.
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might be the daily weather prognosis, current fine dust load of the region or traffic jams
on the commute route.

Based on this technical system, it is possible to use gamification in order to create
incentives for users. Due to its positive impact on motivation [54] and behavior
change, we chose a gamification approach for the incentive design process. In general,
in the consideration of incentives, a distinction between internal and external incentives
is made [55]. While internal incentive are an integral part of an activity [56] and trigger
emotions like fun or ambition, external incentives like bonus payments or reputation
are tied to preconditions [57] and can thus be understood as tangible compensation that
require for a certain effort. The following Table 2 shows exemplary incentives that are
the result of the artifact design.

Table 2. Incentives to promote ecological commute behavior

Gamification
element

Addressed
motivation

Implementation

Points Ambition (1) specific mobility behavior according to the
environmental footprint
(2) saved fuel costs with car sharing

Meaningful story
(virtual parc)

Relatedness (3) individual growing trees (including
employees/alias name plate)
(4) leaves can be “earned” by passing challenges/
redeeming of points

Time comparison Self-efficiency,
comparison, fun

(5) visualization of commute distance/route & time
(individual time tracking from the apartment door to
the workplace)
(6) showing differences for different variants (bicycle
vs. car, etc.)
(7) Visualization of times spent in traffic jams and
avoided congestion times when using bicycles/public
transport

Feedback
(eco statistics)

Relatedness,
progression,
altruism

(8) visualization of personal/group CO2 commute
footprint
(9) (real-time) ecological company footprint

Feedback (health
statistics)

Ambition, fun (10) burned bike calories / walked steps
(11) conversion of calories into favorite food to
choose (you burned x calories, that corresponds to 2
pieces of cake/1 burger in the cafeteria/…)
(12) active commute time

Simulation Ambition, altruism (13) effects of (partial) changeover from car to car
sharing/ cycling/public transport on pollution/ CO2

footprint
Challenge &
rewards

Ambition, fun (14) badges for achievement of target
time/calories/emission (15) achievement of target,
based on individual and group points
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What have to be taken into account in the design and implementation of incentives
is, that they need to be adjusted to the corporate culture [54]. Moreover, in order to
support the consciousness building for pro-environmental behavior, the design of
incentives should be adapted to the context (e.g., leaves for the virtual tree instead of
simple points). Furthermore, it has to be kept in mind, that incentives do not unfold their
potential automatically, but need to be designed to meet the needs of their recipients
[58]. Additionally, it is important to consider, that incentives that put a hugh pressure on
its recipients by primarily focusing on competition and rivalry, such as rankings and
associated tangible rewards, bear the risk of cheating [59] and a displacement of positive
motives (pro-ecological behavior) by negative motivation (egoism, status) [60].

Enabling social collaboration through digital resources and intangible incentives,
created through gamification, is a promising approach to foster eco-friendly commute
behavior. Moreover, the work conditions of the employee do also affect it. In order to
achieve more flexibility in commuting, employers must be open to change, particularly
with regard to time constraints. On technical side, that includes a remote working
place with collaborative functions to enable social collaboration (e.g. to have the
flexibility to negotiate travel times).

5 Discussion and Future Directions

We have discussed social business framework conditions to enable eco-friendly
behavior within collaborative networks. Therefore, we developed and discussed dif-
ferent conditions of the human, technology and organizations dimensions. Our main
requirement or condition is to set up a digital environment, where employees get the
possibility to interact and collaborate. Within the project SB: Digital, we discuss the
different technical and organizational conditions in various environments and first
deployments of technical features (point system, alternate vehicle suggestion) have
been started. In further steps we plan to implement the presented approach (in parts)
and evaluate the mode of action, benefits and risks as well as the barriers and contexts.
While some validation aspects can be part of the technical solution (e.g. bike and share
usages), other aspects, like stress level, will be harder discoverable. Therefor specific
methods have to be developed.

Acknowledgments. The German Federal Ministry of Education and Research have funded the
work leading to this publication under grant number 02L15A070 (Project: SB:Digital). The
authors thank for the funding.
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Abstract. Due to Digital Transformation, also called Industry 4.0 or the
Industrial Internet of Things, the barrier for implementing data collecting
technology on the shop floor has decreased dramatically in the past years –

leading to an increasingly growing amount of data from a multitude of IT
systems in production companies worldwide. Despite that, the production
controller still relies heavily on intrinsic knowledge and intuition for the man-
agement of disruptions in production. Thanks to advances in the fields of pro-
duction control and artificial intelligence, potentials for the collected data for
disruption management arise. However, in order to transform data into usable
information and allow drawing conclusions for disruption management in pro-
duction, the relevant data-objects, disturbances and alternative actions must be
known. Thus, the decision-making can be supported, reducing the decision
latency and increasing benefit of alternative actions. Therefore, the goal of this
paper is to discuss the prerequisites necessary to perform a data based disruption
management and the methodology itself, serving as an approach to allow
companies to build a data basis, classify disruptions and alternative actions in
order to improve decision making in the future.

Keywords: Decision making � Decision support � Disruption management �
Reaction strategy

1 Introduction

Offering customer specific products defines small and medium enterprises (SMEs),
especially mechanical and plant engineering companies. This, combined with
increasing product varieties and deceasing product lifecycles, leads to highly complex
production processes, which in turn lead to an increasing amount of potential distur-
bances [1, 2]. These company-internal or -external disturbances are to blame for dis-
ruptions and their effect on, for example, delivery dates. Efficient Production Planning
and Control systems are the most important means to react to this changing environ-
ment [3]. However, while solutions – even automated ones – exist in the field of
detailed planning, the production controller is usually left unsupported in many areas
when it comes to disruption management [4]. This makes the job of a production
controller increasingly difficult. They need to comprehend the effect of the disturbances
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on production as well as the outcomes of the possible alternatives with regard to the
production system and the logistical target system of the company. Therefore, the goal
of this paper is to introduce a methodology that supports the production controller by
providing possible alternative actions in disruption management for production. The
methodology is part of the research project “iProd” with the goal of developing a
collaborative platform [5, 6].

This paper starts by discussing the motivation of the subject in a more detailed
manner. Afterwards, the state of the art discusses the current solutions found in practice
and in research. As a basis for the methodology to be developed, requirements are
collected and discussed. Section 5 will introduce the methodology itself, covering the
aspects of the data model, setting up rules as well as the analysis and derivation of
alternative actions. The findings will be concluded and a short outlook on upcoming
research will be given.

2 Motivation

Production Planning and Control plans the current production program at regular
intervals in advance according to type and quantity over several planning periods. Its
goal is to implement the program with given or planned capacities as economically as
possible while taking unavoidable disruptions such as personnel losses, delivery delays
or rejects into account [7].

Disruption management therefore is part of the short-term production management
and closes the gap between regular production control and closed-loop production
control [6]. The goal is a short, medium and long-term reduction of disruptions.
Generally, preventive disruption management takes place to avoid disruptions before
they arise, whereas reactive disruption management starts only after the occurrence of a
malfunction in order to reduce its effect [8]. For this, appropriate reaction strategies (i.e.
prefabricated decisions that intervene through the system and define measures to
eliminate the disruption) are required. These are control processes that eliminate
operational interruptions or occur as preventive measures to prevent malfunctions [9].
Dealing with disruptions in an organized way has several advantages, since the time it
takes to react to a disturbance can be shortened noticeably. This leads – aside from the
time-benefit – to a higher benefit of the adaption itself [10].

Within the research project “iProd”, a collaborative platform is developed, that
allows the analysis of production data using Artificial Intelligence (AI). The presented
method is part of the project and deals with the disruption management as part of the
platform. Due to the connectivity to the shop floor and IT-systems within the company,
the platform notices the disruption, analyzes it and feeds it back to the system. Thus,
the presented methodology is the backbone of the collaborative platform which in turn
allows a closed-loop production control [6] (Fig. 1).
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3 State of the Art

The state of the art shows an analysis of the research already available in the areas of
disruption management, reaction strategies and simulation. Moreover, the industry also
provides solutions in the field of disruption management, which this chapter will also
discuss.

3.1 Literature in the Field of Disruption Management, Reaction
Strategies and in the Field of Simulation

The literature review showed research focusing on the classification of disruptions in
production processes as well as preventive and reactive disruption management, e.g. for
customer specific production [8, 12]. Other researchers focus on the evaluation of
countermeasures. The focus here lies on mathematical models [13] or very specific
areas in production, such as the assembly [14]. Moreover, there are different approa-
ches in the field of simulation (discrete event as well as agent based) in the context of
production [15–19]. Comparing the relevant literature references shows that research-
based approaches to simulation-based decision support are often limited to certain use
cases or cannot be transferred to other industries.

3.2 State of the Art in the Industry

In practice, approaches for decision support can already be found in the area of ERP
(Enterprise Resource Planning), APS (Advanced Planning and Scheduling) as well as
MES (Manufacturing Execution System) systems.

ME systems integrate information relevant to production (personnel, material
resources, production equipment including tools and fixtures) and link them to the
planning framework conditions from the higher-level systems [20]. This way, MES
generate more realistic plans than ERP systems and can react promptly to changes (e.g.
due to disruptions in the production area) and calculate and initiate plan changes. ERP
and MES cannot replace the production planner during planning and should rather
support him interactively. However, the support of the production planner is prevented
by the lack of transparency of the algorithms and the IT system structures, since the
comprehensibility of the calculation by the production planner is a prerequisite for
checking and supplementing the calculated proposal [21].

Controller Production

Target Difference
e(t)

Controlling Variable 
y(t)

Actuating
Variable u(t)

Command 
Variable w(t)

Disturbance
variable d(t)System Load

Target 
Monitoring

Target Achievement

Fig. 1. Closed-loop production control [according to 11]
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APS systems also obtain their data from ongoing value-added processes from
transaction-based ERP and ME systems but deliver more exact planning results. APS
systems generate plans based on advanced mathematical models. On the operational
level, the detailed planning takes place throughout the entire supply chain. Here, most
of the parameters and dependencies are already known; it is simply a matter of getting
the optimum planning results out of the input. Thus, Companies can plan their
requirements, quantities, due-dates, capacities to the point of distribution and logistics
across the entire supply chain. Unfortunately, the planning horizon of APS systems
ranges from days to weeks and is therefore not fast enough for short-term disruption
management. The exact scope of APS systems remain to be defined.

In summary, it can be stated that there is no holistic recording and evaluation model
of alternative actions for short-term disruption management. In the literature, there are
various papers on aspects such as disruption management, reaction strategies, simu-
lation and quantitative evaluation alternative actions. The research deficit is therefore a
decision support system for short-term production control in the field of disruption
management.

4 Requirements

The proposed concept must meet specific requirements to fulfill the need of the
methodology. First, the data basis must be up to date and at the same time have access
to historical values and planning data. Since the response time in short term production
management is highly important, the evaluation of alternative actions must happen in
or close to real-time. The goal of this methodology is that it either serves as an
extension of existing IT systems or the production controllers themselves can work
with the solution (e.g. for mobile use). Therefore, the interface must be open and allow
displaying the results in a self-explanatory and user-centric manner [22].

Aside from the above-mentioned requirements, the following questions arise and
need to be addressed when implementing the model: (1) Which decision cases occur in
production? Which data is therefore required as input for a decision tool? (2) What
effects do the potential measures have and how can these effects be quantified?
(3) Which information must be prepared for the decision maker and how?

5 Methodology

The methodology consists of several steps that allow an evaluation of the reaction
strategy and the selection of the most promising one. The first step consists of setting
up the relevant data model (i.e. which data can be found where). The second step is to
collect the existing and potential disruptions as well as counter measures manually (e.g.
by interviewing the production controller) and automatically (e.g. by analyzing the
historical data). Based on this, rules for the identification of future disruptions and the
derivation of alternative actions. The basic framework for the methodology is illus-
trated in Fig. 2.
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5.1 Identification of Relevant Data

In many companies, the worker or production controller notices disruptions, however,
the goal is that the system can detect them automatically. The latter is done via an
automatic transfer of order data from the ERP and ME system as well as from pro-
duction or machine data acquisition (PDA/MDA). Manual input from the worker is
required if the data cannot be transferred from the IT systems automatically. This input
may contain additional parameters for the in-house production such as shift plans (e.g.
from a human resource system), amount and qualification of workers, disruptions or
maintenance at resources, blocked parts as well as the availability of resources from
Production Data Acquisition (PDA).

In this first step, it is necessary to define the scope of disruption management within
the company in order to identify the relevant data objects. The typology of the com-
pany in focus will heavily determine the needed data. For example, while for one
company the batch-number and size may be relevant, others simply do not produce
batches. This data then needs to be allocated (i.e. which databank stores this data, e.g.
ERP system) and its meaning defined. This means that, even within the same company,
the understanding of the used vocabulary may differ.

5.2 Collecting Disruptions, Alternative Actions and Rules

The goal of the digital transformation in production is to support the worker and to turn
their implicit knowledge into usable data for IT systems. Thus, when setting up this
methodology for disruption management, the worker needs to be interviewed and the
known disruptions as well as their countermeasures need to be collected. If the com-
pany already has a reliable database, this can also be used in order to identify dis-
ruptions and alternative actions from the past. This step usually results in unveiling
missing data which then needs to be added to the data model.

In the presented project, a matrix has been developed, that groups the disruptions in
reference objects. Possible causes, their effect and characteristic define the reference
object in more detail. The alternative actions are grouped in reaction strategies (i.e.
delay, delegation, replanning, relaxation, negotiation and cancellation). Based on the
matrix, the reaction strategies can be allocated to the disruptions and thus alternative
actions be derived.

5.3 Analyze the Data and Knowledge Base

When a disruption occurs, the first step is to identify the disruption. Depending on the
grade of automation within the company, the reaction for disruptions with low impact
can be performed automatically, without requiring an intervention of an employee. At
the same time, there are disruptions that can solely be solved by manual interventions
from an employee. The type of disruption that is the focus of this paper is the type that
can be encountered semi-automatically. Here, part of the input can come from the
system and the other part still requires some kind of manual input [23].

After the disruption has been identified, it needs to be analyzed in more detail. This
is necessary in order to see what the reaction strategy and alternative actions looked
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like in the past. The AI-tool (Jupyter Notebook) is used to extract the necessary data
and analyze them separately regarding the disruption. Afterwards, the analyzed data is
fed back via the interface1. The result of this analysis depends on the defined scope. An
example is a clustering of disruptions according to their conditions (e.g. product variant
or past alternative actions) in order to anticipate further disruptions, and therefore
enables a short-, medium- and long-term disruption management.

6 Conclusion and Outlook

Companies try to encounter the turbulent market, customer specific production and thus
higher susceptibility to disruptions in production by collecting data and supporting the
worker with IT systems. While many aspects of production have already been facili-
tated by this digital transformation, the disturbance management remains unsupported
and mostly based on implicit knowledge and intuition of the worker. In order to
improve the decision making process in disruption management, this paper discussed a
possible methodology by discussing the data model, rules (disruptions and alternative
actions) as well as their analysis briefly. The findings can be used as an extension of
existing IT systems or for standalone support systems. However, within the presented
project, the methodology still involves many manual steps and is not yet ready for a
direct implementation. Future research therefore needs to focus the area of data models
for disruption management as well as their ontology. Moreover, the methodology needs
validation in practice and standardization of the analysis using AI. For companies it is
crucial to collect the implicit knowledge of the worker in order to allow the described
methodology in practice.

Fig. 2. Methodology to approach disruptions

1 In the presented project, a platform is developed that uses REST API interfaces in order to feed data
back to the IT systems or to a web-based dashboard. For more information please see www.projekt-
iprod.de and [5, 6].
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Abstract. Previous works in social media processing during crisis management
highlight a paradox: citizens are extensively sharing data from the field of the
crisis, while decision-makers are looking for information about the emerging
risks they need to address. Several tools already exist to help taking advantage
of this new important source of data. However, few made their way to decision-
makers, mainly because they remain resource-consuming. That is why the
question of a tool, able to process social media in near-real time, to deliver
actionable information from the field is still pending. Based on a state of the art
of the Natural Language Processing tools and systems dedicated to the use of
social media data to improve the situational awareness of the decision-makers,
this paper aims to describe a way to provide them with a first comprehensive
system which asset is to completely address the challenge, from the collection of
the data to their interpretation and understanding and finally offer situational
models. In this sense, the paper focuses on the thorough detail of the business
and consequent technical challenges that are raised, and a work in progress
proposal to address them in a comprehensive manner.

Keywords: Social media � Crisis management � Metamodel �
Natural Language Processing

1 Introduction

Crisis situations are recurrent situations in our societies. Whatever their nature,
severity, extent, duration or complexity, these breaks are confusing situations. The need
for information then becomes crucial to provide an adequate response to ongoing
events. On the one hand, emergency management cells aim at building a common
operational picture (COP) from the information sent by the responders on the field. On
the other hand, citizens are using more and more social media to share what is
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happening around them during exceptional events. They tend to react more during
crisis situations and share information about it [1]. Social media, such as Twitter,
Facebook or Instagram therefore participate in the exchange of information related to
the crisis in an unprecedented timely manner. For this reason, it is of utmost importance
to be able to integrate citizens’ social media data into the COP.

Up to this day, although many tools exist in the literature, such information systems
incorporating social media data into the COP are rarely used in the facts. This leads to a
paradoxical situation where decision-makers are looking for information to organize
their resources during crisis situations and victims and witnesses’ willing to share
information in real-time is not considered. These social media processing systems and
crisis-related resources have already been developed and the most noticeable of them
are explored by [2]. Moreover, [3] points out some possible necessary improvements.
Among them, “how the added-value information extracted thanks to such social
media-oriented system should be integrated in the decision-making process?” echoes
to this context.

In a collaborative context such as crisis management, where heterogeneous actors
are acting conjunctly or simultaneously in a coordinated manner, the ability to design a
relevant, trustable and sharable COP is of the highest priority. Dispersed visions and
compartmentalized information among responders are totally inappropriate in a context
where interdisciplinarity and complementarity of coordinated interoperable responders
is, not only the doctrine, but also the best way to have a chance to perform an efficient
collaborative response.

Consequently, the point of this article is: How to fully integrate the information
provided by social media data, in times of crisis, into the COP to improve the
common understanding and thus the collaborative response of the responders?
The following of this article is structured in three parts. Section 2 presents the most
significant social media processing systems, their structure and what needs they aim to
address. Based on this, Sect. 3 describes the chosen approach to tackle the broad and
comprehensive problematic raised here and illustrates the proposed approach with an
example. Finally, Sect. 4 details what are the next steps of this work in progress
research.

2 Existing Social Media Processing Systems

Following the fact that people are posting text messages, pictures or videos about their
surrounding environment during a crisis, the idea of automatically processing this data
emerged. [2] lists several existing systems alongside their literature. Also, these sys-
tems address various business concerns.

First, data collection. It is achieved by using requests directly executed thanks to
the Application Program Interface (API) offered by the social media platforms. As an
example, Twitter provides an API that allows to retrieve past messages according to
their ID or a username. It also allows to monitor a fraction of the activity through
keywords or geoboxes (for location-based collect). This last method is tedious as
approximately 1% of the total user has the geolocation turn on their device. Finally,
systems such as EMERSE [4] are also using Short Message Service (SMS). But as it is
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difficult to have such access, this kind of system represent a small fraction of the
existing systems. Because of its ease of access, thanks to its freely-available API,
Twitter was chosen as the social media platform for this study.

The processing of the data is considered as the most difficult task. Some of the
main challenges addressed by existing systems are listed below:

• Event detection is a task considered by all the existing systems. However, systems
such as ESA (Emergency Situation Awareness) [5] aims at detecting bursts on
social media, based on trigger put on data volume or specific keywords.

• The most addressed is filtering. Most of the systems such as AIDR [6], Tweedr [7],
ESA [5], Twitris [8], Twitcident [9] and EMERSE [4] are filtering the tweets
according to fact they are related or not to the crisis.

• In order to improve the filtering of the tweets, additional context may be needed. So,
semantic enrichment aims to add more information to the existing tweets. For
example, Twitris [8] proceeds to a sentiment analysis on the tweets in order to add a
sentiment feature to the tweets. Also, entities extraction (such as Part of Speech
tagging to classify words according to their grammatical role or Named Entities
Recognition in NLP) allow to retrieve specific information from the message, such
as names (brand, companies, people…), location (place, street name…) or numbers
(money, quantities, etc.). Twitcident [9] uses this technique to improve the semantic
of the tweets. All these previous elements can then be associated with the metadata
of the tweet to infer the context of the monitored event. Systems such as Sense-
Place2 [6] can help inferring the location of the user thanks to the locations men-
tioned in the tweet.

• Filtering is a first good step towards a better use of the social media data. However,
in order to improve the usefulness of the tweets, several systems aim to classify into
different categories or identify clusters of tweets. For instance Tweedr [7] classifies
the tweets according to their relation to casualties, damage, missing persons, pro-
jectile damage and health services. Twitris [8], Twitcident [9], AIDR [6] and
EMERSE [4] are also performing a similar classification with different categories.
Systems such as CrisisTracker [10] or ESA [5] works at identifying tweets related to
the same topic during an event thanks to their metadata, entities, keywords, time
period, entities or other relevant features. These features help to filter the data
collected and aggregate the associated messages.

• Veracity of the data is also a huge concern in crisis management. Social media may
convey useful information during an emergency but may also contain rumors or
fake news. Identifying rumors is a challenging task, even for humans. To do so,
identify and describe what makes a rumor is a key. [11] studies how rumors
propagate after March 2012 tsunami on social media. Then, they identify several
common features between rumors. Few years later, [12] identify rumor signature
during Boston bombing in order to characterize them. Retweets (RT), previous
activity, or identifying if the user is present or not at the event site, are all potential
features that may be used to assess the veracity of the data on Twitter [13]. This
work has made possible to train machine learning models to automatically detect
rumors. [14] presents a rumor detector and a classifier. Their model is based on
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Twitter NLP tools, a WEKA’s1 framework dedicated to tweets processing. Also,
[15] introduces a real-time rumor debunking system, using Support Vector Machine
described as effective even with only five tweets.

The systems described previously are summed up in Table 1.

Collaboration requires adapted medium. So, the way the results of the processing
part is displayed is crucial. It varies according to the purpose of the system. However,
most of them are sharing common elements. A geographical map allows to regroup the
information on a single and shared representation. Systems such as Twitris [8] Sen-
sePlace2 [16], Twitcident [9], CrisisTracker [10], ESA [5] are plotting the tweets on a
map, in order to provide a quick and visual information of the location of the tweets.
However, this system requires that the Twitter user enables the geolocation on his/her
tweet, which represent only 1% of the total volume. So, systems such as SensePlace2
are going one step further with geolocation inference according to places mentioned in
the tweet. Some other common representations such as word clouds or pie charts are
used to visually summarize the most frequent words captured by the system. Finally, a
timeline of the messages marked as relevant by the system is provided in order to help
the user to keep an access to the data.

Also, in order to improve performances, some systems, such as [6, 10], also involve
digital citizens during the processing to label some of the data. These new data are then
used to train the algorithms online with human annotated data.

Other industrial tools exist in this field. In crisis-related domain, the most famous is
Ushahidi, but many commercial/advertising solutions also exist.

Table 1. Classification of the different systems mentioned in the literature review, according to
the business issue they address.

Filtering Semantic
enrichment

Classification/
clustering

Geotag Veracity

ESA [5] x x x
AIDR [6] x x
Tweedr [7] x x
Twitris [8] x x x x
Twitcident [9] x x x
EMERSE [4] x x
Crisistracker [10] x x
SensePlace2 [16] x x
[15] x x
[12] x x

1 https://www.cs.waikato.ac.nz/ml/weka/.
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To sum up, previous systems aim to filter the flow of information delivered by the
social media, classify them according to some, and then display the messages that may
be interesting for the decision-makers. But these filtered data ignore the existing
environment, the current context of the situation or the organization and the mandatory
collaboration. In addition, they do not feed the COP used by the organizations. The
processing of these information coming from the social media and the cross-checking
with all the other sources of information remain to the user or to the decision-maker.
The question of the integration of these data into the organization remains, in particular
the automation of the data collection, processing and display to provide actionable
information to the responders.

3 Approach: A Step Towards a Better Integration of Social
Data

3.1 Research Motivations

Let’s consider an example. An emergency agent is using a social media processing
system in a crisis cell during a flooding. He/she has a similar system to one of those
described in the previous section, i.e., a map, corresponding to the COP used by all the
actors of the crisis responder’s organization and a timeline of the tweets sent in a
specific area. Then, a tweet appears, and it says that “The dike at Atherton St is about to
fail! Help #911”. Current systems make it possible to display such crisis-related data.
But then, the user has to check all the emerging tweets, one-by-one, if there are other
data related to this event, maybe send resources to get more information if they are
available.

An improved version of the current system would have notified the user that there is
a school nearby that can be used as a shelter according to the contingency plan. It
would then have triggered an alarm to the crisis cell, offered to send resources to
evacuate the place and maybe people to assess whether or not the dike can still hold. In
addition, all these elements would have been displayed on the COP. This second
version would be a version that integrates the social media data into the actual orga-
nization. The following of the paper aims to propose an approach that leads to the
second version of the existing systems and which provides (i) an understanding of the
situation and (ii) a corresponding decision support.

3.2 Integrating Information into the Collaborative Decision-Making
Process

The proposed approach relies on an understanding of the actual rescue organization by
the algorithms, to better match it. To do so, such system should be able to match the
current logic of the user. In [17] authors highlight that in the American 911 call centers,
staff are asking questions in order to answer the “6Ws”. During a phone call, questions
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asked by the call-taker are supposed to answer question Where (Where the emergency
is occurring), What (What is happening? What kind of emergency is it?), Weapon
(Are they weapons imply in the emergency?), When (if the event is not currently
eyewitnesses when did the event occur?), Who (How many people are concern by the
emergency?), and Why (Why is the emergency occurring?).

Any answer related to one of these questions is then forwarded to the emergency
teams. Moreover, the “6Ws” framework is shared with several call centers in the
United States. This behavior highlights that the call-takers follow an underlying mental
framework. They are specifically looking for answers to one of these “6Ws”.

This observation produces two main results. First, it highlights that in a collabo-
rative environment, it is crucial that the stakeholders share a common vocabulary in
order to perform well. Due to the organization of the American 911, where the call
centers are in charge of the rescue, and police and firefighters have to work side by side,
these implementing a these common concepts and use them in the response phase of a
crisis seems an obvious requirement which is yet not always addressed, in particular
when it comes to set up an effective collaborative decision in terms of the actions to
take.

Secondly, while the “6Ws” were highlighted particularly in a Charleston call center
[17], it can be assumed that such framework is or should be used in a generic way, for
any crisis related call center or crisis cell, since the intrinsic purpose is precisely to get a
good understanding of the situation that would be understood by all crisis stakeholders
and responders. In particular, rescue organizations are taking decisions according to a
specific set of concepts, such as the environment, the resources that they have, the
people involved, the possible additional threats etc.

Such concepts have already been defined in ontologies or metamodels. As a
metamodel provides a representation or a framework of an observed situation it enables
conceptualizing the elements that make the situation in the form of interdependent
concepts. This representation can then be interpreted as a common vocabulary shared
between the organizations. Therefore, it becomes possible to describe behavior, pro-
cesses, and interactions between the different actors according to occurring events.

The current approach of the existing systems is that the decision makers of the
organizations are receiving data from the social media, and then have to process them
according to their own vocabulary. However, the approach proposed in this paper is to
couple this approach with a metamodel that will both (i) provide the common
vocabulary to use among all responders and decision makers and (ii) help generating
actionable information (i.e. that can be used by a decision support system to provide a
collaborative response behavior to better coordinate all stakeholders). These informa-
tion are organized trough an information model generated according to the metamodel.
In this sense, the metamodel is used to provide a situation model which instanciate its
concepts and associations between concepts (Fig. 1).
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Doing so, it would be easier to monitor the operations and collaborate around the
COP. So, the system is going to embed a module that is dedicated to the instantiation of
the crisis situation models based on the metamodel’s classes.

Many people propose metamodels or ontologies that cover concepts involved
during an emergency. [18] establishes a metamodel based on the interdependence of
networks to study the impact of a crisis. [19] introduces a metamodel focused on crisis
entities. It purposes is to describe the activities they carry out with each other in order
to respond in the better way to the crisis. [20] defines a metamodel for each of the 4
phases of the crisis (preparedness, mitigation, response and recovery). The application
depicted in this paper is only considering the crisis response phase, so the three other
phases would not be taken into account during the evaluation. [21] published an
ontology to describe data flow, from the event to the decision-maker. Finally, [22]
defines an ontology around terrorist risk to help decision-makers prevent terrorist
attacks on a territory. All this previous work shows the interest of metamodels and
ontology in crisis management.

Previous work linked to these points has been done in order to correlate sensors
data to several metamodels’ entities. [23] develops how they correlate sensor data with
different entities from a metamodel in the use case of the Loire floods. In this case, the
data coming from the sensors are automatically processed using [19]. This way, the
system maintains a COP where water level data are considered in order to indicate the
consequences of a water rise.

4 Current Implementation

Following the previous assumption, the evolution proposed in this paper is to enhanced
existing systems thanks to a metamodel, alongside the filter. The proposed architecture
is represented in Fig. 2. It is composed of different modules, each achieving a different
operation of the global processing. The first module is the data collection module

Fig. 1. Differences between the approach proposed in this paper and the one used on existing
systems.
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(Tweet collection in the figure). Then, the Information extraction module is composed
of a first classifier able to identify if the data is related to a crisis or not and proceed to
semantic enrichment or data normalization in order to contextualize the collected and
relevant data. Next comes the Reconciliation modules. Paired with the Metamodel, it
classifies the information contained in the tweets with the concepts that fit best. This
outputs a situation model, which then feeds the COP. However, this solution raises
several challenges. First, the classifier contained in the Reconciliation module needs to
“reconcile” the data it receives, with the metamodel classes, in order to instantiate
them. Secondly, the modules need to handle the relations between the different classes
instantiated previously in order to extract the underlying links between the different
data (i.e. correlate data together and relevantly generate consistent parts of situational
models).

4.1 Metamodel Chosen in This Approach

Crisis situation modelling brings constraints in the choice of a metamodel. First, it must
be instantiable and provide a model of the crisis situation, either manually or auto-
matically. Crisis situations also require an evolution of these models to keep them up to
date based on information acquired throughout the rescue operations. Finally, the
models generated must be usable by its users and, here, specifically by most of the
users. So, these criterions can be summarized in the following requirements: (i) in-
stantiate it manually and/or automatically, (ii) continuously update the built model

Fig. 2. Architecture of the proposed solution with the different elements that may composed the
final system.
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(iii) exploit it. The system developed in this paper proposes to use the metamodel
described in [19], which allows to describe the management of the concepts underlying
in crisis resolution. In addition, it also fits to the previous criterions mentioned. First, it
is instantiable as shown by [24], but also because it fits with concepts already handled
by first responders, the “6Ws”, which can be easily link to the metamodel classes
(Who-Actors, Where-Environment, What-Threat etc.). Secondly, the situation model
can be changed according to occurring events and the different data it receives. Finally,
it responds to the goal set previously: enable a better collaboration through common
concepts shared between the stakeholders, and it is usable to display a COP. Conse-
quently, this metamodel is the framework used to design the information in the pro-
posed approach.

4.2 Filtering the Data Flow

The filtering task is crucial, as it reduces the processing load on humans and allow to
process only crisis-related data. Data filtering is already achieving acceptable perfor-
mances according to the literature. Consequently, the system presented in this paper do
not intend to improve this component. Filtering the data will reimplement existing
solutions used and tested through systems such as those presented in the literature
review (see Sect. 2). This will be implemented in the Tweet collection module. Once
the data is filtered, it is then possible to organize them and extract meaningful infor-
mation which will then ultimately lead to the instantiation of the different classes of the
metamodel.

4.3 Information Representation and Word Embeddings

However, being able to extract information from tweets requires that the algorithms can
catch the meaning behind the words used in the tweets. To get such representation of
words, the proposed solution uses a word embedding. A word embedding contains all
the words found in the corpus and represent them through a vector according to the
context in which they are found. The context is represented by the words surrounding
the targeted word. The result is a n dimensional space (where n is set during the training
time) containing m vectors (where m is the number of different words in the dataset).
Figure 3(a) represents a 2D representation of a word embedding, after a reduction of
the n dimensions using the t-SNE algorithm [26]. The interesting feature of word
embeddings is that while each word keeps its semantic sense, it is expressed according
to all other words’ semantic.

Here, the proposed solution relies on a crisis-related dataset, in order to better
capture the vocabulary related to crisis. However, tweets sometime contain words that
are missing in the word embedding. This issue is common for domain-specific word
embeddings. The obvious way to overcome this issue is to get more data, which allows
to get the missing words. But [27] proposes another solution which consists in starting
from general word embeddings (with an important vocabulary therefore) and make
them domain-specific. To do this, they modify it by emphasizing the areas of the
vocabulary that are related to the domain targeted. Also, this proposition suits well the
following of the proposed approach.
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Thus, the resulting Information Extraction module ensures a filtering step to only
keep crisis-related tweets and then an information representation step were all words
used in the remaining dataset are confronted to one another, in order to provide a crisis-
specific semantic context.

4.4 Information/Classes Reconciliation Through Clustering

Using this representation of words and their semantic, the system is going to fit the
information contained in the tweets with the classes of the metamodel. To do this, the
approach adopted is to identify the semantic clusters present in the word embedding.
This will be accomplished using clustering algorithms. Figure 3(b) represents a pos-
sible cluster in a word embedding. Word clusters that are semantically close to a
metamodel class are then highlighted, as performed in [27].

All this work will be incorporated into the Information/Classes Reconciliation
module. The output of this module is mapped on the COP with the different instances
identified on social networks, linked to the other instances that may interconnect each
other’s. Developing this part should be iterative, as it will require to tune the word
representation and the clustering in order to get sufficient results.

5 Conclusion

This paper presented a novel social media analysis system which aimed to improve the
COPs used in crisis cells with a better integration of social media data and a better
sharing of this information.

The contributions are: (i) a system which takes away social media processing from
humans, to let them focus on decision making (ii) instantiate an information model

Fig. 3. 2D representation of a word embedding created using the Singapore_Haze_2013 dataset
from the CrisisLex archive [28]. Figure (a) gives an overview of the word embedding.
Figure (b) gives an overview of a cluster of terms related to “haze”.
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thanks to semantic clusters found in a word embedding. This information model is
generated according to the classes provided by a metamodel.

Future work will consist in further experimentation of the modules in order to
provide consistent outputs for crisis responders. Reconciliation between the entities
extracted from the classifier and the model is going to require time to find the
appropriate parameters for the word embedding and the clustering algorithm.

Moreover, in order to improve accuracy and/or veracity of the data, it may be
interesting to merge the data coming from social media data and data coming from
sensors placed on the ground (water level, CCTV…). Also, this work is not dedicated
only to crisis management and results may be reused in supply chain management, by
replacing the data coming from the social media with data from the Internet of Things.
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Abstract. Design and production departments are scarcely integrated in man-
ufacturing companies. This fact, especially for companies with a highly cus-
tomized production, is very critical, since the collaboration between the two
departments is essential to reduce the trial-and-errors cycles to design new
products and process. It is therefore necessary to collect data from the shop
floor, especially the ones related to anomalies or critical situations, and make
them at disposal to be used to improve the design of the next products and
processes. The aim of this paper is to develop a knowledge-based system to
digitalize and collect data regarding anomalies at the shop floor, and to integrate
them with data coming from the design phase, in order to reduce the time for
finalizing a new product. A case study has been developed for a car prototyping
company to illustrate the potentiality of the proposed solution.

Keywords: Industry 4.0 � PLM � MES � Knowledge management

1 Introduction

Today market is characterized by a by high volatility and quick dynamics. To compete
in such market, small and medium sized manufacturing companies focus on product
innovation and customization [1–3]. Effective collaboration and knowledge sharing
among experts and technicians is the winning strategy for such manufacturing systems.
In fact, decision making mainly relies on the human learning process based on product
case-histories, which enables operators to react autonomously to improve the manu-
facturability. In addition, companies are addressing a digital transformation, by using
data to improve their production processes and achieve greater consistency.

Several commercial software applications are already available for product lifecycle
management (PLM) and manufacturing execution control (MES). PLM systems make
at disposal of designers shared product databases. The fact that PLM systems are
accessible by different people and departments allows the collaborative development of
products, enabling sharing and reuse of information. However, PLM systems are not
integrated with the manufacturing execution systems (MES), which took control of the
factory operations, from production order release testing of the finished product. MES
systems are used to control in real time the progress of orders and to associate to each
production order the information about the parameters and results of the operations.

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 163–170, 2019.
https://doi.org/10.1007/978-3-030-28464-0_15

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_15&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_15&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_15


Through the real-time monitoring, it is therefore possible to control the progression of
tasks and compare it with the production planning. In case of delays, the planning can
be readjusted accordingly.

However, without a connection between PLM and MES, it is difficult for a designer
to find data related to the anomalies occurred during the manufacturing process in the
shop floor. This data could be of great importance at the design stage of a new product,
especially for companies that realize prototypes, since, to design a new process, they
usually need several trial-and-errors cycles before find the final one. For such com-
panies, the knowledge of the trial-and-errors cycles that contribute to develop past
products and processes, without the presence of a formalized and structured system,
remains in the minds of the people, or, at best, transferred verbally, and then, over time,
inevitably lost [4, 5]. Similarly, it is also difficult for a production manager to find
information related to the checks to perform before and after the execution of an
operation on a machine, and for an operator to report in a structured way the occurrence
of problems and anomalies during the production.

Based on such needs, the aim of the paper is to develop a framework able to:
(i) collect data regarding anomalies at the shop floor, in addition to the other data
regarding the production monitoring typical of MES systems, (ii) integrate data coming
from PLM and MES to reduce the number of trial-and-errors cycles to find the final
production process of a new product.

The rest of the paper is organized as follows. Section 2 summarizes the relevant
literature available on the topic. Section 3 describes the proposed method and the
definition of the data model to structure the knowledge-based system. Section 4 pre-
sents the application of the framework in the use case of an Italian company producing
car prototypes. Finally, Sect. 5 draws conclusions and states future work perspectives.

2 Related Works

Previous works addressed the issue of structuring and formalising product-related
knowledge [6–9], while several international research projects addressed the devel-
opment of industrial knowledge sharing systems (e.g., amePLM [10], ICP4Life [11],
Know4car [12], Manutelligence [13]). The importance of collaboration between design
and manufacturing is highlighted in several papers [14, 15]. However, the practical use
of tools for supporting knowledge management is still very low. The GeCo Obser-
vatory (http://www.homeappliancesworld.com/2015/06/01/italian-manufacturing-inno
vation-is-possible) found, on a sample of more than 100 Italian manufacturing com-
panies, that the most used methods to explicit knowledge remain the traditional verbal
or written communication, while the use of more structured software systems is
severely limited.

Two lacks can be identified in both current scientific literature and research pro-
jects. The first one is that they did not address specifically the highly customized/
prototypal production, where the presence of many alternative routings and operations
makes very difficult to manage all the manufacturing variables together, in an efficient
way, without increasing wastes of time and costs. The second one is that they did not
address the problem of collecting data related to failures and anomalies occurring at the
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shop floor, and make them available for the designers, to allow them learning from past
problems when designing new products and processes.

The main technical innovations proposed by our work are the following: (i) open
source architecture for PLM, KBS and MES, (ii) advanced data model to relate data
from PLM and MES, and (iii) possibility of storing data related to anomalies occurred
during the production.

3 Method

Three systems are used to manage manufacturing information: PLM, MES and
Enterprise Resource Planning (ERP). The integration of ERP and MES allows the
organization an efficient management of the inventory. In fact, an ERP systems can
more efficiently manage the purchase functions if it knows the consumption of raw
materials in real time. The integration between ERP and MES is based on the IEC
62264 standard, a model that standardizes the exchange of information between
business systems and production control systems. In order to guarantee a consistent
flow of information in the company, the integration between PLM-ERP has also to be
implemented. The most significant improvement is the integration of the organizational
data, ensuring that all areas can access the updated product data.

These two integrations are not capable of guaranteeing the right flow of information
between PLM and MES, because the ERP does not have an adequate structure to
accept and store detailed data of the product. Therefore, the PLM-MES integration is
necessary.

3.1 Knowledge-Based System

The method we propose is to develop a central Knowledge based System (KBS), acting
as integrator of the ERP, PLM and MES. The proposed system will allow (i) to collect
all the information regarding the critical realizations of new components in a structured
way, so that the added values of the experience breakthrough, as well as other useful
tips, could be provided to the users, and (ii) to reuse the knowledge, i.e. help designers
to define more reliable processes for new products, reducing the “trial-and-error” cycles
in the development of forming processes.

In fact, when a customer makes an order, it means that the company must define the
sequence of activities to obtain the required product. If the historical data regarding
previous products are stored in the KBS, it can be used to find the closest product
already produced in the past that needs less changes to be adapted to the new shop
order. The chosen product is then found in the PLM platform where the needed
changes can be done. The information associated to the new product is sent to the KBS
and made accessible to the MES. The MES uses the product information to manage the
production and, when the production is finished, it reports in the KBS the information
related to the execution of each activity and the success or failure of the product. In
case of failure, the company can check the intermediate results reported for each
activity and decide how to proceed to obtain a better solution.
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3.2 KBS Data Model

The KBS contains the subset of data relevant for all the three systems and acting as a
bridge among them. In the following, we focus in particular on the integration between
PLM and MES. Figure 1 shows the structure of the KBS through an entity-relationship
model.

The product entity contains information about the classification, the CAD file, the
BOM and other general characteristics of the products. The amount of the semi-
finished product is connected to it, which identifies the status of the semi-finished
products specifying the next activity to be carried out. This is the reason why there is
also the activity entity that characterizes the particular activity, explaining the check
start, the check-ends and the machines necessary to carry it out. To each type of
machine are then associated the physical machines available in the company. These
entities are provided by the PLM and are subsequently used by the MES.

Fig. 1. UML class diagram of the data model of the KBS.
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To the entities associated with the PLM activity are added entities that model the
data provided by the MES, i.e. the data coming from the production. The fundamental
entity is the one related to the shop order. In the KBS all the shop orders taken in
charge and on which the company has worked are stored. This entity is connected to
the product, as each shop order concerns a single and specific product, so a single and
specific product lifecycle. The shop order is also connected to the activity carried out,
connected itself to the verification checks. It models the data structure from which we
can extract the history of all the activities divided by shop order and consequently by
product and results obtained.

3.3 KBS Implementation

The KBS was implemented as a PostgreSQL database (www.postgresql.org), with the
set of tables needed to represent the UML diagram of Fig. 1. The open source PLM
software ARAS (www.aras.com) was exploited to digitalise and store the information
related to the resources of the company and the production process of each product.
Through an automatic procedure, the information related to the entities of Product,
Semi-finished products, Activity, Check start, Check end, and Type of machine,
together with their relationships, are periodically extracted from the PLM system and
inserted in the KBS, to make them available to the MES and ERP systems.

The MES platform JPiano (https://www.aecsoluzioni.it/wp/en/jpiano-panoramica/
jpiano-prodotti) was used to implement the MES system. As for PLM, also from the
MES the information related to the entities of Activities done and Physical machine,
and their relationships and the ones with the Check start and Check end are periodically
extracted and inserted in the KBS.

Further details on the implementation in a use case are reported in the following
section.

4 Use Case

The framework was applied in an Italian company that operates in the automotive
sector, producing prototype bodywork components for passenger cars and other kinds
of vehicles. Currently, all the information generated during the production process is
only written on paper.

The process for the realization of a prototype bodywork component starts with the
delivery, by the costumer, of the CAD model of the requested piece. The CAD model is
received by the technical office that defines the production process, the design of the
dies and the material to be used. Once the dies have been constructed, the metal sheets
used to make the body part are sent to the Laser office where the metal sheet is trimmed
using a two-dimensional laser to obtain the appropriate shape outline. After the sheets
have been cut, they are transported to the presses area where they undergo the first
press operation. The semi-finished items are then returned to the laser section where 3D
lasers cut the metal sheet according to specific laser paths obtaining the final measures
of the piece and creating slots and holes.
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We started the development of our framework with the implementation in ARAS of
several graphic user interfaces in order to allow the users to store the data corre-
sponding to the structure represented in Fig. 1. As an example, Fig. 2 presents the user
interface to insert the information related the Type of machine entity. Similar interfaces
were created for Activities, Product, Check start and Check end. For each activity, the
corresponding machine, check starts and check ends can be added by selecting them
from the drop down menus created.

One of the main potentialities of our framework is the capability of inserting Check
start and Check ends related to an activity. Examples of Check starts created for the use
case are reported in Table 1. The Check starts represent the controls that the operators
have to do before starting the execution of an activity on a machine. The list of Check
starts for each Activity are set in the PLM and then transmitted to the KBS, so that they
are accessible by the MES. In this way, the MES can show to the operators the Check
starts when they start the execution of an activity. The results of the Check starts are
inserted by the operators in the MES, which transmit them to the KBS, so they are
accessible from the PLM.

Fig. 2. Screenshot of Aras PLM implementation: Machine.

Table 1. Examples of Check starts related to the Activities of the use case.

Activity Check start

3D laser welding Presence of a dedicated head
Presence of pincers for fixing the piece on the stand
Set of self-learning programming mode of welding path

Press punching Presence of the mold
Presence of mold mounting brackets
Presence of supports for handling sheet metal

(continued)
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Similarly, also for the Check ends, for each activity it is possible to specify which
are the controls to do at the end of the operation. In the current version of the
framework, the Check end is a free text where the operator can write if something went
wrong during the operation. A more complex data collection, including the possibility
of uploading a photo or a video of the anomalous results, is under development.

In ARAS, it is also possible to define a production process (i.e., the relationship
between Activities and Product) by using the Process Plan module. In order to populate
a process plan, a designer/planner can easily add the activities by selecting the activities
from ‘list of Activities’ created before. The execution of each activity is then recorded
by the MES, which insert the actual start and end date for each activity, so that a
comparison between the planned dates and the actual ones can be performed.

To replicate data from ARAS to the KBS, a merge replication [16] was imple-
mented. Merge replication starts with a snapshot of the source database objects and
data. Subsequent data changes and schema modifications made at the source database
and at the destination database are tracked with triggers. The source synchronizes with
the destination when connected to the network and exchanges all rows that have
changed since the last time synchronization occurred. In this way, the content of the
PLM and the KBS are continuously updated and synchronized.

5 Conclusions

The objective of this paper is to propose a framework to integrate design and pro-
duction data, since, especially in small manufacturing companies, they often remain
separated and stored in two different systems: PLM and MES. The framework is based
on a knowledge based system, which collects and integrates two subsets of data, one
from PLM and one from MES, making such data accessible by both the systems. In this
way, anomalies that occur at the shop floor during the production can be easily found
by designers, who can use them to improve the process in order to improve the design

Table 1. (continued)

Activity Check start

Deep drawing Presence of the mold
Presence of mold mounting brackets
Presence of supports for handling sheet metal
Presence of nylon sheets
Presence of oil

3D Laser finishing Routes loaded with USB device
Presence of U-bolts for positioning the sheet
Presence of pincers for fixing the piece on the U-bolt
Presence of reference holes

Manual molding Presence of molds from the press department
Presence of gauges and hammers
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of the following products. Furthermore, the proposed framework allows the data
retrieval of previous products and its re-usage to define variants and changes to them.

Future works will consider on the one hand data analysis techniques for using the
stored data in the KBS, and on the other hand a more comprehensive integration
considering also the ERP system. Furthermore, a set of key performance indicators to
evaluate the efficacy of the proposed framework in terms of reduction of time to finalize
the process development will be studied.
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Abstract. This case study focuses on an experiment analysing textual con-
versation data using machine learning algorithms and shows that sharing data
across organisational boundaries requires anonymisation that decreases that
data’s information richness. Additionally, sharing data between organisations,
conducting data analytics and collaborating to create new business insight
requires inter-organisational collaboration. This study shows that analysing
highly anonymised and professional conversation data challenges the capabili-
ties of artificial intelligence. Machine learning algorithms alone cannot learn the
internal connections and meanings of information cues. This experiment is
therefore in line with prior research in interactive machine learning where data
scientists, specialists and computational agents interact. This study reveals that,
alongside humans, computational agents will be important actors in collabora-
tive networks. Thus, humans are needed in several phases of the machine
learning process for facilitating and training. This calls for collaborative working
in multi-disciplinary teams of data scientists and substance experts interacting
with computational agents.

Keywords: Interactive machine learning � Unstructured text � Big data �
Anonymisation � Information richness � Collaboration � Privacy

1 Introduction

Sharing data between organisations is becoming an important process for the co-
creation of value in collaborative networks [1, 2]. But in most business or scientific
research cases, sharing data over organisational boundaries requires anonymisation. For
example, the European General Data Protection Regulation (GDPR) allows the sec-
ondary use of data, but pseudonymisation or anonymisation is required depending on
the intended use for that information (EU GDPR, Article 89). There is, however, little
research on how anonymisation affects the way in which data are used or how machine
learning algorithms are able to process highly anonymised, unstructured textual data.
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Sharing data between multiple organisations is becoming more and more common,
with organisations looking to enrich their own data analysis by combining it with third
party data. Gaining deeper business insight and ensuring the reliability of results both
require the processing of several data sets and a collaborative network of organisations.
Many organisations are also seeking new value by combining inter-organisational data
and advanced data analytics methods such as machine learning [1]. Sharing data will
become a crucial process in the digital transformation of business processes in the value
chains of ecosystems. Additionally, machine learning is becoming a vital part of the
process of digitising data that has been analysed.

There are numerous benefits to sharing data sets for collaborative networks of
organisations. But there are also challenges. One is data privacy, anonymisation and the
loss of information richness. Preserving data privacy is very important from the points
of view of both lawful use and trust. Very often, data that have monetary value include
confidential information. Organisations protect their customers’ privacy by
anonymising data before they use them in their own business processes, but they also
anonymise data that are shared with their partner companies. However, anonymisation
typically reduces the information richness of the data and thus also the value that can be
created from the data.

Prior research on the relationship between anonymisation and information richness
in sharing data between organisations is scant. This is even more true in the realm of
natural language data. Organisations are increasingly sharing natural language text
data, for example, data from voice messages, chat conversations and customer com-
munications. The techniques for anonymising natural language data differ significantly
from the many techniques used for anonymising sensitive structured data, such as k-
anonymity [3], a traditional anonymisation model that has been used when sharing
aggregated health records. In the field of electronic health record anonymisation, the
trade-off between privacy and loss of accuracy is a well-studied problem [4, 5].

As with structured data, anonymisation the identity of any text data user may
significantly decrease those data’s information richness. However, the problem of how
to preserve information richness while conserving data privacy has not been widely
studied in relation to textual natural language data. This has resulted in two practical
consequences: (1) Sensitive textual data are not shared outside the organisation at all, in
the fear of breaking privacy regulations; or (2) if the data are shared, they are anon-
ymised using unnecessary obfuscating anonymisation methods, resulting in a dramatic
loss in data richness.

The goal of this experiment was to study machine learning and highly anonymized
conversation data in the inter-organizational setting. This study also seeks to define
information richness in textual conversation data, study the relationship between data
anonymisation and information richness, and, lastly, describe the machine learning
experiments related to using highly anonymised conversation data. Additionally, it
suggests a model for how machine learning algorithms could create useful insight from
highly anonymised textual conversation data.

The study contributes to discussions related to using big data, information man-
agement and artificial intelligence to automate business processes. The paper is
organised as follows. After this introduction, Sect. 2 reviews the essence of anonymi-
sation and information richness in conversation data. Section 3 describes the research
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method and data used in the case study. In Sect. 4, we then present our findings. In
conclusion, Sects. 5 and 6 discuss the contributions this study makes to the field.

2 Anonymisation and Information Richness

Information Richness and Conversation Data
In-person conversations between customers and service providers use a wide range of
symbolic systems and therefore contain semantically rich information. Conveying
verbal and non-verbal messages in these conversations facilitates mutual understand-
ing. When conversation takes place via the online chat, information is not semantically
as rich as in face-to-face situations. However, using video as a part of a chat conver-
sation does enable non-verbal cues to be transmitted and interpreted, allowing for a less
ambiguous understanding than with simple textual information. Textual interaction
does not create logical connections between various symbolic systems and cannot
convey the meanings of conditional events or causes as well as multimedia or face-to-
face interaction [6, 7]. This means that analysing chat conversations that include only
textual information results in a decrease in information richness as compared to ana-
lysing multimedia or physical conversations. In addition, the anonymisation of textual
conversation data decreases semantic information.

The concept of information richness [8, 9] provides a theoretical framework for
discussing the richness of conversational data before and after anonymisation. Infor-
mation richness refers to the data mediums, such as text, audio or voice, that deliver
informational or emotional cues. The structure of text includes the logical connections
and cues that form stories and meanings. Information richness, also referred to as media
richness, is an objective property of media that indicates the extent to which a medium
can facilitate understanding or interpretation within a specific amount of time [10, 11].
Information richness does not have a causal connection to the actual performance of
communication [12]. Thus, richness of information does not directly correlate to the
richness of data being used in data analytics. One level of information richness may
also result in different levels of understanding for a particular piece of communication
[13, 14]. Similarly, results may change over time [15], as information is also context-
dependent.

Anonymisation and Data Analytics
The European Union (EU) [16] defines personal data as information concerning an
identified or identifiable natural person. A person can be identified directly or indirectly
by these data, which could include an “identification number, location data, an online
identifier or […] one or more factors specific to the physical, physiological, genetic,
mental, economic, cultural or social identity of that natural person” [16].

Data anonymisation refers to the process of obfuscating data so that they cannot be
used to identify any individual. Personal identifiers can be categorised into two classes:
(1) identifying attributes, such as social security numbers, names, driver license IDs,
etc.; and (2) quasi-identifiers, which are a combination of key attributes that can be
used to narrow down identity to a certain individual. The terms de-identification and
pseydonymisation are also used in this area. De-identification is sometimes used
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interchangeably with anonymisation [5], while anonymisation is sometimes used in a
stronger sense, denoting an irreversible form of de-identification [17]. In this article, we
use the latter interpretation of anonymisation. Pseudonymisation refers to the process of
personal identifiers being replaced with artificial identifiers. Pseudonymised data can be
re-identified if additional information is available. Encrypting is a commonly used
pseudonymisation technique. An important difference between anonymisation and
pseudonymisation is that pseudonymised data still fall under the scope of privacy
legislation, while anonymised data do not [18].

In medical fields, structured data are typically shared between organisations in
integrated health care and public health studies. Based on consent and ethical approval,
patient records can be used for secondary purposes that include clinical trials and
studies, even if the data in those records are not anonymised. However, as clinical data
are increasingly shared between organisations, the techniques used to anonymise those
data need more attention. When different datasets are linked with each other and when
intelligent algorithms are used to mine the data, even anonymised data records can
contain attributes that allow for an individual’s identity to be narrowed down.

There are several methods for anonymising structured data. These include directory
replacement, masking, scrambling and blurring. There are also several measures
designed to tackle the problem of indirect identifiers, a problem which arises when
datasets are joined (in the medical field, this is called record linkage) so that a new
dataset includes records that identify an individual even if all direct identifiers have
been removed. For example, if information about patients’ native languages is added to
a set of records that have been linked, a single patient with a unique combination of
nationality and native language may be identifiable in that combined dataset. The
problem with establishing sound methods for removing all indirect identifiers from a
single dataset is that it is not always possible to predict which sensitive datasets might
be combined in the future. Changes to datasets over time also affect the indirect
identifiers. Methods based on k-anonymity are a well-known solution for de-
identification of combined datasets [3]. K-anonymity requires that every individual
must be indistinguishable from at least k other individuals within that dataset, where a
greater k value correlates with stronger de-identification levels in the data.

Joining two datasets, i.e. record linkage, often occurs when data originating from
different organisations is combined for research purposes [19]. The main principle
behind secure record linkage is that information identifying a patient is separated from
actual health-related information. This has resulted in the creation of independent
linkage centres that ensure this principle is adhered to [19].

As stated before, research on the effects of data anonymisation on the information
richness of textual data is scarce. As several authors have stated, de-identifying free text
is more complex that de-identifying structured data [see, for example, 20]. Cardinal
[21] presents a method for anonymising psychiatric patients’ textual records which is
based on fuzzy matching of recognizable phrases. This method uses cryptography to
map patient identifiers to research identifiers (also called pseudonyms).
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3 Methods

The Case Experiment
In this study, we analyse a case in which anonymised natural language chat data were
shared between two organisations. These data were analysed using machine learning
and neural network methodologies. The organisations represent different roles in the
value chain of an ecosystem, making this case particularly relevant when considering
the challenges of anonymisation and information richness. The study also provides a
case experiment for using machine learning to analyse highly anonymised conversation
data.

We used the Headai-artificial intelligence platform (https://www.headai.com/),
which utilises machine learning methods. The platform combines semantic neuro-
computing and learning algorithms to create semantic neural networks and deep insight
based on unstructured or structured data. The data used in the study consist of medical
information, an example of sensitive information with a high requirement for
anonymisation. The data included 57,000 dialogue-loops and more than 800,000
trigger-response pairs. The data were anonymised using strict standards, removing all
indications of personal information. After that, machine learning methods were applied
to the data.

The Case Study Method
Since the aim of this research is to develop a new understanding of the relationship
between anonymisation and information richness, the method we adopted is the case
study approach [22]. We extended our research approach to include abductive quali-
tative research methods, [23] since our goal is to build a new model that assists
companies in managing anonymisation without losing information richness. The
abductive research method enabled the researchers to build explanations from the
findings and elaborate on a conceptual model that combines a literature review and the
study’s empirical findings. This method also enabled researchers to simultaneously
process prior literature on anonymisation and information richness and the analysis of
the data gathered in the experiment [22]. Using an iterative research process allowed
for a deeper understanding of the experiment results while also contributing to the
model of anonymisation.

The Machine Learning Experiment Procedure
This scientific research experiment grew out of the needs of a specific healthcare
service provider. This organisation wanted to learn about patterns in chat conversations
between patients and healthcare professionals. These chat conversations followed
similar question-and-answer formats. The goal was to find patterns that could later be
used to automate or improve customer experience, or to streamline business processes
by improving information management practices related to the chat conversations. The
conversation data were highly anonymised before being provided to data scientists
(Fig. 1).
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The anonymised data were tested using analytic methods including Bayesian
machine learning, support vector machines and feedforward networks. They were then
prepared for deeper analyses that would increase the understanding of conversation
dialogues. Data were used to train machine learning algorithms, but due to the high
levels of anonymisation, special vocabulary and open conversation flows, several
human-machine loops were needed to identify the dialogue used to create patterns.

4 Results

Our experiment showed that highly anonymised sensitive data included significantly
less information than original datasets. In fact, the anonymised dataset was another
dataset compared to the original dataset, in practice. The anonymised dataset excluded
the job titles or roles of patients and healthcare experts, since this might have included
personal information such as names, titles or organisations. Although machine learning
did recognise question-answer pairs, it did not recognise which conversation partner
was asking a question and which was answering and artificial intelligence could not
conclude who was a patient and who a healthcare (although a human could easily make
this determination based on the conversation content). The following question-answer
pair illustrates the challenge that machines without the necessary algorithms have in
concluding which conversation partner represents which role, as compared to human
listeners: “My children had fevers and coughs yesterday”/“Would you like to make an
appointment with a paediatrician?”

The experiment showed that, although this conversation was a professional dis-
cussion between a patient and healthcare expert, it nevertheless included lots of con-
versation with “blank substance,” which we also call noise. This type of content
includes words such as “hello”, “hi”, “how can I help you?”, “what is your address?”
and “video does work”. This meant that data modelling using existing machine learning
methods, such as Bayesian machine learning, support vector machines and feedforward
networks, did not immediately detect meaningful patterns of conversation. These
machine learning methods work well in analyses of question-answer data or news data,

Fig. 1. Experiment procedure
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which include sentences with straightforward meanings and textual data with a lot of
different kinds of content. The preliminary analyses revealed that the kind of profes-
sional conversation in this case study includes a lot of noise. This needed to be taken
into account in order for the machine learning algorithms to be able to successfully
detect which repeated question-answer pairs were useful for creating new business
insight as opposed to being only noise.

Unlike conversations in public discussion forums, the data in this study followed a
linear path. Noise was removed from the analyses, which helped create larger entities
and more meaningful question-answer pairs. In this phase, human analysis was needed
to differentiate noise from substantive conversation. After this, the basic Bayesian
machine learning algorithms began to work properly and were improved by the use of
reinforcement learning principles. Additionally, an analysis that recognised the
meanings of words also helped to find the essential topics across all conversations.
These findings could help service providers incorporate additional useful information
into chat conversations, for example, related articles or instructions.

5 Discussion

Our experiment showed that applying machine learning to highly anonymised data
requires several human-machine loops to aid in training the artificial intelligence
software that is being used. This finding supports Holzinger’s [24] research, which
showed that using machine learning to generate meaningful results from sensitive and
complex medical information requires several rounds of expert training. In interactive
machine learning, human agents (experts) interact with computational agents in order
to train those computational agents to create meaningful and correct analyses. The
human agent or expert also needs to perform a final check to ensure the meaningfulness
of analytic results. This kind of machine learning is especially relevant in new scenarios
where neither data scientists nor experts have prior experience. A new approach is
needed for developing and training machine learning algorithms so that they compute
in a meaningful way. For example, analysing of professional conversation data or
abstract and domain-specific data require typically several human-machine interactions.

There is little existing literature on the role of anonymisation and machine learning.
This study has filled that gap by showing that anonymisation causes problems for
machine learning. Unlike prior research, the present study examined highly anon-
ymised data and its information richness using real-life data. Service providers need to
anonymise highly sensitive conversation data—typically natural language data (text,
voice, audio, image) that includes personal information or other identifying information
not located in separated columns in the database. These data differ from structured
textual data that locates in database cells according to the data model of software
system. Locating direct identifiers that need to be anonymised is significantly easier in
structured data sets, because the identifying data are located in specific columns and
cells. For example, in unstructured conversation data, it is difficult to locate all per-
sonally identifying information because names, addresses or other physical, physio-
logical, genetic, mental, economic, cultural, social or ethnic data are a part of the
conversation. In addition to recognizing direct identifiers such as proper names, the

Interactive Machine Learning 179



data should also preserve at least some of the content of the information, such as
different actor types (patient, physician, possibly a patient’s relatives, etc.). If these
were recognized in the data, the anonymisation method could consist of replacing
personal identifiers with general terms, for example, all patient names may read “pa-
tient”, all home addresses “home address” and so on. However, if simplistic
anonymisation methods are used, this creates an unintended loss of information cues
and their logical connections, which are needed for a full understanding of the
meanings of sentences. One advantage of unstructured conversation data is that they
provide richer conversation samples, unlike data that is entered into pre-defined
information categories.

The findings of this study pointed out that anonymisation resulted in some loss of
significant informational cues and that this, in turn, destroyed sentence logic and
decreased information richness. This is not necessarily a problem for humans, who can
easily determine which question-answer pairs belong together, however, machine
learning interprets words mechanically and needs informational cues in order to create
patterns. For example, machine learning needs to conclude who is a patient in a
conversation. If informational cues do not have a clear logical connection to meaning,
then machine learning algorithms cannot determine their internal connections. An issue
may be, for example, stated as suggestion, example, conclusion, diagnostic or warning
in the conversation. Thus, human agents or experts are needed in several phases of the
machine learning process in order to facilitate and train machine learning. This consists
of an iterative process of selecting the proper methods by running several trial-and-
error loops that can map concepts logically and locate meaningful patterns. This calls
for collaborative and multi-disciplinary teams of data scientists and substance experts
interacting with computational agents. For example, substance experts can explain to
data scientists why conversation goes forward with certain logic or why some experts
ask questions before they present their recommendations.

Collaborative networks are data-rich environments that have started to adopt new
technologies such as artificial intelligence and data management [25–27]. These find-
ings contribute to discussions around the ways in which data are often used across
collaborative networks. Healthcare sector is one of industries that are adopting data
management and machine learning within collaborative networks [28]. Healthcare and
social welfare data, for example, can be shared and used in these networks, but it must
be anonymised. This study demonstrates that the anonymisation of unstructured clin-
ical or patient textual data often results in a significant loss of information richness.
Thus, the secondary use of highly anonymised data creates potential reliability and
validity problems for the interpretation of results, if these issues are not taken into
account when conducting machine learning analytics, especially given that artificial
intelligence software cannot automatically manage these challenges. Healthcare com-
panies can, in addition, request their customers’ consent to use their data for the
company’s own purposes, which allows for the use of richer information. The kind of
anonymisation required when sharing personal data across organisational boundaries
should pay particular attention to linguistic challenges and differences. For example,
some languages have several word endings that pose a challenge when trying to locate
all personal identifiers in a set of unstructured textual data. Data are anonymised, and
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their processing falls outside the scope of GDPR when it no longer includes any
identifiable personal data [18].

The proposed method for anonymising unstructured textual data uses natural lan-
guage processing techniques to identify all personal identifiers and to classify them
according to a domain-specific ontology. Once this has been done, all personal iden-
tifiers are replaced with terms from that ontology. The first phase of the identification of
personal identifiers is achieved using an off-the-shelf named entity recognition soft-
ware. Named entity recognition software uses lemmatization or the stemming of words,
as well as syntactic sentence analysis, to classify entities into categories such as: names
of persons, organisations, locations, expressions of time, currency and other numerical
expressions (see, for example, the GATE software created by the University of Shef-
field). When these named entities have been identified, a human specialist is brought in
to produce training data for the domain-specific personal identifier recognizer. This
involves marking in the processed text all entities listed in the domain-specific
ontology, which contains a hierarchy of terms. Based on this training corpus, patterns
for identifying ontology-specific personal identifiers are created. Anonymisation is
achieved by replacing the specific entities recognised in the text with the corresponding
term from the ontology.

In many practical cases, researchers end up facing an overly anonymised dataset.
This is typically because organisations wish to stay on the safe side of privacy regu-
lations. While this is understandable from the organisation’s point of view, for a
researcher, this often strips the data of most of its utility. To tackle this challenge, we
propose using an interactive machine learning method with a human specialist in the
loop to assist the algorithm. This method uses machine learning in an iterative manner.
After the first iteration with initial training data, a human specialist inspects the results
and makes one systematic improvement to the training data. The goal of this
improvement is to add to the data’s information richness. For example, in our case
study, the first iteration consisted of a human agent classifying the parts of the con-
versation as either belonging to the physician or the patient. After this, the algorithm is
run again and the iteration starts from the beginning. This iterative process ends either
when the results of the machine learning algorithm are satisfactory with regard to the
task at hand or when the human expert cannot do any systematic improvements to the
training data.

6 Conclusion

This study’s results contribute to debates related to information processing and man-
agement and artificial intelligence in several ways. First, by reviewing the relationship
between anonymisation and information richness in unstructured conversation data and
secondly, by demonstrating that an interactive machine learning method in which
humans and computational agents collaborate is the best mode of analysing highly
anonymised conversation data.

These findings highlight that the digital transformation of business intelligence
processes is not linear, but that it instead requires multi-disciplinary teamwork in inter-
organisational settings. Incorporating artificial intelligence into business processes
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requires an understanding the role anonymisation plays in information richness and
machine learning methods. The insight generated by artificial intelligence is directly
dependent on the ways in which data and human-machine interaction takes place.

This study’s most basic limitation is that its reliance on a specific case study limits
the results’ transferability. Nonetheless, the findings provide a basic understanding of
anonymisation, information richness and interactive machine learning. The present
research raised questions concerning interactive machine learning which merit further
examination. This study’s results should also encourage researchers to conduct
empirical research into how best to involve topic experts in the process of interactive
machine learning, in particular when data scientists are not able to solve all domain-
related conceptual and procedural problems.

In future research, the method proposed for anonymising unstructured textual data
should be augmented with the capability to measure the level of anonymisation
achieved with the data at hand. It should also be possible to define the desired level of
anonymity beforehand. These two steps could be achieved by forming a structured
database record based on each dialogue loop. The columns would consist of named
entity classes and the rows would consist of the corresponding ontology-specific named
entities extracted from a dialogue loop. The k-anonymity level of the anonymised data
set could then be measured. If that level is lower than desired, the anonymisation
method could replace the currently used ontology terms in the data with the original
term. For example, the expression of location “City name: Kauniainen: role: home
address” would be replaced by the “District name: Uusimaa, role: home address”. In
the original data, the location was the exact home address.
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Abstract. In manufacturing enterprises implementing the idea of Industry 4.0,
devices that generate data are increasingly used. Over time, huge data sets are
created. These collections, known as Big Data, are very important to the com-
pany because they can contain valuable information. One of the goals of today’s
enterprises is to discover this information and transform it into knowledge. The
aim of the article is to present the methodology of exploration of large data sets
from the manufacturing process in glassworks. The result of the research is
knowledge about the parameters of the manufacturing process causing defects in
the products.

Keywords: Big Data � Data mining � Quality assurance � Glass industry

1 Introduction

Today’s manufacturing companies increasingly use different types of devices that
generate data. This data may contain crucial information. An important area of modern
enterprises’ activities is discovering this information. Such task requires processing a
large amount of data. Then the identified information is transformed into knowledge
understood as information that has been confirmed and can be used to support decision-
making [1].

The crucial stage of knowledge discovery process is data mining (DM). DM is
defined as the automatic search for unknown dependencies and patterns hidden in the
data. The detected information should then be presented to the user in an intelligible
form, e.g. in the form of logical rules or visualizations [1].

In the research literature on production engineering, an increasing number of DM
applications has been observed for several years. Examples include: scheduling and
production planning [2], customer needs research [3], machine failure prediction [4],
improvement of the assembly process [5], supply chain management [6] or product
design [7].

Also in collaborative networks are places where DM methods can be used. A col-
laborative network has the potential to collect huge amount of data about its collaborative
activities. For this reason, there is a need to extract significant patterns out from data and
utilize them in a collaborative network. The authors of the paper [8] propose a framework
for DM in the design of collaborative virtual environments. Modeling of collaboration

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 185–192, 2019.
https://doi.org/10.1007/978-3-030-28464-0_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_17&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_17&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_17


networks is also the topic of the work [9]. The aim of the paper is exploration of the
structural and the dynamic features of collaboration to demonstrate that there is a unified
modeling approach for reproduce these features in different domains. Proposed model
allows understand collaboration patterns in two different domains: research and devel-
opment alliances between firms, and co-authorship relations between scientists. In the
work [10], the authors draw attention to prediction of collaborative relationships in the
form of collaboration platformwhere firms can address works to solve problems together.
A similar topic is discussed in the paper [11], which presents an analytic framework for
managing extended networks in supply chains.

The authors of the work attempt to demonstrate the suitability of using DM
methods to ensure the quality of products and propose the methodology for analyzing
industrial data in glassworks.

2 Data Analysis Methods Applications to Quality Assurance

Many applications of data analysis in manufacturing enterprises are related to the
product quality. A large part of the research concerns the influence of input parameters
of the manufacturing system on the quality of products. Usually the data analyzed
includes parameters of the manufacturing process (MP), properties of materials used,
employees (e.g. seniority, age), equipment and tools status (e.g. number of days since
the last failure, number of hours worked), and the environment of the production
system (e.g. atmospheric conditions, day of week).

Many publications using DM in the field of quality assurance come from the
metallurgical industry. The aim of the research [12] was to use neural networks and
multiple regressions to predict the quality of galvanized steel. Paper [13] presents
models of neural networks that predict the influence of process parameters on the
properties of products manufactured in a pressure die-casting process. The article [14]
presents the use of Kohonen’s neural networks to identify key factors affecting the
quality of steel after the rolling process. Work [15] shows that data recorded with
automatic sensors in the cutting process can be used to monitor the quality of products.
In [16], Bayesian neural networks were used to determine the appropriate parameters of
the sintering process. In [17], grouping algorithms, similarity measures, and distance
measures were used to improve production schedules. In work [18], a method for
determining the correlation between a sequence of machines and the quality of products
is proposed, based on association rules.

All the above-mentioned works focus on a strictly defined field of industry and
describe only selected cases of the use of DM in the context of product quality
assurance. There are no solutions in the literature describing the use of DM techniques
that comprehensively cover all stages of manufacturing.

In addition, it should be noted that the applications of DM in the area of quality
assurance are mainly focused on the processing of metals, and the glass industry is an
area in which there is a small number of studies [19].

The aim of this article is to present the concept of methodology for the analysis of
large data sets from a production system in glassworks. The result of the research is
expected to be the knowledge about the impact of MP parameters on the occurrence of
defects in the products.
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3 Problem Statement and Data Source Description

Analysis of industry data is a non-trivial task, because of the attributes that can be
assigned to this data. The Big Data concept defines them as 3V: volume, velocity,
variety. Volume refers to a large amount of data, velocity concerns the speed of data
inflow and analysis, and variety indicates the heterogeneity of data. An additional
difficulty is to determine the technique of extracting knowledge that will best suit to a
given problem. These difficulties indicate the need to develop some general methods
and guidelines that will be useful for researchers. A glassworks factory is an example
of a company where large amounts of data are generated. There are 4 glass furnaces
and 14 production lines in the analyzed glassworks. The daily production volume is
over 5 million. The manufacturing is continuous, and as a result, data regarding process
parameters are recorded 24 h a day, 7 days a week. Data sets created in this way may
be used when there are problems with ensuring high quality of products.

In the glassworks, at automatic quality control stations, an anomaly was recorded.
The anomaly involves the occurrence of periods in which an increased number of
defective products is observed. Periods of the increased number of defective products
last from a few to over a dozen days. During this time, the number of defective
products is about three times higher than the average. The abovementioned anomaly is
that air bubbles occur in the product’s head. The bubbles appearing on the surface of
the seal are particularly dangerous; product with the defect becomes useless. It should
be noted that with the use of the statistical data analysis methods, glassworks’
employees were not able to determine the reason for the periods of increased defec-
tiveness of the products. The aim of the research is to identify the parameters that are
responsible for periods of increased number of products with the defect. Because the
glassworks collects extensive datasets containing the values of hundreds of MP
parameters, there was decided to find the reason of increased number of defective
products using DM methods.

The quantity and dynamics of the collected data (values of most parameters are
registered every second) justifies the use of artificial intelligence and machine learning
methods. In addition, the research issue also includes the appropriate presentation of
knowledge, so that it is understandable for decision-makers. The knowledge base,
which is an integral part of the decision support system (DSS), should contain decision
rules acquired by appropriate methods of induction.

Data from the production process monitoring system were recorded within a period
of 27 days and can be divided into three groups:

1. The number of products with the defect recorded on three manufacturing lines.
2. Parameters characterizing the MP, concerning: operation of the glass furnace (glass

level and temperature, electric and gas heating power); work of three forehearths
(glass temperature and heating); cooling of moulds.

3. Meteorological data describing weather conditions outside the production hall, such
as air temperature, atmospheric pressure and humidity.
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Data regarding the number of defective products are recorded at quality control
stations located at the so-called cold end of the production line. Based on them, three
variables were defined, which will be explained (output) variables during the test.

Parameters of the MP, together with meteorological data, will be used as
explanatory (input) variables. The first device from the hot end is a glass furnace. Based
on data obtained from sensors located in the furnace, 11 variables were defined, that
describe the operation of the furnace and ventilation, as well as the level and tem-
perature of the liquid glass. The next device in the MP is a forehearth, which receives
liquid glass from the glass furnace. Glass moving through forehearth gets the right
consistency and temperature. The acquired forehearth parameters refer to the air
pressure, the position of the air supply valves and the temperature of the glass. At the
end of forehearth, liquid glass is divided into portions (so-called gobs). A total of 139
parameters were registered in the forehearths. Gobs are moving to moulds that give
them the shape of the product. Another group of acquired parameters describes the
cooling of moulds, where nine parameters were registered. The number of registered
parameters is shown in Table 1.

4 Research Methodology and Preliminary Results

In the paper [20], it was shown that DM methods can be used to generate one of four
types of information:

– logical rules based on IF (conditions) THEN (conclusion) construction;
– relative significance of explanatory variables expressing their impact on the

explained variable;
– predicted values of explained variables;
– results of grouping explanatory variables.

The analysis focuses on obtaining the four types of information, enabling the
understanding of the relationship between the parameters of the production process and
the number of defective products. Figure 1 presents the assumed research plan, leading
to the automatic acquisition of knowledge from production data, and then to develop a
decision support system in the quality assurance process. Data selection is aimed at
choosing the right data that may potentially contain knowledge about the problem
being studied. Preparation for analysis includes handling of missing data and outliers as
well as generation of basic statistics describing the data. The principal component
analysis (PCA) in the literature is most often used as a method of reducing dimen-
sionality, i.e. reducing the number of explanatory variables.

Table 1. The set of explanatory variables

The number of parameters used as explanatory variables
Glass furnace Forehearths Moulds cooling Meteorological data Total

11 139 9 3 162
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In the proposed approach, PCA plays a slightly different role - it is used for
grouping observations. The expected results of PCA are the principal components,
which are a linear combination of explanatory variables, and graphs presenting the
view of observations (cases) on the plane of the principal components. The graphs will
allow to identify groups (clusters) of observations. The clusters will help in the
implementation of the next stage - the conversion of explained variables. An example
of the application of this approach is the analysis of parameters obtained from one of
the manufacturing lines. The eigenvalues of the 20 principal components are presented
in the scree plot shown in Fig. 2.

The selection of the principal components for further analysis assumes determining
the division point at the place where the eigenvalues of subsequent components cease
to decrease significantly. For the further analyzes the principal components number 1 to

Fig. 1. Proposed research plan

Fig. 2. A scree plot for 20 principal components
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4 are selected. It is worth noting that the percentage values of the four main compo-
nents cover in total over 80% of the variability of the explained variables. This example
shows the high usefulness of PCA in application to the reduction of the dimensionality
of the analyzed dataset.

For each pair of four principal components, observations were projected onto the
plane. The points shown in the charts are individual cases from the data set. Charts in
which component No. 1 is present contain clear clusters of observations (Fig. 3).

Particularly compact clusters of observations appear in the graphs of components
No. 1 and 3, where they are marked with letters A, B and C.

The next stage of the analysis is the conversion of explained variables. At this stage
of the research, data cases belonging to clusters A, B and C were projected onto a
chronological graph showing the number of products with the defect (Fig. 4).

Fig. 3. Observations for selected pairs of four principal components

Fig. 4. The diagram of the number of defected products with identified classes
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It turns out that data cases belonging to cluster A are at the beginning of the graph,
cases from cluster B are in the middle, and the final part of the chart is occupied by
cases from cluster C. Therefore, the clusters found can be used to separate observation
classes on the graph of the number of defective products, i.e. to convert a quantitative
variable into a qualitative one. In addition to the “increased number of defective
products” and “acceptable number of defective products” corresponding to clusters C
and A, the PCA suggests also taking into account the third “predicting” class, covering
a period of a few days before the sudden increase in the number of defective products.

The research carried out so far allows the first conclusions. The PCA showed the
variables, which have the highest impact on the data set’s variability. These are tem-
peratures of liquid glass, whose values were measured in three zones of the forehearth.
The variables are the main candidates for recognition as a cause of products’ defects,
because the clusters obtained from PCA are compatible with the variability of the
number of defected products, what is depicted in the Fig. 4.

5 Summary

The paper presents a DM application for acquiring knowledge from large data sets in
the glassworks. The article proposes a proprietary research plan aiming to develop a
decision support system in the quality assurance. Part of the plan, which was imple-
mented, allowed for identification of the parameters of the production process
responsible for the increased defectiveness of the products. Preliminary results have
been positively verified in the glassworks. The implementation of the full range of
research (Fig. 1) will allow to build and test a DSS for quality assurance. Both the
research problem and the proposed solution method can be successfully used in edu-
cation in the field of Industry 4.0 and Big Data concepts. The plan of further work
envisages extending the data analysis to a collaboration network including glassworks’
suppliers (materials, industrial automation systems, energy) in order to obtain a more
complete picture of the parameters affecting the glass MP.
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Abstract. Socialized value creation in networked organizations is the new
paradigm of digital organizations. In dynamic and uncertain environment, small
teams and big organizations can benefit from interaction with intelligent assis-
tance. For that purpose, various behavior and relationships in situations should
be effectively collected and fused. This paper proposes very early steps toward
developing theoretical method for the intelligent collaboration of small teams
and their big organization environment. Three main subjects are addressed in
this paper: (i) Behavior intelligence support for virtual organizations; (ii) Situa-
tions behavior digitization, focusing on scenario recognition and modeling;
(iii) Data fusion and behavior pattern mining, based on situation-based behavior
modeling and heterogeneous behavior model fusion.

Keywords: Intelligent collaboration � Collaborative Networks �
Digital platform � Situations

1 Introduction

In big data environment, value creation in a social and networked way driven by real-
time market insight [1] is a new trend. It also provides a new paradigm, which
information system field strives to establish and analyze. For this, establishment of
organizational network ecosystems and its collaboration mechanism provide the core
foundation.

There are two trends defined in organizational ecological evolution [1]. One is
driven by business model innovation, in which more external organizations and users
are included in the value creation system. The other trend, which we will concentrate
more in this paper, is to let employees participate in value creation and value
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distribution. In this way, internal boundaries of organizations are being weakened, and
new organizational structures are emerging to replace the traditional “com-
pany + employees” structure which driven by its leaders. Among them, “big organi-
zation + small teams” is a well-recognized organizational structure [2]. Here, “big
organization” doesn’t mean organizations which is pretty huge, but a concept corre-
sponding with “small teams”, acting as a platform to support mall teams with internal
and external resources. In this structure, small teams can be established rapidly to make
agile response to emerged opportunity, and the big organization can support small
teams with internal and external resources. However, in existing organization man-
agement, small teams cannot make effective interactions with the big organization
during their life cycles, which makes it hard to fully exploit the advantages in this
organizational structure [3]. Therefore, between the collaboration in small teams and
the overall resources organizing in the big organization, a systemic contradiction
appears. This makes it challenging to perform unified modeling and operation man-
agement in a single environment.

Referred to the theory of Collaborative Networks [4], this study aims to provide
theoretical methods for intelligent collaboration of small teams in big organization
environment with high-level design to realize the new vision.

The paper is structured as follows. Section 2 gives an overview of existing con-
tributions that help to solve the mentioned tasks. Section 3 presents a framework aimed
at providing a theoretical method for intelligent collaboration in small teams in a big
organization environment. Section 4 details the early steps on three main subjects to
achieve a theoretical vision for this research in the previous section by digital plat-
forms. Finally, Sect. 5 presents the conclusion.

2 Related Works

2.1 Collaborative Networks

New organization forms need theoretical models to formalize them. The paradigm of
Collaborative Networks (CN) provides a new perspective for solving the challenge of
small teams’ collaboration in big organizations [4]. Collaborative Networks address
reconstructing organizations into two high levels of Collaborative Networked Orga-
nizations (CNO) namely: the goal-oriented networks and longer-term strategic alliances
[5].

Virtual organization is a typical form of goal-oriented networks. Compared with the
general understanding of the concept of virtual organization in the field of organiza-
tional management, the theory of Collaborative Networks emphasizes the dynamism of
VO, which requires VOs themselves to be either driven by continuous
production/service provision activities, or driven by the goal of grasping a single
collaboration opportunity [5].

Longer-term strategic alliance, mostly represented as a VO Breeding Environment
(VBE), is an association or pool of organizations and their related supporting institu-
tions [6]. Members in a VBE have both the potential and the will to share resources and
cooperate with each other through the establishment of a “base” long-term cooperation
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agreement. When a business opportunity is identified by one member of VBE that acts
as a broker, a subset of these organizations will be selected to form a VO, in order to
fulfill the opportunity. A breeding environment, as a long-term networked structure,
provides in advance the adequate base environment for the establishment of the
cooperation agreements, the provision of common co-working and co-development
infrastructures, generating the common ontologies, and establishing mutual trust as the
main aspects, which are necessary to facilitate building a new VO [7]. For small teams
in a big organization environment, the theory of CN addresses the needed digital
models, prototype systems and key technical methods.

With the continuous growth and dynamic evolvement of CNOs, it is necessary for
VOs to preserve and enhance its digital integration with VBE. In other words, it is
necessary to establish the collaborative mechanism for VO-VBE at two levels: (i) to
drive VBEs gathering information dynamically, realizing the intelligent service to
support VOs, and (ii) to help digital management of VOs and their information feed-
back to VBEs.

2.2 Situations and Artificial Intelligence

Artificial intelligence (AI) is “designed to realize human intelligence by machine
means” [8]. Since the late 1970s, AI has shown great promise in improving human
decision-making processes in various business endeavors due to its ability to recognize
business patterns, learn business phenomena, seek information, and analyses data
intelligently [9]. In our research, we aim to provide small teams varies kinds of service
based on data assets of their big organization environment. These services will help
small teams just like extra partners, giving them proper information at proper time, so
that small teams can collaborate “intelligently”.

A situation can be defined as “a snapshot of a complete world state at a particular
time” [10]. It is “the missing link” to organize and fuse diverse data resources for
computational intelligence in software development [11]. Big data brings artificial
intelligence into situation applications [12] and brings fundamental changes to the
computing architecture and application models [3]. In information systems, collabo-
ration in small teams mainly relies on situation applications, and its behavior data is
integrated with the enterprise legacy system to form enterprise data assets. However,
how to build a digital collaborative platform based on data assets and make full use of
artificial intelligence is still a problem remained to be studied. Since it can help to better
solve the organizational collaboration challenges between the small teams their big
organization environment, solving this problem constitutes the core entry point of our
research.

3 Overview of Objectives

In traditional management models, an enterprise has vertical boundaries (departments)
and horizontal boundaries (levels) dividing its members and resources into small
“cells”. While in theory of Collaborative Networks, VOs can be created from a VBE
triggered by a specific business/collaboration opportunity. One of the main ideas of our
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research is to apply VO-VBE model into a single enterprise environment. In this way, a
VBE doesn’t act as a long-term association of autonomous organizations, but a col-
lection of members and resources within a single enterprise. This shows the following
advantage: the potential of creating goal-oriented, dynamic organization models
replaces the traditional static model, which in turn makes it possible for enterprises to
make quick reactions toward emerging opportunities and act as a “big organization”
from which “small teams” can be produced continuously.

Actually, the VO-VBE model not only provides a new view for organization itself,
but also creates new views for businesses, resources and data assets. Based on this, our
research fuses these views into the VO-VBE model and proposes a comprehensive
mechanism for small teams/big organizations, while supporting high-frequency inter-
actions to fully exploit their advantages.

As is shown in Fig. 1, a VBE can be assumed as a pool of a wide variety of
resources within a big organization. Each small circle in the VBE pool in Fig. 1 is a
unit containing some kinds of resources, such as a machine, space or other infras-
tructure. A human, such as an expert with specific skills, or a partnership with external
organizations can also be resources needed to support VOs.

There are two kinds of arrows around and inside the VBE resources pool. One
represents all kinds of resources being gathered from the “open universe” of external
resources. In this process, administrators or other agents of the VBE bring these nodes
and resources into the boundary of the VBE. In other words, VBE makes all resources
ready and prepared for potential participation [13], while this will include making some
agreements or preparing complete profiles of resources, etc. With this process, which
will be further explained below, the VBE provides a sound base for VO creation, no
matter which building situations or business applications emerge.

Fig. 1. Digital-enabled VO-VBE collaboration framework
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The other arrows inside the VBE pool, however, represent the process of building
strong connections between members of resources. The VO-VBE model describes a
dynamic collaboration mechanism, and that means assignment of resources to col-
laboration is also dynamic. For example, after a period of collaboration in a VO,
members in the VO gain more experience and knowledge, and will have a better
understanding of their partners, skills and infrastructures. These new experiences,
knowledge and understanding, can be conveyed back to VBE as new connections, and
make relevant members and resources “more prepared” to collaborate for the next
times. This process is shown in Fig. 1 as “VO Feedback” and arrows inside the VBE
pool pointing from single circles to connected circles.

While the VBE in this model concentrates mainly on resources, the VO layer
focuses more on business. As VOs in theory of Collaborative Networks are highly
goal-oriented and dynamic, their goals and business can be modeled as several situa-
tions, or a chain of situations. Situation models contain possible elements required to
describe certain business [14]. They can be built to fit newly emerged opportunities and
can also come from predesigned situations from the VBE resources pool. Based on
situations which carry all the business information, a final model for business appli-
cations becomes clear. In other words, which members and resources are relevant, what
kinds of information need to communicate and how to communicate, what processes
are needed and what is the purpose of each process etc. The situation-based business
applications also make it possible to provide VO members with various kinds of AI
service. As we will explain in the next section, during the whole lifecycle of VOs, the
situations, business applications, behavior data and all other kinds of connections are
feeding back to the VBE. This will make the big organization better prepared for the
subsequent planned small teams’ collaborations.

4 High-Level Design of Proposed Framework

In order to realize the required theoretical framework described above, in our proposed
model, three components must be developed. The following main aspects are shown in
Fig. 2: (i) Behavior intelligence support for VOs, addressing the VO situation appli-
cations and their intelligent processing; (ii) situations digitization, addressing steps
involved in situation modeling and VO creation; (iii) data fusion and behavior pattern
mining, addressing steps to realize a VBE resources pool. In the next three subsections,
we describe each of these components with more details. So far, the proof-of-concept
about framework in 3 is in progress. We are proceeding our work cooperating with two
Chinese software companies on these three components.
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To make this high-level design more concrete, we suppose that there is a regional
manufacturing network, acting as a “big organization” or VBE. Mike is a broker of this
network mainly in charge of marketing affairs. One day, Mike got a requirement to do a
market research for a new product. On the digital platform, this task was recomposed
into several situations automatically: team creation, research planning, research data
collection, data analysis, etc.

4.1 Behavior Intelligence Supporting for VOs

This component focuses on various kinds of VO situation applications, such as
opportunity/risk detection, knowledge service, decision aids etc. Realization of these
behavior intelligence applications will be considered as the means to provide an ideal
vision for small teams’ collaboration in the future. This vision needs to be based on a
well-implemented VBE digital platform, and just as it was described above, behavior
data from all running applications will be fed back to situation digitization and finally
make a close loop with the whole VBE digital platform.

In the example of Mike and his market research, the situation applications in team
creation phase may include team composition and partner recommendation. The VBE
digital platform can help Mike find appropriate partners based on their past behaviors in
the same or other situations. The behavior data may imply that a potential partner has

Fig. 2. High-level design of proposed framework
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related experience before so that AI can recommend him or her to Mike. At the same
time, behaviors in this situation will also be recorded, such as what kind of partners
does Mike prefer or what ability is needed in this kind of task, to help collaboration in
other small teams in the future.

In the information system for the small team and its big organization, the situation
application will receive the data packets and process packets, and the following is
planned: firstly, the data packet will be parsed to form a visual interface guided by the
situation behavior, which is the visualization of the situation participants’ behavior
mode; secondly, the process packet is parsed to form the situation application with
behavior mode’s visual interface.

Incorporating AI in its development, this structure assists VO decision-making and
behavior guidance by identifying dynamic opportunities and risks in situations, thus
enhancing intelligent operation for small teams.

4.2 Situation Digitization

To realize the VO situation applications that we mentioned in Sect. 4.1, situations need
to be recognized and represented from reality to information systems, and we call this
part of works situation digitization. This component focuses on the collection of
information from processes of situations, design of the required situation models,
definition and representation of related behaviors, and implementation of the collection
and storage of data for these aspects. Actually, this part of the research can be regarded
the connection between VO and VBE.

Situation Recognition. There are two sources to get information for situation
recognition, thus laying the foundation for the construction of the specific situation
model. The first source is the demands, which mainly include the observation method
or the interview method. Getting situation recognition information from demands
requires observation and investigation of the key participants in the situations, so that
the activities of the participants in a certain period can be sorted out and concisely
defined, and then the specific situations will be summarized. The second source is the
collected data. Gathering situation information from data mainly requires analyzing the
data generated during the interaction of the participants. The data can be either
structured data or unstructured data. Then for different characteristics of the data,
proper analysis and mining methods will be applied to summarize important infor-
mation related to the situation (such as the situation mode, key processes involved in
the situation, etc.) as they are needed to provide a basis for the classification of
situations. In our market research example, most situations have already been recog-
nized or defined from demand by knowledge and experience from experts. But if data
showing that Mike and his team did much behaviors not suit for existing situation
mode, the AI of the digital platform will decide whether to model a new situation.

Situation Modeling. Situation model in our research bases on the design of meta-
model for collaborative situations in [15], which mainly include context, partners,
objectives and behavior. Elements and relationships between elements will be descri-
bed, and we will use ontology or UML to represent them. The collaborative situations
will be manually classified according to the collected situation information. Here, the
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situations are mainly classified into two types: process-based situations and interactive
situations. Process-based situations are service-oriented, and their aim is to transfer
information or resources from one entity to another, such as data collection or data
analysis of Mike’s market research. This kind of situations is built around the process
and includes multiple sets of processes and collaboration between processes. Interac-
tive situations are based on frequent interactions, such as instant messaging, face-to-
face brainstorming etc. Thus, the information generated in this kind of situations is
potentially dynamic and unstructured. Appropriate modeling methods will be selected
according to different situation types, but both types are based on the basic structure of
the metamodel.

Situation-Based VO Creation. When the required situation models are established,
the subsequent tasks include identifying, defining, and describing the behaviors for the
VO, and determining the virtual organization network that can achieve the collabora-
tive goals. Here, we first find and refine the collaborative goals, such as finding proper
partners, collecting available research data. Second, extract behavior or the events and
activities related to the behavior in the situation model, and then determine the key
behavior or activities, which should be the activities that can be further subdivided into
participant behavior according to the requirements of the behavior collection. Finally,
the collaborative goals will be matched with the situation behavior, and the participants
and resources will be selected from the VBE resource pool to complete the creation of
the VO. In other words, this step is to match each situation with relevant participants
and to find out what kind of behaviors they will do and what processes and resources
are needed to complete the goals.

4.3 Data Fusion and Behavior Pattern Mining

This component mainly focuses on realizing ideas about VBE resource pool which
were mentioned in Sect. 3. Its main functionality includes situation-based behavior
modeling and data fusion. The component will involve developing effective data
sharing mechanisms in VBE. Further, data collection, data cleaning, and data fusion
technologies will be developed to implement data management for related behavior
pattern discovery and mining. Following are the four main aspects to be supported by
this component.

Data Fusion. Since the interactive behavior data in situations or other kinds of data
describing resources is mostly unstructured text, such as online message between
members in market research team. Here the data must be pre-processed and then fused.
The unstructured or semi-structured data should be dimension-reduced, and then the
heterogeneous data is realized through pattern alignment and instance alignment. The
application of an appropriate data sharing mechanism and an enhanced VBE resources
pool for data will be established. This is also a prerequisite for the following aspects.

Situation-Based Behavior Modeling. We use appropriate modeling methods such as
the OWL primitives to construct multi-dimensional situation ontology, in order to
complete the description of basic behavior. Second, in each situation, we select the
appropriate machine learning algorithm to effectively analyze behavior of data and
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realize data-driven behavior model. Finally, in each situation, the behavior models
obtained by knowledge-driven and data-driven methods are encoded and stored.

Heterogeneous Behavior Model Fusion. Data fusion methods are divided into
incremental fusion and full-scale fusion. Since in practice it is not possible to obtain all
data models once, our research proposes an incremental heterogeneous data model
fusion method, which is mainly divided into three steps: (i) data parsing, (ii) pattern
alignment, and (iii) instance alignment.

5 Conclusion

The main topic addressed in this paper is how to enhance collaborative evolvement for
small teams and their big organization environment on digital platforms, giving small
teams more intelligent assistance and promoting frequent interactions to fulfill their
goals in a dynamic environment.

Virtual organization – VO, and virtual organizations breeding environment – VBE,
are two typical organizational models introduced for Collaborative Networks. We
propose a VO-VBE two-layer model to provide a possible perspective to solve sys-
temic differences and sometimes even contradictions between the business goals and
the operation mechanism applied to small teams and their big organizations. As big
data brings artificial intelligence into the situation application, situations show a per-
spective that can help organizations to fulfill digital collaboration with artificial
intelligence.

Based on existing research, this paper proposes the high-level framework for
intelligent collaboration in small teams in their big organization environment. This
framework fuses several state-of-the-art views, through which the VBE layer con-
centrates mainly on resources and the VO layer focuses on business. VBE will then
give strong support for VO creation by resources and situations, while during the whole
lifecycle of VOs all kinds of connections and situation behavior information will be fed
back to the VBE to enhance next collaboration.

The final realization of the framework needs to be based on developing effective
information systems and tools. This paper addresses three main components of works
to achieve the goals for this framework: (i) behavior intelligence support provides the
base to achieve intelligent VO operation; (ii) situations digitization can be regarded as a
connection between VO and VBE to complete a dynamic link of resources and situ-
ations; finally, (iii) data fusion and behavior pattern mining focuses on realizing VBE
resources pool, including an effective data sharing mechanism and the implementation
of data collection for related behavior pattern discovery and mining.

To sum up, several key issues for the social value creation and network of small
teams are addressed at the high level in this paper. Next steps of our work address the
development and final establishment of organizational network ecosystem and col-
laboration mechanisms supporting small teams.
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Abstract. Leading edge ICT facilitates obtaining and interoperating informa-
tion within collaborative networks (CNs), providing the base to tackle more
advanced challenges. The paper addresses provision of transparent federated
information/knowledge within administrative CNs. We introduce a methodol-
ogy and mechanisms for incremental ontology development. The paper first
identifies four typical sources of information/knowledge at the organizations
involved in targeted emerging CNs, including: (i) database schemas, (ii) mission
statements and main application scenarios, (iii) textual communications, and
(iv) governance policies. It then introduces a systematic methodology to develop
their meta-data and unify them into an ontology. This methodology consists of
four semi-automated steps to gradually develop and enhance an ontology for the
environment. The paper describes and exemplifies these steps and their mech-
anisms. An example real emerging case in the field of higher education
administration in China is presented to serve as the proof of concept and veri-
fication of our proposed solution approach.

Keywords: Collaborative network � Knowledge federation � Unified ontology

1 Introduction

“A collaborative network (CN) is an alliance constituted by a variety of entities (e.g.
organizations and people) that are largely autonomous, geographically distributed, and
heterogeneous in terms of their operating environments, culture, values, and goals, but
that collaborate to better achieve common or compatible goals, and whose interactions
are achieved through computer networks [1].” Advanced ICT and emerging tech-
nologies provide the base to facilitate obtaining, sharing and exchange of various types
of information/knowledge in collaborative networks [2]. Focusing on administrative
CNs, we consider the application case of federating varied information/ knowledge
sources as for instance illustrated in Fig. 1. Suppose that there are several organizations
including some universities and enterprises that collaborate to achieve the following
common goals: (i) obtaining the progress track of students throughout their life cycle;
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(ii) generating training advices to universities on how to supervise and promote good
students, and (iii) producing advices to employers for their recruitment plans, according
to students’ background experience and school performance. To achieve these common
goals, it is necessary to first identify the information/ knowledge to be shared among
these organizations, such as the undergraduate, masters, PhD records of students in
different universities, their working experience records at various enterprises, as well as
the missions and governing policies at these universities related to supervising/
promoting students. Furthermore, it is necessary to then integrate and federate these
information/knowledge, generating both a unified and transparent pool that can be
accessed by all actors in this environment, e.g. from the students and staff at univer-
sities to analysts and decision makers at enterprises, while supporting fair analysis of all
students in this environment.

In this process, we first identify four main kinds of information/knowledge sources,
including: (i) relational databases, (ii) existing mission statements and example
application scenarios, usually characterized by their fragmented, lightweight and
behavior-intensive features, (iii) textual communications among its stakeholders,
mostly gathered through fragmented application cases and (iv) governance policies.
Each of the above organizations, being a university or an enterprise, in this CN has one
or more kinds of these four information/knowledge sources. In order to realize the
federation of all these heterogeneous knowledge sources, we first analyze each data
source, identify some inherent challenges, and define its related meta-data applying
object-oriented principles, and second extract semantic relations among all these dif-
ferent pieces of information/knowledge. We then create a unified ontology for this
collaborative environment, and formalize it using the OWL [3]. In our approach, we
consider and apply current state of the art approaches for integrating databases, and for
gathering governing policies [2] [8]. Thus, the paper does not address these aspects in
details, and rather focuses on challenges that are not yet addressed. We specifically
describe and tackle the following obstacles in this paper, since they are faced in
achieving the information/knowledge federation goal in administrative CNs:

Fig. 1. An example application case of CN in higher education environment
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• For relational database schemas, knowledge is typically represented as tables, and
attributes are classified as primary key, foreign key, etc. These are typically cap-
tured using the data definition language (DDL). The challenge faced here is to
automate transforming relational schemas represented as DDL information, into the
OWL elements for the unified ontology.

• For extracting meta-data from application scenarios, typically their knowledge from
every source has completely different organizational structure, and the relationship
between different knowledge pieces is not well expressed. There are also usually some
knowledge overlapswith the knowledge presented through the relational schema. The
challenge faced here is how to semi-automatically deal with resolving these problems.

• For textual data gathered from different communications in the environment, data is
usually recorded together with some timestamps. The challenge faced here is first to
convert these into structured formats, and then to automatically extract semantic
information from text corpora, and generate their meta-data.

• For generating meta-data related to the governing policies of the environment, since
their expression formats are quite flexible, only few studies have so far treated them.
But in fact these represent an important knowledge source in administrative envi-
ronments. This is especially the case for capturing the temporal data behavior that is
usually hidden elsewhere, and only present in governing policies. Therefore, the
challenges faced here are complex and at present we can only manually identify and
formalize these temporal data behaviors in order to represent them in OWL format
for the ontology.

Aiming to address the above-mentioned obstacles, we introduce our systematic
methodology to knowledge source’s meta-data unification that consists of four semi-
automated steps, that gradually develop a unified ontology for the environment, for-
malized in OWL. This article is structured according to the following sections. Sec-
tion 2 represents the related work. Sections 3 and 4 describe a methodology to
facilitate identification and resolution of the main encountered typical inconsistencies
among heterogeneous knowledge sources within collaborative environments. Section 5
concludes this research work and provides some perspectives for future plans.

2 Related Work

Influenced by [3], we define knowledge as the set of collected information together
with their context, which could be understood, formatted, and shared without ambi-
guity by the environment stakeholders. In this paper, we aim at developing an ontology
to support collaboration within administrative CNs. We address different kinds of
information and/or knowledge that can be shared by the involved organizations. Please
note that for simplicity reasons, in the remaining of this paper we mostly refer to the
information/knowledge as “knowledge”, and to the sources of information and/or
knowledge as “knowledge sources”. We then focus on generating the common/unified
meta-data from all addressed sources. Our related research review focuses on three
main challenging aspects: (i) unification of heterogeneous knowledge sources,
(ii) specification and management of governing policies, and (iii) topic modeling for the
content of textual communications.
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2.1 Unification of Heterogeneous Knowledge Sources

Research areas related to unification of heterogeneous knowledge sources in collabo-
rative networks either address the ontology based knowledge integration [4], or the
ontology based data base integration [2, 5]. The unified ontology represents all types of
data in uniform format and realizes intelligent analysis on integrated data sets [4]. It can
also guide the integration of heterogeneous data bases [5]. State of the art in ontology
based unification methods can be summarized as: first identifying different knowledge
sources [2, 6], second formalizing and generating ontology for each source, and third
integrating ontologies by using semantic similarity (i.e. graph based or content based)
research methods [2, 7]. However, the state of the art research primarily focuses on
addressing similar types of knowledge sources, such as research on integrating a
number of databases [5], or research on integrating several XML documents [6]. In our
research however, we design a methodology that handles four representative knowl-
edge sources that are typically heterogeneous, and we aim to unify all these varied
meta-data into one ontology. To the best of our knowledge, the current existing
approaches have not yet addressed this problem area. We therefore propose a sys-
tematic approach to knowledge source unification for administrative CNs, through a
methodology consisting of four semi-automated unification steps, gradually developing
and enhancing the unified ontology for this environment.

2.2 Specification and Management of Governing Policies

A few studies capture and model the governance policies in the environment. one
closely related research addresses enterprise modeling field [8], in which three relations
are identified for business rules, namely the is-a relation, support relation, and hinder
relation. For example, a governing rule states that: “if the training plan of students that
can be updated systematically every four years support our planned goal, then you
must organize relevant revision work every four year”. Since policies are typically
defined flexibly at every node in the network, they do not typically have a uniform
format. In our research, we focus on extracting relevant semantics from governing
policies in the environment, in order to integrate these with their related concepts in
relational schemas or other meta-data. This in turn helps knowledge transfer between
policy makers and executors, as well as benefiting the intelligent check whether these
policies are being executed as expected. Semantics like temporal data behavior,
complex causal relationship are identified by our methodology. In this paper however,
we only address the temporal data behavior, and our approach is rooted in temporal
data bases [9]. We will describe and formalize temporal data behavior patterns,
reflected from governing policies in the environment.

2.3 Topic Modelling for the Content of Textual Communications

Topic models are commonly used to extract topics from texts, by simulating the human
thinking process. Related topic models include Latent Semantic Analysis (LSA) [10],
Probability Latent Semantic Analysis (PLSA) [11], and Latent Dirichlet Distribution
(LDA) [12]. LSA breaks the previous thinking of text representation based on
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“dictionary space”, and introduces a semantic dimension. However, the basis of the
LSA methodology is derived from linear algebra, and the results of the operation are
negative in many dimensions. Hofmann proposes a new method PLSA based on
reliable probability statistics for the defects of LSA. But PLSA does not provide a
probabilistic model at the document level, which leads to a linear increase in the
number of parameters to be estimated in the model, depending on the size of the
corpus. LDA has further extended the PLSA model by introducing a Dirichlet prior
distribution. This approach overcomes the shortage of PLSA parameters as the docu-
ment set grows linearly, thus forming a widely used probability topic model [13]. In
our previous work, LDA model has been used in the first step of extracting domain
knowledge in education field [14]. In this paper, LDA model will be used to enhance
the ontology’s data properties through parsing the content of textual communications.

3 Research Approach

We use the application case mentioned in Sect. 1 as the input and proof of concept for
our approach. The considered four knowledge sources include: source #1: integrated
relational schemas of databases from universities and enterprises; source #2: gathered
meta-data from application scenarios, such as students take part in lectures information;
source #3: gathered textual communications between students and education staff;
source #4: gathered governing policies from universities.

We introduce our step-wise knowledge federation methodology as depicted in
Fig. 2. The methodology starts by first tackling the main source #1. This source
contains the basic structure and conceptual model of the main entities in the envi-
ronment, thus providing the tarp for our unification process. Second, the meta-data
from source #2 will be generated from application scenarios, in order to extend the

1. Extract relational meta-data into OWL elements, 
through DDL information from source #1

automated

2. Extend O1 by considering meta-data captured from 
knowledge source #2

4. Enhance O3, extended with temporal data behavior, 
extracted from knowledge source #4

automated

O1.owl

O2.owl

O4.owl

3. Enhance properties of O2, applying information 
extracted from textual content in source #3

manual O3.owl

semi-automated
Relational schemas 

from source #1 

Meta-data from 
source #2

Textual content 
from source #3

Governing policies 
from source #4

Addressing 
main source

Further 
enhancement steps

knowledge source prerequisite

process designed for step output of process

start of approach

end of approach

legend:

Fig. 2. Unification methodology flowchart
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basic structure from source #1. Third, from source #3, some semantic information can
be extracted to further extend the generated unified model. Furthermore, another
important source is the governing policies. In our approach, temporal data behaviors
are extracted from these policies. Since description objects related to governing policies
are mainly defined on top of the knowledge sources mentioned above, it is necessary to
first formalize the above knowledge and then integrate the governing policies. As
shown on the right half of Fig. 2, in our proposed methodology, steps 1 and 3 are fully
automated, while step 2 is semi-automated, and step 4 is manual. Every step
enhances/extends the ontology generated in previous step, as shown by O1 to O4.

4 Detailed Meta-data Unification Methodology

In order to better explain the addressed knowledge types and their meta-data, from each
of the four knowledge sources, we provide some simple and easy to understand
examples for each discussed aspects. Please note that to help with better understanding
of the examples in this section, a partial information/knowledge from each of the four
sources are provided as annex at the end of this paper.

4.1 Step 1: Extract Relational Meta-data to OWL Through DDL
Information

This step turns relational schemas into OWL. Some relevant examples are shown in
Table 1. The Algorithm 1 in Fig. 3 represents this process and its three functions.
Function F1.1 converts each table to a class. Function F1.2 converts attributes (if not
foreign keys) to data properties, and adds the related class generated by function F1.1
as the domain class for each data property. Function F1.3 converts the relational foreign
keys to object properties one by one, and specifies their respective domain and range
classes according to the reference relation specified in the schema.

Algorithm 1: Generate owl classes and properties from relational schemas from knowledge source #1

e.g. relational table : “student” 
is converted to OWL class: Student
and relational table : “employee” 
is converted to OWL class: Employee.

e.g. relational attribute : 
“position” of  relational 
table “employee” is 
converted to its 
corresponding OWL data 
property: position, having 
Employee as its domain 
class.

e.g. relational foreign key : 
“people_unique_identifer” of table 
“employee” which references the 
“people_unique_identifier” of table 
“student” is converted to OWL 
object property: hasStudent  having 
Employee as its domain class, and
Student as its range class.

F1.1

Each relational table is converted to an OWL class.
Input: relational tables, one at a time

Output: OWL classes

F1.2

Each relational attribute is converted 
to an OWL data property.

Input: relational attribute

Output: OWL data property

For each attribute, if attribute =
relational attribute(except foreign key) relational foreign key

All attributes considered?
yesno

F1.3

Each relational foreign key is
converted to an OWL object property.

Input: relational foreign key

Output:OWL object property

Fig. 3. Algorithm 1: Generates OWL classes and properties from relational schemas
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4.2 Step 2: Extend O1 Through Meta-data from Knowledge Source #2

Unlike the concise definition provided by relational schemas, typically there is no
uniform specification for meta-data from knowledge source #2. Here, usually the meta-
data only contains some tables and some definition of their related fields. So in this
step, it is necessary to first manually analyze and organize these meta-data as explained
below, and then to formalize them further in OWL. Some relevant examples are shown
in Table 2. In our proposed method, fields of tables from the source #2 are specifically
classified into the following four categories:

(a) sameAs relation
The sameAs relation means that the field is already addressed and exists either in O1 or
in another already categorized extracted table from the source #2, e.g. user_name of
table take_extracurricular_lecture is sameAs student_name of class Student in O1.

(b) user defined relation
This is defined in special situations of a field in a table when the domain class is not the
class that corresponds to its own table in the meta-data. e.g. mobile field in table
take_extracurricular_lecture is intended to describe the students’ mobile contact
information. Therefore, this field is not semantically related to taking extracurricular
lectures. Rather, it will be converted to a data property of the class Student in OWL.

Algorithm 2: Extend O1 by considering meta data from knowledge source #2

e.g.  the field “user_name”from 
knowledge source #2 is same as 
data property student_name
already introduced in OWL as 
element O1, then add this field as 
annotation property sameAs on 
the student_name.

e.g. both lec_id and user_id in 
table“take_extracurricular_ lecture” play 
connecting roles. So both would be converted to 
object properties: hasStudent and 
has_extracurricular_lecture, with
hasStudent having domain 
Take_extracurricular_lecture and range 
Student, and has_extracurricular_lecture 
having domain Take_extracurricular_lecture
and range Extracurricular_lecture

e.g.  if corresponding class for tables 
“extracurricular_ lecture” or 
“take_extracurricular lecture” does not yet 
exist in O1, then, create new owl classes 
Extracurricular_lecture and
Take_extracurricular_lecture.

F2.1

For each table R, if  corresponding class does not 
already exist in O1, create new class for R.

Input: tables, one at a time

Output: new OWL classes

F2.3

For each field that is a “sameAs” relation, 
add annotation on related data property.

Input: field with sameAs relation

Output: add sameAs on OWL data property

F2.2

Input: field with either simple relation or user 
defined relation

Output: new OWL data property

For each field, create data property. if it is 
simple field, add domain class corresponding 
to its table. If it is user defined assignment, add 
domain class according to demand

e.g. simple field “lec_type” of table 
“extracurricular_lecture”, it will be 
converted to data property lec_type, with 
the domain Extracurricular_ lecture.

e.g.  the field “mobile” of table 
“take_extracurricular_ecture” is 
converted to data property mobile, with 
the domain Student.

For each field, if field =
either simple relation or user defi noitalerelorgnitcennocnoitalerden

 sameAs relation 

All fields considered?
yes

F2.4

For each field playing the connecting role, it will 
be converted to object property, with its correct 
domain and range.

Input: field with connecting role relation

Output: new connecting OWL object property

no

Fig. 4. Algorithm 2: Extends O1 by considering meta-data from knowledge source #2

(c) connecting role relation
Some fields play the role of connecting two tables, or connecting a table with a class.
e.g. consider if table take_extracurricular_lecture and table extracurricular_lecture
both have the field lec_id, and the lec_id in table take_extracurricular_lecture is used
to describe which lectures are considered as extra-curricular. So in OWL the lec_id in
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table take_extracurricular_lecture will be converted to an object property, in order to
link the class take_extracurricular_lecture and the class extracurricular_lecture with
each other, as created by function F2.1 in Fig. 4.

(d) simple relation
We call all other fields that do not satisfy the above three classifications simple fields,
e.g. the lec_type of table extracurricular_lecture.

After manually sorting out the above four kinds of fields, our algorithm 2 will be
executed to extend the output of step 1 of the methodology, as also shown in Fig. 4.
There are four functions defined in algorithm 2. Function F2.1 converts tables one by
one to classes, if their corresponding classes are not yet present in O1. Based on result
of function F2.1, Function F2.2 handles the simple and user defined relations, and
accordingly adds their suitable domain classes. In function F2.3, fields with sameAs
relation will appear as annotations on their related data properties. In function F2.4,
each field that plays a connecting role will be converted to an object property, and its
domain and range classes will be defined according to its role.

4.3 Step 3: Extend Data Properties of O2 with Knowledge Source #3

Rooted in our earlier study [14], we introduce our approach in step 3. There are three
main sub steps that generate new meta-data from the recorded text provided through
this knowledge source, and further extend the O2 as sub data properties. We first briefly
address how the gathered texts are preprocessed and then describe how semantics are
extracted from them, in order to create new meta-data elements in OWL. Some relevant
examples are shown in Table 3. More information about our approach to automate step
3, related to functions F3.1 and F3.2 are described below (Fig. 5).

Fig. 5. Algorithm 3: Enhances data properties of O2, by applying information extracted from
text content in knowledge source #3 (for more description of these examples, see [14])
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4.3.1 Data Pre-processing by Function F3.1
Preprocessing of the acquired text data involves the following tasks. Each piece of
recorded communication represents a “document” in this process. Pre-processing
program first removes all carriage return characters in each document, then assembles
all documents into one “integrated document”, while separating the original documents
by adding carriage return characters. In the next step, the document set is word seg-
mented. In order to improve the accuracy of word segmentation, a domain dictionary
table and a stop-use dictionary table are manually constructed, as described below
under (1) and (2). Clearly, the language for the content presented in the two tables must
be with the same as the language for the text being processed.

(1) The domain dictionary table avoids incorrect segmentation of domain-specific
words (e.g. in English, “give up” into “give” and “up”) by word segmentation
tools.

(2) The stop-use dictionary keeps track of meaningless words such as “the” and “in”
that appear in the document of word segmentation.

4.3.2 Topic Based Semantic Extraction by Function F3.2
We apply the LDA model [12], mentioned in Sect. 2.3, as follows:

(1) LDA topic modeling – “Topic” represents a concept and the conditional probability
of a series of words. Each word in a document is characterized by the process of
“selecting a topic t with a certain probability, and selecting a certain word w from the
topic t with a certain probability.” So for a document d, the probability of each word
appearing in it can be calculated by: pðwjd ¼ P

t pðwjtÞ � pðtjdÞÞ In this formula, w is
word, d is document, t is topic, and p is probability. For one document, this can be
represented by { ¼ U�H, as in the following matrix (Fig. 6):

The “document-word” matrix represents the word appearance’s frequency in each
document. The “topic-word” matrix represents the probability of occurrence of each
word in each topic. The “document-topic” matrix represents the frequency of each topic
appearing in each document. Given the pre-processed document set, the “document-
word” matrix on the left can be obtained by segmenting different documents, and
calculating the frequency of each word in each document.

Our topic model is then trained by learning from the matrix on the left, to derive the
two matrices on the right. For this training, we apply the Dirichlet distribution [12],
which identifies appropriate number of topics in document set. The basic idea there is

Fig. 6. Topic modeling theory
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to identify all topics when similarity between the topics is the smallest. Therefore,
appropriate numbers of topics will be identified by the LDA method.

(2) Naming each topic – Here, we apply the LDA model and generate the set of
ðtopicID; word; probabilityÞ, that describe the distribution of words that are related to
each topic. Combined with the domain knowledge, the topic names are defined.

(3) Generating topics distribution of each document – We apply the LDA topic
model to generate the set of ðdocumentID; topicID; probabilityÞ, which represent the
probability distribution of each document under each topic. Combined with the set
generated in (2), we therefore produce: ðdocumentID; topicName; probabilityÞ.

4.4 Step 4: Extend O3 by Governing Policies from Knowledge Source #4

This step focuses on extraction of “temporal data behavior” concepts, e.g. related to
environment policies (relevant examples see Table 4), as necessary regulation con-
straints can enhance the conceptual model of the collaborative environment. For the
interest of this paper, three kinds of behavior for temporal entities are considered and
classified, as described below:

(i) Discrete temporal behavior – Discrete temporal data properties represent events that
can be recorded only at specific points in time, such as check in time of every student for
a lecture or the lecture’s start time, then for example, a discrete temporal behavior rule
related to such a lecture will state that the value of check in time for a student should be
minimum 15 min earlier than the value of start time. This time behavior can be modeled
as a time constraint on data property on the defined values (Fig. 7).

(ii) Stepwise & constant temporal behavior – Here we mainly consider two specific
cases of stepwise & constant temporal behavior, as addressed below.

(a) Situation1: constant step duration – As an example of a time constraint on class
instances, suppose that since a decade ago the definition of the students’ training
plan changes once every 4 years. Given this policy, the behavior of every instance

Take_extracurricular_lecture owl: class
hasStudent object property

hasExtracurricular_lecture object property
hasExtracurricular_lecture domain Take_extracurricular_lecture

hasStudent domain Take_extracurricular_lecture
hasStudent range Student

hasExtracurricular_lecture range Extracurricular_lecture
check_in_time data property
Temporal data behavior – Discrete: check_in_time should be 
minimum 15 minutes earlier than Extracurricular_lecture. start_time

Data property constraint

Real time line

11:00
earlier than

10:45

Student A 
check in

10:45 11:00

example discrete events

lecture_start_time

check_in_time

Fig. 7. Example of temporal rule on discrete behavior
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in class “Training plan” while being constant, changes with steps of exactly 4 years
(Fig. 8).

(b) Situation2: variable step duration – As an example of a time constraint on data
properties, consider different governing policies related to the minimum required
outcomes to pass a postgraduate innovation project at a school. Suppose that
between Sept.2013 and Sept.2017, the minimum required outcomes were two
papers, but that after Sept.2018, the required outcomes are either 1 high impact
publication or 3 papers. Valid time for the requirements can be represented by the
interval: (t1, t2), where t1 and t2 correspond to the start and end date of the period
respectively. In order to also support the case when the end time is not known, we
introduce ** symbol that indicates the expiration date would be the date of next
potential start time (Fig. 9).

(iii) Period based temporal behavior – As another example of time constraint on class
instances, consider a period-based governing policy to capture the behavior of events
that may occur on each entity (e.g. a student) in an environment, over a period of time
(e.g. study in a program). For example, a policy can state that for each student, the total
number of months of leave from school cannot go over 24 months (Fig. 10).

Training_plan

Temporal data behavior – Stepwise & constant:
step duration of 4 years for instances of  
training_plan

owl: class
training_plan_id data property
training_start_date data property
tot_credit data property

Class instance constraint

Real time line

Instance #n
Instance #n+1

2012 2016
4 years

example constant step duration

length_of_study data property

Fig. 8. Example of temporal rule on constant step duration behavior

Postgraduate Innovation Project

Temporal data behavior - Stepwise & constant: 
minimume required outcomes: 

• 2 papers, 
          valid interval (Sept.2013-Sept.2017)

• 1 high impact publication or 3 papers,         
valid interval (Sept.2018-**)

owl: class
innovation_project_id data property
published_papers data property

Data property constraint

Real time lineSept.2013 Sept.2018

2 papers

1 high impact 
or 3 papers

example variable step duration published_high_impact data property

Fig. 9. Example of temporal rule on variable step duration behavior
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The Algorithm 4 and its three functions in Fig. 11 represents the process we
introduce for step 4 of our approach. In function F4.1, temporal behavior concepts
mentioned above are added into O3 as annotation properties. Function F4.2 extracts
discrete or period based temporal behavior from governing policies. In function F4.3,
two situations of stepwise & constant temporal behavior are considered, compared with
function F4.2, an important process here is adding of step duration or valid time
constraints on each related rule. Therefore, O4 is generated as the output of this step, as
well as the final output of our knowledge federation approach.

Student_status_change:
hasStudent:
hasStudent Domain:
hasStudent range:

owl: class
object property
Student_status_change
Student

status_change_type: data property
start_time:
end_time:

data property
data property

Temporal data behavior - Period based: for each 
student, total leave time from all its status-change 
instances should be less than 24 months

Class instance constraint

Real time line

Student S1

Sep.2009 Jan.2010 Jan.2011 Jan.2012
leave

example period based event

Fig. 10. Example of temporal rule on period based behavior

Algorithm 4: Extract temporal data behavior from governing policies through knowledge source #4

F4.1

New annotation  on properties and sub properties of 
O3, according to identified temporal behavior concepts

Input: temporal behavior concept, one at a time

Output: new OWL annotation properties

e.g. example for situation 2 of stepwise & constant temporal behavior
<owl: DataProperty rdf: about = “#published_papers”>
   <variable step_duration>mini_required outcomes: 2 papers</variable step_duration>
   <rdfs: domain rdf:resource = “#Postgraduate_innovation_project”>
</owl: DataProperty>

e.g.  new super/sub annotation properties 
corresponding to temporal behavior 
concepts, with the following structure:

For each policy, if type =

F4.2

create temporal rule for each policy

Input: policy related to either discrete or period based 
temporal behavior

Output: new temporal behavior rule formalized in OWL

either discrete or period based temporal behavior either situation 1 or 2 of stepwise & constant temporal behavior

<!—add valid time constraint on this mentioned rule>
<owl: Axiom>
     <owl: annotatedTarget>mini_required outcomes: 2 papers</owl annotatedTarget>
     <valid_interval>Sept.2013-Sept.2017</valid_interval>
     <owl: annotatedSource rdf: resource = “#published_papers”>
     <owl: annotatedProperty rdf: resource = “#variable step_duration”>
</owl: Axiom>

F4.3

i) create temporal rule for each policy
ii) add  step duration or valid time constraints on each rule

Input: policy related stepwise & constant temporal behavior

Output: new temporal behavior rule formalized in OWL

All policies considered?
yes

e.g. example for period based temporal behavior
<owl: Class rdf: about = “#Student_status_change”>
   <period_based>total leave time from all its status-change 
instances should be less than 24 months</period_based>
</owl: Class>

no

Annotation properties
discrete temporal behavior
stepwise & constant temporal behavior

situation 1: constant step duration
step duration

situation 2: variable step duration
valid interval

period based temporal behavior

Fig. 11. Algorithm 4: Extracts temporal data behavior from governing policies through
knowledge source #4
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4.5 Discussion

This section provides details of our proposed methodology. We extract/federate meta-
data from four kinds of knowledge sources, as mentioned in Sect. 1. The meta-data
extracted from integrated relational schemas provide the tarp for our unification
approach, while information from other sources are used to extract semantics to further
enhance the unified ontology. The other considered sources include: (i) meta-data
generated from mission statements and application scenarios, (ii) meta-data extracted
from textual communications, through LDA model that are converted to sub data
properties used to enhance already generated data property, and (iii) meta-data gen-
erated from governing policies used to enhance conceptual models by adding time
constraints on class instances or on data property values. Through our approach, these
four kinds of heterogeneous knowledge sources are unified, and in turn effectively
supporting knowledge interoperability in administrative CNs. Nevertheless, our pro-
posed methodology is relatively general and applicable to other relevant administrative
CN cases. A point of caution for the current approach is related to data privacy. In other
words, the approach to providing information/knowledge transparency needs to be
carefully adjusted to the type of environment stakeholders. This means that not all
users, e.g. student, administrative staff, etc., can see everything transparently, rather the
interface accessible to every kind of user, must concisely correspond to the user’s level
of information/ knowledge visibility.

5 Conclusion and Future Works

To realize federation of varied knowledge sources in administrative CNs, we propose a
systematic methodology and a set of mechanisms for federation of four typical types of
knowledge sources shared within collaborative environments. Our introduced mecha-
nisms support semi-automation of the methodology steps and incremental generation of
a unified ontology capturing all shared knowledge from heterogeneous sources. As a
proof of concept, our approach is exemplified for a real emerging case in higher
education administration environment. As the next steps of our research, we intend to
address knowledge unification for several other types of sources that we identify in
collaborative administration networks. These include: entity relationship diagrams
(ERD), data dictionaries accessible from relational data bases, standard regulation
documents, and data captured through cyber physical devices. We also intend to further
tackle other kinds of temporal data behaviors, including those with complex causal
relations, as well as addressing interactive application scenarios and information
communicated among the environment stakeholders.

We are currently in the process of developing mostly automated mechanisms to
handle knowledge unification, which will be addressed in forthcoming publications.
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Annexed Tables

Table 1. Example of integrated relational schemas related to knowledge source #1

student (people_unique_identifier (PK), name, birth_date)
student_degree (student_id(PK), people_unique_identifier (FK), discipline_id(FK), 
entry_year, university_name, degree_type) 
discipline(discipline_id(PK), title, start_time, end_time, teaching_language) 
graduate_innovation_project (innovation_project_id (PK), project_manager_id(FK), 
published_papers, published_high_impact) 
training plan (training_plan_id(PK), discipline_id(FK), training_start_date, tot_credit, 
length_of_study) 
student_status_change (student_status_change_id(PK), student_id(FK), status_change_type, 
start_time, end_time)
employee (employee_id (PK), people_unique_identifier (FK), position, enterprise_name,
salary_level, entry_date) 

Table 2. Example of gathered meta-data related to knowledge source #2

extracurricular_lecture take_extracurricular_lecture communication_information

lec_id end_time lec_id check_in_time staff_id end_time

lec_title total_nmu user_id mobile stu_id content
start_time lec_type user_name start_time

Table 3. Example of communication’s content related to knowledge source #3

Example of one document:
Yesterday, I had a conversation with Student A. He just received an intern offer from a
company ranked in Fortune 500. This is an opportunity that many students dream of. 
However, since he is going to take an important National Civil Servant Examination, it seems
hard for him to balance both, and he looked really anxious.

Table 4. Example of gathered governing policies related to knowledge source #4

a. Between Sept.2013 and Sept.2017, the minimum required outcomes to pass a postgraduate 
innovation project were two papers, but that after Sept.2018, the required outcomes are 
either 1 high impact publication or 3 papers. (from university-1) 
b. The value of check in time for a student should be minimum 15 minutes earlier than the 
value of extracurricular lecture’s start time. (from university-2) 
c. The definition of the students’ training plan systematically changes once every 4 years.
(from university-3)
d. For each student, total leave time from all its status-change instances should be less than 
24 months. (from university-1, university-2 and university-3)
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Abstract. The risk pre-control of heavy haul railways is a collaborative sce-
nario with multi-department linkage and the risk analysis model relies on
multiple data sources. As a tool for knowledge formal modeling, Ontology and
knowledge graph can achieve knowledge discovery, reasoning and decision
support based on multi-dimensional heterogeneous data. This paper restores
unusual context with participant behavior data as the core, establishes a basic
Scenario-Risk-Accident Chain (SRAC) ontology framework. Under collabora-
tive relationships formed by reasoning rules between context and risk, this paper
establishes evolution mechanism of SRAC to introduce new knowledge, such as
knowledge extracted from device detection data. New entities are added to the
risk concept tree through semantic similarity algorithms. In addition, researchers
added weight attribute to the risk ontology. With quantitative representation of
risk concepts, this paper uses risk relevance mining to establish associated-
subgraphs, establishes a new method for potential accident level assessment
through maximum flow search mechanism.

Keywords: Ontology evolution � Risk knowledge reasoning �
Semantic similarity � Maximum flow � Collaboration

1 Introduction

The train operation safety of heavy haul railways, as a systematic project, compre-
hensively consider the transportation organization, vehicle operating characteristics,
signal system, personnel behavior and other factors to analyze the cause mechanism of
the accident. Under the collaboration system of railway safety impact factors, both
Analysis of Heterogeneous Knowledge and Knowledge Reasoning Ability should be
involved in the risk analysis model. For the analysis of heterogeneous knowledge, for
instance, some major accidents are caused by human factors, e.g. personal skills. If the
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risk analysis model comprehensively analyzes the personnel behavior data and
equipment operation data such as line orbit, the analysis conclusions about the accident
cause mechanism are possible to mine implicit information: the combined effect of
personal skill negligence and line aging makes the accident escalate, resulting in more
serious consequences. The multi-dimensional analysis helps to advise on the later risk
control and prevention in different aspects such as personnel management and equip-
ment maintenance. That is, the decision support under multiple data sources can extract
more implicit information than the model with single data source output. For knowl-
edge reasoning, the risk analysis model should establish conceptual mapping and
knowledge graphs within heterogeneous knowledge. For example, the aging of line on
equipment layer can often infer that the security supervision mechanism on the man-
agement layer is not perfect, so the knowledge in management domain can be mapped
with the knowledge in equipment domain. Based on concept mapping, this knowledge
network structure makes the multi-data source not only a simple combination, but also
it makes that the internal logic inside the knowledge is found by reasoning rules. The
analysis results will be more intelligent, more accurately restore real situations of
railway production environment (Fig. 1).

In order to make the risk analysis model constructed in this paper have the above
two capabilities, it is necessary to conceptualize knowledge, establish inter-concept
relationship and reasoning rules. In this paper, Sect. 3 introduces the SRAC model
(Scenario-Risk-Accident Chain). This model uses the association rule mining and
expert rules reasoning to construct a knowledge reasoning framework from the unusual
context knowledge to the risk source knowledge, so that the ontology has an initiatory
reasoning ability. It is the basis for the implementation of ontology evolution. Section 4

Fig. 1. Research framework

Ontology Evolution and Risk Evaluation in Heavy Haul Railway Domain 221



defines concept mapping rules and concept updating mechanism of risk ontology. This
section introduces the weight attribute of safety indicators and other knowledge such as
“track irregularity” into the original ontology. In the environment supporting ontology
evolution and heterogeneous knowledge integration, this paper constructs a new risk
evaluation method in Sect. 5. The implementation methods are based on knowledge
graph and semantic similarity. Based on the SRAC reasoning framework and the
ontology evolution algorithms, this paper tend to construct a knowledge reasoning
evolution platform (KREP) in risk reasoning domain.

2 Related Works

This paper mainly studies the risk knowledge discovery and heterogeneous knowledge
integration and interoperability under the multi-sector collaboration scenario in the
heavy haul railway domain. With the knowledge discovery and ontology as keywords,
22 strong related articles are searched and screened in the web of science. The research
of knowledge discovery is mainly divided into three categories: (1) Related techniques
and algorithms for knowledge extraction from data. (2) Research on the construction of
knowledge management and reasoning models. (3) Research on the data and knowl-
edge interoperability in collaborative scenarios.

At the algorithm level of extracting knowledge from data, data features and
semantic relationships are the focus of the research. In the scenario of big data, in
multi-database integration environment, [1] give general algorithms and basic algo-
rithms for different aspects of network paradox knowledge discovery. Based on rough
set theory, [2] use parallel-reduction algorithm for knowledge extraction and it is
suitable for large data sets with different roughness. In the process of constructing
enterprise knowledge graphs, the inconsistency and knowledge conflicts are solved by
[3] using the associated data paradigm algorithm. In the research of knowledge rea-
soning models, Ontology and Semantic Web [4] are widely used for organization the
scattered knowledge extracted by factor analysis, cluster analysis methods and differ-
ence matrix [5], such as hotspot information. In addition to traditional classification, [6]
also explored the fuzzy representation of knowledge and rules.

For the construction of knowledge management models and reasoning models, it
involves generalized representation of knowledge and meta-model abstraction based on
business activities. Based on ontology, Petri net [7], BPMN model [8], etc., the main
research object is the definition of the rules and concept attributes in the model layer
and the relationship between the established features in the business. The knowledge
base and the feature library are continuously enriched based on existing models in the
running environment. [9] recommended investment types for investors by mining the
frequent characteristics of stock price changes, and the concept extraction is also
transferred from indicators to contextual information such as the subject of sale and the
scope of amount. The impact of context on decision-making is increasingly valued by
researchers and the real-time access to information [10]. For the information overload
problem of browsing rather than search process, [11] used social network analysis
method to analyze the edge of important knowledge map, so as to guide the important
knowledge of different user types in learning field to achieve good results. The
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knowledge management model begins to provide contextual interfaces, and the flexi-
bility of the interface is also a problem that needs to be solved. [12] in the study of
process behavior prediction problems, established a decomposition machine model and
active k-tuples, it is easy to add known features of the process model, rather than pre-
defined hard rules. [13] also expressed the necessity to mine the generalized connection
of multi-dimensional knowledge from the unified process of preprocessing, mining and
post-processing of knowledge discovery.

For research on data and knowledge interoperability, focusing on applied research
and architectural design, [14] construct a knowledge management framework for dis-
tributed health care systems consisting of data- and knowledge-bases, it combines
patient data and the mined knowledge to enable decision making in a higher level. [15]
have emphasized the importance of interaction and iteration of the knowledge discovery
process through case studies. The complex synergy between the dynamics of business
scenarios and business objects constitutes the heterogeneity and time-varying of per-
ceived data. In an open collaborative scenario [16], data changes will influence the
decision model [17], Research on the update mechanism of the knowledge reasoning
model is particularly important, when dealing with complex contexts, relative to the
above state for enriching knowledge base and feature databases. Some attempt to model
evolution are researched. [18] used a comprehensive flood ontology with a scalable
structure to develop a network-based emergency preparedness and response knowledge
system that embodies concepts/rules to update by establishing a number of extensible
interfaces. [19] designed a framework for the simultaneous involvement of users and
experts in the design process of geospatial data risk identification to avoid risk about
improper use of spatial data. [20] used ontology-based weighted data normalized
transduction neural fuzzy reasoning to combine personal portraits with existing ontol-
ogy to establish a personal diabetes risk model, and vice versa [21]. The individualized
modeling data of individuals on the impact of chronic disease ontology structure will be
the research focus. [22] construct an ontology that represents the temporal relationship
between semantic details and text elements in the knowledge domain, combining with
SVD technology, the strength of association rules could change with time. And [23] also
provides a good case for evolution of rules for the model.

To summarize, there are two problems remain:

• The lack of multi-heterogeneous data management makes it difficult to form knowl-
edge for decision support. It’s necessary to apply mathematical models to conceptu-
alize heterogeneous data, especially for complex railway management scenario.

• The new concepts/rules are separated from the original knowledge structure model.
But knowledge modeling and automatically updating are necessary, especially for
the potential risk mining in continuous railway operation. New knowledge should
be integrated into the previous reasoning model to support automatic evolution.

3 Ontology Reasoning Framework

This chapter introduces the scenario-risk-accident chain (SRAC) ontology model that
was constructed in the previous period. The research domain of this paper is specified
by this ontology reasoning framework. In heavy haul railway domain, the occurrence
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of major accidents is often in the form of accident chains. Different accidents in the
chain can be traced back to different risk sources. There are often multiple risk sources
with interaction in accident chains. Figure 2 is the classification of risk factors.

Among the risk sources, their accumulation is important implicit knowledge, e.g.
“Personnel-personal skills” and “Management-safety training” are relevant, “equipment-
aging” and “Environment - extreme environment” also. Define a model to describe the
accumulation relationship is important. For the purpose of mining potential risk sources
and evaluating risk levels through context knowledge in collaborative railway accident
scenarios, we construct a SRACmodel in Fig. 3. Themodel is obtained by the integration
of risk ontology and context ontology. The risk ontology is built following Fig. 2. In this
model, we use reasoning rules to describe the “produce”, “accumulate” among context,
risk sources, and accidents.

Fig. 2. Concept classification in the risk ontology

Fig. 3. Scenario-risk-accident chain model (top level structure)
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For the relationships in the model, since the model mines potential risk sources
based on context knowledge, the “produce” relationship must be automatically derived.
And the “accumulate” shows collaborative relations among risk sources. It is con-
structed by expert rules, e.g. correlating risk sources occurring at the same place or at
the same time; correlating ones in frequent item sets using Apriori algorithm. The rules
and relations are important foundations for knowledge graph implementation in
Sect. 5.

In summarize, the SRAC model constructs a reasoning chain between participants’
unusual behavior/context and accident knowledge, intermediating for risk sources
which includes self-association.

4 Ontology Evolution

Within the scope of the SRAC model, research is conducted on both the risk ontology
extension and the potential accident level assessment. To archive a quantitative risk
assessment model, it is necessary to give weight for different risk factors. In this
section, this paper draws on the railway safety indicators architecture constructed by
other scholars, and analyzes its similarity and knowledge heterogeneity with the risk
ontology in this paper. Then this section defines concept mapping rules and concept
updating mechanism. This mechanism helps to add weight attribute and other
knowledge to achieve ontology evolution.

4.1 Heterogeneous Knowledge Analysis

In order to introduce weight attribute for risk evaluation, we can refer to some existing
index system and weight analysis research work. But different risk indicator system has
knowledge heterogeneity problems.

In view of the construction of a safety impact factor indicators system [24] in
Fig. 4, the relevant scholars build a three-level indicator system from the perspective of
people, equipment, environment and management. This indicator architecture is mainly
based on the universal safety theory of high-speed railway, it collects risk, fault and
accident data in railway-related operations. It builds a safety knowledge analysis table
based on some calculation such as factor reduction, conditional attribute ratio, etc.
Some key factors are calculated to compare their weights.

This paper introduces those weight attributes into SRAC from the perspective of
ontology evolution and concept updating, thus form a new method of risk assessment
in a more quantitative level.

The concept in the safety impact indicator system (Fig. 4) and the risk sources in
the accident-risk ontology (Fig. 2) are obviously heterogeneous. If the weight of the
safety impact factors is introduced into the ontology as the attribute of risk concepts, it
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can indicate the impact degree on the potential accident in the knowledge reasoning
process. The prerequisite is to achieve interoperability between safety indicator
knowledge and risk source knowledge through inter-concept mapping. A necessary
process is to analyze the concept similarity of different systems. The mapping rules
between the management and personnel elements is shown in Fig. 5. By similar
concept recognition, this paper can introduce those weight attributes into SRAC from
the perspective of concept updating.

Rule 1-1. People: Sum (Railway Safety. Influence Factors. People) ! Accident
Risk Ontology. People. Characteristics.
Rule 2-1. Safety Assessment: Railway Safety. Influence Factors. Management.
Safety Assessment ! Accident Risk Ontology. Management. Safety Assessment.
Rule 2-2. Safety Training: Railway Safety. Influence Factors. Management. Safety
Training ! Accident Risk Ontology. Management. Safety Training.
Rule 2-3. Safety Rewards and Punishment: Railway Safety. Influence Factors.
Management. Rewards and Punishment ! Accident Risk Ontology. Management.
Rewards and Punishment.
Rule 2-4. Safety Supervision: Railway Safety. Influence Factors. Management.
Safety Supervision ! Accident Risk Ontology. Management. Safety Supervision.

Fig. 4. Safety impact factor indicators architecture - a 3 level example
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4.2 Knowledge Integration

In Sect. 4.1, this paper updates the attributes of some concepts in SRAC through the
similar concept mapping. This update process does not introduce new business
knowledge. But with the progress of the railway operation business and risk control
tasks, new business knowledge is produced continuously. Based on the detection data
of the irregularity of railway tracks, this section analyzes how to integrate “track
irregularity” concepts into existing risk ontology and complete concept updating. The
track irregularity in geometry can cause the vibration of the rolling stock and the force
of the wheel-rail action, which is the source of the disturbance of the wheel-rail system.
Through analysis and prediction of the track irregularity in Fig. 6, it can effectively
grasp the trend of its state change and provide a scientific basis for the track mainte-
nance and repair work.

Combined with the nonlinear mapping ability of the neural network, the BP neural
network can be used to predict the state of the track irregularity. The input of neural
network is a large amount of dynamic track inspection data generated by the track
detection vehicle during the inspection process, the output is some prediction values of
track parameters in next month. Through expert rules of the “track irregularity clas-
sification standard” and “over-limit condition coding rule”, the knowledge of line
condition can be reasoned from the prediction values of track parameters.

Fig. 5. Mapping rules for different systems
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In view of the new knowledge structure of “track irregularity”, this paper considers
adding it to the risk ontology, realizes a method for the automatic updating of concepts
to reduce excessive reliance on domain experts. After the risk ontology is updated, the
track irregularity concept, as a new risk source concept, join the self-learning of the
risk-related knowledge base. The other personnel, management, and environmental risk
factors associated with “track irregularity” can be mined and related, which are all
implicit knowledge.

Integrating new concepts into the concept tree (risk ontology) requires calculating
the similarity between the new concept and the existing ones, and selecting the most
appropriate parent concept as an insertion position. In Fig. 7, “track irregularity” is
inserted behind the concept “track and lines”, using the semantic similarity algorithm
based on word2vec model, which has detailed introduction in Sect. 5. This method has
achieved good results on more concrete concepts and instance layers, and the addition
operation can be performed. However, this algorithm does not accurately mine specific

Fig. 6. Early warning mechanism of track irregularity

Fig. 7. Add track irregularity to risk concepts tree
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semantic features of abstract concepts such as “Management” because words contained
in abstract ones have strong universality. Therefore, the dynamic change of the
ontology structure still requires further model and algorithm design.

5 Implementations

The scenario-risk-accident chain ontology includes custom knowledge reasoning rules.
In order to ensure the stability and adapt to ontology reasoning ability with big data
magnitude, this paper use Neo4j graph database to support ontology construction and
knowledge reasoning process. This chapter migrates the risk knowledge base originally
represented by OWL to graph database to support efficient reasoning and custom
search. This paper tends to build a knowledge reasoning evolution platform (KREP)
based on the Django framework and Python. A brief architecture is shown in Fig. 8.
Encapsulating the risk knowledge reasoning services is for decision support. The new
knowledge interface is for knowledge base updating.

As shown in Fig. 9, after risk source entities are divided into four categories
according to personnel, equipment, management, and environment, the risk entities are
introduced into the risk knowledge base, and the n-level cascade effect relationship is
established, the cascade number is about 1 to 4 times. The Cypher query in Neo4j can
search the knowledge graph and complete some simple reasoning tasks about risk
escalation or association.

The part of knowledge graph shows the upgrade relation among risk sources. The
upgrade relation is one of the forms of “accumulate”. From this result of cypher query,
we could find many sub-graphs that describe the potential relationships among the risk
sources. On this basis, each risk entity needs to complete the updating of the weight
attributes according to the mapping rules established in Sect. 4.1, which is imple-
mented by Python programming. After adding weights to risk factors in the risk
knowledge graph, the risk level of potential accidents can be quantified.

Fig. 8. A brief architecture of the core of risk knowledge reasoning evolution platform
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When one risk occurs, the other risks associated with it can be extracted according
to the association mining algorithm, which is equivalent to extracting a directed sub-
graph from the knowledge graph shown in Fig. 9. The risk source contained in the
subgraph could infer a potential accident based on the SRAC model. The problem level
prediction for the potential accident is transformed into the problem of maximum flow
for graph with multiple source/multiple sinks. The value of the maximum flow is the
predicted value of the level of the potential accident.

The left side of Fig. 10 represents the risk subgraph consisting of risk (node) and
risk associations (edge). To measure the maximum level of potential accidents in this
subgraph, that is, to find the maximum flow in the graph. This paper defines the
weights as Wi, which are calculated using the rough set from Fig. 4. The similarity
between the risk nodes is defined as Ei. The purpose is to find the link in the graph that
can make

P
|Si + Ei| the largest. Since the subgraph extracted from the risk knowledge

Fig. 9. Part of knowledge graph about risk entities

Fig. 10. Equivalent flow problem of potential accident level prediction
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map may have multiple source points S and multiple sink points T, the problem can be
transformed into a single source/single sink problem on the right side of Fig. 10,
thereby turning the problem into a classic maximum flow problem in Graph theory. Let
the W vector in the graph be (0.3, 0.2, 0.05, 0.1, 0.3, 0.2), and the E vector be (0.2,
0.05, 0.1, 0.2, 0.2), then the link corresponding to the largest stream in the risk graph is
(w1, w4, w5), the reference value of the potential accident level is 1.1. To evaluate the
risk level and integrate new knowledge to the original ontology both needs the value of
concept similarity and entity similarity. For an appropriate model, we use word2vec
model to evaluate similarity values in Table 1.

We select the 10-year heavy haul railway accident analysis reports in 2006–2016
for training. These reports are prepared for the corpus. The training results of word2vec
(word embedding) - word vectors, is a good way to measure the similarity between the
words. But the form of risk source is usually phrases or sentences. In this paper, we use
the word segmentation tools to transform the sentences into word sequence vectors.
After that, this paper calculates the similarity between the word sequence of the target
concept and the sequence of the original concepts. Then the result is the concept
similarity. The process of integrating new risk knowledge with original risk concept
tree is equivalent to find an appropriate subclass for a new risk entity. we consider the
conceptual similarity and attribute similarity to evaluate the similarity of two knowl-
edge nodes in graph database. For it involves the similarity comparison of texts.
Therefore, this task requires corpus training in special scenarios, the quality of corpus
and word segmentation has a great influence on the results.

6 Conclusion

In the Scenario-Risk-Accident chain framework, this paper uses ontology and
knowledge graph to formalize accident cause mechanisms in collaboration scenarios.
This paper discusses attribute and concept updating with multi-dimensional hetero-
geneous risk knowledge in heavy haul railway accident-handling collaboration pro-
cesses. We establish a risk ontology evolution mechanism using conceptual semantics.
By introducing weight attribute of risks, a maximum link search of knowledge graph is
completed on risk relevance basis. A new quantitative evaluation method of potential
accident level is proposed. There are two parts of future work:

Table 1. Examples of similarity with “track irregularity”

ID Entity/concept name Similarity (“track irregularity”)

1 Track and lines 0.61
2 Interruption on lines 0.43
3 Wrong operation by workers 0.18
4 People’s weak business ability 0.02
5 …… ……
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• Ontology updating method based on semantic similarity has achieved good results
on entity sets. However, due to the abstraction of ontology concepts, similar fea-
tures between concepts are difficult to extract through semantics, which still needs
artificial participation. Therefore, the model for extracting more detailed features to
support automatic updates of ontology concepts will be the focus of future research.

• The ontology evolution mechanism is for adding elements, but does not involve
reconstruction of the ontology structure. In order to enhance the flexibility of the
ontology, it is necessary to do fuzzification on the ontology concept definition and
set fuzzy reasoning rules. Thereby the adaptability to complex collaborative sce-
narios could be enhanced.

Acknowledgments. The presented research works have been supported by “the National Sci-
ence Foundation for Young Scientists of China” (61703032, Context based Multi-dimension
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Abstract. In recent years, there is growing interest in the ways the European
aviation industry can leverage the multi-source data fusion towards augmented
domain intelligence. However, privacy, legal and organisational policies toge-
ther with technical limitations, hinder data sharing and, thus, its benefits. The
current paper presents the ICARUS data policy and assets brokerage framework,
which aims to (a) formalise the data attributes and qualities that affect how
aviation data assets can be shared and handled subsequently to their acquisition,
including licenses, IPR, characterisation of sensitivity and privacy risks, and
(b) enable the creation of machine-processable data contracts for the aviation
industry. This involves expressing contractual terms pertaining to data trading
agreements into a machine-processable language and supporting the diverse
interactions among stakeholders in aviation data sharing scenarios through a
trusted and robust system based on the Ethereum platform.

Keywords: Data brokerage � Collaboration platform � Aviation

1 Introduction

The aviation industry encompasses all the activities that are directly dependent on
transporting people and goods by air. This covers airport and airlines operations,
aircraft construction and maintenance, air traffic control and regulation, passenger and
freight services, among others. Aviation stakeholders produce and consume, nowadays,
vast amounts of data and the industry is already investing on them, aiming to utilise
their full potential in order to improve passenger experience and flight efficiency,
expand sales and reduce costs.

In this direction, the emergence of big-data technologies has pushed the aviation
domain many steps forward: the collection and storage of massive data sets has become
easier, the parallel processing provides the necessary computation infrastructure, and
data science has developed the prerequisite tools that can provide insights and
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predictions directly from high volumes of data. Recent academic works on machine
learning techniques for aviation applications provide strong proof regarding the ways in
which data analytics can contribute to significant domain issues, indicatively including
air travel demand modelling and operational safety and quality [1–3]. However, they
also hint to the lack of cross-section data availability in real-world cases, i.e. at scale,
which hinders the development of more powerful multi-source data analytics solutions.
One of the main reasons for this is that the highly competitive business players of the
aviation sector remain sceptical when data diffusion and sharing comes into the dis-
cussion. Beyond technical limitations that need to be overcome, establishing trust and
fairness in the scope of data sharing is also an important, yet highly challenging first
step towards a sustainable collaborative network spanning across the broader aviation
ecosystem.

Several EU projects and works in literature have tackled in the past the challenges
of collaborative networks and platforms for enterprises [4, 5] even for data sharing [6].
Most of these solutions however prefer to follow a more generic approach, ignoring the
special characteristics and peculiarities of serving a particular domain. The few
exceptions to this rule, like [7], which explores business scenarios in the solar energy
domain, do not involve the data analytics target of collaboration, nor the data sharing
and asset exchange using a clear and secure framework for intellectual property rights
(IPR).

The ICARUS project aims to fill this gap by bringing together all aviation related
stakeholders and accelerate their collaboration on data exploration and analysis through
an innovative big data enabled sharing and collaboration platform, removing current
barriers in data aggregation, sharing and IPR protection. These features, combined with
a targeted aviation oriented data model and metadata model, constitute the novelty of
the proposed framework.

2 Background

2.1 Data Sharing Motivation and Initiatives in Aviation

Data sharing is not a new concept for the aviation industry. GAIN, the Global Aviation
Information Network, was proposed by the Federal Aviation Administration (FAA) in
1996. Since then, numerous multi-airline and multi-national data sharing programs and
initiatives which involve centralising airline flight data storage have been established:
Flight Data eXchange (FDX) is an aggregated de-identified database of FDA/FOQA
type events that allows to identify commercial flight safety issues for a wide variety of
safety topics. The ASIAS program, developed by FAA and the aviation industry aims
to promote an open exchange of safety information. Over 90% of IATA member
carriers have agreed to participate in GADM, the IATA Global Aviation Data Man-
agement programme and platform. STEADESTM, the IATA’s aviation safety incident
data management and analysis program that constitutes one of the GADM data sources,
has over 200 members. SKYbrary is an electronic repository of safety knowledge
related to flight operations, air traffic management (ATM) and aviation safety. Partners
of the European Airport Collaborative Decision Making (A-CDM) share timely
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information through adapted procedures and tools enabling real-time collaborative
decision-making.

The information being shared is broad and includes, among others, aeronautical
data, flight trajectories, aerodrome operations, historical and current meteorological
data, surveillance data (e.g. from radars). The primary goal of such initiatives is to
ensure safety in the air travel, which in turn requires the optimisation of a wide range of
operations, e.g. the way Airline Operations Centres plan flight routings. Nevertheless,
the launch of such Aviation Data Exchange programmes has opened the door to data
sharing with trusted third parties [8].

Advantages of data sharing in the aviation industry are numerous and multi-facetted
and bolster the development of further larger-scale collaborations. IATA, Eurocontrol
and other core stakeholders of the aviation industry but also stakeholders of the broader
spectrum, all report on the expected advantages of collaborations built on shared data
and insights [9]. Ad-hoc collaborations, such as EasyJet’s partnership with Gatwick
Airport [10] and Aer Lingus’ partnership with the Dublin airport [11], are emerging,
while Airbus has launched the Skywise platform that aspires to become the reference
platform for core aviation stakeholders. However, an inclusive solution for the aviation
industry has not been established yet.

2.2 Data IPR and Marketplaces

Even when incentives for data sharing are strong and the expected benefits are well
comprehended, privacy, legal and organisational policies and even infrastructure limi-
tations may hinder data sharing and, thus, the benefits that stem from it. An important
milestone towards addressing such limitations is the definition of a clear and robust IPR
framework. [12] analysed data sharing agreements from industry, academia and gov-
ernment and identified six high-level aspects of data licenses that affect data sharing:
(i) attributes regarding the project and the agreement itself, e.g. description of data,
(ii) privacy & protection of sensitive information, (iii) access policies, (iv) legal and
financial responsibility, data ownership and rights, (v) compliance, (vi) permissible
interactions during data handling. Each of the aforementioned aspects encapsulates
numerous more specific attributes and properties of the sharing agreement and the
underlying data assets. Depending on the context where they are used, specific practices
and derived terms are found, e.g. the work presented in [13] regarding only the pricing
aspects. The definition of a concrete data IPR handling process to cover broader and
more generic data sharing needs, like the ones manifesting in the emerging data mar-
ketplaces, is a challenging task, especially when many-to-many data marketplaces are
examined, which is the case in ICARUS. As explained in [14], these marketplaces often
emphasise on data discoverability and other facilitation activities, including online
payment. In their most common form, the platforms do not have ownership of the data,
but only act as intermediaries that facilitate transactions, therefore it is extremely
important for the interacting parties to be presented with an intuitive yet trustful way of
engaging into such transactions which are gradually starting to pertain to machine
processable data contracts. In this context, there is an emerging need to develop contract
engines that provide querying and validation mechanisms for access to and usage rights
of data assets, as well as the status of the agreements being performed. However, the
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majority of existing marketplaces are far from this level of automation and lack an
adequately expressive, but not prohibitively-for implementation - complex, information
model [15]. Establishing rigorous provenance through verifiable information for the data
being shared/sold is under this prism of paramount importance to increase trust between
interacting stakeholders. Towards this goal, distributed ledger technologies (DLTs) are
now being leveraged in the design of the decentralised multilateral platforms (e.g. [16,
17]). The advantages of DLTs in this context are numerous and widely accepted and
include transparency and data democratisation [18].

3 ICARUS Data Policy and Assets Brokerage Framework

The landscape review presented in Sect. 2 reveals that although both research- and
industry-oriented approaches are emerging for facilitated data sharing in various
domains and stakeholders in the aviation industry have begun to grasp the underlying
potential of collaborative data analysis, no concrete solution has been proposed and
implemented for the aviation industry. One of the key identified reasons is that data
trading is not a primary activity for most ATM stakeholders, hence their incentivisation
to participate in this activity is largely affected not only by the envisioned benefits, but
also by the effort that will need to be devoted into understanding, learning how to use
and ultimately engaging a data sharing and collaboration platform. Furthermore, strong
KYC (Know-Your-Customer) requirements in the aviation industry, make it hard for
stakeholders to trust a broader data marketplace initiative. Finally, apart from the
technical difficulties, data privacy and sensitivity aspects especially in the GDPR
context are troublesome for many aviation stakeholders.

In this perspective, the proposed ICARUS Data Policy and Assets Brokerage
Framework has a dual role:

1. To formalise all data attributes and qualities that affect, or are in any way relevant
to, the ways in which data assets can be shared/traded and handled subsequently to
their acquisition. This involves licenses, IPR, characterisation of sensitivity and
privacy risk levels, but also more generic metadata regarding data content and
structure, as well as properties derived from the underlying data model. It should be
noted that at least in its initial version, the ICARUS platform will not handle any
type of personal data, hence GDPR compliance is not discussed in the current work.

2. To enable the creation of structured, machine-processable data contracts for the
aviation industry. This entails the expression of contractual terms pertaining to data
trading agreements into an appropriate machine-processable language. The frame-
work foresees the interactions of stakeholders in aviation data sharing scenarios and
defines the system’s functionalities in this context.

3.1 Data Sharing and IPR Model

ICARUS adopts a DLT-based solution for data brokerage to ensure the robustness of the
framework and increase transparency and trust. The first step towards delivering the
ICARUS data sharing system was to select a set of clearly defined properties that can be
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used to compose a virtual representation of a data sharing contract, i.e. to identify the data
license and IPR attributes and policies. For this process, the insights gained through the
literature reviewwere combinedwith findings from the traditional data sharing agreement
documents used by the ICARUS industry partners. The ICARUS data sharing framework
is built on top of three core entities, namely the Data Asset, the Policy and the Contract
and two supporting entities, namely Attributes and Terms, with the latter being specified
as one of Prohibition, Permission and Obligation, as shown in Fig. 1.

For each of the presented entities, concrete instantiations are defined, like the ones
presented in Table 1 for policies. Balancing expressivity with applicability was nec-
essary, therefore the adopted model is simplified when compared to the complete set of
considerations and options of data trading in aviation. Yet the performed assumptions
were deemed reasonable for the initial piloting applications of the system and in any
case do not harm the future extension and refinement of the framework.

Fig. 1. High-level view of ICARUS data sharing model

Table 1. Indicative terms definition for the ICARUS data brokerage framework

Policy category Indicative terms

Data asset description; encrypted & unencrypted columns; included data model
entities from the ICARUS aviation data model; provider; creator;
contributor; version; created date; modified date; published date

Contract temporal validity; spatial validity & coverage; validation date; liability;
involved provider; involved consumer; termination clause

Responsibility ownership; addressed to; liability & indemnification
Rights and usage license & copyright notice; derivation; attribution; reproduction;

distribution; target purpose; target industry; re-context allowed
Quality accuracy; completeness; consistency; credibility; accessibility & online

availability
Privacy and
protection

privacy & sensitivity compliance (levels, disclaimers, guarantees);
liability; applicable law
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3.2 Data License and Agreement Manager

The ICARUS data brokerage framework includes the conceptual work on the IPR and
license terms, the design of the envisioned and allowed data sharing workflows and,
finally, the instantiation of the above in a prototype entitled data license and agreement
manager that implements the designed functionalities. This component as part of the
complete ICARUS platform, is responsible for handling all processes related to the data
licenses and IPR attributes, as well as the drafting, signing, and enforcing the smart
data contracts that correspond to data sharing agreements between platform users. Its
smart contract functionalities are developed on Ethereum, a popular decentralised
platform for smart contracts, using the Truffle Framework. The component has three
interconnected roles:

1. It allows the users to define, review and update the data license and IPR attributes
discussed in the previous section.

2. It allows users to draft, review, negotiate on, and sign a smart data contract that
concretely defines the terms under which a dataset will be shared.

3. It handles all processes required to prepare a smart contract for each (paid) asset
transaction and, finally, upload it to the blockchain. Depending on the exact terms
and attributes included in a contract, the corresponding key-value pairs are stored
either as-is or hashed in the blockchain. The component enables the activation (i.e.
status change) of a smart contract when both parties - data owner (seller), data
consumer (buyer) - approve it and the payment is completed and can also report on
the validity of a given smart contract.

Assuming the first step (step 0) of defining the data license, IPR and access policies
foreseen by the framework has been completed for a given data asset by its owner
(provider), the data brokerage process has the following three high-level phases:

Phase I - Data Assets Exploration: The workflow is initiated by an ICARUS user
performing a query to search for data. The search functionality is facilitated by the fact
that all data assets conform to the same data model and there is rich additional
information defined by the designed metadata and sharing model, which ensures that
the results presented to the user adhere to the limitations imposed by the defined terms
and policies.

Phase II - Smart Contract Drafting: The step includes the definition of and negotiation
upon the terms of the data sharing contract to be signed (Fig. 2). Different statuses are
foreseen for the smart contract in order to denote whether it is in draft, negotiating,
accepted or rejected state.

Phase III - Smart Contract Validation: If the contract reaches the “Accepted” status and
the payment obligations are satisfied, the ICARUS platform will allow the consumer to
obtain the dataset to use either externally to the platform or to explore and perform
analytics on it leveraging the ICARUS functionalities. To avoid issues caused by
potentially malicious data providers, a security mechanism to bypass the data provi-
der’s validation process is foreseen to address cases where the consumer has proof of a
completed payment, but the provider does not honour the agreement.
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The proposed framework has been presented to 15 different aviation stakeholders
(representing airlines, airports, ground handlers, and generally aviation data providers)
during the external validation activities performed in the ICARUS project so far, and
has gathered unanimously positive and enthusiastic feedback.

4 Conclusions and Next Steps

The ICARUS policy and brokerage framework sets the foundations of the ICARUS
platform that will link data providers and data consumers at all levels of the data value
chain in the aviation industry, through a combination of state-of-the-art approaches in
academia and industry regarding data brokerage and IPR.

It needs to be noted that the enforceability aspects of smart contracts constitute one
of the major challenges, both from a technical and legal perspective. In this context, the
future work along the proposed framework will focus on two parallel streams: (a) to
investigate how the complexities of multi-sharing, i.e. sharing multiple datasets among
multiple stakeholders, can be addressed based on license compatibility analysis, and
(b) to conclude the framework’s evaluation and validation process by a broader group
of aviation stakeholders, which is currently ongoing in the context of the ICARUS
project, and leverage the respective feedback to further improve the presented
approach.

Acknowledgments. This work has been created in the context of the ICARUS project, that has
received funding from the European Union’s Horizon 2020 research and innovation programme
under grant agreement No. 780792.

Fig. 2. Contract drafting page
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Abstract. The materialization of the 4th Industrial Revolution needs to empha-
size the role of collaboration. Traditional business ecosystems have evolved to
hyper-connected organizations facing more advanced collaboration models,
dynamic networks, and more complex smart systems. Emerging collaborative
aspects in this context need to be identified, and tools developed to help orga-
nizations coping with changing environment, market, and societal needs. As such,
an assessment model is proposed to measure the expected self-adjustment of
organizations in a collaborative business ecosystem, induced by performance
indicators, in order to improve the organizations themselves and the ecosystem as
a whole. Organizations with distinct profiles, categorized by classes of respon-
siveness, respond differently to the collaboration opportunities they may receive,
or are more likely to invite others to collaborate. This behaviour is expected to be
influenced by the variation in importance (weight) of each specific performance
indicator adopted in a given business ecosystem, as the organizations, like indi-
viduals, tend to evolve according to how they are evaluated. To assess the pro-
posed approach, an experiment has been set up using a simulation model based on
system dynamics and agents. Preliminary results, based on a number of relevant
scenarios, are presented and discussed.

Keywords: Collaborative Networks � Business ecosystem �
Performance indicators � System dynamics � Agent based modelling

1 Introduction

Business ecosystems are continuously evolving, accompanying the growing use of
digital and collaborative platforms. Nowadays, they are shifting towards the age of
Industry 4.0, more specifically to the notion of Collaborative Industry 4.0 [1]. The
expression Business Ecosystem was first introduced by Moore and inspired by eco-
logical ecosystems [2]. On the other hand, a business ecosystem it is also considered in
the research area of Collaborative Networks (CN) [3], which has a wider scope.
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As such and aiming to emphasize the collaboration dimension, the term Collaborative
Business Ecosystem (CBE) has been introduced in [4] and a model proposed [5].

The aim of the present work is to assess the influence of performance indicators in a
CBE, expecting to improve its behaviour and that of its individual organizations. There
are several mechanisms to evaluate organizations individually, of which the balanced
score cards (BSCs) [6] are the best-known. However, to evaluate collaboration benefits,
only limited contributions can be found in the literature. As an example, [7] proposes a
conceptual model for value systems in CNs, and suggests a method for assessing the
alignment of the value systems of their members [8]. Other examples in the field of
supply chain collaboration (SCC), a relatively new research area that is growing fast
[9], identify collaboration to improve performance in traditional SCs and propose a
wide variety of methods and metrics in [10–12]. Finally, the social network analysis
(SNA) proposes a set of metrics related to the structure of the network, namely in [13]
and [14], consisting of the most adequate approach as a contribution to the estab-
lishment of the performance indicators of the CBE.

For the evaluation of the CBE in this work, two of the performance indicators
proposed in [5] and [15] (CI – Contribution Indicator and PI – Prestige Indicator) are
detailed, as well as a proposal for an influence mechanism. For experimental assess-
ment, the CBE is simulated by a Performance Assessment and Adjustment Model
(PAAM) as proposed in [5], using agent based modelling (ABM) and system dynamics
(SD) [16].

The remaining sections of this paper are organized as follows: section two describes
the proposed simulation model, presenting its collaborative and assessment environ-
ment; section three shows how to calculate two of the performance indicators used to
illustrate the assessment; section four presents the experimental evaluation of the model
using a parametrized scenario to assess and verify the influence of indicators in its
evolution, including a discussion of results. The last section summarizes the results and
identifies the ongoing research and future work.

2 A Simulation Model of a CBE

The PAAM model illustrated in Fig. 1, simulates a CBE environment populated by
organizations (the agents) of different profiles, classified according to classes of
responsiveness described in Table 1, thus allowing the establishment of diversified
behaviors. To better respond to market opportunities, it is assumed that organizations
collaborate by creating collaboration opportunities (CoOps) that they send and receive
from each other. These collaborations generate “links” between organizations,
weighted by the number of times they collaborate (#CoOps). The higher values of
#CoOps mean stronger collaboration.
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For a certain CBE, a variable number of organizations of each class of respon-
siveness can be used among those considered in Table 1: Social, Selfish, Innovator,
and Crook, to better reproduce diversity in a true CBE. Each class is composed of three
parameters to characterize the agents, whose values presented in Table 1 are merely
illustrative and can be adjusted for each simulation scenario. These parameters (decimal
values ranging from 0 to 1), are used as the probability of successful attempts in the
distribution functions adopted by the model to simulate the random behaviour of the
agents.

2.1 Collaborative Environment

When an organization wants to collaborate with other organizations in the CBE, it
requests so by sending a CoOp (taskDescription, resourcesToAssign), describing the
task and specifying the amount of resources assigned. This amount is given by a
binomial distribution as illustrated in formula (1), to get a value bounded between [0,
resourcesToAssign] with a probability equal to the contactRate parameter. The higher
the parameter, the more likely it is to get more resources to distribute. Organizations

wII
Performance
AssessmentPI

II
CI

wCI

wPI

CBE Organizations
SOCIAL SELFISH INNOVATOR CROOK

Factor of 
Influence

Self-adjustment
Profile

CoOps CoOps CoOps

Fig. 1. PAAM (Performance Assessment and Adjustment Model) for a CBE.

Table 1. Description of the classes of responsiveness of organizations.

Classes of responsiveness of organizations
Parameters [0..1] Social Selfish Innovator Crook

Contact rate Willingness to invite others to collaborate 0,8 0,1 0,4 0,3
Accept rate Readiness to accept invitations 0,7 0,2 0,5 0,3
New products
rate

Tendency to accept opportunities related to
innovation

0,2 0,2 0,9 0,3
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belonging to the Social class have the highest contactRate and those of the Selfish class
the lowest.

contacttocollaborate ¼ binomialðcontactRate; resourcesToAssignÞ ð1Þ

On the other hand, the organizations that receive the invitations, if having available
resources, accept with a probability given by the Bernoulli distribution [17] as illus-
trated in formula (2). The result is “yes/no” with the “yes” having a probability equal to
the acceptRate parameter. The higher the parameter, the more likely the collaboration is
to be accepted. Organizations belonging to the Social class also have the highest
acceptRate and those of the Selfish class the lowest.

acceptcollaboration ¼ bernoulliðacceptRateÞ&& resourcesAvailable ð2Þ

Finally, if the CoOp refers to a task related to innovation, which may result in the
development of new products or patents, then the organizations also accept the col-
laboration according to the Bernoulli distribution as illustrated in formula (3), but with
a probability equal to the newProductsRate parameter. The higher the parameter, the
more likely the collaboration is to be accepted. Organizations belonging to the Inno-
vators class have the highest newProductRate and those of the Social and the Selfish
class the lowest.

acceptcollaboration ¼ bernoulliðnewProductsRateÞ&& resourcesAvailable ð3Þ

2.2 Assessment Environment

A performance assessment mechanism can be used to assess the CBE and its individual
organizations, based on the indicators proposed in [5] and [15]: the Innovation Indi-
cator (II), to evaluate the proficiency of the organizations to create new products or
patents; the Contribution Indicator (CI), to evaluate the value generated by the col-
laboration; and the Prestige Indicator (PI), to evaluate the prominence of a particular
organization over others, to participate in collaboration.

The weight (significance) given to each performance indicator by the CBE man-
ager, is expected to act as a factor of influence, resulting in a certain achievement of
organizations, which as individuals, tend to adjust according to the way they are
evaluated. For demonstrative purposes, a scenario of simulation was created with three
main components of common business activity: research and development (R&D),
Consulting, and Inner tasks. For the realization of each component, the organizations
allocate a given percentage of resources according to their class of responsiveness.
Table 2 illustrates a sample of a possible allocation used in the current experiment (the
Crook class was not considered).
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It is assumed that the variation in the weights of the performance indicators by the
CBE manager, will act as a factor of influence over the organizations, causing their
self-adjustment trying to improve their profile, resulting in an improvement of the CBE
as a whole. Therefore, as illustrated in Fig. 2, it is considered that an influence
mechanism acts on the percentage of resources allocated to each business activity,
called respectively slice for R&D, slice for Consulting and slice for InnerTasks. The
factor of influence (FI) of the mechanism, is expressed as a percentage (for instance
10%) of improvement to be distributed among the slices according to the weights of the
performance indicators (wII, wCI and wPI), causing a reallocation of resources and a
consequent self-adjustment of the organizations’ behaviour. It is also assumed that the
resources for R&D are influenced by the weight wII, and the resources for consulting,
are influenced by the weights wCI and wPI.

Considering the resources allocation of Table 2 as a base distribution, the influence
mechanism can be expressed by formulas (4), (5) and (6).

sliceforR&D ¼ sliceforR&Dbase �
FI
3

þ wII � FI
wII þwCI þwPI

ð4Þ

sliceforConsulting ¼ sliceforConsultingbase �
FI
3

þ wCI þwPIð Þ � FI
wII þwCI þwPI

ð5Þ

Table 2. Sample of resources allocation by business activity and class of responsiveness.

Resources allocation
Activity Social Selfish Innovator Crook

R&D 10% 10% 30% N/A
Consulting 70% 60% 60% N/A
Inner tasks 20% 30% 10% N/A

Fig. 2. Detail of the influence mechanism used for the presented simulation model.
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sliceforInnerTasks ¼ sliceforInnerTaskbase �
FI
3

ð6Þ

According to these formulas, the influence mechanism subtracts the FI equally from
the three slices of resources, so that it can be redistributed by considering the weights of
the indicators.

3 Performance Indicators to Assess the Influence on the CBE

Two of the performance indicators proposed in [5], are used in this work to assess the
CBE and the influence on the behaviour of its organizations in terms of collaboration.
The Contribution Indicator (CI),to measure the total value created by collaboration in
the CBE as a whole and that of its individual organizations, and the Prestige Indicator
(PI), to measure the influence/prominence of the organizations in the CBE.

Tables 3 and 4 describe the metrics used to calculate the performance indicators CI
and PI, of the organizations’ collaboration and that of the CBE as a whole.

The CIi in of an organization, assesses the contribution of the organization Oi in
terms of accepted collaboration opportunities. The value CIi in is thus obtained by the
weighted degree centrality of Oi calculated by formula (7), which is more related to the
popularity of organizations [18].

CIiin ¼ CDðOiÞin
CDðO�Þin ¼

P
j Oij#CoOpijin

max
P

j Oij#CoOpijin
ð7Þ

The CIi out of an organization, assesses the contribution of the organization Oi in
terms of created collaboration opportunities. The value CIi out is thus obtained by the
weighted outdegree centrality of Oi calculated by formula (8), which is more related to

Table 3. Metrics of the Contribution Indicator.

Metrics of the Contribution Indicator (CI)
Metric Description

O1,…,On Organizations in the CBE
#O Number of organizations in the CBE
#CoOpi in No. of collaboration opportunities the organization O; gamed from the CBE
#CoOpi out No. of collaboration opportunities the organization O; brought in the CBEP

i #CoOpi Total no. of collaboration opportunities created in the CBE
CD(Oi) in/out Weighted indegree/outdegree centrality (CD) of the organization Oi in the

CBE, which stands for the sum of direct connections in/out of Oi to the n
organizations Oi, with weight #CoOpij

CD(O
*) in/out Maximum indegree/outdegree centrality of Oi
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the activity of organizations [18]. These values are normalized between 0 and 1 in
relation to the maximum degree centrality for the current network.

CIiout ¼ CDðOiÞout
CDðO�Þout ¼

P
j Oij#CoOpijout

max
P

j Oij#CoOpijout
ð8Þ

The CICBE in and the CICBE out of the CBE, assess respectively the degree to which
the most popular organization in terms of accepted collaboration opportunities and the
most active organization in terms of created collaboration opportunities, exceeds the
contribution of the others. The values CICBE in and CICBE out are thus obtained by the
weighted degree centrality of the CBE as a whole calculated by formulas (9) and (10),
i.e. the sum of differences between the contribution of the most popular/active orga-
nization (O*) and that of all organizations in the CBE. These values are normalized
between 0 and 1 in relation to the maximum possible sum of differences of degree
centralities for the current network.

CICBEin ¼ CDðCBEÞin
maxCDðCBEÞin ¼

P
i CDðO�Þin� CDðOiÞin½ �
CDðO�Þin � ð#O� 1Þ ð9Þ

CICBEout ¼ CDðCBEÞout
maxCDðCBEÞout ¼

P
i CDðO�Þout � CDðOiÞout½ �
CDðO�Þout � ð#O� 1Þ ð10Þ

The CICBEt, calculated by formula (11), is a ratio of the total number of collabo-
ration opportunities created in the CBE by the total number of organizations.

CICBEt ¼
P

i #CoOpi
#O

ð11Þ

Table 4. Metrics of the Prestige Indicator.

Metrics of the Prestige Indicator (PI)
Metric Description

O1,…,On Organizations in the CBE
#O Number of organizations in the CBE
#CoOpi in No. of income collaboration opportunities the organization Oi participated in

the CBE
#CoOpi out No. of outcome collaboration opportunities the organization Oi participated in

the CBE
#CoOpkj in/out No. of income/outcome collaboration opportunities between the organization

Ok and Oj in the CBE
CB(Oi) in/out Weighted income/outcome betweenness centrality (CB) of the organization Oi

in the CBE, which stands for the sum of overall partial betweenness of Oi

relative to all pairs Okj, assuming that connections between Ok and Oj have
weight of #CoOpki

CB(O*) in/out Maximum income/outcome betweenness centrality of Oi
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The PIi in of an organization, assesses the prominence of the organizationOi in terms
of accepted collaboration opportunities. It means the extent to which a node (organi-
zation) is part of transactions (collaboration) among other nodes [18]. Using Freeman’s
betweenness measure [13], this means the number of times that an organization is on the
shortest paths among all pairs of the other organizations. In a binary network, the shortest
path means the smallest number of intermediate nodes between two organizations.
However, in weighted networks, the transactions (collaboration) between two nodes
(organizations) might be faster (more expressive) with more intermediate nodes that are
strongly connected [18]. This is due to the fact that stronger intermediate nodes mean
more collaboration between organizations. The value PIi in is thus obtained by the
weighted betweenness centrality calculated by formula (12), which stands for the sum of
overall partial betweenness of Oi relative to all pairs Okj assuming that connections
between any Ok organization and any other Oj have weight of #CoOpkj in.

PIiin ¼ CBðOiÞin
CBðO�Þin ¼

P
k

P
j OkjðOiÞin

max
P

k

P
j OkjðOiÞin ð12Þ

The PIi out of an organization, assesses the prominence of the organization Oi in
terms of created collaboration opportunities. Similarly to PIi in, PIi out is calculated by
formula (13). These values are normalized between 0 and 1 in relation to the maximum
betweenness centrality for the current network.

PIiout ¼ CBðOiÞout
CBðO�Þout ¼

P
k

P
j OkjðOiÞout

max
P

k

P
j OkjðOiÞout ð13Þ

The PICBE in and PICBE out of the CBE, assess respectively the degree to which the
most prominent organization in terms of accepted collaboration opportunities and the
most prominent organization in terms of created collaboration opportunities, exceeds
the contribution of the others. The values PICBE in and PICBE out are thus obtained by
the weighted betweenness centrality of the CBE as a whole calculated by formulas (14)
and (15), i.e. the average of the differences between the preponderance of the most
influent organization (O*) and that of all organizations in the CBE. These values are
normalized between 0 and 1 in relation to the maximum possible sum of differences of
betweenness centralities for the current network.

PICBEin ¼ CBðCBEÞin
maxCBðCBEÞin ¼

P
i CBðO�Þin� CBðOiÞin½ �
CBðO�Þin � ð#O� 1Þ ð14Þ

PICBEout ¼ CBðCBEÞout
maxCBðCBEÞout ¼

P
i CBðO�Þout � CBðOiÞout½ �
CBðO�Þout � ð#O� 1Þ ð15Þ

The PI indicator, as shown in formulas (12), (13), (14) and (15), uses the betweenness
centrality to evaluate the preponderance of organizations’ collaboration in the CBE. For
this, the Floyd-Warshall algorithm [19] was applied to find the shortest paths in the
weighted graph represented by the CBE and its organizations connected by collaboration
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opportunities. The algorithm starts with a distance matrix D with n lines and n columns,
where n is the number of nodes (#O) and each position of the matrix D[i, j] contains the
weight (#CoOpij) between the node i (Oi) and node j (Oj).Because the shortest paths in
the CBE mean stronger connections between the organizations, i.e. more collaboration,
the inverse of the #CoOpij is used, resulting in the matrix (16).

Dn ¼

1 1
#CoOp0;1

� � � 1
#CoOp0;n�1

1
#CoOp1;0

1 � � � 1
#CoOp1;n�1

1
#CoOp2;0

1
#CoOp2;1

� � � 1
#CoOp2;n�1� � � � � � � � � � � �

� � � � � � � � � � � �
1

#CoOpn�1;0

1
#CoOpn�1;1

� � � 1

8>>>>>>><
>>>>>>>:

9>>>>>>>=
>>>>>>>;

ð16Þ

The shortest paths matrix is then obtained after k = 0..n−1 iterations over the Dn

distance matrix, where in each k iteration, the Dk matrix is calculated according to
formula (17).

Dn
ij ¼ min Dn�1

ij ;Dn�1
ik þDn�1

kj

� �
ð17Þ

Finally, to compute the betweenness centrality of each node, i.e. the number of
times that an organization Oi is on the shortest paths among all pairs of the other
organizations Okj, the Floyd-Warshall algorithm [19] had to be improved. A path
matrix P was used to register the shortest paths between all pairs, starting with the
matrix P0 calculated according to (18).

P0
il ¼

null if i ¼ j or Dij ¼ 1
i in all other cases

�
ð18Þ

The final Pn matrix is reached after k = 0..n−1 iterations, where in each k iteration,
the Pk matrix is calculated according to formula (19).

Pn
ij ¼

Pn�1
ij if Dn�1

ij \Dn�1
ik þDn�1

kj

Pn�1
ij [Pn�1

kj if Dn�1
ij ¼ Dn�1

ik þDn�1
kj

Pn�1
kj if Dn�1

ij Dn�1
ik þDn�1

kj

8><
>: ð19Þ

All the metrics and formulas described in this chapter, were used to calculate the
performance indicators in the experimental evaluation of the CBE.

4 Experimental Evaluation of the CBE

To build the proposed PAAM described in Sect. 2, for the experimental evaluation of
the CBE, and to implement the performance indicators described in Sect. 3, the
AnyLogic Multimethod Simulation Software [16] was used. The model depicted in
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Fig. 3, simulates an environment (the CBE), populated by agents (the organizations),
whose behaviour is represented by state-charts and system dynamics, to represent
stocks and flows of resources.

The income market opportunities (incomingMarketOps) are also modelled by
agents arriving at a rate of 1.000/year plus a 25% of opportunities for new products or
patents, following the Poisson distribution (adequate for modelling the number of times
an event occurs in an interval of time) [20]. Each incomingMarketOps is composed of a
task description (research or consulting) and a number of resources (days-man) esti-
mated to perform the task (generated by a uniform distribution bounded by [1..50 days-
man]).

The organizations, whose profile is differentiated by classes of responsiveness,
respond to incomeMarketOps interacting by sending and receiving collaboration
opportunities (CoOps). To fulfil the tasks, the available resources are consumed
according to the type of business activity (R&D, Consulting or Inner tasks) and the
amount of estimated resources. The influence mechanism of the Fig. 2 induces a
reallocation of resources causing a self-adjustment in the profile of the organizations.

For the present experimental evaluation, the PAAM simulation model was para-
metrized to represent a CBE composed of 6 Social organizations, 5 Selfish and 3
Innovative. The organizations were configured with the values described in Tables 1
and 2, having an initial amount of resources of 1.500/year (day-man).

Running the model considering the interval of one year, the performance indicators
CI and PI were calculated, resulting in the values displayed in Table 5. Columns CIi in
and CIi out show respectively the contribution of the organization Oi in terms of
accepted CoOps, and the contribution in terms of created CoOps by inviting other
organizations to collaborate. On the other hand, columns PIi in and PIi out show
respectively the prominence of the organization Oi, i.e. the extent to which Oi is part of
the collaboration among the other organizations in terms of accepted or invited CoOps.
Finally, the performance indicators related to the whole CBE, have the following
results: CICBEt = 26,4 is the ratio of the total number of CoOps generated in the CBE

Fig. 3. PAAM model after an iteration of one year.
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by the total number of organizations; CICBE in = 0,444 and CICBE out = 0,214, are
respectively the degree to which the most popular organization (#CoOps received) and
the most active (#CoOps created), exceeds the contribution of the others; PICBE in =
0,776 and PICBE out = 0,686, are respectively the degree to which the most prominent
organization (being part of the CoOps received or created) exceeds the contribution of
the others.

The indicators CICBE in/out reveal a better distribution of the collaboration than the
PICBE in/out, since these values are normalized between 0 and 1, with zero indicating
an equal distribution of collaboration among all organizations.

Running the model again for a period of one year and parameterizing the influence
mechanism as shown in Table 6, the results of Table 7 were achieved.

Table 5. Values of the CI and PI for each individual organization and for the CBE.

Contribution and Prestige Indicators (CI and PI)
Class of Resp. CIi in CIi out PIi in Pli out

Social 0,89 0,97 1,00 0,83
0,58 1,00 0,44 0,63
0,64 0,76 0,17 0,12
0,76 0,64 0,17 0,33
0,82 0,82 0,68 0,97
0,71 0,70 0,16 0,21

Selfish 0,20 0,58 0,00 0,00
0,27 0,85 0,00 0,00
0,20 0,94 0,33 0,33
0,20 0,73 0,00 0,00
0,22 0,79 0,00 0,00

Innovator 0,76 0,85 0,71 1,00
1,00 0,94 0,54 0,96
0,98 0,67 0,01 0,01
ClCBE t 26,4
CICBE in 0,444 PICBE in 0,776
CICBE out 0,214 PICBE out 0,686

Table 6. Parametrization of the influence mechanism.

Influence mechanism
Factor of influence Weights

Fl wll wCI wPI
10% 1 4 2
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Comparing the results of Tables 5 and 7, it can be observed that the more signif-
icant difference in the CBE after applying the influence mechanism, is that all the
organizations tried to be more active creating more CoOps. The indicator CICBEt in-
creased from 26,4 to 26,7 (showing a higher average of collaboration opportunities by
organization, although not very significant), and the CIi out(invites to collaborate sent
by organization) also increased for almost all the organizations, flattening CICBE out
from 0,214 to 0,178 (showing a more uniform collaboration among organizations) at
the same time. On the other hand, the PIi in also had an increase (more prestige
concerning invitations received) but only in the Social and Innovator classes, resulting
in a better PICBE in from 0,776 to 0,742 (showing a more uniformization of the prestige
among organization), but still showing a high polarized distribution. Finally, no further
significant differences were registered.

Although the previous observed responses of a CBE and its individual organiza-
tions, to the proposed influence mechanism are not very significant so far, these are
preliminary results using arbitrary parameters so that the modelling and simulation
concept can be illustrated. Other improvements to the influence mechanism should be
made as well as the adjustment of the parameters used in order to obtain more
meaningful conclusions.

Table 7. Values of the CI and PI for each individual organization and for the CBE, after the
influence mechanism.

Contribution and Prestige Indicators (CI and PI)
Class of Resp. CIi in CIi out PIi in PIi out

Social 0,85 1,00 1,00 0,77
0,55 1,00 0,45 0,57
0,62 0,81 0,22 0,15
0,72 0,66 0,22 0,36
0,79 0,88 0,76 0,99
0,66 0,78 0,18 0,21

Selfish 0,21 0,56 0,00 0,00
0,26 0,91 0,00 0,00
0,21 0,97 0,33 0,33
0,17 0,78 0,00 0,00
0,23 0,81 0,00 0,00

Innovator 0,72 0,88 0,79 1,00
1,00 0,97 0,71 0,98
0,96 0,69 0,15 0,02
CICBE t 26,7
CICBE in 0,465 PICBE in 0,742
CICBE out 0,178 PICBE out 0,687
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5 Conclusions and Further Work

The PAAM model and the experimental evaluation in the previous section showed that
a CBE can be evaluated through performance indicators, more specifically, the pro-
posed CI and PI. It also showed that a CBE can evolve by self-adjusting of the
behaviour of its organizations, when influenced by the variation of the weights (sig-
nificance) of the adopted performance indicators.

The ongoing work is related to the improvement of the influence mechanism,
enhancing the calculation formulas by introducing more variables in addition to the
allocated resources.

Future work includes the calculation of the Innovation Indicator (II), correlating it
with collaboration. On the other hand, the PAAM model should be more dynamic,
basing the decision to collaborate not on distribution functions, but depending on the
performance of organizations. Finally, more refined and tested simulation scenarios
should be carried out using all classes of responsiveness with different and dynamic
parametrizations.
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Abstract. Production processes are nowadays fragmented across different
companies and organized in global collaborative networks. This is the result of
the first wave of globalization that, among the various factors, was enabled by
the diffusion of Internet-based Information and Communication Technologies
(ICTs) at the beginning of the years 2000. The recent wave of new technologies
possibly leading to the fourth industrial revolution – the so-called Industry 4.0 –

is further multiplying opportunities. Accessing global customers opens great
opportunities for organizations, including small and medium enterprises
(SMEs), but it requires the ability to adapt to different requirements and con-
ditions, volatile demand patterns and fast-changing technologies. Regardless of
the industrial sector, the processes used in an organization must be compliant to
rules, standards, laws and regulations. Non-compliance subjects enterprises to
litigation and financial fines. Thus, compliance verification is a major concern,
not only to keep pace with changing regulations but also to address the rising
concerns of security, product and service quality and data privacy. The software,
in particular process automation, used must be designed accordingly. In relation
to process management, we propose a new way to pro-actively check the
compliance of current running business processes using Descriptive Logic and
Linear Temporal Logic to describe the constraints related to data. Related
algorithms are presented to detect the potential violations.

Keywords: Compliance � Collaborative business processes � Virtual factory �
Business Process Verification � Algorithm

1 Introduction

Compliance is about adherence to regulations, guidelines or predefined legal require-
ments like norms, laws and standards. Compliance verification in business process
management is addressed at different levels of the life cycle i.e. deign time, runtime,
post runtime. A hybrid approach addresses compliance verification for all levels [1].
Moreover, existing research has made significant contribution to addressing verification
of models for compliance with a range of requirements such as, activity ordering
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requirements [2–9], resource assignment constraints [10–13], data requirements [14,
15], security requirements [16–20] and privacy [21–27], compliance between process
variants [28–31]. These works show the state of the art in business processes com-
pliance management and verification. They have also resulted into various compliance
approaches, frameworks, methods, languages and tools. However, more compliance
challenges need to be addressed to fully support collaborative processes in the context
of a virtual factory.

In this paper, we look at the compliance of running collaborative business processes
with data constraints. The paper proposes a new way to describe data constraints using
descriptive logic (DL) and Linear Temporal Logic (LTL). The traces of the running
processes are used to check whether the current collaborative business processes are
compliant with the data constraints described in DL and LTL.

The structure of the paper is as follows: related work is presented in Sect. 2.
Section 3 introduces an exemplary business process and related traces. DL and LTL are
used to express the data constraints in Sect. 4. Section 5 shows how to present com-
pliance properties as well as related verification algorithms. Future work and conclu-
sion are presented in Sect. 6.

2 Related Work

Pesic et al. propose DECLARE, a declarative constraint based specification language
and model compliance checking in relation to ordering requirements [2, 3]. The lan-
guage is limited to control flow checking. Similar work is presented by Awad et al. and
Wynn et al. Awad et al., propose a BPMN-Q language which extends BPMN to search
for segments of a process model affected by changes and verify their compliancy in
terms of control flow.

Whereas Wynn extends YAWL language with reset nets to determine correctness
of business processes with cancellation and OR joins, other work by Elgammal et al.
and Taghiabadi present compliance frameworks for managing the compliance of a
business process during its life cycle. The constraints are organised according to pat-
terns like control flow, resources, temporal and data [7, 9]. Despite the fact that the
frameworks comprehensively cover all perspectives of the business process, the pro-
posed languages employ complex mathematics and logics that are not intuitive for
ordinary end users.

Data specific constraint checking approaches check compliance between the model
and data requirements. Knuplesch et al. propose a graph method for modelling com-
pliance rules and address verification through structured compliance checking based on
compliance rules and data checking based on abstracted data [14]. The resultant graph
based approach is data constraint based. Borrego and Barbara enhance earlier work of
Declare to include data requirements compliance checking [15]. In this paper we extend
our earlier work for supporting compliance verification in collaborative business pro-
cesses [32–34]. Related work remains limited in various ways; the compliance man-
agement framework by Elgammal et al. results into a compliance request language in
which constraints can be specified by ignores their verification. Taghiabadi’ s com-
pliance approach caters for verification for control flow and data constraints. However,

260 J. P. Kasse et al.



its application to collaborative environments is not demonstrated, it is also a domain
specific approach and so is Declare language. Wynn et al.’s work based on YAWL is
geared towards control flow verification to achieve model soundness. Data constraints
are not considered by the authors. Moreover, non of these works presents mechanism
easily comprehensible for non-expert end users. This limits their application. Our work
leverages previous work by supporting specification of data constraints and verifying
for their compliancy with collaborative business processes using an approach that
empolys syntactic and semantic mechanism close to natural language. Besides, we
provide a coarse grained approach in which we cater for data constraints in terms of
accessibility, authentication and privacy by means of access control and authorisation.
This is a valuable contribution in the wake of revised compliance requirements of the
2008 general data protection regulation.

3 An Exemplary Business Process and Related Traces

We adopt an abstracted industry based use case, the Pick and Pack business process
proposed in [33]. In this case, customers submit orders online after registering on the
system. Stores’ staffs check order details, and proceed to process the order as Fig. 1
illustrates.

Fig. 1. Pick and Pack business process

Verifying Compliance of Data Constraints for Collaborative Business Processes 261



Order processing involves activities summarised in Table 1 and assigned roles:
Based on the role assignments, the following resource assignment conditions apply;

1. Pickers cannot participate in the verification of orders.
2. Packers can also do the verify order task.
3. Pickers can participate in hand over task at peak times
4. Supervisors oversee other employees and can execute any task.

Supervisors delegate or share rights of task execution to other staff, e.g. supervisors
can delegate pickers to pack items.

Relatedly, the constraints governing data access are summarized;

1. Supervisors have full data access and can grant access to other staff.
2. Basic data must be accessible and available for staff to execute tasks that do not

need much restriction and control. E.g. order list data.
3. Access control and authorization is observed for restricted data. For example,

customer personal data, financial data among others.
4. For security of data and system, users must be authenticated by the system.

For illustration purposes, the business process is considered in terms of activities
while traces are used as a mechanism to derive process execution to facilitate checking
compliance to constraints. Table 2 lists sample traces based on the use case.

Table 1. Process activities and role assignments

Activity Description Role

Select order Order is chosen from a pool of pending orders Picker
Pick items Order items are picked Picker
Verify order Right order in terms of items and quantities Verifiers
Pack order Order is packed Packers
Hand over/Deliver
order

Orders ready for picked up or delivery by
agent

Customer
service

Table 2. Exemplified log showing events, activities, constraints and process instances

Event Activity Constraints Process
instanceAccessible Data Time (units)

e1 Select order OrderList Duration [6] P1

e2 Hand over order Customer orderlist Delay [10] P1

e3 Select order Orderlist Between [10] P1

e4 Pick items ProductList Duration [15] P1

e5 Pickup or delivery Contactlist Duration [20] P1

e6 Select order Customer address Duration [10] P1
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4 Constraint Expression in Description Logic and LTL

To achieve constraint expression, descriptive logic (DL) [35] and LTL are adopted.
While using DL, the business process is the domain of discourse with activities and
constraints as concepts. The intention is to support expression of constraint require-
ments in a way close to natural language for easy intuition by non-experts yet
expressive enough to support reasoning. DL is known for knowledge base represen-
tation and building in knowledge management systems [35]. Its application in business
process design however has not received much attention with fewer applications in [10,
11]. The limitation is due to lack of known syntax to express unique business process
requirements.

To enhance its expressiveness, we adopt logical operators and quantifier operators
from temporal logic. Temporal logic is a formal method founded on mathematics.
Models are specified and checked for correctness against a set of properties expressed
as event orderings in time [36]. Role representation establishes a link between the
constraints and the activities while the role restrictions impose specific existential and
value restrictions of a constraint over the activity. We use unary predicates to represent
sets of individual constraints while binary predicates denote relationships between
individual constraints. We further use composite predicates to denote relationships
between different constraints.

4.1 Expressions of Data Requirements as Constraints in DL and LTL

Data constraints are based on data patterns [37] and represented as unary predicate
expressions using DL and logical operators and quantifiers from LTL. Task execution
requires access to data. E.g., ‘delivery’ task needs access to customer address and
contact to be accessible. Further still, actions that a user can do must be pre-authorized
i.e. action to read, write, modify. Thus, task data assignment TD is composed of a task,
data object oð Þ, value vð Þ and action @ð Þ. TD assignment is achieved by a function
f : a ! o; v; @ which maps data item attributes like value and action to a task. Figure 2
exemplifies task data assignment and the required attributes.

Fig. 2. Task and data assignment attributes
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Using DL constructs, the expression for TD is derived as; TD ¼ a ! ou vu @ð Þ
and formalized as; a ! o ^ v ^ @ð Þ in LTL. Based on Fig. 2, the use case, it follows
that;

TD ¼ DeliverOrder ! customer addressuBH14AAuReadð Þ½ �

Table 3 presents some examples of expressions as derived for data constraints in;

5 Verification Algorithms for Compliance to Data
Constraints

Data constraints are based on Boolean conditional evaluations where the condition is
either true or false. Depending on the outcome of the conditional evaluation assessed
against predefined access policies, access is granted or denied. To check for compli-
ance, a constraint is satisfied if a trace is true for the given conditions, and the constraint
is violated if trace is otherwise. To that effect, the following specifications and defi-
nitions are useful for the data constraints compliance checking algorithm.

Given a set of activities a1, a2 and a3 whose execution by role actor (r1) requires
product catalogue data (Pcd). Access to this data is constrained by access and avail-
ability. If the assignment is true per the executed behavior, then the trace rð Þ satisfies
�ð Þ the constraint.

Definition 1: Accessibility and Availability (AA)

r 2 ð a1; a2; a3ð Þ; r1ð Þ : Pcd: Read½ �ð Þ : AA ð1Þ

If r ¼ True then r � AA
The definition specifies accessibility and availability constraints for Pcd data object
with action read granted to r1 for execution of activities a1, a2 and a3. During verifi-
cation, the data compliance verification algorithm checks for compliance to the

Table 3. Data constant expression in DL

DL data unary expressions Description

8data ! visible/9data ! visible All/some data is visible
8data ! valid/9data ! valid All/some is valid data
8data ! :available/9data ! :available All/some data not available
8data ! accessible/9data ! accessible All/some data is accessible
8data ! privacy/9data ! privacy All/some data classified as private
8data ! authentic/9data ! authentic All/some data classified as private
DL data binary expressions Description

8data ! visibleu accessibleð Þ/
9data ! visibleu accessibleð Þ

All/some data has visible and accessible
constraints

8data ! authenticu privacyð Þ/
9data ! authenticu privacyð Þ

All/some has authenticity and privacy
constraints
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constraint for the data object, action by the user and tasks. If the outcome shows that
the trace is true, then the availability and accessibility constraints satisfied. Otherwise, it
is a violation detected for the AA constraint.

Definition 2: Authentication

r 2 ð a1; a2; a3ð Þ; r1ð Þ : Pcd: True=False½ �ð Þ : Authentication ð2Þ

If r ¼ TrueÞ then r � Authentication
The definition specifies access control by authentication granted for Pcd data with
actions to read and write for role actor (r1) who executes activities a1, a2 and a3.
Satisfaction of the authentication constraint is achieved if the trace of the executed
events exhibits the specified behavior. Otherwise, a violation is detected for the
constraint.

Definition 3: Privacy (Prv)

r 2 ð a1; a2; a3ð Þ; r1ð Þ : Pcd: Read½ �ð Þ : Prv ð3Þ

If r ¼ True then r � Prv
The definition specifies Privacy constraint for accessing Pcd data where action to read
private data is to be granted for the resource actor r1 who executes activities a1, a2 and
a3. During verification using the privacy compliance verification algorithm, the con-
straint is checked if it is satisfied before access is granted to private data. If trace is true
to the specification, then the constraint is satisfied and thus compliance achieved.
Otherwise, it is a violation detected for the privacy constraint.

5.1 Data Constraints Verification Algorithms

In this section, four algorithms are introduced, namely access and availability,
authentication and privacy data constraints compliancy verification algorithms. At the
end, an overall data constraint compliancy verification algorithm is presented.

Access and Availability Constraint Verification
Verifying Access and Availability data constraint ensures that basic non-exclusive data
is accessible and available with less restriction to enable accomplishment of basic tasks.
Algorithm 1 is composed to the effect. Violation occurs if role actors or tasks are
denied access to data or where the permitted action type differs from the initial
assignment, e.g. modify action type instead of read action type.
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Violation of AA constraint as per Algorithm 1 exists when tasks or their actors(r, e.
ac) are denied access. The violation results into to a deadlock or livelock. Deadlock
occurs if running activities are denied access to data necessary for the process to pro-
gress, while livelock occurs when a task denied data access stays in waiting mode
stagnating process execution. Another form of violation occurs when a task executes
without necessary data resulting into wrong outcomes which compromise data integrity.

Verifying Compliancy with Authentication Data Constraint
Authentication Algorithm 2 verifies for compliance by checking that role actor cre-
dentials match the credentials stored in a database of authorized actors and their access
privileges over tasks. Two forms of authentication errors lead to violations, i.e.;

• Access leakage which occurs when non-authenticated users gain access to data.
This is traced from running or finished events

• Deadlocks which occur when users are authorised to execute activities but access to
data is denied for technical or logical reasons e.g. improper configurations.
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When data constrained by authenticity constraint exists outside the constraint it
leads to access leakage since it will be accessible by users without authentication or if it
is accessed by non-authenticated role actors. Similarly, where data is not accessible to
authenticated actors leads to a deadlock since they cannot progress with the current
work being executed.

Verifying Compliancy with Privacy Data Constraints
Privacy constraint is enforced by means of access control and authorization. Autho-
rization involves the process of validating that the authenticated user is granted per-
mission to access the requested resources. Privacy as a data constraint restricts access to
data regarded private as defined by GDPR. Data restricted from public access is
enforced by authorization. Algorithm 3 checks whether the process is complying with
the privacy data constraint. Violation to privacy constraint is checked targeting two
forms of errors; deadlocks and privacy breach.

• Deadlocks occur when the executing events authorised to access data are denied
access for technical or logical reasons e.g. improper configurations,

• Breach to privacy i.e. non-authorised activities eventually access private data and
execute.

When data constrained by privacy constraint exists outside the constraint, it leads to
a leakage since it is accessible by non-authorized actors. Similarly, where authorized
data is not visible in ‘seen’ and ‘finished’, it implies denied access as a form of
violation.

The overall compliance verification Algorithm 4, is a general algorithm that
invokes Algorithms 1, 2 and 3 to check whether the entire business process complies
with above mentioned data constraints.
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6 Conclusion and Future Work

Regardless of the industrial sector, compliance is a major concern not only to keep pace
with changing regulations but to address the rising concerns of security, product and
service quality and data privacy which are fundamental for implementing industry 4.0.
With the EU GDPR in force, concerned organizations (European or otherwise) must
meet its requirements by reviewing and realigning their business processes. It is nec-
essary for software to be designed accordingly to reduce overheads from organizational
measures used in the interim. In this spirit, we propose a new way to check the
compliance of current running business processes. DL and LTL are used to describe the
constraints related to data. Related algorithms are presented to detect the potential
violations, i.e. data access and availability violation, data authentication violation, and
data privacy violation. The research of collaborative process model verification covered
also control flow and resource constraint verifications. For page limitation, we only
present data constraint verification in this paper. Further research related to data con-
straint verification will carry out the practical implementation and evaluations as the
next step.
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Abstract. Collaborative networks are organizational structures that, instead of
expressing market behavior, their formation and operation are based on prin-
ciples of collaboration, where trust, reliability, and commitment between
partners prevail. These principles allow collaborative networks to share risks and
become more competitive. Collaboration-based strategies are increasingly
important in the face of a growing demand for new and more sophisticated
services and products, posing significant challenges for companies that must
struggle to fulfill. In this sense, companies need to adapt their business strate-
gies, so they can react and keep up with the pace of change. In this work, we
propose a new perspective from the Theory of Constraints in Collaborative
Networks Management. The adaptation of the TOC’s Five Focusing Steps and
TOC Thinking Process, combined with the Critical Chain Project Man-
agement (CCPM) approach, are proposed to improve Collaborative Networks
Management. CCPM is brought into a collaboration context to deal with project
network uncertainty. A preliminary motivation example is shown in this position
paper, aiming at illustrating this prospective approach in Collaborative Net-
works Management.

Keywords: Collaborative networks � Theory of Constraints �
Critical Chain Project Management

1 Introduction

The increasing level of market globalization is requiring the creation and development
of ever more innovative products and services. Competitiveness, innovation, risk,
sustainability, resilience, and flexibility are such terms that are increasingly being
considered when reflecting on the general state of organizations, countries’ economies
and even nations, whose results are grounded on the performance of their productive
systems. While, in many sectors of activity, increased competitiveness may be related
to the modernization of processes associated with technological advances, in others,
success may be related, above all, to how companies organize themselves and manage
their productive systems.
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In this context, Project Management and Innovation can contribute to the success of
organizations, providing a contribution to increasing performance and improving
countries’ economies. Innovation projects, if well managed, will allow technological
and organizational development and increasingly sustainable solutions which can be
obtained through Collaborative Networks (CN) with high added value efficiently using
available resources, skills or competencies in ever shorter development cycles.

As a result, the intrinsic characteristics of projects (by definition, unique and
temporary), along with the dynamics of organizations and markets, contribute to the
fact that change and uncertainty is inevitable. This happens both at project level (e.g.
variations in programmed durations, unavailability of resources or materials) and at
organizational level (e.g. by limitations of appropriate mechanisms for decision support
or sharing information or competences). Considering these aspects, the application of
the Theory of Constraints (TOC) in Collaborative Networks Management (CNM) is
proposed in this position paper.

Assuming this TOC-based perspective into CNM, we could stipulate that there is
always at least one constraint affecting the performance of a CN. Therefore, identifying
and exploring this constraint will eventually make possible to subordinate it to the set
of CN partners that are most capable of mitigating the mentioned constraint. In this
way, the hypothesis that is being explored is that CNM can be improved by applying
the principles of TOC into CNs.

In next chapter, a brief introduction to the Theory of Constraints, their corresponding
POOGI, and TOC Process Thinking for problem resolution, as well as the Critical Chain
Project Management for project and change implementation. In chapter 3, a few
directions on how TOC could be used in Collaborative Networks Management are then
addressed. Finally, the main conclusions and some points to be addressed in the future
work are proposed.

2 Introducing the Theory of Constraints

In this section, we will begin by introducing fundamentals concepts and approaches of
the Theory of Constraints, bounding the scopeto the main aspects that can contribute to
its application in Collaborative Networks.

2.1 The TOC Core Concepts

The Theory of Constraints, as presented by Goldratt in 1990 [1], has evolved
methodologically as well as in its implementation domains [2] since its first publication
[3]. Along their evolution, TOC has presented several designations over time. Initially,
it was associated to the “Optimized Production Timetable” (OPT) scheduling, but
“Timetable” was later replaced by “Technology” [2]. It was also associated with other
designations, such as Synchronous Production or Constraints Management (CM),
which should be used in their specific domains [4]. TOC is nowadays used as a
management paradigm, theory or philosophy, as it includes their own concepts, prin-
ciples, methods and tools [5–7].
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The TOC assumes that in any system, there is always at least one constraint
affecting its performance, and that eliminating or attenuating this constraint will
increase the system performance. The rationale for this “at least one constraint
hypothesis” is that if a system had no constraints, then its performance could increase
indefinitely, but this is not possible [1]. The focal point of the TOC thus resembles
Liebig’s law, when he states that the growth of a system is not controlled by all
available resources, but by the less abundant resource, which is intended as a limiting
factor [8].

Therefore, in the TOC perspective, contrary to what is commonly assumed, the
existence of constraints should not be seen as negative, but rather an opportunity for
focusing management actions and decisions on system improvement. As a constraint
establishes the maximum performance of a system, its reduction translates directly into
improved system performance.

According to the TOC, any organization can be considered a system, i.e. aggre-
gation of interrelated elements, with defined purposes and objectives to support value
creation: typically, more profit for stakeholders and more sustainable service level for
organizations. A system can also be viewed as a network of interacting processes, not
just a set of processes, in which the performance and survival of a system depends
mostly on how its processes interact rather than their individual and local capacity or
performance. Once the purpose of each system’s component has been defined, the TOC
concentrates all its efforts on promoting improvements that directly translate into
system purposes or objectives and, inevitably, into increasing overall performance.
These advantages may even increase, when TOC is combined with other management
paradigms [9].

In TOC, several types of constraints can be identified [10–13], typically classified
into: (a) physical (resources unavailability, as an example) and (b) strategic, political
and organizational constraints (such as rules, regulations, procedures, lack of infor-
mation, etc.). The physical constraints are the easiest to identify, as their effects can be
seen through direct observation. On the other hand, the identification of non-physical
constraints can be more difficult to distinguish and manage. In addition, aspects like
human skills, behaviors, and attitudes, whether individual or collective, can also be
included in this non-physical category.

These constraints may also be considered internal or external to the system.
A typical external constraint is the market itself. As such, when a production system
has more capacity than the required by market, the constraint becomes external.
Whenever corresponding balancing and changes are done, the improvements allow
reviewing market share and to look for new opportunities. Organizations should
concentrate on capitalizing on these new competitive advantages, instead of focusing
on continuous improvement in their internal operations.

Furthermore, it is commonly assumed that in service organizations physical con-
straints are less relevant than organizational ones [10]. As highlighted in [14], it is
usually necessary a full elimination of organizational constraints to boost organization
results.
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2.2 The TOC Thinking Process Logic

From the TOC perspective, any system performance improvement is based on Five
Focusing steps known as the Process Of On Going Improvement (POOGI), which can
be synthesized as: (1) identify, (2) explore the constraint, (3) subordinate, (4) elevate
the constraint, i.e. improve performance and (5) evaluate the changes made and
overcome inertia.

The framework is implemented using TOC specific tools, such as TOC Thinking
Processes as designated in [15] (TOC TP), performed in a closed loop of continuous
improvement, as shown in Fig. 1.

As shown in Fig. 1, the TOC TP six logical tools, is used according to a specific set
of objectives, namely:

• Goal Tree (GT): clarification and identification of the objective to be achieved under
analysis.

• Current Reality Tree (CRT): identification and analysis of system core problems
and existing related Undesired Effects (UDE).

• Conflict Resolution Diagram (CRD): identification and resolution of conflicts; also
called Evaporating Cloud (EC).

• Future Reality Tree (FRT): search for alternative solutions, characterizing the
entities and foreseeable interconnections in the future system, converting the UDEs
into desired effects (DE).

• Negative Branch Reservation (NBR): used to identify possible risks of the future
solutions and corresponding implementation plan, checking the new system solu-
tion against the identified UDEs.

• Prerequisites Tree (PRT): used to ensure the coherence of the solution.
• Transition Tree (TT): to determine the main actions to be taken during the imple-

mentation of the solution.

Organizations can be seen as dynamic systems, which undergo changes for their
improvement and survival [16]. Although TOC TP is not in the literature traditionally
associated with change management, it may support it providing new business per-
spectives, increasing the managers’ sense of control, and allowing more proactive

Fig. 1. The TOC Basic Questions and TOC TP tools
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actions [17]. Therefore, the TOC TP presents itself as one of the TOC features with the
greatest potential for research exploration [4, 18, 19].

2.3 The TOC in Project Management

TOC principles applied to Project Management practices, the Critical Chain [20] was
introduced by Goldratt in 1997, and more conceptuality detailed later on [21–23].
This TOC tool is currently known as Critical Chain Project Management (CCPM).

CCPM can be applied in products or services development projects. Whenever a
project is planned, several generic objectives are commonly considered, namely:
duration (deadline), cost (budget), resources (materials, equipment, …) and compe-
tencies, according to defined specifications or requirements. Among these objectives,
time is particularly relevant, as it is a non-cumulative resource, i.e., whether it is used or
not, it is spent and cannot be reproduced, resulting in unrecoverable loss of opportunity
if not properly exploited.

CCPM applies TOC principles to project scheduling, allowing the best manage-
ment project duration and resource utilization, while also promoting human resources
behavior change. In fact, an effective management of the project execution time, was
already highlighted in [24], proposing that in order to maximize the probability of
project success, namely the completion of a project within its deadline, a realistic
completion date should be established. This should include several types of relation-
ships precedence and resource constraints, in which the only acceptable scheduled
durations should be the exact time durations needed to execute the activities, since
longer durations would be wasted by the effect of Parkinson’s Law [25]. But to ensure
that the project is completed on time, the project network must also accommodate
uncertainty in the execution of the activities, thus establishing a time buffer at the end
of the project and also at the critical chain integration points, known as Feeding buffers.
This allows handling sudden changes on the critical activities and preserve manage-
ment focus.

It is worth to notice that, in addition to the mentioned critical chain scheduling
perspective, CCPM must also include specific changes in human behaviors during
project activities execution, such as:

• The Relay Runner Behavior or Mentality, e.g., quick activity execution and work
deliver as soon as it is completed.

• Full dedicated resources to eliminate or reduce bad multitasking.
• Frequent report of activities expected durations for their completion.
• Prioritize all requests considering the buffer report.
• Use tasks priority lists to dynamically change and assign resources considering

buffer penetration reports.

These aspects will have impacts in several other procedural areas of project manage-
ment, as in costs, quality, communication, risk and procurement in projects [26, 27].
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3 Exploring TOC in Collaborative Networks

In this chapter, we will explore the application of TOC in collaborative networks.
Although this is a position paper, the authors feel that a motivation example helps to
illustrate how the TOC could be applied in the management of a collaborative net-
works. In the second part of this section, some ideas on how to apply TOC in CNM are
provided.

3.1 Motivation Example

This section presents a motivation example illustrating the application of the Theory of
Constraints in collaborative networks, focusing in CCPM as starting point.

Typically, a project is specified by a set of activities, with durations and prece-
dencies. For instance, as shown in Table 1, activity a5 can only start after activities a2
and a3 are finished.

Each activity requires certain resources, generically represented by r1, r2, … which
might be material, money, equipment, know-how, etc. Assuming it is a collaborative
project, these resources are provided by potential partners who will then work together
in the execution of the project activities, according to the necessities illustrated in
Table 2(a).

Table 1. Project activities precedence table

Activity Most likely Pessimist Optimist Precedence

a1 3 4 1 –

a2 5 6 2 a1
a3 3 4 2 a1
a4 4 6 3 a1
a5 8 10 5 a2, a3
a6 5 7 3 a3, a4
a7 3 5 1 a5, a6

Table 2. (a) Required resources in the project, and (b) Availability resources

(a) 

Activity
Required resources

r1 r2 r3 r4 r5 r6
a1 1 3 2
a2 2 4
a3 2 5
a4 4 3
a5 6
a6 3 2
a7 2 3 3

(b)

Partner 
Available resources

r1 r2 r3 r4 r5 r6
p1 5 5
p2 2 4 1
p3 5 5 3
p4 4 2 1
p5 1 5
p6 4
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Table 2(b) shows a set of partners who, in an earlier collaboration phase, namely
partners selection, have already been evaluated in terms of trustworthiness, reliability
and past collaborations. In the next phase, the allocation of partners to activities is
performed according to the availability of resources for the respective activities.

The TOC’s critical chain scheduling allows identification of constraints affecting
the project, namely its critical activities. Applying this approach, the project requires 19
days plus 3 for project buffer (PB), which results in 22 estimated days for the project
completion, requiring also two Feedings Buffers (FB) as shown in Fig. 2. The project
critical activities (which establishes the critical chain) are in red on the project Gantt
representation at the right side (a1, a2, a5 and a7).

While CCPM allows addressing constraints from the project level. We can observe
the same information from a collaboration perspective, enabling to focus on other
project aspects which might help identify new potential risk factors.

From Fig. 2, we can perceive the interactions that are established between the
partners in the project. The assumption here is that partners who work together in the
same activity interact more intensively than in different ones. We can represent these
interactions in a graph (Fig. 3), which can then be studied with Social Networks
Analysis methods. This partners’ interaction view can then be used to support col-
laborative decision making and problem resolutions during project execution.

Each vertex of the graph represents one partner. Each arc and weight represent the
number of common project activities between two partners. But in order to represent
the proximity concept, the inverse of the number of activities is used. For example, a
value of 0.3(333) in the graph indicates that the respective partners work together on
three activities (e.g. p1 and p4).

Fig. 2. Project schedule with resource allocation (Color figure online)
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With the obtained social network graph, several indicators can be used to explore
network properties relevant to collaboration. For example, the node sizes shown in the
graph are proportional to the betweenness centrality measure [28]. This measure allows
the identification of the network elements with greater authority and control over the
flow of information, acting as brokers in the sharing of this information [29]. These
authors also indicated empirical research showing that when an element with high
betweenness leaves a network, it can cause severe disruptions to information flow.
Furthermore, it is suggested in [28] that a high betweenness indicates elements with
great influence in the collaboration between the members of a network. In the context
of this example, this indicator can then be used in project management, in order to more
closely monitor the activities of these partners.

3.2 Potential Research Lines in Collaborative Networks

Collaborative networks are complex and multidimensional structures, requiring the
management and supervision of multiple processes that are developing simultaneously.
The fundaments of Collaborative Networks, morphology and lifecycle are out of scope
of this study, which can be found in [30, 31].

The most important contribution of TOC could be to help handling the complexity
of CN management. As stated by Goldratt [1], “Focusing on everything is synonymous
with not focusing on anything”. TOC could therefore be applied in CN to provide
methods to support collaboration contexts, so that a network manager could focus on
the most important constraint, or core problem, in a collaborative project. For such, the
potential methods from TOC that can be applied in CNM are identified in Table 3,
highlighted in bold.

Fig. 3. Social network graph subjacent to the partners participating in the project
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Earlier research works concerning the application of TOC in collaborative networks
can be found in [32, 33]. But a more in-depth study must start by attempting to fit the
TOC’s methods from Table 3 with CNM aspects presented in Table 4. In this table,
there are some suggestions of how TOC can be applied in CNM.

Table 3. Summary of the TOC methods, adapted from [32]

Prescriptive domain Reflection and assessment domain

Strategic/Tacit
level

Concepts and principles Problem analysis and resolution
Main conceptual
prescriptions:
The Basic Questions
The POOGI Five Focusing
Steps
The Six Levels of Resistance

Logical Tools (TOC TP):
Goal Tree (GT)
Current Reality Tree (CRT)
Conflict Resolution
Diagram (CRD) or
Evaporating Cloud (EC)
Future Reality Tree (FRT)
Negative Branch (NBR)
Prerequisites Tree (PRT)
Transition Tree (TT)
Validation principles:
Categories of Legitimate Reservation
(CLR)

Operational level Specific logical applications Performance evaluation measures
Rope-drum-reserve (DBR)
Critical-Chain (CC)
Buffer Management (BM)
V-A-T Analysis

Throughput, T
Inventory/Investment, I
Operating Expense, OE

Table 4. TOC contributions for collaborative network management

Management aspect How it can be done (with mappings from Table 3)

Collaborative project
definition

Characterization of the project in terms of activity precedencies,
required resources, and competencies. TOC methods can use
this information to find the critical chain, detect and resolve
resource constraints, to manage and adjust the expected project
duration (CCPM)

Partnership formation TOC can be applied to help achieve the best possible allocation
of partners to project activities, having in mind resources
availability and critical chain buffer management (TOC
TP&CCPM)

Partners selection issues There are many methods for partners selection. For instance,
partners competencies, reliability, trust, collaboration
preparedness (and other traits), skills, and resources are some of
the ingredients in partners selection approaches. In TOC, these
aspects could be explored in terms of availability versus needs
in the project activities and evaluate them for eventual conflict
issues (TOC TP)

(continued)
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4 Main Conclusions and Future Work

This position paper explored the integration of the Theory of Constraints in the context
of Collaborative Networks Management. The foundations of this management theory
were firstly presented. Then, the methodological integration of TOC into CNM was
researched in two parts, starting with a motivation example, and then with an
exploratory exercise, to illustrate the correspondence between a few TOC methods and
typical phases of CN lifecycle.

The motivation example allowed identify several preliminary results. For instance,
from the project definition, the critical chain method allowed identify conflicts in
partners’ resources utilization. The “betweenness closure” measure, from the realm of
Social Networks analysis, was used in the example to identify potential collaboration-
related risks. In this regard, disruptions involving partners with high betweenness can
pose significant impacts on network performance, including at collaboration level. As

Table 4. (continued)

Management aspect How it can be done (with mappings from Table 3)

Operation monitoring TOC can be used to identify deviations from plans, and alert
mechanisms can be provided for the VO-planner (BM). For
instance, eventual disturbances affecting resources availability
may pose impacts on the project’s critical chain and delay its
completion. They can be spotted during project execution
(CCPM) and resolved by TOC POOGI/TOC TP

Performance assessment Development of new indicators and monitoring rules for the
detection of relevant impacts on project planned time objectives
(CCPM)

Network reconfiguration TOC can be used to manage change. Whenever there is a shift in
goals, activities can be rescheduled, and resources utilization
verified for eventual conflicts resolution (TOC TP & CCPM)

Risk assessment As the project progresses, it is possible to observe its status
proactively and thus reduce or manage risk of resource or
competencies unavailability, spot potential conflicting partners
and reduce delays occurrence (CCPM)

Trust assessment There is a significant amount of research works dedicated to
trust in collaborative networks, such as [34]. Information
provided by trust indicators could be considered in the
identification of constraints and risk (TOC POOGI cycle/TOC
TP)

Collaboration
preparedness assessment

The ability to collaborate is a relevant aspect in a collaborative
network, as a partner’s low score on this trait can be used to
foretell relationship issues undermining project execution.
Similar to trust, preparedness to collaborate indicators could also
be used to assess the need to reconfigure the network (TOC
POOGI/TOC TP)
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such, the example helped highlight potential benefits from the use of TOC in Col-
laborative Networks Management.

Given the suggested hypotheses, proposed during this position paper, we can
expect potential benefits in the use of the Theory of Constraints in collaborative net-
works. These aspects must be further explored and detailed in future research work. In
addition, a CNM/TOC combination should be addressed assuming a multi-disciplinary
perspective, involving researchers from distinct areas, namely Industrial Engineering
Management, Sociology and Information Technology.
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Abstract. Achieving the Sustainable Development Goals (SDG2030) requires
that governments and their various institutions be more agile, collaborate across
agency boundaries and national borders, and also develop specific capabilities.
Some of the required capabilities are related to developing and sustaining
governance networks, digitally transforming public service delivery, building
resilience structures within government for crisis and disasters, and harnessing
disruptive technologies for new solutions to hitherto unsolved problems. This
paper highlights how the integration of hyper-connectivity, “smartness” and
Artificial Intelligence adoption within the context of the recent Post-New Public
Management (NPM) paradigms can generate new capabilities to strengthen
government institutions towards achieving their relevant SDG goals.

Keywords: Hyperconnectivity � Smart government � Augmented government �
Collaborative networks � Post-New Public Management � Artificial intelligence

1 Introduction

Governments are constantly driven to meet citizen demands, operate more efficiently,
tackle wicked societal challenges and meet international development and governance
commitments such as those related to the Sustainable Development Goals (SDG2030)
and the Open Government Partnership (OGP). Through harnessing technological
innovations and adopting new public management paradigms, governments are
transforming themselves to more effectively achieve their goals [1]. In particular,
governments are increasingly collaborating across governance jurisdictions, national
and regional borders, and are also developing new partnerships to jointly address
common problems.

In the area of technological innovation, government organisations are adopting
disruptive technologies such big data and IoT, artificial intelligence, robotics, drones,
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virtual and augmented reality, and digital fabrications [2] to create new services and
develop significantly more effective policies. Furthermore, they are also creating
resilient data and information infrastructure through the use of blockchains (or dis-
tributed ledger) technologies [3].

However, this new wave of disruptive technology adoption in government is
enabled by recent public management logics described as post-New Public Manage-
ment Paradigms (NPM) [4]. These new public management paradigms are charac-
terised by features such as unprecedented transparency, use of shared and integrated
services/infrastructures, use of social media, reintegration of fragmented processes,
performance governance, cultivation of collaborations networks, participation in
public-private partnerships and engagement of citizens [4]. Summarily, these new
public administration paradigms agree on the centrality of technological innovation in
the improvement of service delivery and policies. These new environments also
emphasize obtaining concrete benefits and producing public values from investments in
disruptive technologies.

Three major paradigms that are related to recent developments in the government
technology arena include Hyperconnectivity, Smartness and AI-Augmentation (the use
of AI technologies to augment the capabilities of governments). While these technol-
ogy paradigms individually deliver significant capabilities, their integration has the
potential to radically transform governments with new robust and mutually reinforcing
capabilities. This paper highlights how the integration of these three technology
paradigms within the context of the post-NPMs can deliver new capabilities that could
radically transform and strengthen government institutions towards greater internal
efficiency, improved citizen management, more effective policies and better public
services.

The objectives of the paper is threefold: (1) highlight the nature of the post-NPM
and the supporting government technology paradigms that characterise future gov-
ernment innovation environments; (2) describe some of the new government capabil-
ities that the future government innovation environment potentially enables, and
(3) highlight some of the necessary conditions for harnessing these new government
capabilities.

2 Creating the Enabling Environment

There is a duality between public management and governance programmes and the
supporting technology innovations [5]. Thus, while technological innovations are
required to support the implementation of the desired reforms programmes in gov-
ernment environments, the effective adoption of these technologies is also contingent
on the adopting environment as shown in Fig. 1.

Following the New Public Management (NPM) agenda which dominated gov-
ernments thinking between 1985 and 2002, recent public management and governance
frameworks explicitly recognise the contributions and influences of technological
innovations in government change efforts [6]. Three of these recent public management
and governance frameworks include Digital Era Governance (DEG), Public Value
Management (PVM) and the New Public Governance (NPG).
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In the first instance, the DEG paradigm focuses on reintegrating functions in the
government sphere, adopting needs-based and holistic structures in service delivery,
intensifying digitalisation of administrative processes [6]. More recent models of DEG
emphasise transparency, the use of social media and the establishment of shared service
centres as important tenets of this paradigm [7, 8].

At the centre of the PVM paradigm is the notion of public value [9]. The concept of
Public value here is more than a summation of individual preferences of citizens. The
framework is characterised by: strategy-making for public value creation; performance
governance and Innovation.

The NPG paradigm considers both situations where multiple interdependent actors
contribute to the delivery of public services as well as the situation in which multiple
processes inform policy-making systems. Core elements of the NPG paradigm include
the development of networks and collaboration arrangements, forming and leveraging
public-private partnerships and engagement of citizens [8]. An important assumption in
this paradigm is that no single government organisation is capable of handling the type
of public policy challenges facing governments today, making cooperation, collabo-
ration, and partnering necessary [8, 10].

Collectively, these paradigms employ technological innovations (or digital tech-
nologies) to drive greater openness, enable greater collaborations and new partnerships,
engage citizens over new channels, track performance of governments and integrate
service delivery [4]. Specific affordances of these three paradigms in contemporary
public management and governance environments are given in Table 1.

Fig. 1. The duality of Post-NPM & technological innovations

Table 1. Affordances of Post-NPM paradigms

PM paradigm What paradigm enables

Digital era governance • Access to government information
• Providing information on a specific policy field of public interest
• Publishing open government data
• Getting citizens to express their opinions over social media
• Crowdsourcing ideas from citizens to tackle societal challenges
• Providing shared-service centre for delivery of integrated
services

(continued)
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3 Technological Support for Post-NPM Paradigms

We consider three government technological (govtech) innovations that support the
above post-NPM paradigms – Hyperconnected, Smart and AI-Augmented government.
Collectively, these govtech paradigms provide major support for all three post-NPM
paradigms. Below we describe these three govtech innovations.

3.1 Hyperconnectivity

Hyperconnectivity is associated with a sharp increase in the interconnectedness of
people, organisations and objects [11]. It is enabled by the convergence of the Internet,
mobile, social media, Internet-of-things, cloud computing. The concept is also asso-
ciated with the impact on personal and organisation behaviour is associated with the
concept of Hyperconnectivity [12]. Hyperconnectivity focuses on collective behaviour
[13] and has the following attributes [12]: perpetual connectivity; ready accessibility;
information-rich; interactive; comprises varieties of connections types (machine-to-
machine, people-to-machine, etc.); and virtually unlimited in storage allowing for
massive data collection.

Hyperconnectivity technology such as social media offers rich information and
location independent interaction endowing adopting Governments with a rich infor-
mation base for policymaking. In addition, hyperconnectivity technologies such as
augmented & virtual reality could potentially allow communities to build up a shared
understanding of societal and individual needs. They also support bottom-up engage-
ment by citizens to advance their interests [14].

In addition, Hyperconnected Governments have the capability to predict individual
needs for public services and the provision of personalised services based on estab-
lished daily routines or patterns. Furthermore, these governments have the capability to
improve communication with their constituents by sharing information more quickly
and transparently. It also makes it easier for their citizens to contact them and their
agents as well as access public services easily [14].

Table 1. (continued)

PM paradigm What paradigm enables

Public value
management

• Public value creation
• Understanding public interest and delivering on them collectively
• Focus on long-term outcomes and not only short term results
• Freedom for managers to be creative (out-of-the-box) and
innovate

New public governance • Development of public-partnerships to share risks and resources
• Joined up services and thinking across sectors
• Collaboration networks of actors to tackle societal challenges
• Co-production with citizens
• Dialog with citizens on government performance
• Creation of “publics” (different target citizen groups)
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3.2 Smartness

The notion of “Smartness” in digital government literature is associated with attributes
including forward-looking, innovativeness, efficiency in resource management and
operations, participatory governance and citizen engagement [15]. Smartness in the
government sphere has been defined specifically to be related to creative investment in
emerging technologies to achieve ability, resilient government structures and infras-
tructures [1, 16]. According to [1], characteristics of smart government includes: inter-
organisational collaboration, information sharing and integration, opening up of gov-
ernment and digital transformation of public services. Similarly, in [15], the notion of
smart governance is associated with coordination and integration, service integration,
citizen participation and co-production and design of effective regulatory policies.

Smart Governments initiatives utilize hyperconnectivity and AI technologies and a
variety of technical artefacts such as interoperability frameworks and standards.

3.3 AI-Augmentation

Artificial Intelligence (AI) refers to systems that exhibit intelligent behaviour by ana-
lysing their environment and taking action with some degree of autonomy to achieve
specific goals [17]. AI is historically associated with computational solutions which
exhibit human-like intelligent behaviour including perceiving, reasoning and acting as
humans [18, 19]. Five important classes of problems that could be associated with AI
include: search, pattern recognition, learning, planning and induction [20].

AI technologies include [21]: machine learning, computer vision, speech recogni-
tion, natural language processing and robotics. There are at least five emerging appli-
cations of AI in AI-Augmented Governments in the context of citizen services [22]:
(1) answering questions; (2) filling out and searching documents, (3) routing requests,
(4) translation and (5) drafting documents. In [21], three core applications of AI in
government include: (1) robotic and cognitive automation, enabling the shifting of
human labour to high-value work through technologies such as Robotic Process
Automation, (2) enabling cognitive insights through better predictive capabilities; and
(3) Cognitive engagement through answering citizen queries. Public sector organisations
are also increasingly interested in harnessing AI capabilities and data sciences to deliver
policy and generate efficiencies particularly in high uncertainty environments [23].

3.4 Integrating Hyperconnectivity, Smartness and AI-Augmentation

We note here that the three Govtech paradigms described above are complementary.
A closer look at these paradigms reveals that smart government paradigm is most
strategic and relies on the other two paradigms for implementation. The hypercon-
nectivity generates massive data on relationships and a variety of media for citizen
engagement. AI technologies are required to generate insights from hyperconnectivity
data and applied to achieve smart government objectives like agility, resilience and
service transformation. The interdependencies of the three govtech paradigms are
depicted as a virtuous triangle in Fig. 2. The capabilities enabled by three paradigms
are also shown in Table 2.
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These capabilities also show how the different paradigms may directly support the
post-NPM paradigms described earlier in Sect. 2. Specifically, we observe that the
Smart Government programmes are well aligned and could support DEG initiatives
giving the joint focus on openness, service transformation, co-production and
engagement of citizens. Smart Government programmes are also aligned with the PVM
initiatives in the area of creativity. Similarly, Hyperconnected Government pro-
grammes could provide strong support for NPG initiatives by providing the capability
to manage and leverage big data related to collaborations, partnerships and citizen
interactions and engagement over social media. AI-Augmented programmes provide
concrete services and tools to support all three post-NPM paradigms.

Fig. 2. Integrating Govtech paradigms

Table 2. Capabilities provided by Govtech paradigms

Govtech paradigm Capabilities

Hyperconnectivity • Harness large amount of data and information (big data) about
different forms of relationships within the governance system

• Leverage rich information base on social media for policymaking
• Access to shared understanding of societal and individual needs
• Bottom-up engagement by citizens
• Predicting individual information and public service needs based on
interconnectivity information and delivering services over preferred
mobile channels

Smartness • Inter-organisational collaboration and information sharing
• Opening up government
• Transformation of public services
• Participation, co-production
• Regulatory policymaking for the use of smart technologies

AI-Augmented • Task automation and completion
• Predictive & prescriptive analytics
• Cognitive engagement & citizen question answering
• Knowledge discovery and generation (through induction)
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4 New Capabilities Enabled by Convergence

The long-term viability of technological innovation (such as AI) is contingent on
effectively embedding it into the delivery of solutions for policy implementation [23].
This embedding is what we denote as convergence here. As shown in Fig. 3, the
technological innovation can enable new set of government capabilities when imple-
mented in the context of the post-NPM paradigms described in Sect. 2. Three important
capabilities that are enabled by harnessing the technological affordances (right side of
Fig. 2) within different post-NPM features are – hyper-openness, self-service (DIY
Government) and hyper-collaboration (see arrows).

Hyper-openness capability will allow government to deliver highly-personalised
information and knowledge to citizens over old and new channels (e.g. VR) to meet
their need proactively. The self-service or “Do-it-Yourself (DIY)” Government capa-
bility enables citizens and businesses to initiate the co-production of digital services
they require at any time based on the tools and platforms provided by government. This
capability also enables notification of citizens and businesses of services they require
but unaware of.

The hyper-collaborative Government capability enables the creation of dynamic
collaboration networks [24] of state and non-state actors. This form of governance
networks will be able to automatically discover and enroll partners and automatically
reconfigure the network based on changing circumstances. The resulting governance
networks will facilitate flexibility, speed, resource pooling and exchange as well as
innovation to tackle complex societal challenges [25, 26].

Fig. 3. The Convergence of Post-NPM and Govtech paradigms
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5 Necessary Conditions for Transitioning to Next-Gen
Government

In addition to implementing the post-NPM initiatives to create the enabling environ-
ment for implementing the above govtech innovations, there are a number of issues that
must be addressed to ensure broadly: safe and ethical use of these technologies, and the
availability of the requisite capacity to harness the innovations.

The first challenge is related to a large amount of data generated in hyperconnected
environments. Having clear principles to resolve the ownership of individual data is
very important [14], considering regulations such as the European Union’s General
Data Protection Regulation. Another social implication of the unprecedented trans-
parency of public lives associated with hyperconnectivity, in particular, is the need to
for stronger privacy protection in future governments [13]. The second issue is related
to security. With hyperconnectivity and the use of cyberphysical in smart government
environments, security threats are significantly amplified [13]. The third challenge is
associated with the ethical use of hyperconnectivity and AI. There is ample evidence
that these technologies are already being exploited for terrorist activities, including the
active use social media to recruit, radicalize and plan and orchestrate violent activities.
AI-powered bots are also being for disinformation purposes. Next-gen governments
will have to directly address these threats which will be compounded when these
innovations are integrated. Next-gen governments must address the lack of gate keepers
in digital media [14] by developing the necessary regulatory framework to address
disinformation and future unethical use of these innovations.

The fourth challenge is directly linked to trust issues in the next-gen Government
environment enabled by highly dynamic and reconfiguration collaborative networks
[24] of actors that may not have history of working together. In this kind of envi-
ronments, the use of blockchains for ensuring transactions and contracts integrity will
be important [2, 3].

6 Conclusions

By taking a convergent view on hyperconnectivity, smartness, and use of AI in gov-
ernment, this paper has outlined how new capabilities that produce stronger and more
effective government institutions can be realised. It is however important to note that
realizing these new capabilities is contingent on having the enabling public manage-
ment and administration environment, such as those characterised by the post-NPM
initiatives. These new post-NPM environments inter alia enable government institu-
tions to harness the expertise and resources of non-state actors in addressing societal
challenges. They also help in overcoming the increasingly limited capacity of gov-
ernments to effectively leverage new technological innovations like AI or hypercon-
nectivity [23]. More importantly, addressing the preconditions described in Sect. 5 is a
necessary first step into harnessing these new capabilities.

The new capabilities described in Sect. 4 are related to at least two of the four
scenarios of the future of government 2030+ described in [14] - DIY democracy and
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Super Collaborative Governments. Their “Over-Regulatocracy” scenario is related to
the third challenge described in Sect. 5.

Our future work will elaborate on these new government capabilities to better
understand possible barriers and preconditions for their development and management
in future government environments.
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Abstract. Digital government refers to the transformation of government
organizations and their relationships with citizens, business and each other
through digital technology. It entails digital innovation in processes, services,
organizations, policies, etc. which are increasingly developed and tested in one
country and transferred, after adaptation, to other countries. The process of
innovation transfer and the underlying information and knowledge sharing
increasing take place through networks. The aim of this study is to identify
various forms of such networks, their structures, membership criteria and modes
of operation. The study relies on the analysis of literature on innovation transfer,
collaborative networks and inter-governmental collaboration, and a survey of
existing inter-governmental networks for digital government innovation transfer.
The key finding is that such networks are a growing form of international
collaboration and an instrument in global economy.

Keywords: Digital government � Innovation transfer � Collaborative networks

1 Introduction

Digital government transformation has advanced rapidly over the past 15 years, as
shown by increasing number of countries with very high (between 0,75 and 1,00) value
of the United Nation’s e-Government Development Index (EGDI) [1], from 10 in 2003
to 40 in 2018, and a decrease in the number of countries with “very low” (between 0,00
and 0,25) value of the EGDI, from 38 in 2003 to 16 in 2018. Thus some countries have
gained deep knowhow in digital government, making their power, transport, security
and other systems ready to interconnect with other systems, while others stand to learn
from them, and to connect or even adopt their systems.

However, successful transfer of digital government solutions is difficult due to
different conditions – technical, legal, economic, cultural, etc. existing in the donor and
recipient countries [2, 3]. This and continuous pressure for improvement in public
infrastructure and services, highlight the importance of knowledge sharing and inno-
vation transfer between government organizations [4, 5]. Inter-organizational
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information sharing delivers higher information quality, improved decision-making,
increased productivity, and service integration [6]. Inter-governmental information
sharing relies on collaborative actions by diverse agencies from different countries,
increasingly coordinated through inter-governmental collaboration networks. Such
networks constitute multi-organizational arrangements for solving problems that cannot
be achieved, or achieved easily, by a single organization. They rely heavily on informal
interaction, persuasion, and information to deal with critical areas [7].

While the existence of networks that specialize in digital government innovation
transfer is documented in literature [5, 6, 8], comparative studies are lacking, and
questions remain concerning objectives, membership criteria, structure and mode of
operation adopted by such networks. This paper aims to fill this gap based on the
combination of literature review on technology transfer, collaborative networks and
inter-governmental collaboration, four case studies of collaborative networks for inter-
governmental technology transfer, and cross-case analysis. The case studies include
networks run by countries with advanced digital government capabilities and interest in
transferring such capabilities to other countries – Estonia, Korea, Singapore and USA.
The main message uncovered by this study is that international digital government
collaboration has become an instrument in global economy.

The rest of this paper is structured as follows. Section 2 present a literature review
on technology transfer, collaborative networks and inter-governmental collaboration.
The main outcome is the framework for inter-governmental networks for digital gov-
ernment technology transfer, which is presented in Sect. 3 along with research ques-
tions and how they are addressed. Section 4 presents and analyzes four case studies of
such networks using the framework in Sect. 3. Section 5 discusses implications and
lessons learns from this work, and Sect. 6 concludes with summary of the findings,
limitations of this research, and plans for future work.

2 Background

This section presents the outcomes of a literature review on technology transfer, col-
laborative networks and inter-governmental collaboration. The review follows the
approach described in [9] and the outcomes, described in subsequent sections, lead to
the definition of research questions and a framework in Sect. 3.

2.1 Technology Transfer

The introduction of digital technology into government happens in stages of digital
government evolution [11], from Electronic Government “when ICT is used to
transform the internal organization and working of government”, to Electronic
Governance “when ICT is used to transform the relationships between government and
citizens, businesses, other non-state actors and other arms of government” [10], to
Policy-Driven Electronic Governance, which supports “efforts by countries, cities,
communities and other territorial and social units to develop themselves” [11].

The process of adapting a digital government application from the donor to the
recipient context is referred to as digital government technology transfer [12]. The
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process is hindered by contextual distances between participant countries which
include culture, politics, organizational issues, relations, knowledge, resources, and
physical and technical conditions [13].

Digital government is essentially based on imported designs, and digital govern-
ment applications are isolated technical artefacts [14]. Digital government technology
transfer concerns the transformation of government administration, information pro-
vision and service delivery by new technologies [15]. In this perspective, digital
government initiatives are associated with the deployment of a complex digital
infrastructure [16] involving national and local governments, agencies, NGOs, inter-
national organization, and citizens [17]. The potential to support sustainable socio-
economic development is well supported, e.g. [18].

According to [19], the greater the value of the donor’s knowledge stock, the greater
its attractiveness to other countries. This is consistent with diffusion of innovation [20],
a process by which an innovation is communicated through certain channels among the
members of a social system and by which alternation occurs in the structure and
function of such system as a kind of social change. While diffusion is crucial to fully
benefit from innovation, the diffusion of digital government innovations is uneven [18].
A small number of rich countries are seen as vanguards of digital government, while
poor countries experience fragmented digital government implementations. As the
deployment of digital government in developing countries should address specific
contextual characteristics of such countries and their sectors and organizations [21],
international technology transfer should be a learning process based on trust [17],
supportive institutional design [22], policy and legal adjustment [17], and the explicit
characteristics of the technology being transferred [12].

Technology transfer includes transfer: between individuals, from individuals to
groups, between groups, across groups, and from groups to organizations [17, 23].
International technology transfers are guided by profit [24], and include trade flows
between parties [17], e.g. a donor country gaining advantage for purchasing raw
material from the recipient, and profiting from technology maintenance [25]. However,
digital government technology transfer has often bilateral character, e.g. in Mozam-
bique [26], Sri Lanka [16] or Malaysia [27].

2.2 Collaborative Networks

Networks refer to multi-organizational arrangements for solving problems that cannot
be achieved, or achieved easily, by a single organization. A collaborative network is a
network containing a variety of entities that are mostly independent, geographically
dispersed, and varied in terms of operating environment, culture, social capital and
goals, but that collaborate to achieve common or compatible goals [28]. Participation in
such networks is aligned to increasing competitiveness, reaching new knowledge,
sharing risks and resources, and joining complementary skills. A crucial factor for
networks and an alternative governance mechanism is trust [29].

According to [30], networks are characterized by: orientation of members and their
commitment to goals, organization of the network including the intensity and breadth
of its linkages, and the aim including complexity of purpose and the scope of the
efforts. The formation and operation of the network reflects the characteristics of its
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participants and their expectations of the benefits and barriers [31]. Network consti-
tution happens through [32]: activation – prior to successful inter-organizational policy
formation; framing – establishing rules, influencing values, and shaping perceptions of
the network; and synthesizing – creating the environment and enhancing the conditions
for productive interactions among participants.

From the digital government perspective, the concept of public sector knowledge
networks is used – inter-organizational relations, policies, structured information,
professional knowledge, work processes and technologies brought together to achieve a
collective public purpose [31]. They are a type of collaborative networks: led by
government entities [32], having some formal elements but not defined by the law [31],
enabling members to share knowledge. Network-level knowledge sharing and col-
laboration assumes that at least three actors pursue a common goal and take collective
actions to achieve this goal by producing and sharing skills, expertise, experience,
information and data [33].

2.3 Inter-governmental Collaboration for Technology Transfer

Previous concepts should be regarded as the context for inter-governmental collabo-
ration within collaborative networks. In this context, network participants are countries
or territorial units, represented by government authorities. Factors that affect multina-
tional digital government collaboration, interoperability and information sharing
include: collaboration factors, value network factors, cross-border factors, and inte-
gration and interoperability factors [17].

Scarce publications address the structure of inter-governmental collaboration. Thus,
a rational formal structure is assumed to be the most effective way to coordinate and
control complex relational networks involved in such collaboration [34]. According to
[35], three types of inter-organizational collaborations are: public-public, public-non-
profit, and public-private. The first includes horizontal agreements between govern-
ments at the same level, and vertical agreements or intergovernmental alliances
between levels. The latter need legal authorization, they operate by local agencies.
According to [36], inter-organizational trust and collaboration is often not supported by
institutional arrangements and organizational structures.

Inter-governmental collaboration takes place in specific contexts. Well connected
members introduce trust, norms and social sanctions based on mutual expectations and
obligations [37]. Cooperation incentives are greater within networks as “competition is
usually minimized” and “organizations generally trust each other to a greater degree”
[38]. Within collaborative networks, information is shared easily, and members can
build and manage their reputation [39]. Inter-governmental collaboration within net-
works operates under organizational missions, existing legal and policy frameworks,
assigned organizational structures, management practices and each countries’ techno-
logical infrastructures and capabilities [7].

While research on networks as an element of public policy process is covered in
literature, e.g. research on structure, function, management and outcomes of networked
forms of organization [17, 32, 40], the topic of organizational networks as an instru-
ment of public management in the international context is relatively recent. This study
address this knowledge gap by exploring the structure and operations of inter-
governmental collaborative networks for digital government innovation transfer.
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3 Research Design and Method

This work studies inter-governmental collaborative networks for digital government
innovation transfer. We pursue three research questions:

1. What are the aims, strategies and missions of such networks?
2. What are the membership, structures and operations of such networks?
3. How are the networks facilitating digital government innovation transfer?

These questions were addressed through exploratory and comparative case study
research. Such research is focused on understanding the dynamics present within a
small number of cases in their real-life context [41]. It is applied when the topic is
complex, there is a lot of theory available, and the context is important [42].

The main outcome of the literature review is an integrative framework for inter-
governmental collaborative networks for digital government innovation transfer. The
framework, depicted in Table 1, is instantiated for particular donor, recipient and the
innovation transfer initiative. It consists of general information including objectives,
mission, strategy, legal framework and contextual distances [43]; membership criteria
including participants [17] and their status [17]; structure including collaboration types
[35], structural and individual behavior [17], institutional design [22], managerial tasks
and roles [32] and decision-making authority [22]; and operation including incentives
and their types [35], transactions [17], trade flows [17], deliverables [17], policy and
legal adjustments [17], and information integration [17].

The framework is applied to develop and analyze four case studies of such net-
works. The enquiry was limited to official websites and legal acts, agreements and
statuses available online. Case study selection was based on the donor countries’ digital
government maturity and active international transfer to third countries.

Table 1. Framework for inter-governmental collaborative networks

General Basic information Donor Objectives
Recipient Strategy
Innovation transfer Mission

Legal framework
Contextual distance [43] • Cultural • Knowledge

• Intention • Relational
• Physical • Technical
• Political • Resource

Membership Participants [17] • International
organization

• Local government

• National government • Agencies
• Citizens • NGOs

Participant status [17] • Equal • Unequal
Structure Collaboration type [35] • Public-public • Public-non-profit

• Public-private
Promotes cooperation [17] • Yes • No
Individual behavior [17] • Trust • Experience

(continued)
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4 Case Studies

This section presents four case studies of inter-governmental collaborative networks,
and conducts cross-case analysis. All case studies identify a donor country with mature
digital government and related international innovation transfer, and one instance of
such transfer from the donor to recipient country. Each case study presents the orga-
nization responsible for international dissemination of the donor country’s digital
government innovations, and analyzes one example of innovation transfer from to a
third country using the framework in Table 1. The case studies are presented in

Table 1. (continued)

Institutional design [22] • Level of centrality: low, middle, high

• Assigned organizational structures: yes/no
• Management practices: yes/no
• Inclusion criteria • Exclusion criteria

Managerial tasks [32] • Activating • Framing
• Mobilizing • Synthesizing

Managerial roles [32] • International
organization

• National government

• Local government • Agencies
• Citizens • NGOs

Roles [17] • Individuals • Groups
• Business units • Organizations

Decision making [22] • International
organization

• National government

• Local government • Agencies
• Citizens • NGOs

Operation Incentives [35] • Technical • Organizational
• Political

Incentive type [35] • Positive (outcome) • Negative (conflict)
Transactions [17] • Individual – group • Group – business

unit
• Unit – organization

Trade flows [17] • Goods • People
• Investments

Deliverables [17] • Tangible • Intangible
Policy adjustments [17] • International • Regional

• State • National
• Local

Legal adjustment [17] • International • Regional
• National • Local

Information integration
[17]

• Yes • No
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Sect. 4.1 (Estonia), Sect. 4.2 (Republic of Korea), Sect. 4.3 (Singapore) and Sect. 4.4
(USA). Section 4.5 includes cross-case analysis.

4.1 Estonia – e-Governance Academy

Estonian e-Governance Academy was established in 2002 as a non-profit think tank
and consultancy organization aimed to help “governments increase their governance
efficiency and improve their democratic processes” [44]. In 2015, Tunisia joined the
Estonian development cooperation project, managed by e-Governance Academy, to
develop the legal and organizational framework for e-governance and look into the
possibilities of having a single identifier for Tunisian citizens.

Five contextual distances were identified between donor and recipient countries:
cultural, organizational, knowledge, resource and technical. The cultural distance
results from differences in national cultures, particularly the rights of citizens to privacy
and freedom of expression. Due to previous Tunisian institutional experience in digital
government assistance, this distance tends to shrink, establishing an adequate level of
trust to build working relations. The organizational distance refers to the constituted
independence of each government agency in Tunisia, resulting in the lack of unique
identification. The knowledge distance was estimated as appropriate for knowledge
transfer. The resource distance is expressed by the level of funding from the Estonia to
support the Tunisia project. The technical distance is primarily due to the lack of data
integration and information sharing between Tunisian agencies.

The project realizes public-public collaboration. Structural and individual behavior
enhanced inter-governmental collaboration by promotion of cooperation and accla-
mation of trust and institutional experience. We could not identify inclusion or
exclusion criteria within this project, or explicitly assigned organizational structure.
However, project management was performed by the Academy including activating,
framing, mobilizing and synthesizing tasks. The roles were assigned to individuals and
organization. The project features positive incentives, and lack of negative ones.

4.2 South Korea – e-Government Cooperation Center

Republic of Korea shares its best practices in public administration with countries
around the world through its official development assistance program. The aim is “to
contribute to the advancement of the global community as a pioneer in administrative
innovation” [45]. The organization responsible for international cooperation in digital
government is e-Government Cooperation Center (eGCC). eGCC selects a recipient
country using existing cooperative relationships, willingness of the partner country, etc.
The cooperation is launched through a high-level dialogue with the recipient. eGCC
Committee is established with experts from both countries to decide on the content of
cooperation, and to execute managerial tasks. Each cooperation program is aligned to
trade flows where Korean government provides USD 1 million and the recipient
country provide additional funds subject to negotiation. In the operation phase, e-
government experts are dispatched to provide training, consulting, etc.

In 2017, the eGCC cooperation was established between South Korea and Kenya
with the aim to: materialize governmental e-offices, share residential ID experiences,
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provide consultations, and plan the national information infrastructure. Tangible and
intangible deliverables, e.g. ICT infrastructure or knowledge sharing, were produced.
This cooperation also forced Kenya to adjust its legal frameworks.

The eGCC cooperation type is public-public, enforced by structural and individual
behavior. Contextual distances include: organizational distance – related to structure
and processes, relational distance – establishing previous positive ties, resource dis-
tance – lack of funding and qualified staff, physical distance – geography, and technical
distance – low information sharing between agencies.

4.3 Singapore – Infocomm Development Authority International

Countries interested in importing Singapore’s digital government technology could
turn to IDA International, a subsidiary of Infocomm Development Authority of Sin-
gapore (IDA). Established in 2008, IDA International served as the execution arm of
public service infocomm collaborations between Singapore and governments around
the world [46], focused on delivering public infocomm services, including digital
government consultancy, master planning, national infocomm planning, industry and
cluster development, and program management.

In 2007, IDA and the Information Technology Authority of Oman signed a MoU to
facilitate the use of ICT in government and various economic sectors of Oman. In
particular, the transfer was about developing the urban portal, a new service delivery
platform for connecting government and citizens. This public-private collaboration
joined government agencies and private organizations. Four contextual distances were
identified: cultural, political, relational, and knowledge. Unfortunately, the official
websites of the Singapore and Oman governments do not provide further information
as to the operation, inclusion criteria, and the structure of the collaborative network.

4.4 USA – USAID Global Development Lab

The United States Agency for International Development (USAID) supports inter-
governmental collaboration on digital government to strengthen democratic governance
through open, responsive, and accountable institutions and processes that serve the
needs and preferences of the public. The USAID Global Development Lab is an
innovation hub that works external partners to produce innovations and to open
development to people. The Lab works with impact investors to catalyze private capital
for businesses and to strengthen the environment for entrepreneurship.

The Digital Liberia Electronic Government activity is a one year program funded
by the USAID Global Development Lab with the aim to improve Liberian Govern-
ment’s performance through sustainable utilization of ICT-related systems, processes,
and procedures at targeted ministries, agencies and commissions. Technology transfer
aims to improve government management and decision-making by introducing the
Integrated Financial Management System, Asset Management Information System and
e-services for the Revenue Authority [47].

The collaboration type is public-non-profit and public-private. Structural and
individual behavior are identified as positive. Contextual distances comprise: knowl-
edge, technical, physical, resource and cultural distances. The USAID Global
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Development Lab executes managerial tasks. Transactions occur between individual,
groups and business units. Project deliverables are both tangible – ICT infrastructure
and systems, and intangible – knowledge sharing. The project is funded by the U.S.

4.5 Cross-Case Analysis

This section provides a cross analysis of the four case studies documented in Sects. 4.1
to 4.4, guided by the framework from Table 1.

General: The objectives of technology transfer vary, e.g. the transfer from Estonia and
Tunisia is aimed at developing legal and operational frameworks for digital govern-
ment, while from Singapore to Oman at deploying technical solutions within the Omani
infrastructure. All cases address the needs of developing countries or countries with
low digital government maturity. Due to this, the donor’s and recipient’s status is
unequal, and except for Singapore, all donors support innovation transfer financially.
Except Singapore, all cases have explicit strategies and mission statements for inter-
national partnership in the digital government space.

Structure: The cases provide information on the legal frameworks underpinning
collaboration. Korea established a comprehensive legal framework for importing its
digital government technology. Semi-structured legal frameworks are provided by
Estonia and the US. In each case, the collaboration is outsourced to a government
subsidiary which hosts the responsibility for managerial coordination and operation.
The legal frameworks influence collaboration types, institutional design, managerial
tasks, roles, transactions, and trade flows between donor and recipient countries.
Contextual distances include knowledge and resource distances.

Membership: Only Korea identified inclusion criteria, conditioning collaboration on
shared values and willingness. Both legal framework and project type influence the
membership. Two members are constant – national government and agencies. The
participation of businesses and NGOs is related to the project’s types and objectives.
Except the US, all cases represent the public-public type of collaboration. In cases of
Estonia and Korea, there is clear acclamation of trust between donor and recipient
parties. In every case, donors are assessing the recipient’s institutional experience to
adjust operations to the recipient’s institutional and organizational environment.

Operations: Each case provides group transactions. Managerial tasks are assigned to
the governmental subsidiary. Strategic decision-making is assigned to government
entities and operational decision-making to agency or businesses. Except Singapore,
positive incentives are offered in official announcements. Funding and people flows are
common. Project deliverables are tangible when the transfer concerns technical solu-
tion deployment, and intangible when the transfer concerns knowledge sharing. Trust
among donors and recipients is fundamental. The transfer is not only to promote own
digital solutions or industries, but also to build trust between parties. Lack of clear
inclusion criteria allows for subjective selection of recipients, becoming an instrument
in the donor’s economic expansion towards developing countries’ markets.
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5 Discussion

This study provides an analysis of inter-governmental collaboration networks for
digital government innovation transfer. A literature review was conducted on tech-
nology transfer, collaborative networks and inter-governmental collaboration for
technology transfer. On this basis, we developed a framework that aggregates various
models, concepts, definitions and factors related to such networks.

We applied this framework to develop four case studies of donor-driven networks:
Estonia, Korea, Singapore and the US. The data highlights various approaches to
activating, framing, mobilizing and synthesizing interactions adopted by the donors.
Despite all donors establishing purposeful agencies to handle innovation transfer, only
Korea offers institutional collaboration framework. None of the cases formulates
exclusion membership criteria but only Korea formulates inclusion criteria. Individual
recipient’s behavior, particularly acclamation of trust and experience is important. All
cases established public-public collaborations, except public-non-profit by the US.
Each case clearly assigns roles to participants. Given the resource-type contextual
distance and the donors’ financial support, participant status is unequal. Two partici-
pant types are engaged – national government and agencies.

Finally, although selected donors are well-established digital government adopters,
only Estonia and Republic of Korea are transparent about undertaken activities. We
met substantive difficulties in accessing information on bilateral cooperation on digital
government from Singapore, and minor difficulties from the US.

6 Conclusions

Inter-governmental collaborative networks illustrate the importance of partnerships in
the global economy. International digital government innovation transfer projects
feature effective partnerships, trustful relationships focused on common goals and risk
sharing, and access to resource and benefits attained by all parties.

As such, four major points emerge from this work: (1) inter-governmental trust and
collaboration in technology transfer should be supported by institutional arrangements
and established organizational structures; (2) digital government collaboration open a
door to building wider bilateral partnerships; (3) inter-governmental cooperation is
based on inclusion criteria which are in turn based on shared values and trust; and 4)
the proposed framework has proven itself as a useful research tool.

This research has some limitations. The first is small number of case studies. The
second is limited data collected on the Singapore and US cases, due to the difficulties in
accessing public information. The third is partial coverage of the studied phenomena,
and the consequent difficulties in generalizing the findings. The fourth is that the case
studies only cover asymmetric donor-recipient relationships.

Follow up research is to address these limitations and focus on institutional
frameworks and their influence on the donor, recipient and network performance. We
also plan to develop case studies that represent symmetric peer-peer donor-recipient
relationships, more common for North-North and South-South innovation transfer.
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Abstract. Recent researches provide evidence that women are underrepre-
sented in the field of computer science. It has been reported that less than 10% of
Open Source Software (OSS) contributors in GitHub are women. Although
related qualitative and quantitative studies point out the gender gap, the tech-
nical and social interaction of females within OSS still remain unexplored and
largely misunderstood. As a first step towards proposing articulated actions
towards diversity and inclusion, we need first to explore the gender gap in terms
of activities and interactions. Thus, we propose to answer the questions: where
are females in OSS projects? How they evolve? and How they contribute to the
sustainability of the OSS social capital?. We particularly focus on building
socio-technical networks and analyze them to explain how females contribute
and interact in practice. We reflect on interactions’ graphs and examine through
a preliminary study, using data from six OSS projects, possible links between
existing findings and the directions we suggest for more gender diversity. We
found that females are extremely underrepresented within OSS communities,
but when they participate they are productive just as males, they evolve fol-
lowing relatively the same patterns than males and remain more involved in
projects than males.

Keywords: Gender � Diversity � Open Source Software �
Social Network Analysis � Socio-Technical interactions

1 Introduction

Women are underrepresented in the software development industry and particularly
within OSS communities [1–5]. In the software industry, females only account for 21%
of the whole software development workforce and earn on average $22,251 less than
their male peers [6]. In GitHub1, a well-known open-source platform, the annual
diversity report on OSS communities reported that the overall number of females
decreased from 37% in 2017 to 33% in 2018. Repository data from GitHub projects
provide an interesting source of information which, under appropriate analysis, may
reveal facts related to females’ activities and their dynamic interactions in a collabo-
rative development environment. To this end, we undertake a socio-technical analysis

1 https://github.com/about/diversity.
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to get more insights into females’ involvement in OSS projects. More specifically, we
seek to answer the questions: Where Are Females in OSS Projects? How They Evolve?
And How they contribute to the sustainability of the OSS social capital?

Why Diversity Matters? Diversity in the workplace including diversity of gender,
ethnicity, and even religion has been shown to improve retention and reduce the costs
associated with employee turnover [4, 7–9]. In a diverse workplace, employees are
more likely to remain loyal when they feel respected and valued for their unique
contribution [10]. That said, while GitHub is supposed to be a meritocracy based
platform and free of gender barriers [11], the situation of females involvement is below
the expectations [6] which limits the workforce required for communities growth. To
benefit from gender diversity, OSS communities should lower barriers for female
developers’ self-guided personal development, which is crucial for them to achieve
their own technical distinctions.

In order to support gender diversity within GitHub communities, we should
understand how members, especially women, interact in these community environ-
ments. Understanding social interaction of female’s collaboration could reveal insights
not only about the structure of collaboration but also how productive are cross-gender
collaboration: we know who contributed on what and when by examining historical
data from GitHub. From there, we can build a social network of contributors (for both
males and females) who have collaborated on the same source code files. Social
Network Analysis (SNA) provides a class of metrics known as “centrality” metrics that
provide a useful abstraction of the gender interaction information. Thus, we analyze
and compare activity data (i.e., #commits, #comments, #fileModified, and code churn)
between genders. Then we analyze SNA metrics of interactions (i.e., Female-Female,
F-M, and M-M).

In particular, we answer the three following research questions:

RQ1: Where are females in OSS projects?
RQ2: How the top females’ performers evolved over time?
RQ3: What is the role of females in building a sustainable collaborative social
capital?

Paper Structure. We first discuss related work in Sect. 2. Then we present our
methodology in Sect. 3 including data collection and gender detection approach.
Section 4 introduces the basic terminology and concepts needed to comprehend how
we built social networks, while Sect. 5 offers an overview of our findings along with
discussion. In Sect. 6 we discuss possible threats to validity. Finally, Sect. 7 concludes
and outlooks future work.

2 Related Work

The study by Vasilescu et al. [4] is the one that shares objectives closest to ours. The
authors acknowledge the importance of gender diversity and explored how diverse are
online teams with respect to gender and tenure based on the findings of a survey of
GitHub contributors. Authors point out that when forming or recruiting a software
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team, increased gender and tenure diversity are associated with greater productivity.
Similarly, James et al. [12] studied the perception, performance, team dynamics, and
opportunities using a survey targeting software professionals and reported that there is
no significant difference between genders. Medenz et al. [13] investigated a gender
inclusive method and how it can help increase gender inclusiveness in the tools that are
used by OSS communities.

Wang et al. [11] discussed the existence of the competence-confidence
gap. Authors developed a theoretical explanation for female developers’ low rate of
initiating a pull request in OSS projects arguing that it is not easy for female developers
to directly translate competence to confidence [11]. Similarly, Terrell [14] compared
acceptance rates of contributions from men and women in an open-source software
community and finds that, in overall, women’s contributions tend to be accepted more
often than men’s - but when a woman’s gender is identifiable, her Pull requests are
rejected more often.

In this study, we investigate the socio-technical interactions of females in OSS
communities using SNA. We leverage on the historical data of six projects from
GitHub. The benefit of assessing females’ position in the overall collaborative networks
is that it does not require qualitative information that can only be provided by con-
tributors, such as questions about what they have done before. Analyzing networks of
collaboration such as file co-edition, comments, pull requests offer opportunities for
understanding the value provided by women in software development and help other
researchers recommending improvements.

3 Methodology

3.1 Data Collection

The primary goal of our study is to understand how females interact and evolve within
OSS communities. To this end, we performed a preliminary analysis of socio-technical
interactions on publicly available historical data from six open source projects, mined
from GitHub: Angular.js, Moby, Rails, Tensorflow, Django, Elasticsearch. We selected
these well-known OSS projects because they are long-lived with more than a thousand
contributors, and under diverse programming languages. Table 1 shows descriptive
statistics regarding the studied projects.

In order to understand the female’s distribution along with their activities within
OSS projects, we first extracted information for each commit including the login of
contributors, Timestamp of the commit, number of files modified, and code churn
information (i.e., quantification of the commit size). Next, we used a Rest GitHub API2

to extract detailed information of the contributor for each commit. For instance, the
HTTP GET request “https://api.github.com/users/Narretz” sends back available details
of the account including contributor’s name “Martin Staffa”. However, users registered
in GitHub can choose to disclose their names in their profiles, so that out of the six
projects studied, 1059 contributor names were missing. To discover as many of the

2 https://api.github.com/users/.
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missing names as possible, the GitHub API provides access to user’s public events
which list all public events performed by a user on the site. This list provides another
way to view the personal information associated with GitHub data. For instance, calling
“https://api.github.com/users/bumbu/events/public” returns a Json object that includes
a full name associated with the user and commits ‘Alex Bumbu’. Using this method,
we were able to detect 155 names from the missing list since GitHub users can upgrade
their privacy settings to hide personal information3. We verified that less than 10% of
contributors’ names are missing for each project. Unknown names in the profile cannot
be used to identify genders, we ignored them in our analysis.

3.2 Gender Detection

GitHub does not store information about contributors’ gender identification. There are
few approaches to automatically infer a contributor’s gender [4, 14, 15]. Vasilescu et al.
[4] used first name and country to infer a user’s gender. Terrell et al. [14] suggested a
method using email to link a user to her Linkedin profiles which contains rich infor-
mation. Although this method shows a high precision, the recall is not good, especially
for female developers from East Asian countries where the usage of Linkedin is not that
high. However, these heuristics have not been empirically validated with GitHub data.
To alleviate issues related to previous approaches, we used the commercial tool called
Namsor API4. Table 1 shows a comparison of females and males percentage
distributions.

4 Social Network Representation

Social Network Analysis (SNA) is the process of investigating social structures through
the use of networks and graph theory [16]. In network analysis, we have nodes (i.e.,
contributors) which represent vertices of a graph and connections which represent
edges (i.e., a type of interaction). An interaction occurs when two developers modify
the same source code file or comment on the same topic.

Table 1. Quantification of activities by gender. (1) unknown gender is filtered out; (2) numbers
are normalized by the number of contributors for each gender.

Project Lang Contrib Commits %Females %Males
Commits Comments Edited Files Code Churn p_value

(F vs M 
commits)F(%) M(%) F(%) M(%) F(%) M(%) F(%) M(%) 

Angular.js JavaScript 1601 8897 3.4 76.1 2.79 5.86 0.18 0.94 7.62 20.37 291.5 1162.13 0.17
Moby Go 1824 36007 3.5 88.120.08*18.73* 0.01 0.19 131.6 93.69 7051.97 5612.75 0.2
Rails Ruby 3723 70762 4.2 91 8.07 19.21 0.73 4.63 29.62 70.25 77.94 1912.8 0.79
Django Python 1672 26283 5.3 88 5.51 16.43 0.11 0.84 17.34 70.05 271.48 3467.39 0.09
Elasticsearch Java 1127 42702 4.2 86.1 25.45 42.24 0.04 0.56 166.08 481.9 6839.1 27271.75 0.43
TensorFlow C++ 1735 44132 5.8 80.7 17.92 25.65 0.09 0.21 131.23 258.34 19601.38 43082.54 0.14

3 https://medium.freecodecamp.org/github-privacy-101-how-to-remove-personal-emails-from-your-
public-repos-58347b06a508.

4 http:/blog.namsor.com/api.
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SNA Metrics. Metrics that measure a node’s direct connections to other nodes are
connectivity metrics. The first metric is the density of a network which captures the
number of actual connections between members divided by the number of possible
connections, as depicted in Fig. 1. Density values range from [0 to 1], a higher density
indicates that network nodes have tighter connections with each other. Second, con-
nectivity metric is the degree centrality of a node which represents the number of
connections incident on a node. Each time two contributors change the same file or
comment on the same topic we have one non-weighted connection (i.e., a link). In
contrast, a node is considered disconnected if it has no edges with other nodes meaning
no interactions with other contributors. Centrality metrics quantify how closely con-
tributors are indirectly connected to other contributors in the network. We consider two
metrics: closeness and betweenness. Closeness stands for the average number of steps
required to go from the current node to all other nodes. Closeness measures the distance
between each participant and all other participants (i.e., is a participant connected
directly to all other participants, or would information need to pass through several
other participants to reach that individual?). Betweenness stands for the average
number of shortest paths between pairs of other nodes that run through the node.
Betweenness is used to measure the extent to which a node lies between other nodes.
More shortest paths run through a node, more likely important this node is. Clustering
Coefficient is calculated as the probability that any two neighbors of the current node
are connected. In our study, the clustering coefficient measures the collective collab-
oration of contributors from different genders.

We used SNA metrics to explore diversity of interactions of Female-Female (F-F),
Female-Male (F-M), and Male-Male (M-M) using files co-edition networks from six
GitHub projects.

5 Results

RQ1. Where Are Females in OSS Projects?

Motivation. Social capital of open source software needs gender diversity among other
diversities (i.e., cultural, ethnic, etc.), to be sustainable [17]. Gender diversity demands
coordinated and delicate interactions [4]. Unfortunately, little is known about how
females behave and interact within OSS communities, comprehensive view is rarely
discussed at least to understand what would be specific for females to ease their
integration within OSS communities.

Approach. We first extract historical data of Commits, Comments, and Pull Requests
from GitHub with their respective authors similarly to the approach provided by Joblin
et al. [18]. After identifying the gender of each contributor, we focused on three groups
of interactions cross-gender F-F, M-M, and F-M. Thus, for each project, we built a
social network, along with subnetworks regarding the three groups, related to con-
tributors’ interactions for the six studied projects. More precisely, by interactions we
mean the relation by which two or more contributors collaborate with each other
through an activity such as working on the same source code file (i.e., co-edition) or

312 I. El Asri and N. Kerzazi



commenting on the same commit. We tracked back this information by looking at the
version change history and other elements provided by the GitHub platform.

Results. Figure 1 shows social networks related to contributors’ interactions for the six
studied projects. Nodes represented in red color point out males and yellow ones
highlight the position of females within the overall network. Visually, as shown in
Fig. 1, females are distributed throughout the overall network. They are positioned
within the Core as well as Peripheral members and are interacting with both genders.
Furthermore, to examine interactions regarding gender, we calculate the SNA metrics
of three sub-networks Fig. 2: (i) interactions between females F-F, (ii) interactions
between males M-M, and (iii) interactions with the opposite gender F-M. Table 2
reports the averages distribution of the most important SNA metrics cross-networks.

Fig. 1. Social position of females within the socio-technical network (females are represented in
yellow). (Color figure online)
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For all projects, F-F interactions are as dense as M-M and F-M interactions are less
dense meaning that there are more interactions between contributors within the same
gender group than the opposite gender. For example, within Angular.JS project, the
two networks F-F and M-M have the same density equal to 0.05, however, the density
of cross-gender interactions network M-F is very low (=0.007).

The Avg. degree metric for the sub-networks F-F is extremely low compared to M-
M meaning that females are less directly connected to other females (2.7 for Angular.js)
and also less connected to males (7.05). We hypothesize that this result is skewed
because of the unbalanced numbers of contributors for each gender.

The Avg.ClusCoef related to the sub-network M-M is much higher than F-F
meaning that there are established groups of collaboration (for Angular.js, Avg.Clus-
Coef = 0.89 between males (M-M) against 0.46 for F-F) co-editing the same compo-
nents for a long time. While Avg.ClusCoef value close to 0 for the sub-networks M-F
suggesting that there are few cross-gender interactions.

Closeness metric is roughly similar cross-gender meaning that gender has no effect
on the proximity of members with other members of the community and how fast the
members interact with each other (i.e., fewer steps to reach other nodes).

Betweenness metric has a very small value suggesting that nodes are not that much
connected (value = 1 means a hub node and value = 0 means a disconnected node).
For instance, in Angular.js project, the average Betweenness for the network F-F equal
to 0.02, while it is equal to 6e-4 for the sub-network M-M.

Fig. 2. Sub networks representing cross-gender interactions.

Table 2. Summary of the most important SNA metrics using sub-networks related to gender.

Project Density Avg.degree Avg.ClustCoef Avg.ClosCentrality Avg.BetwCentrality
F-F M-M M-F F-F M-M M-F F-F M-M M-F F-F M-M M-F F-F M-M M-F

Angular.js 0.05 0.05 0.007 2.7 69.58 7.05 0.46 0.89 0 0.41 0.51 0.37 0.02 6 E-04 1 E-03
Moby 0.07 0.05 0.008 6.24 85.03 11.34 0.54 0.87 0 0.41 0.51 0.41 0.01 6 E-04 1 E-03
Rails 0.05 0.06 0.006 8.34 230.67 19.83 0.63 0.85 0 0.42 0.51 0.42 2 E-03 2 E-04 4 E-04
Django 0.09 0.1 0.014 8.5 161.45 19.37 0.65 0.84 0 0.42 0.53 0.4 0.013 5 E-04 1 E-03
Elasticsearch 0.04 0.05 0.008 2.08 49.31 5.85 0.29 0.89 0 0.31 0.5 0.4 0.029 1 E-03 2 E-03
TensorFlow 0.08 0.07 0.014 7.91 117.38 17.95 0.53 0.89 0 0.42 0.52 0.39 0.01 6 E-04 1 E-03
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Also, as one can see in the subnetwork M-F in Fig. 2, females can play a broker role
ensuring the communication between sub groups, which can decrease the centralization
of the OSS community and increase communication between Core (i.e., experts) and
Peripheral members (i.e., casual contributors) [19].

Although females are underrepresented within OSS communities, we found them in the 
Core teams as well as in Peripheral. Women are more likely than men to interact with other
contributors. However, the density of cross-gender interactions network M-F is very low 
(=0.007) with less established groups of females (0.46) compared to males (0.89).

Where are females in OSS projects?

RQ2. How the top females’ performers evolved over time?

Motivation. A common problem that OSS communities face is the high instability of
their contributors [20]. This problem is even amplified by the fact that females are
underrepresented, their permanence is also an open issue. We sought to gain more
understanding of the evolvement of female contributors over time and to learn from the
experience of the top performers.

Approach. For each project, we have retrieved the third quartile (i.e., upper quartile
that has the top 25% above it) of the female developers that contribute the most
according to the: number of commits, comments, and Pull Requests. From it, we
calculate the performance for each contributor according to the following formula.

Performance Cið Þ ¼ 1
Total activity

date lastActivity Cið Þ � date firstActivity Cið Þ½ �

Results. Figure 3 shows the distribution of performance between males and females.
We performed Mann-Whitney-Wilcoxon statistical tests, with a confidence level of
alpha = 0.05. We found that for all projects except Moby the tests were not statistically
significant (p > 0.05) suggesting that there is no statistical difference of the perfor-
mance cross-gender except for the project Moby as reported in Table 3.

Fig. 3. Comparison of the gender performance
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Females evolve just as males within OSS projects. There is no statistical difference of the
performance cross-gender except for the project Moby.

How the top females’ performers evolved over time?

RQ3. What is the role of females in building a sustainable collaborative social
capital?

Motivation. Sustained participation in crucial for successful OSS project [19]. We
expect that the more often individuals participate in OSS, the higher their chance of
prolonged engagement.

Results. Table 1 summarizes the involvement of females in OSS projects. The per-
centage of females range from 3.4% to 5.8% which is drastically less than the average
numbers presented in the annual report of GitHub [6]. When normalizing these
numbers by genders, we noticed that women contribute slightly less than men except
for the Moby project where women outperform (20.08% vs. 18.73% for men).
Apparently, in the Angular.js project, the productivity of men is two times higher than
women in terms of commits (2.79% vs. 5.86%). Similarly, we report on the difference
of productivity for other projects (Moby = 0.9; Rails = 2.3; Django = 2.9; Elas-
ticSearch = 1.6; TenserFlow = 1.4).

Moreover, Table 4 shows the evolution of the activity related to both genders (due
to lack of space, we report data only for Angular.js). Although OSS projects keep
attracting both genders, the number of active contributors (i.e., committing and com-
menting) decreases proportionally for both genders.

Table 3. ManWhitney significance test

Project p-value(commits) p-value(PullRequests)

Angular.js 0.74 0.23
Moby 0.37 0.14
Rails 0.02 0.2
Django 0.49 0.6
Elasticsearch 0.78 0.11
Tensorflow 0.72 0.73
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Even if females are underrepresented in OSS communities, they contribute in building a 
sustainable social capital for open software.

What is the role of females in building a sustainable social capital?

6 Threats to Validity

This section discusses the threats that might have affected our findings, and how we
have alleviated these threats.

Threats to Internal Validity concern alternative factors that could have influenced
our results. This exploratory study might suffer from at least the similar threats that
other studies using GitHub Data do [21] related to possible issues with data gathering
and the missing of validation. We believe that using a large amount of data mitigates
this threat. Another threat relates to the accuracy of gender prediction. Various
approaches and tools to infer gender based on names and countries have been proposed
in the literature [4, 22, 23]. Most of these tools rely on English names stored in
databases. However, these heuristics have not been yet empirically validated with
GitHub data. We tried three tools [4, 14, 15], and found that each has strengths and
drawbacks. We used Namsor, a commercial tool with the assumption that it provide the
most accurate results. We also assume the gender is a binary attribute.

Threats to construct validity consider the agreement between a theoretical concept
and a specific measuring procedure. One threat considers the intrinsic blind spots when
investigating consecutive snapshots of a dynamic social network over time-stamps
(years). Indeed, there is no way to ensure that years are the “optimal” time-stamps to
represent the snapshots of our social networks in order to capture the evolvement and
interaction between nodes (contributors). Therefore, tracking a community evolution in
such a constraint can yield evolving observations in a non-consecutive way. Further-
more, some important events (e.g., major releases, vision changes, etc.) that commu-
nities may undergo across time-stamps will not be detected and will be difficult to
predict.

Table 4. Activity evolution. Example of Angulat.Js project.

Year Contributors Commits Edited Files Code Churn Comments
F M F M F M F M F M

2010 0 6 0 6 → 581 6 → 2687 6 → 175340 0 2 → 4 0 0
2011 0 20 0 17 → 811 17 → 4095 17 → 249305  0 6 → 20  0 0
2012 2 97 ↑ 2 → 2 84 → 754 2 → 4 84 → 2848 2 → 24 84 → 124359 0 18 → 32 
2013 17 511 ↑ 16 → 29 436 → 1503 16 → 16 436 → 4460 16 → 1309 436 → 209275 1 → 1 135 → 276 
2014 34 965 ↑ 20 → 72 517 → 2131 20 → 230 57 → 6111 20 → 4354 516 → 263323 3 → 4 166 → 525 
2015 45 1179 ↓14 → 34 270 → 960 14 → 50 270 → 3079 14 → 9914 270 → 138804 2 → 3 79 → 229 
2016 47 1335 ↓5 → 5 184 → 879 5 → 5 184 → 3343 5 → 14 184 → 351669 1 → 2 37 → 163 
2017 52 1338 ↑ 6 → 6 65 → 305 6 → 79 65 → 1254 5 → 68 65 → 75817 0 14 → 32 
2018 54 1395 ↓3 → 3 24 → 252 3 → 5 24 → 548 3 → 58 24 → 33280 0 17 → 35
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Threats to external validity relate to the generalization of our findings. We only
considered six OSS projects from GitHub. Thus, we cannot assume a generalization to
all projects hosted on GitHub or other platforms such as GitLab and Bitbucket, even
though there is no inherent reason why they would be biased.

7 Conclusion

We have used SNA approach to study gender diversity within six GitHub communities.
We first examined the position of both genders within social networks and their
interactions and found that females are spread over the overall network including Core
and Peripheral members. Next, we tracked back the evolvement of the upper quartile of
the female developers that contribute the most according to the: number of commits,
comments, and Pull Request. We found that there is no statistical difference regarding
the performance cross-gender except for the project Moby. Finally, even if females are
underrepresented in OSS communities, they contribute in building a sustainable col-
laborative social capital for open software.

The results of this study motivate further fine-grained analysis of female’s impli-
cation in OSS that will (i) investigate the quality of work in terms of introduced bugs or
complexity; (ii) explore further socio-technical interactions of women to understand the
value of their contributions; (iii) characterize projects attractiveness for women.
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Abstract. The highly disruptive transformation that digital platforms are
imposing on entire sectors of the economy, along with the broad digitalization of
industrial business processes, is having an impact on supply chains around the
world. To take advantage of this new aggregated market paradigm new business
models with a heavy focus on servitization are changing the value proposition of
businesses. In this paper, we describe a reference architectural framework
designed to support a digital platform fostering the optimization of supply
chains by the pairing of unused industrial capacity with production demand.
This framework aims at harmonizing stakeholder requirements with specifica-
tions of different levels in order to set up a coherent reference blueprint that
serves as a starting point for development activities. A four-layer approach is
used to articulate between technical components, with the data and tools layers,
and the ecosystem, with the business and interfaces layers. The overall archi-
tecture and component description is presented as extensions of the initial set of
affordances.

Keywords: Digital platforms � Digital platform architecture �
Manufacturing as a service

1 Introduction

One of the more prevalent effects of the platform paradigm in the economy is the
separation of physical assets from the value they create, the separation of function from
the form [22]. In the industrial sector, this switch is evidenced by the widespread shift
of income generation from the sale of physical products to the charging of customers
for the availability of functionalities of a product [31]. From the perspective of com-
panies that chose to invest on hefty fixed assets like top-of-the-line laser cutting
machines or a 5-axis CNC machine this selling of capacity allows for better resource
distribution while for other businesses it provides facilitated access to costly equipment
that can help in alleviating initial costs of business or even the ability to meet seasonal

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 323–334, 2019.
https://doi.org/10.1007/978-3-030-28464-0_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_28


peak demands. The growing willingness of companies to both buy and sell manu-
facturing capacity has precipitated the development of the Manufacturing as a Service
(MaaS) paradigm [4] that both boosts and leverages the platform economy.

The explosion of the platform business has had a profound impact on businesses
structures. The traditional pipeline perspective where processes were arranged step-by-
step with producers at one end and consumers at the other has given way to new
platform mediated structures [22]. In this new paradigm, the linearity of the value chain
is twisted and tangled to the point where the boundaries of user and producer are
regularly crossed or in some cases inexistent.

Having this landscape as the starting point, and taking digital platforms as stimu-
lants for the transition of industry businesses towards service-oriented approaches [7,
12, 19, 32] it becomes clear that a platform centered ecosystem is needed in order to
further advance the MaaS business model. In [4] authors lay out their vision for a
digital platform in the MaaS realm that leverages this disruption of the value chain and
fluidity of user roles. By adopting a holistic perspective of the value network, and going
beyond the simple matchmaking of manufacturing resources, the sharing potential is
extended to the whole manufacturing ecosystem network. The fulfillment of this vision,
in turn, requires a platform that can establish the bridge between the expected affor-
dances of digital platforms and the cross-sectoral environment, in an ecosystem able to
generate added value to its users. By bringing together tools and ecosystem, we are
promoting a better and more sustainable use of resources, the reintegration in the loop
of unused manufacturing capacity, leading to the creation of local, more efficient value
networks, and the seamless involvement of different actors along the value network for
cross-fertilization of product-service solutions and underlying technologies.

Leveraging the ensued entanglement of the value chain, this paper aims at
describing the design approach and resulting core components that will constitute the
backbone architecture of a MaaS platform. The paper is divided into a first section that
puts into perspective the manufacturing domain that will represent the platform’s
ecosystem, as well as the features the platform is expected to support, followed by the
core section where the components that make up each one of the four layers are
described in detail.

2 The Manufacturing Digital Platform Landscape

2.1 Digital Platform Affordances

The development of the sharing economy is a clear example of how digital platforms
have played a fundamental role in the development of the market [29]. Scholars point
to six crucial affordances that stride the balance between the rigidity of the techno-
logical and the human components of platform ecosystems [23]: (1) generation of
flexibility; (2) matchmaking; (3) scale and reach extension; (4) transaction manage-
ment; (5) trust building; and (6) community creation support.
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Digital platforms have the capacity to generate flexibility, not only in how and
when users can interact with the platforms [15]. The fluidity between user roles within
the platform has also shown a measurable impact in the interactions and consumption
habits. Authors such as [8] and [24] point to ability to regularly access sharing
economy platforms as an essential component of its success as a business model, while
[2] show how the ability to easily change roles within the platform between client and
producer has the beneficial effect of incentivizing the engagement on different levels.

The matching of users, along with pulling them to the platform and facilitating their
actions and interactions, are some of the main functions of a digital platforms [22]. The
ability to perform matchmaking based on a set of attributes then becomes a funda-
mental function of digital platforms [3, 25]. Different mechanisms for matchmaking
currently exist based on algorithmic assignment and powerful searching and sorting
tools [29]. This automation of processes then becoming the entire value proposition of
many platforms. For industry-focused platforms, perspectives like the one presented by
[4] are starting to rethink this process beyond the matching of manufacturing resources
to the whole manufacturing ecosystem value network.

The scale and reach brought about by the facilitated access to an extensive network
of organizations, consumers, and resources that compose a platform’s ecosystem is also
one of its main competitive advantages [9]. By striking the balance between the
benefits of network externalities and the automation capabilities, made possible by its
technological constructs, platforms are able to create a scaling loop that, after crossing
the initial hurdle of the point of critical mass, have the potential to grow indefinitely [5,
10, 14].

The management of the transactions involved in the transmission and securing of
goods, information or labor is another widespread functionality of sharing economy
platforms [30]. In this sense, platforms double up as marketplace and bookkeeper by
bringing both parties together while also keeping records of all transactions, ensuring
the validity of all the exchanges [6, 33].

Trust and trustworthiness are a contested point in the digital realm. Where anon-
ymity has always been an obstacle in the conduction of transactions through this
medium [16], and in-person meetings made for the more trustworthy method, in the last
decades the advent of several trust-based mechanisms has started to invert this trend.
The popularization of features like user profiles as extensions of resumes [20, 27], the
utilization of subjective and non-subjective user reviews system [13] along with the
implementation of more strict governance directives for the management of platform’s
communities [18, 26] have tipped the scales in favor of the digital. When thinking
about the impact of trust in digital platforms it’s also essential to distinguish between
trust between users of the ecosystem and the trust users deposit in the platform itself, as
both play an essential role when it comes to the adoption of these systems.

The human component of digital platforms is what truly elevates them to the status
of sociotechnical constructs [1, 28]. Community building structures that serve as
venues for community interactions and participation play an import role in onboarding
new users and the facilitation of new relationships between them [21]. This is a crucial
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aspect to keep in mind at the platform design stage as previous studies suggest that, for
sharing economy platforms, not only economic profit but also community involvement
play a critical role as motivators in platform adoption [6, 11], even in platforms with
minimal community interaction capabilities.

3 A MaaS Platform Supporting Sharing of Unused Resources

3.1 The MANU-SQUARE Platform

Building on the MaaS concept, the MANU-SQUARE project [4] aims at establishing a
European ecosystem of organizations and other relevant stakeholders that, in a mar-
ketplace environment, can act as both supplier and client. Through this approach, the
platform moves available capacity closer to production demand, further disrupting the
traditional linear value network, allowing for the rapid and efficient creation of local
value networks for innovative providers of products and services and the optimization
and reintroduction in the loop of unused capacity that would otherwise be lost.

The MANU-SQUARE platform goes far beyond the partner search and matching,
and supply-chain/virtual enterprises formation proposed in the last 20 years of virtual
enterprise literature in three crucial points: (1) extending the sharing potential to the
whole manufacturing ecosystem value network; (2) by focusing on surplus capacity;
while (3) adopting a multi-dimensional and cross-sectoral vision of capacity.

Current approaches to the sharing of manufacturing capacity have narrowed down
their scope to both specific sectors of the industrial ecosystem, and the sharing of
unused production resources. This limited view of surplus capacity leaves out, how-
ever, much of the wealth that the European industry has been building through the
years. Our perspective scopes this vision back up to not only include all the actors that
make up the European manufacturing value chain, such as manufacturing organiza-
tions, knowledge providers, innovation facilitators, etc. but also to enlarge the concept
of capacity beyond production to surplus know-how, technology, and by-products.

This broader scope carries with it the necessity of an architecture able to cope with
an increasingly nuanced system. To answer these demands, tried and true standards,
such as semantic infrastructures, need to be articulated with state-of-the-art technolo-
gies like distributed ledger systems, to produce new and better trust-based, platforms
for negotiation, networking and community building.

In this sense, the value proposition of the platform becomes: (1) from a user’s
perspective, be able to, among a European-wide pool, quickly find trustworthy sup-
pliers according to a set of requirements. This matchmaking would help to manage
fluctuating production demand or build/extend production capacity without owning
production means relying on a structured RFQ and information sharing system and a
transaction management system. (2) From a supplier’s perspective, access to a broader
cross-sectorial market becomes the main value proposition. This wider access gets

326 H. D. Silva et al.



complemented by the ability to sell unused capacity, access to up-to-date client
information, structured and trustworthy processes for the dissemination of documen-
tation such as RFQs, plus reputation management, and transaction management
systems.

3.2 Stakeholders and Functionalities

The vast literature on stakeholder analysis has yet to catch up with the platform reality.
Very much focused on stakeholders for small and medium enterprises (SMEs), [34]
define five stakeholders roles: Innovation Commercialiser; Innovation Funder; Inno-
vation Generator; End User; and Platform Operator. On a 2017 report, the World
Economic Forum divides the roles in a platform ecosystem into four, non-mutually
exclusive, categories: Orchestrator; Producer; Consumer; or Infrastructure provider.

From this theoretical underpinning, and supported by interviews and workshops
with industry players, eight stakeholder typologies were identified. Manufacturing
organizations, consisting of producers of products, components, and technology, are
the leading stakeholder group. A second group of stakeholders consists of Service and
knowledge providers, ranging from IT Laboratories, legal and consultancy organi-
zations to research institutes and universities. By integrating joint research projects and
offering their services through the platform, these stakeholders become critical in the
development of new and improved value chains. In this same vein, start-ups and
innovation facilitators also become essential users of the platform by bringing
together innovation/technology hubs that facilitate and promote innovation.

In order to build self-sustaining, thriving communities of both customers and
suppliers on the platform, achieving a critical mass of users is essential. This contin-
uous task of community building is supported by two stakeholder roles: multipliers
and investors. Clusters and sectorial network organizations, industry associations and
investors that are looking for new business and investment ideas are essential elements
in enabling access to larger a pool of ideas and business opportunities.

Also, in supporting roles of the central platform functionalities, auditors and
regulators, plus consumers are relevant stakeholder groups. Regulatory compliance
and audit authorities place complex sets of constraints on organizations. With these
supervisory bodies as platform stakeholders, organizations can take advantage of the
privileged contact in order to facilitate compliance, that can even lead to added value
for customers in the case of certifications. On the other hand, the presence of consumers
in the platform becomes relevant for the development or improvement of products and
services.

Based on the defined stakeholders, a set of base 14 functionalities are described in
Table 1. Table 2 maps the relationships of each functionality to the relevant affordance.
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Table 1. Platform functionalities

Functionality Description

Matching
Production capacity
matching

Matchmaking between suppliers of available manufacturing
capacity and customers that aims to exploit that capacity. The
platform recommends potential compliant suppliers, filtering them
according to user selected parameters

Know-how capability
matching

Matchmaking among suppliers of available knowledge and
customers that require support in the related field of expertise

By-product matching Matchmaking between companies whose manufacturing processes
generate one or more by-products, and customers that can exploit
these by-products as an input resource

Optimization
Sustainability
assessment

The platform supports the optimization of matchings according to
an environmental sustainability assessment

Ecosystem
optimization

The platform supports the ecosystem optimization, ranking
suppliers and suggesting the most sustainable matchings

Management
User profile
management

The platform supports each user in the development of its profile

Reputation
management

The platform allows for both user subjective and quantitative, KPI
based evaluations of involved parties in transactions, for
establishing a reputation level of users

Certifications
management

The platform allows Auditors and Regulators to certify players
through a verified and secure certifications management system

Trust management The functionality supports the management of information across
the platform giving users the right to define the level of accessibility
to provide to their information

Communication
support

The platform supports communication among platform users,
streamlining connections and mediating the interactions among
parties

Innovation
management

Starting from a user introduced idea, different users can provide
tracked and structured contributions. The platform administrates the
flow of contributions

RFQ management The platform provides the infrastructure to enable the definition and
management of quotations, managing the level of visibility of the
quotations and partners exchanging requests and transactions

Transactions
management

The platform supports the creation of traceable transactions across
the platform value network

Platform expansion The platform supports the expansibility of its core functionalities
through a complete expansion SKD
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3.3 Platform Architecture

Given the socio-technical nature of digital platforms, the architecture design process
needs to take into account not only all the technological underpinnings that serve as a
platform infrastructure but also all the social and business elements that eventually will
develop into the ecosystem. In many ways we may akin the process of platform design
to city planning: infrastructure is an intrinsic and essential component of the project,
but if focused to the detriment of other components, it may give way to problematic
cities. Expansion, of both population and industry/services, equal distribution of ser-
vices and natural resources and the development of functional transportation networks,
are some of the challenges that can be exacerbated by this lack of human perspective.

The adopted four-layer architecture, shown in Fig. 1, can further be divided into
two groups. A first group, consisting of the Data and Tools layers, corresponds the
technological, infrastructure backbone of the platform, while a second group, corre-
sponding of the Business and Web Portal players, are responsible for the ecosystem
management, the human and business component of the platform. Each of these four
layers houses components that, through their interplay, allow for all the functionalities
of the platform.

Table 2. Mapping of functionalities and relevant affordances.

Generation of
flexibility

Matchmaking Scale and reach
extension

Transaction
management

Trust
building

Community
creation support

Production capacity
matching

• •

Know-how
capability matching

• •

By-product
matching

•

Sustainability
assessment

• •

Ecosystem
optimization

•

User profile
management

•

Reputation
management

• •

Certifications
management

•

Trust management • •

Communication
support

• •

Innovation
management

• •

RFQ management • •

Transactions
management

• •

Platform expansion •
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The Data layer sits at the heart of any information system. Where more traditional
paradigms of data storage/management were static abstractions where value was
derived from the read/write logic, with the development of technologies like the
semantic-WEB and distributed ledger systems, in between reads and writes we can
gather context, inferences, and accountability. Through this layer, we leverage a
semantically described ecosystem of actors, interactions and resources flow to feed an
inference reasoning engine capable of uncovering non-trivial and previously unknown
opportunities. The developed MANU-SQUARE core ontology, presented by [17], acts
as the first step in the description of a MaaS ecosystem and along with standard
services and interface options such as an RDF data store and a SPARQL endpoint, it
will feed other platform tools with rich data for other functionalities.

The Blockchain platform, although still part of the Data layer, spills into the tools
layer, due to its very nature. At a high level, this component works to ensure prove-
nance, immutability, and finality of data, by guaranteeing that only mutually agreed
upon transactions become part of a consensual and cryptographically secure shared
ledger. Features like these make blockchain, and distributed ledger technologies in
general, an ideal fit for digital platforms where affordances as trust and trustworthiness
are a must, even more, when considering how they can be articulated with other
components. Acting as the single point of trust for the ecosystem, from simple oper-
ations such as logging user access or storing stakeholder’s reputation data in a
immutable manner, to automating complex transactional operations that involve the
exchange of sensitive information, the integration of the blockchain platform will help
to fill trust building, transaction management and flexibility generation functionalities.

Fig. 1. Low-level platform architecture
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Given the modular architecture of the platform and both the data persistence
methods previously presented, an extra abstraction to facilitate the access to informa-
tion independently of its location is needed. By abstracting all the underlying data
structures, the ecosystem data manager becomes the data broker for the platform and,
by exposing a structured API to other components, allows for ubiquitous access to data,
regardless of storage infrastructure, while preserving all of the inherent benefits of each
storage method. Because this makes the ecosystem data manager aware of all the data
flows within the platform, it will work in conjunction with the blockchain platform as a
control point for data access.

The tools layer houses the modular tools that will provide many of the core services
of the MANU-SQUARE platform. In an on-demand perspective, these services will be
in constant communication with both the data layer and the business layer to fulfill
many of the functionalities proposed in Table 1 and cover affordances presented in
Sect. 2.1. The five tools that make up this layer are: (1) The Unified Flow Ecosystem
Orchestrator that provides functionalities to analyze the needs of the different com-
panies to propose ecosystem (re-)configurations that better link availability of resources
with their optimal environmental performance, working closely together with the
matchmaking mechanism; (2) the Matchmaking Tool that provides the production,
know-how and by-product capacity matching functionalities. Feeding off of all the
stakeholder profiling information, this tool is responsible for the optimal pairing of
user’s needs with available resources in the ecosystem; (3) the Sustainability Assess-
ment Layer that provides functionalities to support the evaluation of the environmental
impact of new chains established through the platform; (4) the Open innovation & Co-
design Idea Management Tool provides the Innovation Management functionality by
leveraging the open innovation paradigm; and (5) the user profiler and reputation
mechanism that provide the user profile management, reputation management, and
certifications management functionalities. Because establishing trust and trustworthi-
ness between organizations is a complex, time and resource intensive process, by
integrating blockchain-controlled transactions to keep track of quantitative KPIs such
as on-time delivery and quality of products, beside qualitative platform user feedback,
based on the perceived quality of interactions with other actors of the ecosystem, we
can strike the balance between the technological with the human components of trust.

The business layer, standing between the user-facing interfaces and the core ser-
vices of the platform is responsible for the orchestration between tools and the complex
set of functionalities. Composed by a combination of the gateway orchestrator and a set
of outward facing APIs, this engine is responsible for the implementation of business
processes relevant the platform’s stakeholders through the use of the tools from the
Tools Layer. From a modular architecture standpoint, this layer is essential in realizing
the full potential of the ecosystem as it alights the flexibility provided by the decou-
pling of services with the flexibility in the reorganization of services to better fit
different business process needs. At its heart, the gateway orchestrator is powered by
decision automation software that can interpret business processes codified in standard
business process modeling notation (BPMN) and, according to the services offered by
the platform, provide users with the optimal experience.

The web portal directly provides the platform expansion functionality and
empowers all the remaining by representing the primary interface through which users
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will interact with the platform. Leveraging the ubiquitous and flexibility of the WEB
platform, this layer provides both general graphical interfaces in the form of web pages
as well as platform expansion points for external tools. This layer, in direct contact with
the gateway orchestrator, will be able to trigger different business processes and run
users through the involved tasks.

4 Conclusions and Next Steps

In this paper, a description of the underlying, layered architecture that serves as the
backbone of a MaaS platform has been presented. An initial six affordances, drawn
from the gig/sharing economy paradigm, were transposed to the industrial sector and
served as guiding principles for the definition of a core set of functionalities required
for the introduction of digital platforms as added value tools for the MaaS paradigm.
With the actualized architecture, composed by four different layers and eighth indi-
vidual tools, this framework retains the flexibility of its modular design for the
application in different manufacturing sectors, business processes or use cases, all the
while maintaining its reliability through the use of state-of-the-art trust-based infor-
mation technologies in conjunction with tried and true standards.

Next steps will consider the development and integration of the software tools,
followed by an iterative approach to the demonstration pilots made possible by the
development of the architecture alongside the MANU-SQUARE project.
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Abstract. This research employs an extensive multiple case studies analysis to
identify the most important business models affecting supply chain configura-
tions and related enabling technologies towards the creation of collaborative
networks. The results obtained from the investigation of 24 companies of
manufacturing and process industry, informed by literature, identify four ‘design
principles’ of business models, i.e. Personalized production, Servitization,
Decentralized and modular production, and Recycle, Re-use and Sustainability.
Each model is further described and discussed at the interplay between digi-
talization and collaborative network practices at supply chain level, showing that
adopting one or a combination of the four design principles allows to actuate
some of the most important features of collaboration like Vertical integration or
networking of smart production systems, Horizontal integration through global
value chain networks, Through-engineering across the entire value chain,
Acceleration of manufacturing and Digitalization of products and services.

Keywords: Business models � Collaborative practice � Value chain �
Digitalization � Supply chain

1 Introduction

Companies need to promote an efficient and sustainable production of high added value
goods to remain competitive in global markets and respond to the demanding
requirements of consumers [1]. The market dynamics require companies to adapt their
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business and links within the existing supply chains towards new reconfigured network
collaborations and business models that shift from cost competitiveness to cooperative
efforts for a higher added value of the supply chain as a whole [2, 3]. A greater vertical
and horizontal integration between the involved actors should favor flexible, collabo-
rative and interconnected networks of factories able to manage shorter cycles life of
products while maintaining high levels of quality and resource efficiency [4]. Within
this context, the digital technologies play a key role in enhancing the collaboration at
value chain level and the integration of manufacturing and process sectors by
improving flexibility and delivery of added value [4, 5]. Supply chain models are thus
evolving in order to benefit from technological innovation (and digitalization), with
advantages in promoting a higher focus on customer requirements, improving effi-
ciency in resource utilization, enhancing modularization of products and services [1, 5].
Indeed, the mega-trends identified in literature as reshaping the process and manu-
facturing sectors are digitalization, customization, resources optimization, servitization
and modularization. Nevertheless, companies are still struggling to leverage or react to
the shifts characterizing the actual competitive landscape and the way they do their
business, and further research is required.

According to the depicted context, the aim of this study is to investigate the
enabling technologies and main practices fostering collaboration at supply chain level,
basing on the exploration of current practices of companies at the intersection of
digitalization and collaborative networks (as in [2]). With this goal, the unit of analysis
is represented by the business models emerging from the current trends and consequent
opportunities leveraged by companies in their business. Specifically, design principles
of business models have been identified and characterized in terms of main features,
impacts on supply chain (supply and demand side), technologies and types of col-
laboration and integration towards digitalization.

2 Methodology

Aiming to perform an exploratory qualitative research, a multiple case study design [6]
has been employed. We purposefully selected 24 among leading European companies
of high value-added goods demonstrating to leverage on at least one of the main trends
identified (i.e. digitalization, customization, resources optimization, servitization and
modularization) as the base for the “design principles” to be followed in shaping their
business model. A stratified sampling has been adopted in order to have a set of cases
including different kinds of value chain partners (i.e. raw material providers, manu-
facturers, logistics providers, clients), types of manufacturing (process/discrete) and
flexibility (e.g. capacity, product, location), sectors, to conduct a cross-sectorial and
holistic investigation.

Table 1 provides an overview of cases basing on the integration of these variables.
Data collection was based on semi-structured interviews and secondary data

(publicly available and internal documentation provide by interviewees), also for tri-
angulation purposes [6, 7]. Interviews have been conducted by the research team at
company site or via Skype call and were based on a common protocol. Questions
aimed at assessing the emerging supply chain configurations and business models
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basing on the combination of several dimensions of analysis: enabling technologies
(with related readiness and impact on business model change), coordination and col-
laboration mechanisms along the supply chain, flexibility parameters to optimize flows
in the value chain process, key activities involved in the delivery of value offer. Both
multiple-choice (e.g. with provision of the list of technologies) and open questions
were included, in order to enhance a further exploration of the real industrial cases. One
to two respondents per each case were involved in the different interview meetings
among the key roles in the digitalization, supply chain flows or strategy of their
respective companies, e.g. CEOs, innovation, supply chain and operations managers.

The collected data were qualitatively analyzed and coded independently by the
researchers to identify common patterns and elements in the supply chain models,
practices and enabling technologies. Emerging results were then compared until
reaching agreement among researchers, and further presented and discussed in a
workshop with experts from academic and industrial fields, aiming to assess their
accuracy and significance for literature on collaborative network practices, digitaliza-
tion and design principles of business models in a supply chain perspective.

Table 1. Overview of selected case studies.

Case Brief description of company main activity and industry

C1 Leather fabrics supplier for customized consumer goods
C2 Flexible manufacturer of customized shoes
C3 Provider of rapid/additive manufactured components
C4 Steel machineries manufacturer for customized small scale batches
C5 Implantable drug delivery devices manufacturer
C6 REE logistics provider for industrial symbiosis
C7 Service provider for recycling tasks in chemicals
C8 Recyclable packaging manufacturer
C9 Aluminum printing plates provider, involved in recycle process
C10 Polymers supplier, focused on sustainability
C11 Mobile industrial processing of biomass
C12 Water utilities provider, involved in re-use process
C13 Processing of biomass flows into bio-based aromatics
C14 Logistics provider of post-consumer textile waste
C15 Pipeline transportation provider re-using residual gasses
C16 Energy- and feedstock intensive company involved in industrial symbiosis
C17 Metal and textile cleaning service provider
C18 Provider of chemical leasing for metal cleaning
C19 Remote chemical production control devices manufacturer
C20 Provider of data analytics software for integrated plant-wide scheduling and control
C21 Biopharmaceutical company developing transportable plants
C22 Food company with flexible modular factory
C23 Provider of equipment for container-based chemical manufacturing
C24 Functional molecule production manufacturer with modular factory
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3 Results

Results from pattern-matching and cross-case analysis [6, 7], informed by current
literature (e.g. [3, 5]) allowed to identify four main design principles of business
models to frame the investigation: Personalized production, Servitization, Decentral-
ized and modular production, Recycle, Re-use and Sustainability (RR&S). These
business models are not completely independent from each other and are able to
capture the majority of megatrends considered in the study even if they are addressing
one of them in a more significant way than the others. This section includes the
description of main features, involved value chain actors, type of collaborations and
enabling technologies to activate each design principle of business model emerging
from the analysis of the cases and the current trends in manufacturing and process
industry.

A further analysis of the results, building on the work by [2], allowed to identify
how the digital technologies adopted in the implementation of the four models enable
the key features of collaborative models at the interplay with digitalization, i.e. Vertical
integration or networking of smart production systems, Horizontal integration through
global value chain networks, Through-engineering across the entire value chain,
Acceleration of manufacturing and Digitalization of products and services.

3.1 Personalized Production

Customization has emerged over the past two decades as one of the strategies that
allows companies to differentiate their offer through innovative products, where added
value is given by meeting the specific needs of a customer or a target group of
customers thanks to highly flexible manufacturing systems [8, 9]. The shift towards
personalization is reinforced by new manufacturing technology developments, e.g. in
advanced robotics, additive manufacturing and advanced digital simulation of manu-
facturing processes, enabling shorter production runs and more one-of-a-kind products
[5]. Supply chains for personalized products enhance consumers to have products with
a unique design and style, along with functional and comfort-related aspects, even in
the more traditional sectors, and to make a choice in terms of value, functionality and
performance [3].

Enabling Technologies for Personalized Production. Enabling technologies include:
3D scanning, additive manufacturing (as 3D printing) and multi-purpose and hybrid
processes for the production of customized components or products; virtual and aug-
mented reality for supporting sales processes; modelling and simulation, business
intelligence and sensors to enable changes in product and processes and reconfiguration
of production networks; big data to optimize data driven manufacturing, better man-
agement of the innovation and the definition and analysis of the effects of location of the
supply chain.

Collaborative Practices for Personalized Production. In the attempt to rapidly
reconfigure to satisfy custom requirements, the manufacturing systems should develop
a high level of integration with customers/users, who become the main creators of the
solution produced. For example, C2 developed direct customer relations by avoiding
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intermediaries as retailers and using on-line channels and platform strategy. Some
technologies are also changing the relationships between business partners, as smart
materials for C2: material suppliers are becoming technology providers, subject to strict
selection and performance evaluation. Therefore, companies along the supply chain
need to develop new business models and flexible manufacturing systems capable of
producing relatively small batches of customized products at competitive costs, as C4,
which outsourced both design and production of part of components to reduce
complexity.

Basing on the analysis of the enabling technologies and practices, we can argue that
the activation of the Personalized production model allows to realize the dimension of
Horizontal integration through value chain, especially with customers for collecting
their needs and integrate design activities through 3D scanning and big data analytics;
the Through-engineering across the entire value chain thanks to collaborative product
design and configuration, also with the use of smart materials; the digitalization of
products and services through the use of Virtual reality and Internet of Things in
supporting sales channels and design process.

3.2 Servitization

As more companies and industries in the world are increasingly adding value to their
products by including additional services [10], the need for a clear business model
becomes more relevant. This provides the opportunity for the development of servi-
tization (also known as Product Service System (PSS) [11]) as a design principle that
significantly changes the dynamics in a typical value chain, also in terms of services
that could be oriented to the product, user, or result [12]. Companies are deciding to
offer a broader set of products, ranging from mere products, to bundles of product-
services and finally experience-based products and services [13, 14]. Indeed, serviti-
zation leads the shift from a traditional linear supply chain centered on the product to a
supply chain that increases the relevance of the services around the product, with key
differences in terms of risks, responsibilities, ownership shared among the PSS provider
and its partners in a value chain.

Enabling Technologies for Servitization. The technologies that have the largest
impact in this model are focused on information sharing, monitoring and diagnostic,
prognostic analysis and decision-support and include big data and big data analytics
(with descriptive, predictive and prescriptive purposes), cloud computing and mobile
platforms for customer communication and data access, IoT to enable automatic
monitoring along the overall value chain, 3D printing for refurbishing, telemedicine
and 360-degree medical data for the e-health services.

Collaborative Practices for Servitization. This design principle creates new rela-
tionships between a “supplier” and a “user/buyer”, transforming the interaction usually
based on single transactions into a long-term ongoing relationship, which can include
the delivery of services, goods, management and knowledge. For example, C18
developed result-oriented servitization whereby the supplier and buyer collaborate in a
form of payment called “paid per service unit”, while reducing production costs and
environmental impacts, improving expertise of both parts and optimizing processes.
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Beyond the strategy of the single company, the collaboration along the overall supply
chain need to become more flexible and agile to incorporate a reconfiguration of the
relationship between the manufacturer and the customer. C5 improved customer inti-
macy to grow trust, understanding of customer needs and faster achievement of out-
comes through virtual communications.

It is possible to infer that the implementation of new technologies in this design
principle will lead to develop of new services and complement current product offering,
towards the dimension of Digitalization of products and services. Moreover, available
technologies (Big data, Artificial intelligence, Automation, etc.) are becoming
increasingly useful as they generate valuable information to the provider and generate
an opportunity for a closer relationship with customer and for the dimension of Hor-
izontal integration along product life-cycle, proving to be a key component in the
introduction of new services.

3.3 Decentralized and Modular Production

Companies decentralizing their manufacturing split the production processes into
smaller plants to produce in different locations or regions. Decentralized and modular
production has effects on the organizational structure of companies, which can be more
effective by focusing on their core activity, and on the value chain, which is broken
down over more decision-making units that may be outsourced or procured at different
locations. This shift leads to supply chains based on economies of scale and customer-
specific, from process optimization to agile and distributed processing needs [15].

Enabling Technologies for Decentralized and Modular Production. Enabling
technologies for this design principle need to support modularity, ICT for control,
electrification, equipment manufacturing referred to novel inexpensive mass production
technologies, process intensification and continuous processing and recovery/work-up.
These include electrically powered chemical technologies, 3D printing and automated
process control for manufacturing, and big data, skid based designs and plate based
equipment for engineering.

Collaborative Practices for Decentralized and Modular Production. The business
case of small-scale production is mainly focused on locating the production facility
closer to the customer. For example, C21 is developing plants consisting of modular
building blocks that can be easily extended to address increase in market demand or
even adapted to fit in a container, to be easily transportable close to customer location.
This changes a pivotal part of the supply chain in the manufacturing and sourcing
stages. Also the container-base manufacturing in the value chain of C23 allows for
local production and direct use of equipment and produced goods, with transportation
discarded from the supply chain and consequent less impact on price volatility.
Moreover, the decentralized supply chain is not fixed and can change based on the
specific case at hand, with the large scale producer elements that can either be bypassed
or integrated in the new supply chain.

Basing on the analysis of the enabling technologies and practices, we can argue that
the activation of the Decentralized and modular production model allows to realize the
dimension of Vertical integration, with the collaboration among small scale platforms,
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and the Acceleration of manufacturing, thanks to the increased use of technologies as
electrically powered chemical technologies and multilayer disposable plants for small
scale production.

3.4 Recycle, Re-use and Sustainability (RR&S)

RR&S business model is based on the principle of Circular Economy, where resource
input and waste, emission, and energy leakage are reduced by slowing, closing, and
narrowing material and energy loops [16]. The introduction of such a model has impact
on both upstream (changed collaboration with raw material suppliers), downstream
(collection of waste) and side stream (industrial symbiosis) value chain partners as well
as on the value proposition (e.g. new recycling, extended producer responsibility or
industrial symbiosis services), with closed material loops [17]. For example, C6 is
creating new feedstock types based on waste, contributing to feedstock flexibility as
well as environmental benefits with reduced impacts by providing alternative added
value.

Enabling Technologies for RR&S. Recycling refers to technologies that aim to
recover materials from end-of-life products as disassembly and separation techniques.
Technologies and solutions for industrial symbiosis represent an important area of
development. Optimization of material use will increasingly see a combination of
recyclability and biodegradable materials (e.g. in packaging). Novel “repair tech-
nologies” for industrial processes, such as 3D printing enable remanufacturing and
repair. Key information and telecommunication technologies support the mapping,
tracking and matching of materials throughout the supply chain. Moreover, data driven
simulation of business model, product-ageing and reverse supply chain support deci-
sion making in the development and design of Circular Economy operations and
organizations.

Collaborative Practices for RR&S. The RR&S supply chain requires significant
built of trust and collaboration among partners, from design for recycling up to dis-
mantle for recycling (so called “reverse logistics”), from the planning and coordination
of the circular supply chain to decision making in terms of remanufacturing, refur-
bishing and repair. It hence requires solutions that favor value chain coordination from
end-of-life collection, treatment and re-introduction as a resource in the primary pro-
duction process. For example, C13 is innovating the process to be more efficient,
introducing new actors in the value chain, reinforcing relationships with neighboring
industries and redefining capacity, location and feedstock flexibility for maximizing
sustainability and recycling opportunities.

It is possible to infer that the implementation of an RR&S business model allows to
enable more than one dimension of collaborative networks, i.e. Horizontal integration,
also thanks the adoption of trusted cloud based platforms, e.g. for waste value chain
management, the Vertical integration through product-ageing simulation, and Accel-
eration of manufacturing through selective separation technologies and automated
disassembly.
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4 Discussion and Conclusions

This study performed a broad investigation of 24 companies of manufacturing and
process industry to identify the most important business model affecting supply chain
configurations and related enabling technologies towards the creation of collaborative
networks. Basing on this analysis, we can argue that the four design principles analyzed
enable all the characteristics of collaborative networks for the digitalization of the
overall value chain, i.e. Vertical integration or networking of smart production systems,
Horizontal integration through global value chain networks, Through-engineering
across the entire value chain, Acceleration of manufacturing and Digitalization of
products and services, and the integration of the manufacturing and process industry.
Design principles are addressed to any type of collaborative network described in [2],
i.e. one business model (design principle) does not preclude the implementation of one
collaborative network or another. Moreover, the enabling technologies should be tar-
geted for sustaining specific collaborative practices, but also developed in a systemic
perspective for enhancing the overall supply chain performance.

Obtained results contribute to advance knowledge in the research on digitalization
and collaborative networks by adopting a perspective integrating business model
design principles, enabling technologies and collaborative practices implemented at the
value chain level. Managers should develop one or a combination of these design
principles on the basis of company’s competitive priorities, while considering the value
chain perspective, in order to foster practices with downstream and upstream actors
enabling the digitalization and the implementation of a holistic collaborative network
approach. Even if design principles identified in the empirical investigation are not
completely new, the originality of the paper consists in providing industry practitioners
with examples that can be considered and configured in their own contexts as a sort of
‘working ingredients’ clustered around the design principles identified. An expected
impact is a wider adoption of the business models guiding supply chains configurations
towards collaborative networks, in order to improve competitiveness and resilience of
European industry in dealing with major industrial challenges.

A recognized limitation of the study concerns the methodology and the sampling
adopted that can pre-determine to some extent the emerging patterns of design prin-
ciples. Nevertheless, the focus is on the exploration of the design principles at the base
of supply chains configuration to foster their adoption towards collaborative networks,
rather than the identification of the principles themselves.
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Abstract. The project CAASC “Cloud Adaptation for an Agile Supply Chain”
(French ANR project) aims to develop monitoring services in multi actors supply
chain, by integrating uncertainties in supply chain planning and developing
adaptation functions to environment changes.
In this paper we present a use case in the form of a serious game that aim to

emerge and validate the required functionalities for the project. The game sim-
ulates a collaborative rolling horizon mid-term planning process. By analyzing its
processes and results, we identify the central role of deviations analysis of plans
to qualify uncertainties, assess robustness and propose response strategies.

Keywords: Collaborative supply chain planning �
Uncertainties and robustness � Serious game

1 Toward an Agile Supply Chain

The CAASC “Cloud Adaptation for an Agile Supply Chain” project considers a supply
chain composed of a set of entities that collaborate in the planning of flows of products,
services, and finance. Each entity organizes manufacturing and distribution activities
using plans managed by several decision-making centers (multi-actors). CAASC is
focusing on coordination problems related to mid-term rolling horizon planning
decisions across an internal supply chain.

CAASC takes advantage of three main services developed in a monitoring per-
spective of supply chain mid-term plans during the H2020-FoF project called C2NET
“Cloud Collaborative Manufacturing Networks” [1]: (i) the modeling service which
uses collected data (current plans for demand, production, supply, distribution and
inventories) to maintain a model of a supply chain according to a reference meta-
model. (ii) the detection of deviations service which compares the supply chain status
model to the model expressed from the originally validated plans, and therefore detects
deviations that are changing the validated plans. (iii) the adaptation service which is a
rule-based system that proposes adaptation processes according to some business rules
and deviations characteristics.
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Still focusing on the monitoring services, CAASC aims at developing new features
in order to develop robustness as well as agility of the solution while taking advantage
of some results of C2NET. Moreover, we are interested in deviation measurement and
the interpretation of these movements to quantify and qualify uncertainties.

From a decision maker point of view, uncertainty in the uncontrollable variables of
supply chain planning can induce deviations; therefore, increase the nervousness of the
plans [2–4].

Different approaches in planning uncertainty modelling are proposed in the liter-
ature. Uncertainty in the considered uncontrollable variables can be described mainly
by intervals [5], probability distribution [6, 7] or fuzzy sets [8–11].

Using uncertainty modeling, we aim to assess the robustness of plans, enhance
anticipation and create a tradeoff between robustness [12] and agility of supply chain
planning. However, the project partners belong to different domains (industrial, soft-
ware developers, supply chain or artificial intelligence researchers) and they do not
necessarily know totally interpret the consequences of rolling horizon planning and its
related constraints. Thus, before even considering the complexity of integrating
uncertainties in collaborative rolling horizon planning, an As-Is emulation was used in
a deterministic context to share a user experience. We chose the serious game method
for this emulation.

Serious games are known for their use in higher education [13, 14]. Furthermore,
many famous serious games are used in trainings. For instance, serious games such as
“Beer Game” [15] or “The Fresh Connection” [16] are a supply chain simulation game
where the main functions of the company are represented. Serious game has also been
used to analyze the dynamic decision-making process in supply [17].

In our case, we chose the serious game method for other reasons, mainly to:

• enable industrial partners to validate a use representative case situation,
• frame the research topic and identify the problems related to the collaborative

planning within a rolling horizon process,
• share competences and points of view of the different users,
• allow partners to project themselves into decision-making and validate needs and

specifications in terms of agility and robustness evaluation,
• formalize a use case that can be retested to assess the proposed functionalities.

A collaborative approach with the partners of the project (end user, software
company, research laboratories) has been adopted to design the serious game. Starting
by an industrial interview and a survey on APICS as a reference of planning processes
modeling, the collaborative mid-term planning processes was modelled. Then, were
defined the components of the game simulating the dynamic of those processes and the
physical flow related to the game. After that, in a prepared environment the game was
run, and results were collected. Finally, the results issued from the game were analyzed
and the main problems and requirement were identified in terms of agility and CAASC
functionalities development.
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2 Process Under Study

2.1 Industrial Case and APICS Process

The project will provide use cases that come from an analysis of Pierre Fabre Dermo
Cosmetics (PFDC) company processes. A series of interviews took place in order to
understand the actual process of planning and collaboration between different partners
in the supply chain (Fig. 1).

PFDC supply chain is composed of the following stakeholders: suppliers, manu-
facturing plants (in France), Central Distribution Centre (in France), local subsidiaries
or partners and final customers (drugstores) all over the world [18].

Within CAASC, PFDC supply chain supported by a cloud platform links its various
actors. The supply chain is a collaborative network of actors that use the platform in
order to perform their collaborative planning process.

Production is stored in a central warehouse in France before being distributed to
subsidiaries and partners. PFDC is always trying to improve its performances in terms
of service. Aligning the plans of the supply chain partners, agile deployment of stocks
and the optimization of the distribution of inventories among the subsidiaries are the
primary objectives.

In the context of this industrial case, APICS [19] is our reference to model a generic
collaborative planning process.

Considering the supply chain described in the Fig. 1, subsidiaries planners, a supply
planner and a production planner are the partners collaborating in the supply chain
planning. The master plans exchanged between partners are mainly: Sales and Opera-
tions plans, Distribution Requirement planning, Master Production Scheduling [19].

Planning changes are limited by the time fences and delivery time. “Changes that
are far off on the planning horizon can be made with little or no cost or disruption to
manufacturing, but the nearer to delivery date, the more disruptive and costly changes
will be” [19].

Fig. 1. PFDC supply chain (tactical level).
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In the frozen zone, planning changes are not allowed and required the approval of
the decision maker in case of emergency. The slushy zone is a tradeoffs zone,
downward demand (conv. Upward production) request is automatically accepted while
the upward demand (conv. Downward production) must be confirmed by decision
makers. Finally, in the liquid zone the changes are automatically accepted and usually
done by the computer within the defined limits of the plans.

2.2 Collaborative Planning Process

The Fig. 2 below details the inputs and outputs (decisions) of every planning related to
each partner in the supply chain and for each level of planning. Four steps are identified
in the planning process and three different decision makers are concerned:

Each subsidiary elaborates its sales forecast and define its supply requirements. The
confirmed requirements present the desired supply plan from the Central Distribution
Center. Each subsidiary order on its own without regard for the available inventory of
the distribution center neither the requirements of other subsidiaries nor the pro-duction
schedule. However, the supply planner in the CDC has the richest view on all the
independent supply chain system (SAP, world DRP) due to his position as coordinator
and CDC resource manager in the supply chain.

We make the difference between two levels of planning process. The monthly
planning process and the weekly one.

Monthly, in the first week of the month, the requirements of the different subsidiaries
are consolidated to become the base of supply chain resources dimensioning for the
current month. The resulted plans of this process are the reference of the rest of the month.

Every week, the DRP andMPSmaster plans are reviewed and can be changed in case
of perturbations. We consider perturbations related to the occurrence of a set of events
mainly: Demand variation (real sales); Subsidiaries exceptional requests (promotion,
shortage…); Quality control problem (rejection of products, high control time…);
Operational production problem (breakdowns, closure, schedule changes, order splitting
or aggregation, …); Transportation problems (lost products, customs delay).

Fig. 2. Collaborative supply chain planning process
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Regarding time fences, it was identified a planning horizon of 24 weeks including a
frozen horizon of 2 weeks plus delivery time, slushy horizon of 6 weeks and liquid
horizon of 16 weeks.

2.3 Supply Chain Planning Process Analysis

A deterministic supply chain planning is considered. The variables of supply chain
planning such as lead time, costs and other system parameters, are considered known
with certainty. In a decision process (weekly or monthly), depending on his role, each
decision maker receives, decides and sends plans (forecast, requirement, supply,
capacity). The received plans are uncontrollable variables on which uncertainty could
be modelled. Conversely, the sent plans become uncontrollable variables for other
deciders.

In a rolling horizon planning context, deviations are a set of differences between the
weekly and the monthly reference for a same plan. In the operational level, deviations
present the difference between the planned and the realized quantities. On received
plans deviations enable to qualify uncertainty. On decided and sent plans, deviations
enable to qualify robustness of service rate and nervousness.

3 A Serious Game as a Proof of Concept

3.1 Game Description

To best simulate the modelled supply chain planning process while having consistent
results, the serious game was sized as follow (Figs. 3 and 4):

Fig. 3. Plant game board

Fig. 4. CDC game board Fig. 5. Subsidiaries game board
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• 4 subsidiaries (France, Australia, Spain, Chile); 1 CDC; 1 factory.
• 5 Products: P1 (English), P2 (Spanish), P3 (Spanish), P3 (English), P4 (English).

Products are different according to the packaging language. French is a default
language in packaging. In order to avoid a shortage, P3 (Spanish) can be sent to
Australia and conversely P3 (English) to Spain or Chile.

The game board is designed as shown in Figs. 5, 6 and 7.
In addition to the board game, Excel sheets have been designed as a planning

decision support enabling to keep a written record of the game. These sheets are shared
on a platform allowing the simultaneous modification of the data. Each decision view is
a worksheet [20].

Every decision view is enriched by a set of the decision support tools. They are as
follows:

• The projected stock presents the impacts of every decision on stocks with signifi-
cant colors: Orange in case of a planned consumption of the objective stock and red
in case of a planned shortage.

• The previous plans and the current ones can be compared to highlight the deviations
and the executed modifications.

• The proposed plans are automatically calculated from the available data.

In accordance to the supply chain planning process, a role sheet exists for each
player (Subsidiary planner, supply planner, production planner). Furthermore, a game
master has been designated to manage the time of the game and the stocks of other

Decision Data 
(previous plans,other partners decisions)Computer Calculation System status Frozen zone Slusy zone Liquid zone

Product code Process type Semaine W0 W1 W2 W3 W4 W5 W6 W7 W8 W9 W10 W11
1134 France Supply Requirements(W1) 30 70 60 50 50 50 50 50 50 50 50
1134 Australia Supply Requirements(W1) 20 50 50 50 50 50 50 50 50 60 68
1134 Objective stock 230 210 200 200 200 200 200 210 228 238 240

1134 MPS(W0) 110 100 100 100 100 100 100 110 118 120 120
1134 CDC Supply Requirement 110 100 100 100 100 100 100 110 118 120 120

1134 Projected stock 170 230 210 200 200 200 200 200 210 228 238 240

1134 MPS (W1) 110 100 100 100 100 100 100 110 118 120 120
1134 Projected stock_MPS(W1) 170 230 210 200 200 200 200 200 210 228 238 240

1134 Supply Plan_France (W0) 30 70 60 50 50 50 50 50 50 50 50
1134 Supply Plan_France(W1) 30 70 60 50 50 50 50 50 50 50 50
1134 France Project Stock(W1) 140 140 160 110 100 130 110 100 100 100 100 100

1134 Supply Plan_Australia (W0) 20 50 50 50 50 50 50 50 50 60 68
1134 Supply Plan-Australia(W1) 20 50 50 50 50 50 50 50 50 60 68
1134 Australia Project Stock(W1) 140 110 90 70 40 30 70 100 100 100 100 100

1134 Supply Plan(W1) 50 120 110 100 100 100 100 100 100 110 118

1134 Stock CDC_proj. Supply Plan(W1) 170 230 210 200 200 200 200 200 210 228 238 240

1134 Supply Plan_France (W1) 70 60 50 50 50 50 50 50 50 50

1134 Except. Supply Requirement_France (w2) 0 0 0 0 0 0 0 0 0 0

1134 Supply Plan_Australia (W1) 50 50 50 50 50 50 50 50 60 68

1134 xcept. Supply Requirement_Australia (W2) 0 0 0 0 0 0 0 0 0 0

1134 MPS (W1) 100 100 100 100 100 100 110 118 120 120

1134 Except. CDC Supply Requirement (W2) 0 0 0 0 0 0 0 0 0 0

1134 CDC projected stock 230 210 200 200 200 200 200 210 228 238 240

1134 MPS (W2) 100 100 100 100 100 100 110 118 120 120

1134 Stock_CDC proj. MPS(W2) 230 210 200 200 200 200 200 210 228 238 240

1134 ESR_France 0 0 0 0 0 0 0 0 0 0
1134 Supply Plan_France(W2) 70 60 50 50 50 50 50 50 50 50

1134 France projected stock(s) 140 160 110 100 130 110 100 100 100 100 100

1134 ESR-Australia 0 0 0 0 0 0 0 0 0 0
1134 Supply Plan-Australia(W2) 50 50 50 50 50 50 50 50 60 68

1134 Australia projected stock(W2) 110 90 70 40 30 70 100 100 100 100 100

1134 Supply Plan(W2) 120 110 100 100 100 100 100 100 110 118

1134 Stock CDC_proj. Supply Plan(W2) 230 210 200 200 200 200 200 210 228 238 240

Monthly;Comput
er;Decision 2: 

W1

Weekly;
Computer;

Decision 2:w2

Monthly;
Decision 3: W1

Weekly;
Decision 4: w2

Weekly;
Decision 3:w2

Monthly;
Decision 4: W1

P1

Fig. 6. Extraction from the supply planner view (planning of week1 and 2) (Color figure online)
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subsidiaries (other than France) and to announce predefined disturbance cards for other
players Finally, a test session has been conducted with CAASC project partners. The
processes (Figs. 7 and 8) below describe how the session unfolds:

3.2 Game Analysis

The game was played once for one supply chain. Authors played the role of the game
master and informed subsidiary players about real demand, market changes and pro-
duction perturbations.

By the end of the game session, two types of analysis of plans on the rolling
horizon are performed: (i) The plan deviation measures the difference two successive

Fig. 7. Decisions flow: monthly supply chain process

Fig. 8. Decisions flow: weekly supply chain process
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plans; (ii) the planning error measure the difference between the planned and real
(demanded or delivered) quantities.

In the following, the analysis focuses on the relation between one subsidiary
(France) and the Central Distribution Center (CDC) and product P1.

Table 1. Scenario of the game for product P1

Week Network
echelon

Scenario (perturbations)

1 No one Everything is normal and in line with the forecast
2 Subsidiary Sales vary from ±10 compared to forecasts
3 Subsidiary Registered sales compared to forecasts: Australia (−10 P1), France

(+20 P1)
4 Subsidiary Registered sales compared to forecasts: Australia (+10 P1), France

(−40 P1)
5 Subsidiary In France: promotion on product P1 on weeks 10 to 14. A doubling

of sales is planned on the period. 80% of the sales increase are an
anticipation of sales originally forecasted on weeks 15 to 20

Table 2. Deviations of Supply Requirements (France;P1) = SR[w](t) − SR[w − 1](t).

Week t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18
w2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

w3 10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

w4 20 20 0 0 10 0 0 0 0 0 0 0 0 0 0 

w5 -10 30 100 40 50 50 -30 -30 -20 -10 -10 0 0 0 

w6 -30 0 40 0 0 0 0 0 0 0 0 0 0 

Table 3. Deviations of Supply Plans (France;P1) = SP[w](t) − SP[w − 1](t).

Week t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 t12 t13 t14 t15 t16 t17 t18 t19

w2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

w3 0 0 0 0 0 10 0 0 0 0 0 0 0 0 0 0 0 

w4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

w5 0 0 100 40 50 50 -30 -30 -20 -10 -10 0 0 0 0 

w6 0 0 40 0 0 0 0 0 0 0 0 0 0 0 
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In Tables 2 and 3, the deviation on Supply Requirements (request from subsidiary)
and on Supply plan (answer of CDC) make easier the analysis of the propagation of
information within the supply chain. In yellow, appear the Supply Requirement
deviations that are requested by the subsidiary within the frozen horizon and not
accepted by the CDC. These requests appear to mitigate errors between the subsidiary
last forecast and the real customer demand he faces. In week 5, the subsidiary is
informed of a promotion (see Table 1). In orange in Tables 2 and 3, appear the impact
of the promotion information on the supply requirements.

In red in Tables 2 and 3, appear the process of request and acceptance of a change:
it is first requested on week 3 on period t3 in SR, accepted in week 3 on t8 in SP, and
maintained at week 4 on t8 in SR.

In Fig. 9, the propagation of the above variation till the factory is depicted. The
initial sized capacity was 700 products per week, the amount requirements received
from the CDC increase the workload, and the production planner decide to resize the
capacity in the week 5 (first week of the second month) to become 850 for the weeks 8
to 12.

In Table 4, the supply Requirement error is shown for weeks 2 to 6. This error can
hardly be interpreted according to the game scenario. But it shows the imprecision of
the plan.

This user experience enabled to validate the following requirements for the
uncertainty integration:

• characterization of the uncertainties undergone by a decision-maker by analyzing
deviations and variations in deterministic plans along a rolling horizon. Machine
learning tools will be used to well characterize this uncertainty from data collected
from the industrial case,

• categorization of products according to the type of uncertainty,
• consideration of uncertainties in the uncontrollable variables to develop and enrich a

user decision support interface,
• evaluation of user decisions (plans) in terms of robustness and stability against

different disruption scenarios.

Table 4. Supply Requirements Error =
SR[w](t) − SR[t](t).

Week t2 t3 t4 t5 t6
w1 0 -10 -20 -10 0 
w2 0 -10 -20 -10 0 
w3 0 -20 -10 0 
w4 0 10 0
w5 0 30
w6 0

Fig. 9. Production capacity/workload analysis
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4 Conclusion and Future Works

The game simulates the production and distribution of cosmetics supply chain repro-
ducing the current functioning of PFDC planning. It reproduces 2 planning processes: a
monthly that starts from sales forecasts to size the resources of the supply chain and a
weekly process to adjust plans based on requests in case of perturbation. This version
will allow us in the future to implement the complete Serious Game, confronting this
time the current and future processes that integrate the functionalities of the project
CAASC while considering uncertainty in planning parameters.

The planning errors (difference between scheduled quantities and the real demand
(or the real deliveries)) will be the basis for characterizing uncertainties. Otherwise, the
plans deviations through the rolling horizon (deviations between successive plans)
allow to better isolate the perturbations and their propagation in the supply chain which
will enable to make the uncertainties explainable.

The serious game session, as a user experience, enabled partners to validate the
required functionalities for the project in terms of uncertainty modelling and integration
of uncertainty models in the user decision support interface.

Acknowledgement. Authors want to acknowledge ANR for the funding of the CAASC project.
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Abstract. The critical success factor of the supply chain management process
in a modern manufacturing company consists in the company’s capability to
exploit the data produced by a growing number of different sources. The latter
include a network of collaborative sensors, digital tools, and services, made
available to suppliers and other involved supply chain actors by the recent
advancements in digitalization. The collected data can be processed and ana-
lyzed in near real time to extract significant information useful for the company
to take some relevant decisions. However, these data are typically produced
under the form of heterogeneous formats, as they arrive from different types of
sources. This is the reason why the real challenge is finding valid solutions that
support the data integration. In this regard, this paper investigates the potential
of a solution for data integration that allows supporting a set of interacting
decision-support tools within the inbound logistics of the automotive manu-
facturing. This solution is based on a message-oriented middleware which
enables a collaborative approach where suppliers, trucks, dock managers and
production plants can share information about their own status for the opti-
mization of the overall system.

Keywords: Inbound logistics � Interoperability � Data integration �
Middleware � Dock re-scheduling � Optimization

1 Introduction

In the era of modern manufacturing supply chain management (SCM) is becoming
more and more complex [1]. Main reasons for this growing complexity are the geo-
graphical expansion of the supply chain networks, a huge amount of data (e.g. pro-
duced from tracing) which affects the supply chain decisions (e.g. how to manage an
anomaly), and the need to increase the speed of decision-making tools due to the
advancements of just-in-time delivery practices [2]. In addition, some of the traditional
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challenges in the SCM still persist and are more emphasized due to the mentioned
advancements. One of these challenges is the transportation cost which is increased by
the geographical complexity and extensive networks as well as sustainability concerns
[3]. Another traditional challenge is the scheduling of orders, transport modes, and
unloading points in the inbound and outbound supply chains. This challenge is in
particular evident in large industries with a lot of inbound and outbound flows where it
is difficult to schedule and re-schedule the plans in case of unexpected disruption
events. In order to better address the mentioned challenges, the modern factories are
transforming their logistics in a collaborative network where suppliers, trucks, dock
managers and production plants share information about the status of the inbound
resources for the optimization of the overall system [4]. Such a strong collaborative
network is crucial for companies willing to respond to the challenges posed by the
globalization [5, 6]. In particular, it allows to quickly take decisions along the whole
value chain, thus contributing to a more and more highly dynamic supply chain which
in turn is a key factor for the I4.0 logistics [7].

This collaborative network can be realized in its full potential only if it is supported
by digital tools capable to exchange and share information among each-other [8].
However, the traditional manufacturing tools are typically based on specific data model
and the heterogeneity (also called variety) of these models hinders the tools interop-
erability, i.e. their capability to exchange information, thus also jeopardizing the
cooperation of the involved resources within the overall network [9]. In addition, it is
still open so far the debate on which kind of data integration can enhance performance
of the supply chain [10]. In order to overcome the issue of data heterogeneity, this
paper aims at the development of an experimental platform for integration between
traceability systems and management tools and optimization tools within the inbound
logistics of automotive assembly plant. The platform leverages the use of a messages-
oriented middleware for integration of tracking components with decision-support
tools. Thus, thanks to middleware, an optimization tool can exchange significant
information with other factory’s digital tools (e.g. for production simulation and
optimization), thus allowing to re-schedule (e.g. when a disruption event happens) the
inbound dock plans and select the best transport modes from the supplier to the docks
of the assembly plant.

The remainder of the paper is structured as follows. Section 2 introduces the case
study and its problem of interoperability. Section 3 presents the approach and its
validation. Section 4 describes the results obtained leveraging the proposed approach.
Finally, Sect. 5 draws the conclusions and summarizes the main outcomes.

2 The Case Study

The case study is set in an automotive assembly plant and it focuses on the manage-
ment of inbound logistics whenever a disruption occurs. The latter could happen in the
supplier’s side, in the transport modes, and in the unloading docks. In case of any of
these disruption events, the manager of the supply chain needs to make recovery
decisions to reduce the adverse effects of the delay. In addition, the disruptions that
happen in the production could have an impact on the decisions in the inbound logistics
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and therefore, these disruptions should also be considered. The problem that must be
faced consists of two main decisions in the inbound logistics of the assembly plant:

1. Dock re-scheduling;
2. Transportation mode selection.

Before a disruption event happens, a dock schedule exists where a set of trucks are
assigned to a set of docks for a specific planning horizon. As a result of a disruption
event, it is needed to take a decision to re-schedule the assignments, while the second
decision considers the possibility of changing the transport mode of the delayed orders
with faster modes. The two decisions are interconnected in the way that the arrival time
of the orders to the docks changes by influencing the change of the transport modes.
The final decision on the dock re-scheduling and transport selection depends on the
trade-off between different costs. Transport cost is the cost of using alternative transport
modes. Dock setup cost is the cost of employing additional docks. Buffer cost is the
cost of using internal transport means for transferring the specific components (part
numbers) from the docks to the assembly line. Extra resource cost is the cost of using
more resources than the available ones at the docks. Truck waiting cost is the cost of
waiting truck in the dockyard when there are no free docks. Finally, the cost of
production re-scheduling is the cost when a part number is not available in the
assembly line in the planned time, and therefore, a re-scheduling in the production is
necessary. The desired solution is a re-scheduled dock plan and transport plan where
the sum of all the costs is minimized.

The solution for this problem proposed within the European research project
DISRUPT [11] is to use an optimization model for the inbound logistics where the
objective function is the minimization of all the costs as follows [12]:

Minimize (Additional costs caused by the disruption events) = Minimize (Trans-
port cost + Dock setup cost + Buffer cost + Extra resource cost).

The input data for the optimization model are the data related to the inbound
logistics combined with data resulting of the analysis of other tools. To handle the
disruption and its impact on the inbound logistics decisions, three tools collaborate and
propose the final solution as follows:

1. Simulation tool;
2. Optimization tool of the inbound logistics;
3. Optimization tool of production scheduling.

The Simulation tool is first applied to quantify the effects of the disruption on the
Key Performance Indicators (KPIs). The most important KPI is Job per Hour (JPH). If
the impact of disruption on the JPH is negligible, this is considered as the outcome of
the analysis. No further analysis is needed in this case. Otherwise, if the effect is not
negligible, the optimization tools are required to minimize the negative consequences
of the disruption on the JPH. Generally, two scenarios for inbound logistics tool are
possible based on the disruption type as follows (Fig. 1):

1. The disruption is in the production process (e.g., machine failure). In this case, if
the disruption can be managed by the optimization tool of the production schedule,
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it is not needed to apply the inbound logistics optimizer. The outcome is the updated
production schedule. If the disruption is not manageable solely by production
scheduling tool, Inbound logistics tool should be used. Apart from the other input
data, the re-scheduling cost is obtained by the communication of different alter-
native dock schedules with the production scheduling tool.

2. The disruption is in the inbound logistics (e.g., the accident of the transport mode).
In this case, the disruption should be managed directly by the inbound logistics tool
with the communication of data with the production scheduling tool.

Finally, an optimized dock schedule and transport plan are provided to the supply
chain manager who is the final decision maker of the inbound logistics. Behind each
state of the workflow, there are different modules, performing different functions. The
interactions among different digital tools and software applications are essential to the
efficient solution of the optimization model.

3 An Overview of the Platform Architecture

In order to overcome the problem of the interoperability, this section investigates the
potential of a solution based on a three layers architecture, where the layers are the
following (Fig. 2):

• Real Factory;
• DISRUPT Platform Cloud;
• Virtual Factory Tools.

The Real Factory comprises the world of the factory, including all aspects inherent
the logistic of the fleet of the trucks and the plant production. The DISRUPT Platform
Cloud, which is one of the main outcomes of the DISRUPT project [13], is the middle-

Fig. 1. Application of inbound logistics tool in different disruption events
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tier of entire system which aims at the integration of all the factory’s tools data. In
particular, it contains two macro-modules (Event Dispatcher and Digital Twin) that
allow to integrate the data generated by the layer of the Real Factory under the form of
data streams (Factory Telemetry) [14]. Specifically, the Digital Twin is a virtual model
which represents a faithful mirror of the Real Factory, persisted on two structured
databases: Event Disrupt Database (containing the logic to raise the events) and
Synchro Factory Database (containing the information related to the supply chain
management) [15]. On the base of the information included in the Digital Twin, the
Event Dispatcher raises the events in case of scheduling delays and forward them to
upper Layer. The Event Dispatcher leverages a messages-oriented middleware which
acts as a glue among the various connected digital tools [16]. Under these conditions,
these tools can also run on different platforms and operating systems, as the interop-
erability is guaranteed by the middleware. Finally, on the top of the architecture, the
layer of the Virtual Factory Tools comprises various Factory decision-support tools
including an Optimizer for Inbound Logistics and an Optimizer for the production
scheduling which leverage the events triggered by Event Dispatcher.

3.1 An Example of the Use of the Platform

In order to illustrate, through an example, the use of the above described platform to
integrate a specific tool within the collaborative network, this section focuses on the
Inbound Logistics Optimizer tool. As described previously, this tool is an optimization
model which aims to re-schedule the inbound dock plans and select the best transport
modes from the supplier to the docks of the assembly plant when a disruption event
happens. The Inbound Logistics Optimizer software architecture is designed foreseeing
both a synchronous and asynchronous (or event base) communication with the virtual
model of the Real Factory. In addition, it includes a model handler, which represents
the core mathematical model of the whole Inbound Logistics Optimizer tool.

Fig. 2. The architecture of the platform Fig. 3. Inbound Logistic Optimizer software
architecture
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In particular, such tool is composed by the following modules (Fig. 3): (1) Handler
Cplex Model, described through the software application Cplex Optimizer1, which
represents the optimization model based on the current status of the factory. By
extracting the updated input parameters, this model finds a solution pool with alter-
native updated dock schedules and transport plans. Afterwards, based on the related
decision variables, it calculates the KPIs for each alternative solution. (2) Synchro
Factory Database Adapter Library (written in Java), which provides a set of different
REST API Web services. In particular, the latter enables the Inbound Logistics Opti-
mizer tool to communicate with the DISRUPT Platform Cloud and to use the CRUD
(Create, Read, Update, Delete) operations in order to interact with the databases to
create, read, update and delete the static and dynamic data, stored on Cloud platform.
(3) Client Event-Bus (written in Java), which represents the module needed to provide
information consistency among the different tools that compose the Virtual Factory
Tools layer. The Client Event-Bus2 is based on the Publish/Subscribe messaging
pattern, in which a message is delivered from a producer to any number of consumers.
Messages are delivered to the queue destination, and then to all active consumers who
have subscribed to this queue.

4 Results

In the proposed approach, through the middleware, a set of input parameters and
disruptions are communicated to the Inbound Logistics Optimizer. The optimizer
solves the problem by proposing a set of re-scheduled dock plans with the minimum
cost as well as the related KPIs. These outcomes are in turn communicated to the
middleware, which transmits them to other modules. Exploiting this integration, a set
of feasible solutions is provided to the decision-maker in an efficient way. In particular,
the results of the inbound logistics optimizer can be divided into three parts as follows:

1. Updated dock schedule
2. Transport selection
3. KPIs.

Figure 4 represents an overview of the results. Alternative solutions are provided to
allow the decision maker to choose among the solution alternatives (sub-optimal
solutions) which are not satisfied in the optimum solution, based on different cost types.
The KPIs are the costs of extra dock setup (DSC), truck waiting (WC), buffer (BC1,
BC2), extra resource (ARC) and transportation (TC).

1 https://www.ibm.com/it-it/analytics/cplex-optimizer.
2 http://um.terracotta.org/.
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5 Conclusion

The potential of an approach based on a message-oriented middleware was investigated
in this paper to enhance cooperation and collaboration of digital tools supporting
logistics within a manufacturing company. The evaluation of the approach in a test
environment has demonstrated its validity.

Future works will address the deployment of the proposed solution within the
production environment where all the digital tools are deployed and can interact each
other. The production environment will give the opportunity to verify the approach
under real condition. As the project is still ongoing, the idea is addressing these works
in the future months, before the end of the project. Another aspect that must be
investigated in the future is the evaluation of the proposed approach within other case
studies. It is expected an easy transfer technology from one case study to another
thanks to the integration capability of the adopted middleware.
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through the DISRUPT project H2020 FOF-11-2016, RIA project n. 723541, 20162018). The
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Abstract. The improvement of life expectancy and the decline of total fertility
rate worldwide have been key factors for the increasing percentage of the elderly
population in the society. Aging comes with several personal needs, which
require multiple care services specially tailored (personalized) for each indi-
vidual. As these needs change throughout life, current services need to adapt
(evolve) to reflect new requirements. Advances on collaborative networks for
elderly care suggest the integration of services from multiple providers,
encouraging collaboration as a way to provide better personalized and evolu-
tionary services. This approach requires a support system to manage the per-
sonalized and evolving services for elderly care. In this paper, we present the
Elderly Care Ecosystem (ECE) framework. ECE is a system designed to support
the personalization and evolution of elderly care services following the princi-
ples of collaborative networks. To show the feasibility of our approach, we
developed a prototype of ECE and evaluated it empirically using the technology
acceptance model. Evaluation results are then presented and discussed.

Keywords: Collaborative business services � ICT and ageing �
Elderly Care Ecosystem � Technology acceptance model

1 Introduction

Society is getting older due to the increase in average life expectancy from 62 to 74
years. This age group represents a bigger slice in the total number of the population.
This situation also can be noticed with the increase of the world average age, from 24
years old in 1950 to 29 in 2010, 32 in 2025 and 36 in 2050 [1]. This poses tough
challenges to the society on how to provide effective care services that fit the needs of
each individual and adjust to the evolution of those needs.

To cope with the needs of this new context, a collaborative Elderly Care Ecosystem
(ECE) based in the Collaborative Networks Discipline [4] and following a user-centric
perspective, is proposed and briefly presented. ECE involves four main elements
(customer, care needs, service, and service provider), four subsystems (ECE Manager,
ECE Information, ECE Personalization and ECE evolution) and it is operationalized
into three phases (Preparation, Execution, and Monitoring).
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In this paper, an implementation prototype is described and the evaluation of the
ECE framework is performed using an adapted version of the Technology Acceptance
Model (TAM).

The remainder of this article is organized as follows: the adopted research method
is introduced in Sect. 2; the Elderly Care Ecosystem and its methods for service per-
sonalization and evolution are introduced in Sect. 3; Sect. 4 presents the developed
ECE software prototype; the conceptual framework evaluation by the adapted TAM is
introduced in Sect. 5. Finally, the conclusions and future work are presented in Sect. 6.

2 Adopted Research Method

Frequently, a mix of methods is used to validate the expected results of a research work
[2]. In particular, the Constructive Research method [3] can help validating applied
research in the area of design science. Validation in design science is performed by
building one or more artefacts that solve a domain problem, in order to create
knowledge on how the problem can be solved, and show how the solution is new or
better than the previous ones.

The ECE framework and methods are evaluated in terms of their applicability and
utility considering an adaptation of the Technology Acceptance Model (TAM) method-
ology [5]. TAM is focused on the intention to use a new technology or innovation andwas
specifically developed to explain and predict the acceptance of information and com-
munication technologies by potential users.

The evaluation of the perceived utility and applicability of our approach is done
through a survey with professional experts in the health and elderly care areas. The
interviews were structured in face-to-face meetings following four steps:

1. Introduction: a brief presentation was given to the participants to explain the goals
of the research and its details, including the underlying PhD research project and the
protocol involving the survey.

2. ECE tutorial: participants watched a brief video tutorial describing the main features
of the ECE (personalization and evolution processes) and applications of the ECE
using different illustrative examples.

3. Demonstration of the ECE prototype: a brief overview of the prototype was shown
to the participants, showing its main functionalities.

4. Survey application: the participants were invited to respond to the survey, which
was elaborated according to TAM.

3 Elderly Care Ecosystem Conceptual Framework

An Elderly Care Ecosystem represents a particular case of a Collaborative Business
Ecosystem. Our concept characterizes an ECE as an “Elderly Care Collaborative
Network” which involves four main elements (more detailed in [6]): Customers (CU):
representing the seniors that consume the services provided by virtual organizations
(Vos) of providers in ECE. Care needs (CA): representing the care needs of seniors;
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these care needs are organized on a taxonomy of care need goals used in a specific
ECE. Services (SE): representing the group of services available in ECE. Service
Providers (SP): representing a set of organizations (virtual or physical) that provide
ECE care services. The ECE environment domain diagram (presented in Fig. 1)
highlights the ECE subsystems:

The ECE Manager System (ECEms) represents the component that administers the
ECE environment comprising management entities of ECE in the collaborative net-
work environment. The main elements involve the roles of manager, broker, virtual
organizations (VO), coordinator and planer of Vos. The ECE Information System
(ECEIS) is the component that maintains the ECE entities and objects, namely service
providers, services, care needs and taxonomy, and customers. The ECE Personalization
System (ECEPS) involves the personalization subsystem that identifies the customer
profile and ranks potential solutions (services and respective service providers) to
attend the requirements. The Service Composition and Personalization Environment
(SCoPE) method is presented in Sect. 3.1. ECE Evolution System (ECEEV) identifies
opportunities for service evolution to a new context and supports that evolution (SEvol
method), which is briefly presented in Sect. 3.2.

Considering ECE operationalization, three phases are performed: Preparation,
which is responsible for the ECE creation and definition of its rules and functionalities.
Execution, which identifies the customer request and its requirements, and the process
of composition and personalization of ECE care services are executed. Monitoring,
which supports the ECE care service evolution and monitoring in the personalized
solution.

Fig. 1. ECE conceptual framework domain diagram
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3.1 Service Composition and Personalization Environment (SCoPE)
Method

The SCoPE method comprises three steps: (1) Scope Filtering, (2) Service Adherence
Calculation, and (3) Service Composition and Ranking. Figure 2 shows the SCoPE
general approach and these steps.

Fig. 2. SCoPE method overview
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The first step (Scope Filtering) of the algorithm is intended to make a first
approach, selecting only the pairs {service, service provider} that provide a valid
answer to the customer’s needs and requirements.

The second step of the algorithm is the Adherence Calculation, which is meant to
determine a compatibility index relating the customer’s profile, requirements and prior-
ities to the provider’s characteristics and care services features. The concept of adherence
intends to provide a combined view of how good the match between the service and the
need is. The larger the adherence is, the more appropriate the service is for a given
customer’s profile (and thus the smaller is the probability of obtaining a mismatch).

The adherence is calculated for each pair of service and service provider that will be
a possible solution for the customer’s care need and it is calculated by estimating three
coefficients: Closeness (CL), Partial Adherence (PA), and Adherence (AD).

Since it is aimed to provide the best possible service personalization and adapt-
ability for each customer, particular consideration is put on comparing solutions with
the customer’s profile and requests. To find the solution that has the best adherence, the
assessment is based on each customer’s requirement. CL considers how far apart are
customer’s requirements and the related features of the pair {service, service provider}.
The larger the distance is, the smaller the CL is. As each customer has different
needs/requirements, the same service and provider fragment can have a different
closeness to each customer.

The second calculated coefficient is the partial adherence. It starts with the calcu-
lation of G, which is the average of the closeness of all care needs. It then combines G
with the comparison of the service coverage level (CO) with the customer’s care needs
relevance (RL). For each care need a different value of partial adherence is calculated.
The CO is defined when a service is registered in the ECE and it is associated with a care
need. The RL is defined by the customer when the care need is requested, meaning that
he will define how vital is the care need for him. CO and RL coefficients are expressed in
a fuzzy scale. However, they are often checked and adjusted at any time, if necessary.

At the end, the vector PA is calculated in which the number of elements correspond
to the number of customer’s care needs, and afterwards the adherence will be calcu-
lated as an average of the PA’s of each care need (adherence AD).

In this final step (Service Composition and Ranking), the {service, provider} pairs
that have been evaluated and which adherences were calculated are rated and there is a
suggestion of composition of services based on selected strategies. The solution is
presented in terms of lower cost, better cost/benefit ratio and minimization of the
number of providers. More details about the SCoPE algorithm and application cases
can be found in [7].

3.2 Service Evolution (SEvol) Method

Following the adaptive systems approach, the SEvol method is based on a control loop
composed of four main phases: (1) Monitor: monitoring events that occur in the sur-
rounding physical and social context; (2) Analyze: analyzing monitored data against
solution requirements to identify need of adaptation; (3) Plan: devising an evolution
strategy that reconciles current solution with a new customer’s context; and (4) Exe-
cute: enacting such strategy while minimizing disturbances caused by suggested
solutions. These phases are showed and exemplified in Fig. 3.
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4 ECE Software Prototype

An ECE software prototype was implemented with the necessary information to
demonstrate basic operations of the ECE (inclusion, exclusion, customer search, care
needs, services, services providers) and the process of personalization and evolution of
care services.

Fig. 3. SEvol method overview
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The programming language environment used to develop the ECE prototype was
PHP by Laravel Framework and Laragon web service [8]. Laravel is a free, open-
source PHP web framework intended for web app development that follows the model-
view-controller (MVC) architectural pattern. Some features of Laravel are a modular
packaging system with a dedicated dependency manager, different ways for accessing
relational databases, utilities that aid in application deployment and maintenance, and
its orientation toward syntactic sugar [8]. Laragon is aimed at building and managing
web applications and it is focused on performance [8].

4.1 Preparation Phase: ECE Setup and Configuration

Figure 4 presents the use case diagram of the main actors and processes of the pro-
totype setup and configuration involving the ECEms and ECEIS. In this stage, the
validation of the elements to start the execution process is done. There is at least one
item in each profile (customer, taxonomy, service provider, and service) that must be
registered.

Fig. 4. ECE preparation phase use case diagram
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The taxonomy (TX) is registered by the ECE Manager (Register Care Need Tax-
onomy). Only one instance of the taxonomy exists for each ECE. The taxonomy
evolves over time and new nodes can be added, updated or deleted. The customer
(Register Customer), service provider (Register Service Provider), and service profile
(Register Service) are registered through predefined templates. More details about these
ECE profile templates can be seen in [6].

4.2 Execution Phase: Customer Request and SCoPE Algorithm
Execution

The ECE execution phase covers the following main activities: Customer request, and
SCoPE algorithm execution. Figure 5 presents a partial use case diagram of this phase.
The ECE Manager selects the customer (Select Customer) and registers her/his request
(Register Customer Request). The personalization algorithm (SCoPE) is executed
(Execute Personalization Algorithm) by the Solution Processor and a list of solutions
are presented to the customer (List Solution). The customer chooses the best solution
for her/him (Solution Validation).

An example of customer profile and request is shown in Fig. 6, where the customer
Beth Maria Santos is inserted in the ECE with her personal data, limitations and
resources, and life style characteristics (part of ECE customer profile template).

Fig. 5. Customer request and algorithm execution use case diagram
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4.3 Monitoring Phase: SEvol Algorithm Execution

The ECE monitoring phase covers the following main activities (see Fig. 7): Receive
Inputs including update of customer request (Customer Request Update), Evolution
Algorithm Execution (SEvol), resulting in the new solution (Evolutionary Solution),
and validation of the evolved solution by the customer (Solution Validation).

Fig. 6. Customer’s profile and request presentation in the ECE software prototype

Fig. 7. Monitoring phase partial use case diagram
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The partial steps of service evolution as implemented in the software prototype are
presented in Fig. 8. In this example, the care need independent living is removed and
the new care need recreational activities is added with high relevance. The evolution
algorithm is executed, and the solution is presented for customer validation. More
details about SEvol algorithm execution can be seen in [9] and [10].

5 ECE Framework Evaluation

The statements presented in the survey belong to eight dimensions (four originating
from TAM and four created for our work) organized in three contexts (built for our
evaluation area) that we want to assess: technological context, organization context,
and collaborative environment context. Figure 9 shows the proposed model with the
corresponding contexts and dimensions.

Fig. 8. Evolutionary solution partial steps (in the software prototype)

Fig. 9. Extended TAM model
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The Technological Context includes the dimension Perceived Usefulness and
Perceived Ease of Use from the TAM methodology. The Organizational Context,
encompasses the dimensions Attitude, Compatibility, and Social Influence. Attitude can
be defined as the perception by an individual of the positive or negative consequences
related to adopting the technology. Compatibility refers to the degree of correspon-
dence between an innovation and existing values, past experiences, and needs of
potential adopters. Social Influence assesses the extent to which an individual believes
that stakeholders who are important to him/her will approve his/her adoption of a
particular behaviour.

Finally, the Collaborative Environment Context has two dimensions to be assessed:
Self Efficacy and Business Relevance. Self Efficacy refers to the degree to which an
individual believes that an organizational and technical infrastructure exists to support
the use of the system. Business Relevance represents the influence that innovation can
bring to the business. Self Efficacy and Business Relevance express the needed
features/characteristics for participation in a collaborative environment.

Four items about each variable dimension are collected in the survey, totalling
thirty-two items. The questions belonging to the various dimensions appear mixed to
mitigate any bias in the responses.

Considering the elderly care domain and its business environment, a set of service
providers and experts of different type of business are identified: public, philanthropic,
private, and mixed organizations. All selected organizations operate in Brazil, at dif-
ferent levels with local, regional, and national market influence.

5.1 Survey Application and Results Analysis

The questionnaire was tested with 95 elderly care professionals belonging to 17 distinct
companies. Respondents answered the questionnaire by rating each item on a 5-point
Likert scale [11] ranging from ‘‘totally disagree’’ to ‘‘totally agree.’’ Scores were
developed by computing the mean of all the items that constitute each dimension.
Additionally, respondents had to provide information about their age, gender, nation-
ality, background area, number of years in the company, experience in the elderly care
domain and in the collaborative networks, and the highest educational grade obtained.

The internal consistency of the instrument was assessed by calculating the Cron-
bach alpha [12] values for each variable. The construct validity of the model was
evaluated using interitem correlation analysis. Cronbach alpha values were acceptably
high (>0.7 by [13]) for the remaining theoretical constructs (see Table 1).

Among the 95 elderly care professionals who participated of the experiment, 31
individuals work as administrative staff, 36 are caregivers, and 28 are managers. Most
of these individuals act as caregiver as well. More than 76% of the respondents were
women, and 60.4% work in the health care domain. Nearly 56,8% were under 30 years
old, 44.3% were between the ages of 30 and 60, and only 1.1% were over 60 years old.
Almost 42 respondents have technical education, 48 a bachelor or master degree, and 5
a PhD degree.
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Around 60.1% of the interviewees work exclusively with seniors for a maximum of
3 years, demonstrating that elderly care caregiver represents a promising profession.
Relating to the collaborative network area, only approximately 26% work in a col-
laborative environment, identifying that the area is considered a challenge and not fully
consolidated yet.

The results of items and related dimensions are summarized in Fig. 10.

Table 1. Sample item and Cronbach a by dimensions (translated to English)

Dimension Sample item Cronbach a

D1: Perceived Usefulness ECE can facilitate the service personalization and
evolution to my customers

0.81

D2: Perceived Ease of Use I think that I could easily learn how to use the ECE 0.79
D3: Compatibility The customer data profile used by ECE is

appropriated to my business strategy
0.75

D4: Social Influence Most of my customer will welcome the fact that I
use the ECE

0.82

D5: Attitude In my opinion, the use of ECE’ profiles (service,
service provider, customer, and care need) will
have a positive impact for service provision

0.81

D6: Self Efficacy* I would use ECE if I receive appropriate training
and the necessary technical assistance

0.78*

D7: Business Relevance* I believe that the ECE represents a competitive
advantage in a fierce market

0.82*

D8: Intention of Use I intend to use the ECE in my organization when it
becomes available

0.90

*considered only for those who work with collaborative networks.

Fig. 10. Summary of results and related dimension
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In general, all dimensions had a high acceptance. The two dimensions that were
below 70% were D3 and D4. In both, there is a high index of neither disagreement nor
agreement. In Compatibility, an identified outline refers the absence of the use of an
ecosystem to service personalization and evolution (none of the companies we visited
has a system for recommendation service; this task is still a human decision).

Relating to Social Influence, the participants believe that the customers may not
accept being monitored for fear of losing their privacy, and the ECE members may not
provide complete data because they feel unsafe and fear disclosure of sensitive
information to their competitors (now partners in ECE). With the large data handled by
ECE, a reliable information security policy should be implemented to manage the
uncertainties which might affect the security of their organization´s information over
time, and privacy namely in accordance to GDPR rules. It is demanding proper
investment and business adaptation for participating of the ECE.

5.2 Study Limitations

The results of our study should be interpreted in the light of some limitations. First, the
same questionnaire was used for staff, caregivers and managers. If we did one for each
type of entity, we might get more real data per actuation area. Second, we identified
that the concept of collaborative networks is often confused with “cooperatives” in
Brazil. Thus, we are not sure that the participants who stated that they work with
collaborative networks really do, since they also do not have a computer-based col-
laboration system. Considering that the dimensions Self-Efficacy and Business Rele-
vance were evaluated by workers in collaborative environments, the results may not
reliably reflect the reality.

A third aspect to consider is that our theoretical model involves additional con-
structs in relation to the original TAM methodology. It would be interesting to test this
model in a future work and add other potentially important variables to improve the
predictive power of the theoretical model. Finally, the technology may be a barrier to
understanding the proposed concept because most caregivers do not use technologies to
provide a service.

6 Conclusions and Future Work

In this paper, we presented an overview and a prototype of an Elderly Care Ecosystem.
The main focus of this work contemplates the ECE software prototype implementation
and the ECE conceptual framework evaluation based on a survey following a modified
TAM. The prototype is presented based on the main functions and steps to algorithm
execution. With the demonstration and survey application, the ECE utility and appli-
cability test with partners and related stakeholders (caregivers and elderly care enter-
prises) is done. The results analysis is presented and in general, all dimensions had a
high acceptance. Moreover, the current understanding of the links among collaborative
networks, care ecosystems, and personalized and evolutionary services provision, is
new and not fully consolidated, representing a challenge.
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Abstract. There is a need for a new strategy and approach to effectively
develop mobility services in Europe. These services should be seen by cus-
tomers as integrated services which are offered by a payment service provider
using direct debit payments as established by the European Central Bank. The
mobility service would enable a citizen to use multimodal transportation means
including public transportation, tolling, parking lots, bicycle rental, etc. in
Europe under a single contract. Competing mobility service providers need to be
trusted and supervised by authorities based on digital supervision and auditing
processes. Digital platforms need to smoothly deal with heterogeneous infras-
tructures of the different operators which validate utilizations using a variety of
means such as card, mobile phone, or automatic vehicle identification systems.
All transportation-related events need to be reliably communicated to the pay-
ment service providers. Detected failures need a clear and easy to follow res-
olution procedure. The variety of existing technologies and methodologies to
develop informatics systems and processes automation make it difficult to reach
such objectives and also an obstacle for authorities to effectively supervise the
processes. An open system of systems framework approach combined with a
collaborative network support infrastructure to facilitate information exchange
and coordination among all involved stakeholders is proposed as a promising
way to address these challenges. This paper further develops previous research
in this area, better clarifying the challenges, and recommending a development
strategy which has been proved in a number of partial implementations.

Keywords: Complex informatics systems � Distributed systems �
Collaborative networks � Integrated mobility services �
Integrated system of systems

1 Introduction

Digital transformation is likely to have a profound impact in the mobility sector,
leading to better services to the citizen. Initial ideas for a European-wide payment
system for collaborative multimodal mobility services were introduced in [13]. The
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base concept relies on a payment service covering public transportation, tolling in
highways and bridges, parking lots, bicycle rental, and fuel payment, all under a single
contract involving direct bank debit. A new type of operator, the Collaborative
Mobility Service Provider (CMSP) emerges as the entity that offers integrated services
to the customer and ensures that providers of individual services follow the contractual
provisions. The technological support to such services requires an open complex
informatics systems of systems (ISoS) [7].

Many existing approaches throughout Europe, such as the model recently adopted
in Lisbon and Porto, offer a partial solution (e.g. an intermodal transportation pass for
citizens against the payment of a monthly fixed fee). However, such approaches are
typically limited to a regional level, are not comprehensive enough in terms of the
offered services, and the infrastructure operators maintain control of their clients. Such
partial adoption is as an intermediate step for the proposed service mobility model, but
further research towards a European unified mobility service is needed.

Progressing towards more integrated mobility services is aligned with a number of
general policies aims at European level:

– Improving quality of service, namely in terms of convenience and experience,
without geographical borders, can contribute to re-enforce a European identity.

– Facilitation of mobility policies, facilitating different business models, e.g. dis-
counts above certain level of usage, variable prices depending on the period of the
day, reduced prices for seniors and students.

– Facilitate increased use of public transportation through smooth integration with
tolling and parking payment services.

– Contributing to SEPA vision (Single Euro Payments Area) and cost reduction
through increased openness to more operators.

– Contributing to the European ICT industry by actively promoting “replaceability”
of systems/sub-systems/services. By eliminating vendor lock-in constraints, this
strategy also reduces the risks of adopting solutions from smaller companies, thus
facilitating their access to this market.

One important challenge relates to the implementation of an accreditation
framework:

– Payment services need that the corresponding providers are accredited/recognized
by regulating authorities, namely in order to provide guarantees to the customer.

– Considering wide geographical spaces, involves large numbers of customers and
transactions, which represents a significant level of complexity.

– The whole mobility services provision requires supervision and auditing mecha-
nisms to be performed digitally by regulators. This is particularly challenging in
case of a large diversity and heterogeneity of technological infrastructures.
Adherence to an open reference infrastructure model could thus be a crucial
facilitator and a requirement for the process of operators’ certification by authorities.

– The need for an open reference infrastructure comes also from the need for col-
laboration among the various service providers, which use different infrastructures
and different identification mechanisms (cards, mobile phones, car identification
devices, automatic car plate identification, etc.). All mobility service usage events
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need to the properly communicated to the payment service operators. Detected
failures need a clear and easy to apply resolution procedure, while conflicts can be
mediated by authorities if access to real data can be guaranteed. Furthermore, a
distributed responsibility among operators/service providers also needs to rely on an
open infrastructure framework.

This context requires a high-level of automation and thus a collaboration among
technological sub-systems of the different stakeholders, which should interact without
or reduced human intervention.

Currently, regulators/supervision authorities face big obstacles as it is not easy for
them to cope with a large diversity of infrastructures and implementations. Changes in
policies may also lead to an increasing dependency on a few stakeholders that can
afford large investments.

The maturing of the digital networked society requires that technology artifacts are
developed and managed under unified frameworks and regulated public policies.
However, the state of legacy and current implementations often establishes depen-
dencies from single-vendor or single integrator. Public European decision-makers too
often apply “exceptions” to the public tendering, which leads to continuously con-
tracting the same supplier with the argument that assets are not replaceable by com-
peting alternatives. Such (over)used exceptions motivate our research for agile vendor-
agnostic distributed infrastructures, which should be simple to develop, to maintain,
and evolve. The notion of “openness” is used as a principle that any technological
artifact, being a system or an element of a system, must be replaceable [7] under a safe
migration process preserving the underlying responsibility. Open also means that in the
limit, any European public tender shall be free to decide among competing products
(technology artifacts or services).

As shown by previous research, the “imposition” of an open technology framework
proved to be a mechanism to reduce costs resulting from an increase in competition.
This was observed, for instance, in the Brisa case which adopted a service-oriented
electronic toll collection such that roadside equipment elements no longer were
depending on a single provider [11].

In this paper we farther discuss an approach for the service payment provider model
by adopting and extending previous research contributions considering two main
dimensions: (i) structuring the intra-organization infrastructure by adopting the ISoS
framework [7], and (ii) pursuing the collaborative networked perspective by adopting
Enterprise Collaborative Network (ECoNet) [15].

In the next section, we briefly present and discuss the difficulty of realizing inno-
vation under a philosophy of replaceable technical systems. The difficulties are dis-
cussed considering both scientific research and industry contributions towards vendor
agnostic solutions. In Sect. 3 we revisit previous research on the Model-driven Engi-
neering Open Systems (MDEOS) initiative and in particular the ISoS (organization)
and ECoNet (networked organizations) frameworks, which provide the base for the
proposed approach. In Sect. 4 we discuss the proposed paradigm shift from a software
engineering to a systems engineering thinking when addressing complex application
problems. Section 5 summarizes the discussion and presents further research needs.
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2 Brief Overview of Industry Trends

There is increasing awareness about liability, security, and even brand image risks
associated to the development of integrated informatics solutions for complex appli-
cation domains. Given the lack of vendor-neutral development and operation frame-
works, most existing technology landscapes are maintained and evolved under
proprietary technology setups. The frequent need for unplanned changes as a conse-
quence urgent business challenges is a reason for deepening specificities and therefore
dependencies. Furthermore, the trend for establishing collaborative networks also
contributes for an additional complexity. For both dimensions, there is a need for
reference models on how to structure the involved integration. Additionally, there is a
difficulty associated with the adoption of innovations supported by unique “opportunity
windows” since “technology and its context of use tend to congeal” [18]. The question
is thus: how to elaborate in advance a suitable mobility service provider model that can
guide a strategy to generate opportunities for the European industry by “imposing” an
open digital technology framework led by the need of collaboration, digital auditing
and service quality enforcement?

It seems that in this sector we are facing an opportunity similar to that of the Korean
leapfrog on digital TV and mobile phones that happened when the government “im-
posed” a digital communication standard [6]. The leadership role of public investment
seems the key, not only through investing in R&D but also by “imposing” the public
interest towards valuing a potential competing industry.

The acquisition of technology companies by major organizations as a strategy to
address the development of such complex composites of technology artifacts is an
indicator of the problem. The recent decision of Ikea [2], a large ready-to-assemble
furniture retailer, of buying the innovative software development TaskRabbit is
paradigmatic. This acquisition results from the need to develop a new concept of
managing professional services to guarantee quality craft in assembling products. The
relationship started with an initial subcontract to develop a mobile application with
augmented reality for clients to match products in client’s homes. The problem, in this
case, is the difficulty of developing a call for tenders since the vision exists but not
complete specifications and technical decisions. Technical decisions are not easy to
make in advance since they depend on the technological culture of the contractor. The
Brisa case we have been following for years [11] followed a similar approach, in this
case through the creation of a technology company, Brisa Innovation and Technology
(BIT, now A-To-Be). But in spite of their investment in R&D and innovation, and its
commitment to MDEOS [12] initiative, current BIT products still do not follow-up any
open source software dynamics.

Other approaches exist, like the inference of complex development patterns from
analysis of change in logs, as proposed in [3]. Research on modularity dates back to
1970’s with a work about software complexity questioning how to modularize software
making components testable and maintainable [8]. Despite important developments for
about half a century, this and other questions concerning how to structure software
developments remain an issue. In [9] it was recognized some years ago that “with
respect to current large software-intensive systems, our aspiration to establish
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software development as an engineering discipline is, to a significant extent, still an
aspiration”. This book discusses the need for abstraction mechanisms, modularity, and
composition as a strategy to cope with large software systems. Another example, [16]
discusses a component strategy to cope with resilience but without exploring the
computing system part. However, along the discussion, terms such as system,
dependable system, resilient system, operating system, and distributed system, are used
without a clear definition.

It seems that an abstract (implementation independent) conceptual framework, able
to cope with the growing networked complexity and following an independent vendor
framework, is still a need.

3 Revisiting ISoS, ECoNet and CEDE Concepts

3.1 Base Concepts

The example of developing a mobile service provider concept as discussed in [13]
provides a promising endeavor for progressively aggregating research contributions
involving technology, engineering, business, economic, and sociological viewpoints.
The approach considers the development of replaceable informatics systems (Isystems)
as a target goal. As an underlying initiative, the Model Driven Engineering of Open
Systems (MDEOS) is a coordinated effort focusing both an open structuration for the
computing-related artifacts (ISoS) and some “unification” or alignment of the devel-
opment “culture” (CEDE), as depicted in Fig. 1.

The mobility service provider case is an opportunity to “impose” convergence
mechanisms, led by European authorities, in order to facilitate the development and
adoption of novel smart solutions, contributing to value creation. As initially proposed
in [13], the Collaborative Mobility Service Provider concept foresees a pan-European
payment of mobility services. This case offers interesting research challenges consid-
ering the multidimensional risks involved in materializing the single euro payment area

Fig. 1. Open Replaceable Informatics Systems in MDEOS framework
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and the direct debits scheme for the collaborative service provision model. To bring
further clarification, the initial formulation in [13] can be expanded by considering the
following additional challenges:

• The mobility service provider needs to consider collaboration with complementary
industry or services sectors and its standardization dynamics: banks, payment
mediation providers, transports and mobility, and government (regulation
authorities);

• The need for reducing mediation, as stated by the single European payment ini-
tiative, which is hampered by technology interoperation difficulties and debt risks
associated with direct interactions between service providers and banks;

• The diversity of infrastructure operators across Europe, which requires to find
common mechanisms to make clients perform the payment of mobility related
infrastructures. Validation and enforcement mechanisms need to be designed to
cope with the diversity of cases, from small transport companies in a small village,
to large transport systems in large cities;

• Involved stakeholders need to be prepared to scale up and to manage failure situ-
ations since the reliance on the overall solution depends on its availability and
recovery mechanisms. For instance, an attendance help-desk mechanism is needed
for clients with difficulty in using the service;

• Considering the inhabitants of the EU-28, 509.4 million1, as potential service users,
just one percent share represents five million clients, and if in average a client
makes five transactions a day, a service provider must manage 25 million trans-
actions (utilization events) a day. The corresponding technological solution thus
needs to scale up, maintaining the quality of services.

The proposed mobility service provider scenario is thus a complex engineering
system of systems. The stakeholders, service provider, infrastructure operators,
mobility and bank authorities, as depicted in Fig. 2, involve complex distributed col-
laborative services, which are operationalized through complex collaborative business

Fig. 2. Collaborative Networked Stakeholders in the mobility service provision case

1 Source: https://ec.europa.eu/eurostat/statistics-explained.
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processes [14]. The transport and mobility authorities should be able to interact through
auditing events (a-events) with the infrastructure operator and mobility service provi-
der. The infrastructure operator and service provider interact through usage events
(u-events). The mobility service provider interacts with banks through debit and
transfer events (d-events or t-events). The bank authorities interact with this environ-
ment through electronic auditing events (e-audit), a form of “digital auditing”.

3.2 Common Organization’s Technology Framework

The mobility service provider case requires the participating stakeholders to implement
common auditing and enforcement services. The propose ISoS framework, depicted in
Fig. 3 considers the organization’s computing landscape formed by one or more
Isystems.

The ISoS framework suggests the need to develop reference models validated
through reference implementations, which contribute to make Isystems replaceable.
The development of reference models follows the proposed Reference Implementation
concept of the FIWARE framework [20]. The ISoS framework facilitates the invest-
ment on reference models and respective validation implementations since formal
technology independence is guaranteed through the Cooperation Enabled Services
(CES) concept [10]. An Isystem is a composite of one or more CES, as depicted in
Fig. 4. The CES abstraction is a composite of one or more services and like an Isystem
can also have an associated Reference Model to support replaceability.

Fig. 3. The SysML model of the ISoS Isystem concept
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The CES composite is the atomic concept to cope with legacy or novel tech-
nologies. CES follows the new trend of microservices while elementary functionalities
and as Isystem’s element hiding different implementations. The microservices [1]
“emphasize lightweight virtual machines” and point to autonomous computing entities.
There are other contributions under SOA very similar to microservices. The example of
the JINI framework [19], adopted by the ITSIBus [11], in the construction of open
autonomous modularity can be considered aligned to the microservices trend. As
discussed in [1], the fast-growing role of virtualization and in particular the approach
followed by docker, reusing an old mechanism natively available in the Linux kernel
(cgroups and namespaces), establishing efficient, lightweight, isolated execution
environments [17], is already used in SOA contexts. In our model, CES’s services can
deploy to a lightweight container and, in this way, establish an isolated, autonomous
computing entity. CES is, therefore, a composite of one or more Services, as depicted
in Fig. 5. Like an Isystem, also a CES can have a Reference Model, making it a
replaceable implementation. The key feature of an ISoS Service that makes it different
from related works is the independence from a specific technology.

Fig. 4. The SysML model of Isystem and its relation to CES

Fig. 5. The SysML model of CES and composite services
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As depicted in Fig. 5, by calling the CES selfAwareness() method, the set of
implemented Services are obtained, beyond other attributes. Each Service has an
associated couplingData, represented by the Generic Modeling Entity (GME) type.
GME abstracts specificities of the Service implementation. The decoding of the cou-
plingData content depends on the MIME-Type tag, as depicted in Fig. 6.

The MIME-Type uses the Multipurpose Internet Mail Extensions (MIME) concept,
an IETF standard used here to discriminate available technology implementations. The
MIME-Type values classify (identify) specific technology implementation as a pre-
established convention for the model of the dataObject attribute, an instance of the
GME entity. Beyond the contentType and other attributes, the metaData object also
contains a digitalSignature to trust the Service through some certifying organization.
For security and responsibility reasons, it is important to guarantee the integrity of the
adopted Service implementation. As the model is applied in products developments by
the industry, further open specifications are expected to be detailed or proposed.

After establishing the organization’s technology framework based on
Isystem/CES/service and the selfAwareness() method of both Isystem and CES, which
we designate by Adaptive Coupling Infrastructure (OACI) [7], the next section dis-
cusses the interaction between Isystems in the Collaborative Networks context.

3.3 Collaborative Networked Organizations Technology Framework

The ECoNet framework and platform [15] is proposed as a contribution to structure the
underlying collaborative environment and make it easier for an organization to get
prepared to join a collaborative network. An issue is the diversity of adapters that
nowadays are necessary to establish interactions between Isystems of different orga-
nizations as discussed in [13]. In this paper, we detail the ECoNet framework and the
proposed ECoM as the Isystem that into each networked organization is responsible for
managing business exchanges between Isystems of different Organizations. To discuss

Fig. 6. The SysML model of the Service Generic Modeling Entity (GME)
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the need of the ECoNet for the mobility service provider, we revise the ECoNet
architecture based on its SysML model as depicted in Fig. 7.

Each service provider stakeholder needs to install an ECoM Isystem obtained from
the ECoNet coordination. As proposed in [15], an organization can register at ECoNet
coordinator and select a business provider of a supported ECoM implementation. With
an ECoM Isystem, specialized in managing collaborative network interactions, a ser-
vice provider stakeholder is prepared to interact with business partners, based on the
required Collaboration Contexts (CoC). Any organization’s Isystem can integrate with
the ECoM through the ISoS logical integration bus [7], i.e., through the CoC
selfAwareness() method since a Collaborative Context is, in fact, a CES composed of
the Services necessary to operate and manage the required business exchanges.
Figure 8 depicts the SysML model of the ECoM Isystem.

Fig. 7. The SysML model of the ECoNet organization’s network

Fig. 8. The SysML model of the ECoM Isystem
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A collaboration context is equivalent to the existing adapters used to manage
specific interactions between Isystems of business partners. However, by adopting
ECoNet, i.e., by installing an ECoM, the adapters are wrapped into services of a
collaboration context (CoC). A specific collaboration context establishes a virtual
collaboration context with virtually all business partners that join a specific collabo-
ration context. The Virtula Collaboration Context zero (VCC0) is a kind of shared
space among all organizations sharing a common collaboration context. Any business
partner can create its own VCC and invite business partners to join the created virtual
collaboration context. Each VCC establishes a multi-tenant secure collaboration space.
The services implemented by the collaboration context establish the interaction
mechanisms to be accessed by the organization’s Isystems that need to exchange data
or coordination information among ECoNet nodes.

4 From Software to System’s Paradigm Shift

Computer science and engineering need to evolve from a software to a systems-centric
approach. Even if the SCRUM methodologies [5] are important in organizing software
development, the diversity of computing paradigm used by different organizations
establishes complex interdependencies difficult to manage. Such complexity suggests
the term software system can be abstracted by the informatics system (Isystem) con-
cept, which combines ideas from areas like information systems, distributed systems,
database systems, operating systems, web systems, and so forth. In our formulation, the
notion of informatics system is central in abstracting computing related paradigms
under a unified approach. It establishes a responsibility centered on computing ele-
ments, but it can include other specializations or elements from other knowledge
bodies. Therefore, by adopting the Isystem concept a move from software to system’s
thinking is promoted in mapping business requirements and formal high-level concepts
with clear responsibility boundaries. Systems thinking is considered a key approach to
the study and development of System of Systems and SoS Engineering where inter-
actions among system elements are of paramount importance [4]. Developing complex
and reliable systems is difficult since dependencies among a large number of software
modules without formal isolation mechanisms make difficult the identification of
potential problems.

Moreover, there is a recurrent difficulty in making a clear separation between
(business) processes or the “what” is intended, and the structuration of the technology
landscape or the “how” to proceed. The difficulty results from the lack of a general
framework able to cope with the complex interdependencies among the required
computing elements.

The mobility service context requires an automated organization where persons and
technology fit well under pleasant and cost-effective (sustainable) symbiosis. An
approach where any person “sees” the mechanisms he/she need to fulfill social and
professional activities and be manageable under a sustainable model. User’s expecta-
tion is to hold the right tools and facilities to pursue activities under “perfect” operation
and fulfillment. However, the problem is that existing technology artifacts have been
evolving, pushed by fierce market competition and without a well-defined open and
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independent supplier model able to position each artifact independently of its
dimension/complexity in cooperation and under a unified managed (coordinated)
technology landscape.

To the question if state of the art is ready for the mobility service provider chal-
lenge, the answer is no. However, if the question is about the readiness of technology
the answer would be yes. The difference is that with state of the art the approach to such
a mobility service provider challenge would follow proprietary approaches and a suite
of adapters to integrate the participating technology systems. Following the MDEOS
strategy, both ISoS and ECoNet have been evolving, under an open specification and
co-financed by projects with the industry and Public Authorities (Brisa/A-To-Be, Galp,
BP, Road Authority, Ports Authority) converging smoothly for adoption in production.

We argue that the European Public interest, represented by the mobility and bank
authorities, shall lead a project to support the mobility service provider vision based on
a strong commitment from the research community, and with the participation of
interested companies. It is of paramount importance the establishment of ontologies
establishing reference models based on standard Isystem or CES in promoting multiple
supplying. The social value by pushing the multi-supplier paradigm based on the
replaceability principle shall be the investment motivation. From the cases studied in
previous research leading to the proposed framework, a recurrent result was the cost
reduction resulting from the promotion of market competition [7, 13].

5 Conclusions and Further Research

This paper further explores previous research on ISoS and ECoNet frameworks to
support a collaborative mobility service provider. This involved detailing the strategy
to develop open reference models, guided by digital auditing from transport and
mobility and bank authorities. The potential failure and performance (scalability) risks
of current distributed computing technology systems suggest the adoption of an
independent technology approach. The proposed ISoS framework was demonstrated in
various projects to make viable the adoption of different technology paradigms. The
proposed Isystem, CES, and Service concepts make it possible to develop adaptive
modular informatics systems and, in this way, offer promising solutions for the iden-
tified business processes. For the networked dimension, the ECoNet platform is pro-
posed to unify collaborative business exchanges of both data and control. The
collaborative contexts and virtual Collaborative Contexts, managed by the ECoM
Isystem, are part of a unified strategy to manage business interactions under a common
framework. The organization’s Isystems integrate with ECoM to automate collabora-
tion processes and, in the mobility service provider case, to establish the base for a
common digital auditing strategy for both transport and mobility and bank authorities.

The complexity of the discussed endeavor requires further research answering
several open questions, namely, how to:

i. Implement fault tolerance mechanisms for interactions mediated by a collabora-
tion context (a CoC of the ECoM Isystem);
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ii. Coordinate monitoring systems responsible for the generation of explanations for
complex exceptions and errors that might happen;

iii. Maintain and evolve the proposed MDEOS open specifications, and reference
implementations on the assumption that operational and business risks need to be
assumed by a clear leadership; and

iv. Balance the pressure of innovation, frequently led by the market motivated by the
advantage to maintain a “windows of opportunity” [18], and the need to converge
for replaceable solutions or parts of solutions.
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Abstract. As a part of their digital transformation, municipalities across Europe
have taken initiatives to support Open Data platforms and provide services
leveraging on data. This challenges the traditional business driven IT strategy
promoted by several Enterprise Architecture methodologies, which are designed
to operate within a single enterprise that has a complete overview of its data and
ICT systems. We envisage scenarios where public and private collaborative
networks provide value added services to its citizens by leveraging on data. In
this paper, we propose an Enterprise Architecture Framework for Cities to
support them maneuvre smartly within their data space to create value added
services through a variety of collaborative networks or Virtual Enterprises that
bridge organisational boundaries. The novel elements of this Enterprise Archi-
tecture Framework are a DataxChange, the Value-Added Services and Virtual
Enterprise layers. This work has been conducted within the EU H2020 Smart
City project +CityxChange.

Keywords: Data Spaces � Enterprise Architecture Framework � Smart Cities �
Collaborative networks � Positive Energy Blocks

1 Introduction

Sustainability and digital transformation and are two of the main driving forces for
cities and municipalities today. Current Smart City approaches have advanced from
monitoring various aspects of a city through sensor and other data to providing services
to its citizens in more collaborative ways [1, 2]. We adopt the view of a smart city that
integrates people, technology and information to create a sustainable and resilient
infrastructure that provides high quality services for its citizens [3]. The data that is
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gathered through sensors and/or other sources are central to developing value added
services for the citizens. We envisage scenarios where public and private collaborative
networks (CNs) provide value added services to its citizens by leveraging on data and
systems that bridge different organisations.

The work reported in this paper is motivated the EU H2020 project +CityxChange,
which focuses on Positive Energy Blocks (PEBs) to reduce emissions in cities and
communities towards reaching the Paris Climate Goals [4]. Taking a broad perspective
of cities and communities in the light of UN’s Sustainable Development Goals (SDG);
in particular SDGs 7, 11 and 13 (Affordable Clean Energy, Sustainable Cities and
Societies and Climate action respectively), there is a need to engage citizens and to
develop a portfolio of value added services that will enable citizens to increase their
awareness about environmental sustainability and to help them make better choices.
Furthermore, cities are motivated to engage their private businesses and other stake-
holders in novel and innovative partnerships to provide value added services to the
citizens.

One of challenges faced by cities and service providers is the lack of access to
relevant data or indeed an overview of available data and relevant actors. Enterprise
Architecture (EA) used initially in the business world to bridge between the business
needs and the ICT strategy of a company has been used in Smart City contexts to
bridge the needs of a city with ICT, resulting in a number of Smart City Enterprise
Architecture Frameworks (EAFs). Our review of several EAFs from Smart City pro-
jects show that while several of them identify the need for services, the emphasis on the
role of data is not so evident. We argue that the role of data must be a central
component of a Smart City EAF, to support the drive for digital transformation as well
as the effective use of available data.

In this paper, we propose a layered EAF for +CityxChange and Smart Cities in
general where a DataxChange lies at the heart of the EAF. The DataxChange bridges
the technology layers and the higher layers of the architecture, such as the business
collaborations and value added services. The proposed architecture builds upon
existing work, and complements them by emphasising the novel elements, which are
the DataxChange, the Value-Added Services and the Virtual Enterprise (VE) layers to
support CNs.

This paper is structured as follows: Sect. 2 describes the +CityxChange project;
Sect. 3 describes our vision for a Smart City EAF; Sect. 4 describes the +CityxChange
EAF to realise such a vision; Sect. 5 illustrates how value added services can be
supported by EAF; Sect. 6 gives an overview of related work and Sect. 7 summarises
the paper and provides an outline of the future work.

2 +CityxChange Project

The background and motivation for this paper is the EU H2020 funded +CityxChange
project [5] that aims to develop PEBs in smart cities and communities as part of
emission reductions to reach the Paris Climate Goals [4]. It is a Lighthouse project,
where Trondheim, Norway, and Limerick, Ireland, are the lighthouse cities, and five
follower cities showcase replication. The consortium of 32 partners include
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universities, municipalities, utility and infrastructure providers and other private
entrepreneurs. It follows an integrative approach with a strong focus on city integration,
open innovation and replicability. The approach combines:

• Integrated Planning and Design of cities;
• Creation and Enabling of a Common Energy Market;
• A CommunityxChange with all stakeholders of the city to create connected and

engaged communities.

The project focuses on the technical solutions as well as the interactions and
integration between buildings, users, cities and the energy system. It also focuses on the
implications and impact on city planning, city systems, energy trading, citizen
involvement, policies and regulations, data and digitalisation and socio-economic
issues. A Positive Energy Blocks (PEB) is defined by the EU as several buildings that
actively manage their energy consumption and the energy flow between them and the
wider energy system1. They achieve an annual positive energy balance through use,
optimization and integration of advanced materials, energy reduction, local renewable
energy production and storage, smart energy grids, demand-response, energy man-
agement of electricity, heating and cooling, user involvement. PEBs or Positive Energy
Districts (PEDs) are designed as an integral part of the district energy system. They
should be intrinsically scalable up to positive energy districts and cities and are well
embedded in the spatial, economic, technical, environmental and social contexts.

New forms of integrated spatial, social, political, economic, regulatory, legal and
technological innovations are envisaged to deliver citizen observatories, innovation
playgrounds and regulatory sandboxes linked to Urban Living Labs. Municipalities
will develop Bold City Visions to engage civil society, local authorities, industry and
Research and Technology Organisations to scale up from PEBs to PEDs or Positive
Energy Cities, supported by a distributed and modular energy system architecture.

The ICT related challenges faced by the +CityxChange project include the lack of a
means or forum for discovering existing and available data and services and indeed
accessing and retrieving relevant data from available data sources [6], for use in
developing value added services. ICT is envisaged to play a central role as an enabler
for innovative value added services, stimulating new collaborations and in achieving
PEBs and scaling up to the district and city levels. Similarly, ICT will provide support
for the replication of solutions from the Lighthouse cities to the follower cities [4, 6].

3 Vision

Our vision for an EAF to support the +CityxChange project and Smart Cities in general
is driven by the need and availability of data and systems and the central role that data
plays in today’s cities and how the data could be leveraged to provide value-added
services to the citizens. Many Smart City concepts are inherently multi-disciplinary and

1 https://ec.europa.eu/info/funding-tenders/opportunities/portal/screen/opportunities/topic-details/lc-
sc3-scc-1-2018-2019-2020.
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need the collaboration of various stakeholders from different domains, including cities
and citizens [7]. New and innovative value added services could be provided by diverse
constellations of CNs or VEs, which are a group of partners that collaborate to achieve
a specific goal [8]. Our vision will address some of the shortcoming of existing EAFs to
meet the needs of smart cities.

We believe that data can play a central role in bridging the technology aspects to
the strategic and business aspects of an enterprise, such as the business collaborations
and value added services. The central role of data and its value to an organisation has
been discussed in many contexts, such as Industry 4.0 [9]. The need for supporting
collaborative data analysis and processing and enhancing collaboration support among
the data owners, data scientists and indeed service providers have received attention
[10]. Examples of leveraging on data in the context of smart cities have appeared
recently in the literature; in Helsinki, the city has been considered as a Living Lab and
the data that is collected has been used to develop services as mobile applications [11].
The need for easy discovery of existing and available data and services and indeed
accessing and retrieving relevant data is increasing and is one of the main challenges in
the +CityxChange project. Thus, an EAF that supports an overview of data and the
meta-data related will be an important asset to the creation and operation of value-
added services in a smart city. If the stakeholders of a smart city have an overview of
data that is potentially accessible and available for them to leverage on, the potential of
value added services for the citizens can be enhanced.

CNs and VEs have long been discussed as means and drivers for value creation
[12]. More recently, they have been discussed as an important mechanism in the
context of leveraging on the vast amounts of data that are available in many contexts;
e.g. [13]. Bringing these concepts to the heart of an EAF is essential in supporting the
creation of innovative and value added services in the context of smart cities. This can
facilitate the integration of services vertically within a city such as technological
support, data processing as well as operational services, and connecting them to a
clearly identified value to the city and citizens. Similarly, it can ensure the integration
of the processes horizontally across the value chain around data, such as the data
owners, processors and data consumers. Furthermore, this can support empowerment
not only of the citizens, but provide opportunities for project partners to collaborate in
new and innovative CNs, VEs and business models.

4 +CityxChange Enterprise Architecture Framework

Based on the literature and the smart city EAFs developed in relevant EU projects, such
as the Smart City project SmartEnCity [2] and the standardisation efforts in
ESPRESSO [1], we propose a layered EAF for the +CityxChange project, as illustrated
in Fig. 1. The main driver for the EA is the “service-based ecosystem”, identified as an
objective for the EA in the +CityxChange project [6]. The scenarios envisaged for the
project span many application domains (or silos) such as energy, transport, IoT, built
environment and governance. An example of a value added service considered in the
project that spans several application domains is eMobility as a service, across energy,
transport and urban planning domain.
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Several horizontal layers are defined in the EAF to support value added services,
which utilise data and are provided by collaborations among two or more enterprises;
i.e. by a VE. The thinking behind the layered approach is that each layer supports the
layer above it. Thus, the value-added services are supported by one or more businesses
or a VE, which are supported by one or many applications, which use data from the
+CityxChange DataxChange layer. The +CityxChange DataxChange is supported by
technologies and finally, the data is obtained from data sources.

The +CityxChange DataxChange is at the heart of the EAF, where this layer
provides an overview of all available data and systems and relevant information about
the data that is required for creating value added services. Relevant information about
the data will include the owner of the data, how the data may be accessed and the
conditions and criteria that may be necessary to access or use the data. The DataX-
change plays a central role in providing a comprehensive overview of the available
data, providing the support that the various service providers need. Indeed, it should
provide information about the relevant and potential collaboration partners that could
participate in providing value added services to citizens, leveraging the data. The
DataXchange provides a means to bridge the lower levels of the EAF, such as sup-
porting technologies, and the higher levels of the EAF, such as the value added ser-
vices. Furthermore, this layer will also serve as a common “platform” for the lower
layers to facilitate access to data for the higher layers. Together with the Business
Layer, this layer is designed to support concepts such as data markets and data as a
commodity in the near future.

The highest layer of the EA is the context layer, which drives the services and the
business context. Value added services are created to meet the needs of the citizens or
to affect and change their behaviour to meet the strategy of the city or some business
actor. The Value added Service layer is below the Context layer, which both offers
services to and uses data and applications from the different application domains and
involves one or more actors. The Application and Data Processing Layer describes the
different applications that support the services. Applications may support processing or

Fig. 1. +CityxChange enterprise architecture framework
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analytics of data that are relevant for the service or other purposes such as searching
and navigating the information space, visualisation of information or other.

Two layers are defined below the DataXchange: Technologies layer and Data
Sources layer. The Technologies layer describes the different technologies that support
the DataXchange and the higher layers of the EAF. Technologies include hardware
(e.g. servers and sensors, metering devices), applications such as databases and
infrastructure, e.g. for micro payments. As data is obtained from a variety of sources
such as IoT, sensors or local renewable energy production such solar panels mounted
on private property, the origin of the data is essential for data governance; for ensuring
the quality of the data, fostering trust among the users of the data, for supporting
transparency and integrity of data, and for adhering to regulatory frameworks such as
GDPR. Thus the Data sources layer is important to identify the sources that provide the
data.

Related to the horizontal layers, we have two perspectives: (i) Stakeholder per-
spective to highlight the different stakeholders, their roles and perspectives; and
(ii) Data perspective to address the specific principles and guidelines that are relevant in
data-rich environments. These perspectives apply to all or most levels of the EAF as
shown in Fig. 1. A number of high level principles were identified for the +Cityx-
xChange EAF in [6]. These perspectives provide a means of structuring and contex-
tualising guidelines and principles for using the +CityxChange EAF. A detailed
description of principles and guidelines are provided in [14].

4.1 Stakeholder Perspectives

The +CityxChange project has a citizen focussed approach with several tasks dedicated
to citizen engagement. Similarly, the service-based ecosystem and the participation of
several public and private entities call for close attention to the diverse stakeholders that
are a part of the city-wide or +CityxChange-wide EA space. Stakeholders describe the
various entities involved in the city-wide EA space, which include citizens, service
providers and consumers, who develop service to create added value. Stakeholders also
include data owners, providers, processors and consumers of data, public authorities,
private enterprises, researchers and various communities (e.g. a local housing
complex).

Privacy and Trust describes the relevant principles and guidelines that need to be
followed not only to respect and protect the privacy of individual people and organi-
sations, but also support a network of trust among the various stakeholders of the
+CityxChange DataxChange and value added services. Given the focus on stake-
holders and the protection of individuals through the recent EU GDRP regulations, we
have chosen to separate privacy and trust from data security (although they are
dependent on one another). An EAF for a smart city spans beyond organisational
boundaries and consequently the potential of sharing privacy-related data among
stakeholders and data processors from a number of different organisations can be
envisaged. Thus, the need to increase awareness of privacy-related issues and designing
to ensure privacy and trust and compliance to regulations, in particular with respect to
the use of stored data for multiple purposes, increases.
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Policies and regulations describe the regulatory stakeholders that are involved in
the project, the influencers and stakeholders and services that are affected by the
specific policies and regulations. Ownership and access describe the relationships
between the stakeholders and the entities that will be represented in the layers of the
EAF. The scenarios envisaged in the project highlight that the relationships between
the data and other entities or the ownership or accessibility models for data elements
are not simple, uniform or trivial.

4.2 Data Perspectives

The +CityxChange project envisages value added services that leverage on data and
system integration that is available through the +CityxChange DataxChange or indeed
Open Data. Thus, there is a data perspective related to all layers of the EAF, from the
data sources to the value added services. This raises a need to address the data
perspectives.

Interoperability addresses how entities, through all the layers in the EAF, could be
brought together in a cohesive way to provide the value added services. Interoperability
applies to all the levels of the EAF.

Data security and risk assessment apply to all the layers of the EAF to ensure that
the data is handled in a secure and reliable manner. The security of data is not a static
state; i.e. data that is secure at any time may not be secure at a future time, and thus
requires regular assessments of risks and threats to the security of the data.

Data Governance ensures proper data management and ownership processes and
data quality and encompasses people, organisations and processes. Data governance
ensures that data is consistent, available and useable.

5 Value Added Services

One or more value added services (example services A, B and X) could be created by
using the data available from the +CityxChange DataxChange, as shown in Fig. 2.

Fig. 2. Value added services as an instance in the +CityxChange EAF
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Each of the services are likely delivered by collaboration among one or more
organisations; any organisation may participate in the delivery of one or more services
and participate in one or more VEs. For example, the municipality of a specific city
may be a part of a VE that provides both the Services A and B. Similarly, the same
municipality may also play a role in Service X, perhaps different to that for the
Services A and B. This simple example illustrates that several elements (data/services)
from the DataxChange may be used by one or more services.

Based on the scenarios envisaged for the +CityxChange project and the visions of
the Lighthouse cities that have been shared and integrated so far, we see the need to
support such value added services and the need to share data and the ability to
incorporate new data that is generated through the value added services. The
+CityxChange DataxChange is designed to facilitate such activities.

6 Related Work

EA concerns the overall ICT landscape and alignment of the business strategy and its
ICT implementation. Several EAFs have been proposed for Smart Cities. Based on the
leading EAF in the industry [15], The Open Group’s EA, TOGAF [16], several Smart
City EAFs are based on a multi-tier or layered approach proposed; e.g. [1, 17–20]. The
notion of services is identified explicitly in some of the EAFs [1, 2, 19, 21]. The service
layer identifies the business and the stakeholder perspectives, often considered as
services offered by municipalities or the cities.

Of particular interest to our work is the Intelligent Data Spaces Reference Archi-
tecture Model (IDS-RAM), proposed by the German Fraunhofer Institute and the
International Data Spaces Initiative [9]. They describe an Industrial Data Space as a
“virtual data space leveraging existing standards and technologies as well as accepted
governance models for the data economy, to facilitate the secure and standardized
exchange and easy linkage of data in a trusted business ecosystem”. Similar to other
EAFs, IDS-RAM also takes a layered approach. However, a few things distinguish it
from the other frameworks and methodologies; e.g. it focuses on the Industrial Data
Space and it takes a data-centric approach and thus supports both top-down and
bottom-up approaches. A framework which describes foundation and principles for
Information Technology in smarter cities is proposed in [22]. It incorporates instru-
mented data from sensors, Integration of data and intelligent inclusion of complex
analytics, modelling and optimization, and visualization in operational business
processes.

7 Summary and Future Work

An EAF to support a service-based ecosystem for the +CitxChange project is proposed,
which supports the creation of value added services that leverage available data and
services/systems. The novel elements of this Enterprise Architecture are the Datax-
Change, the Value-Added Services and the Virtual Enterprise layers. A DataxChange is
at the heart of this architecture, which we argue is an essential part of a Smart
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City EAF, and which will bring together all available data and relevant information
about the data to support the creation of value added services, by collaborative net-
works of partners from public private and research sectors. The DataXchange layer
provides a bridge between the lower levels of the EAF, such as supporting technologies
and data sources, and the higher levels of the EAF, such as the value added services.

The proposed architecture is work in progress and we are working on refining this
EAF by applying it to describe the different services that will be developed in the
project. Furthermore, this EAF is envisaged as a support in reaching out to the partners
who will participate in the VEs providing the value added services, and in driving the
dialogue in the iterative definitions of the value added services. As such, it can also
support many of the collaborative relationships within a complex project and provide
additional technical frameworks and collaboration spaces, based on a joint under-
standing of the ICT relationships and networks within the project. These should also
support easier communication, information access, and knowledge finding and sharing
within the project. Our next steps are to describe a few scenarios and services using this
EAF and facilitate the service description process, while refining the EAF based on the
feedback.
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Abstract. BIM (Building Information Modelling) technological push has
enabled to integrate the design/construction outcomes of 3D-CAD along the
product/service AEC (Architecture, Engineering and Construction) SC (supply
chain) through an intelligent DMS (Data Management System) based on stan-
dard and interoperable data formats. The proposed end-to-end approach over-
comes a typical AEC gap, enables the operationalisation of the sustainable/green
building LCA (Life Cycle Assessment) and puts together new collaborative
relationships with the owner, among SC stakeholders and with new forms of
BIM procurement. The outlined collaborative business model is based on the
Quality Control and Assurance framework and provides conceptual consistency
to the reintroduction of the owner concerns/satisfaction in the SC, as well as
enables consistent and accountable relationships between (smart)materials pro-
curement and building specification. An expert’s focus group carried out a
preliminary check of the model’s interest/applicability, resulting in recommen-
dations for its further detailing and for propositions development into a sys-
tematic enquiring process.

Keywords: Collaboration in the AEC supply chain �
Collaborative business model for green BIM � Green BIM procurement �
Collaborative customer relationships � Quality conformance in built assets

1 Introduction

Higher uncertainty in customized products demand, product range broadening,
increasing product complexity, higher quality needs, shorter product life cycles,
increasing green requirements, decreasing revenue margins, investment in Advanced
Manufacturing Technology (AMT) are illustrative of current competitive challenges.
These have been introducing requirements for: new organizational structures and, new
business models, theories, processes and technologies, which, in turn, should allow
companies to create innovative operations paradigms to face them [1].
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The proactive adoption of BIM by the AEC Industry has resulted from environ-
mental, social and economic concerns and pressures that also foster the development of
sustainable services and manufacturing processes [2, 3]. Moreover, Europe is going to
adopt BIM for public contracting as promoted by the European Union Public Pro-
curement Directive [4].

On the other hand, the lean paradigm aims also provide a basis for improving
sustainability practices. These aims are, as follows: using fewer resources, improving
quality and, reducing rework and waste and so, pollution. In turn, reducing rework and
waste also supports a variety of lean transformation objectives [5] in a circular way.
Moreover, it is possible to reduce waste and energy consumption, and to improve
construction quality by using BIM [6]. In fact, BIM might significantly impact the
business by promoting a technological push concerning: (i) the functional integration
along the supply chain, which is not yet fully explored [7]; (ii) the data standardization
that defines the information formats, geometry, behaviour and so, the presentation of
BIM smart objects; for instance, the Industry Foundation Class (IFC) format maximizes
consistency, efficiency and interoperability across the construction industry [8]; (iii) the
data interoperable usability [9]; (iv) the inclusion of Information and Communication
Technology (ICT) frameworks and technologies that support stakeholders’ collabora-
tion over projects life-cycle [10]; (v) the cloud-based sharing of the lists of products
and materials with Building Product Manufacturers [11] and, (vi) a positive impact on
materials conformance by assuring the improvement of consistency, quality and
compatibility of BIM smart objects. Therefore, the need for consistent and available
data, as well as for more precise and reliable procedures to effectively work with BIM
is imperative [4]. While for design disciplines, BIM is an extension to CAD, for non-
design disciplines, such as contractors and project managers, BIM is more like an
intelligent Data Management System (DMS). These data management tools can
quickly and directly take off data from CAD packages [12], despite both BIM and these
applications are becoming more and more integrated. In fact, BIM objects operate in a
Common Data Environment (CDE). Thus, through the use of a common standard, the
integration of building and materials information, becomes possible leading to a more
effective use of materials [8].

In classical Design-Bid-Build (DBB) project delivery there is a poor understanding
between owner and users that together with the used architect milestones both generate
large planning periods, lack of proper coordination and no collaboration. This results
into late identification of excessive costs, nonconformance, too much reaction in
control (no dependability), lead time increase, due date missing and contractual
penalties [13, 14]. By replacing DBB, the use of BIM to provide data for the earlier
evaluation of both energy performance and sustainability has been a cornerstone of the
Green BIM definition; leading design organizations are adopting this approach to
enable integrated design, construction and maintenance towards Net Zero Energy
buildings. Green BIM includes Building Energy Modelling (BEM) dealing with project
energy performance to identify better options to optimise building energy efficiency
during the life cycle [4]. Within a DBB context, the energy analysis packages, when
used, provide late feedback to the designers, just regarding how much energy the
building will use, what are the anticipated CO2 emissions and if the built asset will pass
performance criteria (such as, LEED or BREEAM). In addition, materials decisions are
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usually based on cost minimisation and enter in the process too late, missing their
critical role in the building envelope, specially the external walls [15]. However, BIM
applications for energy analysis (BEM) have been introducing this discussion at earlier
stages of the design stage [10]. Thus, shortcomings in materials’ decisions could also
be eliminated by an integrate project delivery approach [13] that might also change the
owner participation role and promote active collaboration among stakeholders.

Therefore, in the following section of this paper, it is reported a unique conceptual
merge between technical and management knowledge that will address a relevant gap
that has been a missing link of building sustainability. In fact, there is an emerging need
for a conformance correlation between the customer/owner dynamic priorities or
expectations and the built asset. The use of conforming materials operationalised within
the conceptual positioning on an end-to-end collaborative green model supported by
BIM procurement was identified as a possible way to address the problem-situation.
Reddy and Jagadish [16] confirm the interest of this gap concluding that material
selection greatly contributes to the reduction of operational energy and emissions, in a
separated way from the effects on embodied energy consumption. Moreover, Hardin
and McCool [17] also position material selection and use among the three main areas of
sustainable design that have a direct relationship to BIM.

So, in Sect. 2, a new innovative conceptual model focusing on the energy used by
buildings during its operation will be deductively outlined from an in-depth literature
review. Section 3 explains the adopted methodology. In Sect. 4, the empirical findings
coming from a focus group of three experts are communicated and discussed to prepare
this preliminary proposal for future adjustments and confirmation. Finally, in the
conclusions section, the paper is closed over the research question, by considering the
empirical findings. Recommendations for further developing the outlined conceptual
model towards a process of enquiry are also made.

2 Outlining a Conceptual Model

Buildings account for a substantial proportion of global energy consumption [18]. The
building sector is responsible for about 40% of the energy demand worldwide, 32% of
CO2 emissions, and about 24% of raw materials extraction [19, 20], which makes the
AEC sector a major target for environmental improvement [21]. So, Bynum et al. [22]
consider that global warming threats puts pressure on the construction industry to
address more seriously the need for energy efficient buildings. Therefore, sustainability,
in general, and energy efficiency, in particular, have become a key measure of building
performance [10]. In fact, the main objective of sustainable design is to create buildings
in sustainable cities that are livable, comfortable and safe. On the other hand, BIM does
have the potential to aid designers to select the right type of materials during the early
design stage and to make vital decisions that have great impacts on the life cycle of
sustainable buildings [23].

This investigation is only going to focus on the energy used by buildings during its
operation, which has been a major research trend [24] in green buildings. In fact, the
operational stage consumes a bigger proportion of energy than all the other stages, over
the lifecycle of buildings. These stages have been described as raw materials extraction
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and materials manufacturing (initial embodied energy, as defined by Yohanis and
Norton [25]), construction and maintenance (recurring embodied energy as defined by
Cole and Kernan [26] and, Ibn-Mohammed et al. [27]) and end of life (demolition and
disposal) [28].

In fact, embodied energy can represent approximately 10 to 20% of the life cycle
energy of a conventional building [29], which might be considered negligible. How-
ever, in some low-energy buildings, embodied energy contributes to more than 60% of
life cycle energy [30, 31]. During the construction and demolition of the buildings,
transportation is responsible for about 10 to 40% of the embodied energy demand and
nearly 2% of the embodied carbon emissions [32–34]. Recent studies reveal that energy
use for on-site construction makes only a marginal contribution to the building life
cycle energy and emissions, which is made up of about 6.5% of embodied energy, 8%
of embodied SO2, 12% of embodied NOx and 8% of embodied CO2 [35, 36].
Therefore, in some studies energy use and emissions during on-site construction were
also excluded from modelling and measurements [33, 37].

So, the energy performance of the building envelope and its components (external
walls, roofs, windows etc.) can be critical in determining how much energy is required
internally [38]. Popovic and Arnold [39] also consider that a properly designed and
constructed envelope should be considered in the construction of a building façade. In
addition to aesthetics, façades have an important role in affecting energy savings.
However, façade failures are also originated by deficiencies caused by lack of quality
control and supervision in design, construction, and maintenance [40]. Hence, this
research is going to focus on the role of the external walls in the thermal balance of the
building during its operation. So, the materials to be addressed concern the ones
required to build adequate façades/external walls in thermal terms.

Within this context, and by following Garvin [41] guidance, a non-defective built
asset, as regards operational energy performance, must conform with its Thermal
Specification, which is a Design Outcome. In addition, the Design Outcome should
conform with the Product Requirements Document, i.e. the Customer Expectations
Outcomes (Fig. 1a). This approach eliminates a major gap pointed out by Naoum and
Egbu [42], which concerns the separation of design from construction. Furthermore,
the explicit inclusion of the customer (owner) priorities and expectations in the busi-
ness process, also enables to overcome another gap concerning the lack of dynamic
adjustments, by formally introducing them (also Naoum and Egbu, [42]). This is in line
with the findings of Grilo et al. [43] that suggest that the role of the building owner is
changing. They also identified requirements for a more open collaborative network,
where specialised and integrated agents increase end-user interactions with users,
flexibility and iterative facilities design. This organizational design is required to satisfy
the social behaviour adequate to the operationalisation of the outlined model. In
addition, a non-defective built asset must use materials with characteristics conforming
the required building thermal specification. Thus, the materials SPEC should match its
required thermal performance defined by their thermal requirements previously
expressed in the Building Thermal Specification (Fig. 1b). This is the way that this
descriptive conceptual model operationalises the material fitness for use as defined by
Juran and Gryna [44].
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A collaborative end to end business model guided by the Quality Control and
Assurance (QCA) principles is outlined, in Fig. 1. It is expected that it might guarantee
that the chosen materials are adequate to the customer expectations for the building.
Quality control and quality assurance are two terms that are often used interchangeably.
Quality has been defined as fitness for use, conformance to requirements, and the
pursuit of excellence [45]. The use of the QCA body of knowledge enabled the
establishment of a direct link between the materials employed and the fulfilment of the
building owner expectations by using a relevant objective criteria, i.e. the expected
building energy performance. It might be argued that the quality control process might
support a different customer requirements (CR) reasoning and a different type of
procurement, i.e. BIM procurement (Fig. 1). In fact, QCA together with 3D CAD
enables the energy analysis modules (BEM) to be run at early stages of the specifi-
cation, on the top of the virtual building generated by BIM. So, the owner might be
involved in the technical decision making process required to adjust the SPEC to the
energy requirements of a green building taking visual advantage of a powerful Graphic
Unit Interface (GUI). Moreover, using smart objects from electronic databases means
the powerful ability to automatically adjust the building specification, if the material
definition parameters are changed, e.g. to cope with changed owner requirements.

BIM includes a technical, an organisational and a social dimension. In this context,
Singh et al. [12] consider that should include a concern with collaboration because
AEC projects are mostly multi-organizational and multi-disciplinary. Thus, the success
of BIM depends on its collective adoption by the professional users that are expected to
participate in the collaboration activities. Moreover, the collaboration requirements
would vary from project to project, and, hence, collaboration should be an integral part
of the BIM development to better facilitate the adoption of the new technologies,
leading to more intelligent automation in the AEC Industry. This collaborative social

Fig. 1. Root definitions of a collaborative end-to-end business model to guarantee materials
conforming to the building owner expectations
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behaviour is the glue required to operationalise an integrated end to end approach to the
AEC Supply Chain (AEC SC), i.e. from the building owner to the constructor, if a built
asset that fits the use is expected to be delivered. Accordingly, cloud computing – i.e.,
an innovative way to access information in real time [46] and share it via internet – is
identified as a relevant ICT missing link that is required to enable seamless data
interchange across the end-to-end AEC SC in a quasi-integrated data approach [47].

To sum up, the outline of the conceptual model is made up of three parts. Firstly,
the graphical representation of the idea was depicted. Secondly, a supported expla-
nation of the assumptions, models and concepts is provided and, then, a supported
description of the main elements and relationships of the model draft is made. Finally, a
research question is formulated, as follows:

Which type of collaborative relationships might arise along the AEC supply chain powered by
BIM procurement within the green building scope?

3 Methodology

When approaching a problem-situation we may take several types of world views –

Weltanschauung [48]. While the specialists’ one favours the detail, others might
broaden the scope by enabling fresh insights from the chosen areas of knowledge. The
latter also increase the complexity, but bring in a richer picture of the problem-
situation, which is useful when the social component is relevant, in addition to the
technical one [49]. Our choice was to include, in the root definitions of the problem
[50], recognised knowledge such as Quality, Supply Chain Management, Sustain-
ability, Collaborative Relationships and IS/IT in response to the repeated claims of the
authors in the area. These were pointing out the same flaws for several years without a
sufficient reaction from the specialists. So, the generic knowledge of these areas was
first considered in the outline of a model to reposition the problem-situation and to
structure it after an interdisciplinary approach. This aims at merging the views from
technical, social and organizational backgrounds by offering the potential to structure
the problem-situation in a different way that includes several relevant points of view, in
addition to the specialists’ one, i.e. Design-Bid-Build, BIM, BEM and BIM procure-
ment, usually the ones strictly considered in the AEC Industry.

As this is an innovative approach, it was decided to run an exploratory qualitative
research, which was conducted by putting together a focus group of specialists that
were carefully chosen and so, by asking about their perceptions, opinions, beliefs, and
attitudes towards the presented ideas. Three engineers were participating. They were
chosen because of their technical, social and organizational competencies, as follows:
(i) in AEC Industry and BIM (2 out of 3); (ii) in IS/IT and Customer Requirements (1);
(iii) in CAD (3); (ii) in Collaborative Operations, Supply Chain, Procurement, Quality
and Change Intervention Programmes (1); (iv) in Energy Balances and Sustainability
(1). Topics were defined as clear and precise as possible, in an iterative way. There was
a focus on enabling and taking notes about the outcomes of the interactive discussions
between participants. The participants had both interest and characteristics related to
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the topics being discussed and they were encouraged to share their points of view
without any pressure to reach a consensus.

These discussions were run several times, for 2 h each time, with similar partici-
pants. The group met on a regular weekly basis to discuss on going progress, during 4
months (February–May). Progress and adjustments were always emerging from the
focus group meetings, in terms of the clarification of topics relevance, theories, con-
cepts and their relationships. The results were also analysed together with the
INOVSTONE® 4.0 Project Chief, in three occasions within this 5 month time horizon,
to collect some feedback, guidance and validation. Data were treated and processed
according to adequate techniques that are usually used to process text (i.e. the focus
group notes) in qualitative analysis, i.e. contents analysis [51].

Moreover, issues to be discussed were generated from the literature review, which
configures a hypothetical-deductive approach. The kick off question concerned the
impact on the owners’ role of new customer requirements arising from BIM pro-
curement and green concerns in the AEC; then, a collaborative customer-centric view
was developed; papers from a specialist background providing a clear picture of the
status of the art in the AEC Industry were further read and discussed (main outcomes:
need for quality procedures, unifying a split SC, green building and energy issues); so,
the topic of Green Building related to lifecycle analysis and the identification of the
building operation energy as critical, have showed up as the next tip to be followed;
then, the impact of BIM in the project delivery and the comparison with the DBB
approach brought in the BEM issue were the topics on demand; finally, the idea was to
put together generic established knowledge like Quality, end-to-end Supply Chain, and
Collaboration with the BIM integrated project delivery, in the scope of a relevant
energy analysis considering the building LCA. The outline of the conceptual model
(Fig. 1) was the resulting summary of all the relationships found.

To sum up, this exploratory assignment collected feedback from experts aiming at
progressing towards a detailed conceptual model [52], in the future. Then, the emerging
propositions will support the definition of questions for fine tuning a questionnaire to
support semi-structured interviews taking place as further work.

4 Empirical Findings and Discussion

This section will report the preliminary findings coming from the focus group and run a
first cross check with what some fellow researchers and authors in the addressed
domains are saying from the same topics.

4.1 Conceptual Model Positioning After Quality Control and Assurance
Guidance

The experts considered that the use of the quality Body of Knowledge (BoK) [e.g. 45],
a well-established domain in the scientific community, provides a robust embedding for
the descriptive model of the problem-situation (Fig. 1). The Quality BoK has being
been sharply developed since the 1970s, when The British standard BS 5750 was first
published, in 1979, despite many isolated but important occurrences might be traced
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back to earlier times [53]. In fact, by setting a credible, well-defined, relevant, clear and
supported relationship between the building owner requirements and the physical
materials to be procured and incorporated in construction appears to be an attractive
idea, given the AEC problems. This would merge several knowledge areas under the
umbrella of quality. Garvin [41] is very clear on identifying several definitions and a
multi-dimension model to define and position quality. So, in the proposed conceptual
model (Fig. 1), the following dimensions were used: (i) product-based, since a precise
way to assess and link procured materials to building specification was outlined;
(ii) user-based, since the building owner expectations/requirements were reintroduced
in the end-to-end SC approach that supported the conceptual operationalisation of the
QCA framework; this also satisfies a concern from the Service Science domain [54],
which brings in services to the outlined model equation, in addition to the built asset as
the physical product; (iii) manufacturing-based approach, since the concerns of man-
ufacturing and procurement sides are included in the outlined model (Fig. 1);
(iv) value-based, since value is about tangible and intangible benefits for the stake-
holders and so, both the effort done to achieve them and the inclusion of owner view
brings in to the equation the redefinition of the customer/owner requirements within a
holistic context; BIM procurement is also addressed as a collaborative and empowered
approach to the traditionally fragmented AEC SC; moreover, by the use of digital
technologies all the AEC SC will be leveraged, from customer to materials suppliers. In
this way, it is argued that the outlined model enables the conceptual design of an
interdisciplinary rich picture (as defined in Silva, [55]) of the AEC SC. Still according
with the specialists, this contextualization fits very well the needs of a holistic end-to-
end approach to the supply chain that copes with many pointed out structural problems
[e.g. 42, 56], in an innovative but supported way.

4.2 Impact of Building Information Modelling

Secondary data [51] coming from checking a practitioner’ site [11] confirmed the
experts’ opinion that BIM as an intelligent cloud based collaborative Data Management
System (DMS) is a sine qua non condition to create and share design, bill of materials,
tenders, bids and direct orders seamlessly and so, overcome the AEC weakness con-
cerning the split between design and construction [e.g. 42, 56]. In fact, allowing the
automation of several procurement processes, diminishing the probability of errors and
processes duration are expected direct results of the BIM procurement DMS compo-
nent [57]. Moreover, data interoperability and standardization are required to do a
comparison of the products supplied by different suppliers [58] and so, increase visi-
bility, transparency and fairness through BIM procurement. In addition, collaborative
processes in procurement arise primarily from buying requirements through the spec-
ification development process, using real-time communication and exchange of
information [59], which confirms the DMS need ab initio. Therefore, a collaborative
environment is possible to develop in BIM procurement, instead of confrontational
attitudes between client, contractors and consultants under the traditional procurement
arrangement [42].

The specialists went further on by considering that the requirements for Digital
Technologies have to match the DMS base together with the reinforced CAD
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functionalities of modern BIM to support different functional or simulation systems and,
massive real world data gathering and communication, which is corroborated by the
findings of buildingSMART® [60]. According to them, BIM implementation should be
done before any requirements or expectations concerning further processing by many
other different systems (e.g. Digital Business Platforms, e-procurement, engineering
packages, etc.), information/data broadcasting, sensory systems to collect real world
data, big data analytics, augmented/virtual reality technologies, cyber physical systems,
etc. For instance, an improved coordination among appliances to optimize the usage of
room allocated to maintenance accesses or, the use utilisation of augmented reality to
follow/detect pipes embodied in the walls are just two examples of innovative func-
tionalities enabled by BIM reinforced CAD functionalities that were mentioned by the
experts. Many examples supporting more types of new functionalities coming from 4D
CAD are also mentioned in the literature. For instance, the combination of 3D CAD and
4D animations can dramatically improve communication, coordination, and planning of
construction projects, while reducing risks and costs [13].

4.3 Sustainable Collaborative Supply Chain

The focus group participants also agreed that the expected supply chain view is not
always pursued in practice [e.g. 42, 56] and, also, that it should be expanded to include
not only the design/built asset relationship, but also the customer/building owner
expectations/requirements, as well [44]. This is a holistic end-to-end SC approach that
is also required by LCA, which is a core concept in green building [28]. The general
feeling is that addressing the whole supply chain from the building-owner to the
materials supplier, under a collaborative approach supported by a BIM platform using
interoperable data, promotes more transparent and fairer design and construction
processes with an expected improvement in terms of product conformance, timings and
costs [e.g. 60]. Moreover, the experts are quite confident that involving the
owner/customer with the building specification and construction, by assuring a more
reliable, participative and objective collaborative partnership, should generate visibil-
ity, transparency, full traceability and higher fulfilment of its expectations. In some
way, this will soften the ownership of many technical decisions that used to be
exclusively made by the building technical team, by co-creation with the customer [54].
One of the participants even commented that this is a similar process of the one
supporting the House of Quality technique [61], where the technical decisions are
related to the customer (in this context, the owner) requirements (customer-centric).
Therefore, the decisions might be more humanized, perhaps more driven towards a
broader sustainable interest and not focusing exclusively on short term costs [23], as
many times happens, accordingly to the experts’ opinion. Still, according to them, the
current stricter unidimensional focus was advanced as one major reason why the last
part of the LCA concerning maintenance and demolition is ignored, exactly as sug-
gested by Vigovskaya et al. [62].
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5 Conclusions

Revisiting both the formulated research question and the experts’ opinions, one might
conclude that there are relevant positive correlations and synergies among the
involvement of the built assets owner (i.e. a customer-centric approach), internal col-
laborative works (including all the involved professionals) and the BIM procurement
process. In fact, evolving information technologies applied to innovative integrated
project delivery approaches have shown up as powerful drivers to outline a new
conceptual business model for the AEC SC context. So, the implementation of a new
information paradigm for the AEC sector (BIM) is expected to leverage the whole
supply chain performance under a quality umbrella that links the owner expectations to
the procurement of smart materials. Guided by BEM, sustainable operations are pushed
towards LCA, which is a core concept for green building ratings. Therefore, the
expected resulting reduction in energy consumption during the total operational life of
the building represents a relevant positive impact on the environment, which is an
important contribution to the practice and society in general [vide 63]. In addition, the
outlined model enables the practitioner to benefit from the possibility to specify and
procure materials for the external walls that are in conformance with the built asset
thermal specification. So, there appears to be a relevant research contribution of this
business model concept that enables a different decision making support to materials
procurement, when compared with the consultants prescriptions based on their
unsupported and many times biased opinion. At last, it is argued for the outlined
conceptual model as being innovative because it adds value to the AEC sector by
working on the boundaries of several areas of knowledge, promoting their merge
towards a relevant collaborative proposal for the construction industry.

However, a research limitation was recognized as regards the empirical part of the
exploratory study, which was purposefully designed to preliminarily check the feasi-
bility and interest of the presented approach. In order to overcome it, in the sequence of
this paper, our research line has been cross-investigating if the BIM authoring tools are
complying with the generic expectations that were introduced by the outlined model.
So, the innovative contribution to theory is the operationalisation of a richer picture of
the problem-situation by expanding its root definitions, during the structuring of the
real world situation (unstructured). This includes knowledge areas that could provide a
more complete response to the recurrent criticism of the authors from an AEC back-
ground. This is neither the best, nor the unique answer, but a relevant innovative one,
because it is unique and supported on knowledge accepted by the scientific community.

As a recommendation for future work, the grounded knowledge generated by the
preliminary empirical discussion of this model might support an extension to the in
depth literature review towards establishing robust innovative propositions that further
detail it. These propositions would generate questions for a process of inquiry [55] to
be operationalised by semi-structured interviews that would gather the empirical data
required to a more robust confirmation of the model. Moreover, the introduced cus-
tomer centric approach leading to co-design and co-creation should be further dis-
cussed under the umbrella of adequate management theories that concern how well the
representing actors (agents) match the ones that are being represented (principals).
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Abstract. The current environmental, social, and political pressure for more
efficient use of energy led to the emergence of new legislation and directives
both at National and European levels and, as a consequence, to the creation of
various focused technological initiatives. In this line, several developments are
being carried out to increase energy efficiency by reducing the energy con-
sumption of buildings, costs, and carbon emissions, while providing adequate
levels of comfort to the building’s occupants. This work intends to contribute to
this area, by proposing a conceptual architecture, based on collaborative net-
works of physical components/devices virtualized as services to compute and
communicate information to support efficient energy management of building
ecosystems. The architecture is designed considering the functional require-
ments, the most relevant technological challenges, and the implementation
strategies.

Keywords: Energy efficiency of buildings � Conceptual architecture �
Building ecosystem

1 Introduction

One of the current topics of attention in our society is the large energy consumption
and its self-sustainability, making it clear that it is necessary to increase energy effi-
ciency, reducing energy consumption and carbon emissions in this sector [1, 2]. In this
context, it becomes essential to address these problems in industry and service build-
ings (public and private), checking the main energy efficiency gaps, and intervening to
rectify the main issues in building’s equipment that contribute to inadequate energy
consumptions.
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On the other hand, the need for environmental comfort in buildings often comes
into conflict with the awareness of reducing energy consumption, creating the need to
find solutions that integrate the comfort of the occupants, the indoor air quality
(IAQ) and efficient energy management, and consequently, the level of carbon emis-
sions. Some building energy management systems (BEMS) already consider these
issues, nevertheless the costs for implementing such systems are still quite high and
with no capacity to scale or adapt. Environmental comfort in buildings requires a
transformation of BEMS to accomplish some objectives, namely, energy efficiency and
occupants’ comfort, scalability and interoperability of systems, and reduced cost of
implementation. In addition, as sub-systems/components become more intelligent,
embedding higher computational power, a promising approach is to consider the
building as an ecosystem of collaborative sub-systems.

In this context, a conceptual architecture for building energy management with low
implementation cost, high adaptability, versatility, and easy maintenance is proposed
and described. This architecture, which is based on collaborative networks of smart
physical components/devices, considers the management and implementation of a set
of previously defined environmental quality parameters and energy performance
indicators which, in conjunction with machine learning capabilities, supports efficient
energy decision-making leading to effective energy management. The approach cor-
responds to a case of collaborative cyber-physical system and is aligned with the
premises of Industry 4.0.

This work is developed in the context of the project AMBIOSENSING – Auton-
omous and Intelligent Systems for Energy Saving,

The remainder of this paper is structured as follows: Sect. 2 presents the current
research trends in the energy efficiency area; in Sect. 3 an overview of business
requirements of the system is presented with the identified functional and non-
functional requirements along with a use case diagram; Sect. 4 presents the proposed
conceptual architecture; in Sect. 5 a discussion regarding the implementation aspects is
provided, and finally Sect. 6 concludes and highlights future work.

2 Energy Efficiency Research Challenges

2.1 Regulatory Framework

The topic of energy efficiency has become increasingly relevant in Europe and its
Member States, which have been working on updating and harmonizing the main
European policy instruments in this area. The buildings sector in Europe accounts for
around 40% of total energy consumption [3]. However, it is estimated that more than
50% of this consumption can be reduced by implementing energy efficiency measures,
which can represent an annual reduction of CO2 emissions to the atmosphere of around
400 million tons. This represents almost the whole of the European Union’s
(EU) commitment under the Kyoto Protocol [4, 5]. One of the short-term measures to
put in practice the reduction of energy consumption relies on renovating existing
buildings. Annual investments in building renovation will have to triple to reach the
32.5% energy efficiency target by 2030.
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In addition, energy efficiency is one of the most cost-effective means of supporting
the transition to a carbon-neutral economy and a key policy for implementing the Paris
Agreement [6] to try to limit GHG emissions to a level that limits global temperature
increase to less than 1.5 °C and preventing catastrophic and irreparable effects on
ecosystems. While environmental commitments are being met, energy efficiency also
reduces energy bills and import dependency.

Energy efficiency is thus one of the pillars of carbon neutrality strategies of the
European Union. In this context, the European Commission (EC) adopted on 28
November 2018 its strategic vision for surpassing the 2030 climate target and to set
eyes on achieving a net zero carbon economy by 2050, through what it called a fair
transition involving all sectors of the economy [7]. The transition to a carbon-neutral
economy is possible from a technological, economic and social points of view, but
requires a profound societal and economic transformation within a generation.

In this context, the Directive (EU) 2018/844 of the European Parliament and of the
Council [8] establishes a set of measures and guidelines, some of which are briefly
highlighted here:

• Promote research and testing of new solutions to improve the energy performance
of buildings;

• Consider the installation of self-regulating devices in existing buildings;
• Use of smart readiness indicators for intelligent technologies, namely in measuring

the capacity of buildings to use information and communication technologies and
electronic systems to adapt the operation of buildings to the needs of the occupants;

• Provide effective inspections of the central heating systems and air-conditioning
systems, including those which are combined with ventilation systems, to obtain
better energy efficiency results;

• Provide new buildings with self-regulating devices to be able to regulate the
comfort conditions in each room of buildings and facilities, autonomously.

The architecture proposed in this work takes the above policies and measures into
consideration.

2.2 Building Energy Management Systems

The building energy management systems (BEMS) are responsible for monitoring and
controlling the environment in commercial, industrial and institutional facilities,
ensuring operational performance as well as the comfort and safety of buildings’
occupants. These systems usually use computer networks to monitor and control the
energy of services and equipment in buildings, such as Heating, Ventilation, and Air
Conditioning (HVAC) systems, lighting systems, energy systems, pumping systems,
among others [9].

BEMS are often confused with Building Management Systems (BMS) and
Building Automation and Control Systems (BACS), however, in practice they are not
the same. BMSs can be used to monitor and control a wide range of existing building
systems including fire, smoke detection, alarms, CCTV, security and access control,
elevators, among others, while the BACS focus on management and control and
automation processes. On its turn, BEMS are specifically related to energy systems.
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They can, however, be connected to one or both systems if necessary. BEMS can
combine data from all systems to provide better and more accurate visualization of
energy use and consumption.

BEMSs provides real-time remote monitoring and integrated control of a wide range
of connected systems and devices, providing information on modes of operation, energy
use, environmental conditions, maintenance, among others, including measurement,
notification trend and diagnosis of unnecessary energy use; performance optimization
by setting operating hours, set-points, among others; preventive and corrective actions
and building comfort [8]. BEMSs also allow the recording of performance history,
enabling performance benchmarking about other buildings or locations. The best energy
and comfort management systems in buildings should also add external information
such as service’s billing, electricity network, and meteorological data.

Energy Monitoring Systems. These are systems capable of measuring the con-
sumption of one or more electrical equipment in a building. They emerge from the need
to reduce unnecessary energy consumption to achieve better energy efficiency. These
systems quantify and identify the consumption of energy in real time of an area or
location and determine the associated economic impact. They also provide the iden-
tification of abnormal consumption, facilitating its correction.

There are several energy consumption monitoring systems on the market, each with
its characteristics, but not all of them respond to the same type of needs. Some are more
dedicated to the analysis of electrical parameters while others are limited to reading
remote data. Table 1 presents a comparison of various monitoring systems according to
the identified characteristics.

Table 1. Comparison of various energy monitoring systems

ViGIE
2.0
[10]

Wi-
LEM
[11]

SiteSage
[12]

Optimal
monitoring
system [13]

EMC
[14]

BeEnergy
[15]

Automation functionality ✓ ✓ ✓

Multi-parameters
monitoring

✓ ✓ ✓ ✓ ✓ ✓

Reporting ✓ ✓ ✓

Cost and consumption
detailed analysis

✓ ✓ ✓ ✓ ✓

Wi-Fi communication ✓ ✓ ✓ ✓ ✓ ✓

Alerts generation ✓ ✓ ✓ ✓

Use of energy in multiple
sites benchmarking

✓ ✓

Historical data ✓ ✓ ✓ ✓

Centralized management ✓ ✓ ✓ ✓

Proprietary (integration
only with own equipment)

✓ ✓ ✓ ✓
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Control and Automation Systems in Buildings. Also known as building automation
systems, these systems have undoubtedly led to the general specifications of moni-
toring and measurement systems. These control systems are generally centralized and
integrate software and hardware networks that monitor and control indoor weather
conditions. The operational performance of buildings, as well as the safety and comfort
of occupants, is usually ensured by these control systems.

Existing building control systems can be roughly categorized as conventional
controllers and intelligent controllers. The conventional ones focus essentially on
energy consumption, being the best known the on/off controllers (better known as
thermostats), and the P, PI and PID controllers [10, 11, 16]. On its turn, the intelligent
controllers besides the energy consumption, also consider the comfort of the occupants
in buildings. Examples of intelligent controllers are: methods based on learning that
include artificial intelligence, fuzzy systems and systems of neural-fuzzy networks with
conventional controllers, adaptive neural-fuzzy inference systems (ex. ANFIS -
Adaptative Neural Fuzzy Inference System), etc. [8, 12]; models based on predictive
control techniques (MPC), which follow the principles of classical controllers [13–15];
and control models based on agents [17, 18].

A more in-depth analysis has been carried out about the products supplied by
various manufacturers. This study was done by selecting the products that have
functionalities relevant to energy efficiency. The information was obtained online,
through the manufacturer’s commercial web pages, as well as from product/solution
brochures, when available. This was a difficult task given the natural and under-
standable resistance from the manufacturers to reveal the most technical details of their
products. In this sense, some technical information may be omitted due to lack of
available information. Nevertheless, the solutions and products analyzed provide a
wide range of alternatives for the control and energy optimization of buildings. Due to
space constraints, the detailed analysis is not presented. However, it can be said that the
predictive control models have gained popularity, especially in recent works, being the
most common model used by most of the reviewed products and literature. Predictive
control can be explained having into account that this type of model, grouped under the
name of Model Predictive Control (MPC), consistently have better performance levels
than other optimization and control algorithms. These models have proved their value
with their ability to adapt to: (i) unpredictable disturbances or errors in prediction; (ii)
exploration of the thermal mass of a building; (iii) consideration for variable energy
prices, and; (iv) ability to protect the load against voltage peaks. New generations of
intelligent buildings should not only take into account aspects such as space occupation
prediction and meteorological conditions but also be sufficiently adaptable to maximize
the use of renewable energy sources, energy storage units and program their con-
sumption around periods of low energy cost [19].

Currently, some commercial building energy management systems [20, 21] already
started to cover some of the intelligent aspects described above, nevertheless, they are
still in an embryonic stage. Moreover, the costs associated to these systems are still
quite high and with no capacity to scale or adapt. In this line, the proposed architecture
aims to cover intelligent techniques aspects, such as optimization algorithms, with low
implementation cost, high adaptability and scalability, and easy maintenance.
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3 Requirements in Energy Management of Building
Ecosystem

The identification of requirements, from the end user’s point of view, is a key point in
the process of design and development of a system. For the specific case, to identify the
main functionalities that the system should provide, a set of potential usage scenario
have been foreseen for its usage, namely: a factory of cosmetic production, a green-
house for flower production, an anchor store, and a call center. Table 2 presents the
identification of the main functional requirements of the system, while Table 3 shows
the main non-functional requirements.

Table 2. Identification of the main functional requirements of the system

Functional requirements (FR) [requirements related to technical functionalities or system
performance]

FR1 The system must be able to define the environmental variables to be controlled: CO2,
Humidity, Temperature, Particles, COV, and Brightness, etc.

FR2 The system shall allow the configuration of several sensors and the connection of the
sensors to environmental variables

FR3 The system must allow configuration and connections of actuators and actuation
systems (valves, switches, blades, etc.)

FR4 The system must allow integrated control of environmental variables
FR5 The system must allow the replacement of sensors or actuators while the system is

running
FR6 The system must allow energy usage profiles to be defined and its control should be

adjusted accordingly
FR7 The system shall withstand operation in automatic mode and manual mode. In

manual mode, the energy profile is selected manually (RF6), in automatic mode, the
profile is automatically selected by the system to optimize its performance

FR8 The system should allow the simulation of different energy profiles by creating
scenarios

FR9 The system must allow remote supervision, supporting real-time monitoring and
alarm configuration

FR10 The system must support behavioral analysis
FR11 The system must allow historical data consultation
FR12 The system must support the generation of reports on its performance

Conceptual Architecture for the Energy Management of Building Ecosystems 423



Given the heterogeneity of all the elements in terms of energy management
resources and services, the architecture for such a system should leverage solutions that
enable these elements to be organized into collaborative ecosystems [23] in which they
can understand each other, exchange information, and collaborate. Therefore, there are
two main phases for such a system, including the installation and exploitation.

For the installation phase, the main user of the system is an Installer, who will
perform the entire configuration of the energy management system. There is another
user, the Administrator, that is present in the whole life cycle of the system and is in
charge of making the registration of all users.

In the exploration phase, different profiles of System Users can exist, namely: the
Administrator, the Technical Manager, and the Occupant of the installations. The
Administrator is allowed to register users and has access to the functionalities that
allow global analysis of the Energy Management System (generation of reports, con-
sultation of historical data, simulations, etc.), but also has access to all functionalities of
the System available to the Technical Manager. The Technical Manager is the user
responsible for daily operation and maintenance, being able to monitor all the con-
trolled environmental variables and associated equipment and change the basic con-
figurations of the energy control. The Occupant can introduce preferences into the
System, as well as report his/her degree of satisfaction regarding environmental
comfort. The main use cases for the exploitation phase are illustrated in Fig. 1.

Table 3. Identification of the main non-functional requirements of the system

Non-functional requirements (NFR) [requirements related to the description of system
performance].

NFR1 Availability: The system must be operational at least 90% of the time
NFR2 Accessibility: The system must provide user interfaces for mobile and non-mobile

devices
NFR3 Performance: the system should allow efficient intelligent supervision and

optimization of energy efficiency considering the comfort of the occupants
NFR4 Performance: the system must efficiently support the management of large and

complex data sets
NFR5 Maintenance: the system must have a set of processes to allow real-time monitoring,

with mechanisms to recover from failures/errors, such as data loss and
communication failures

NFR6 Scalability: the system must allow the introduction and removal of new
measurement devices and actuation systems

NFR7 Interoperability: the system must support the integration of heterogeneous systems
(e.g., IoT solutions, legacy systems, etc.), with different degrees of
intelligence/autonomy

NFR8 Storage: the system must allow the storage of a large volume of information
NFR9 Cost: the implemented solution must use non-proprietary and freeware software and

equipment, throughout its life cycle
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4 Conceptual Architecture

The conceptual architecture (or high-level view) aims to show succinctly, the main
elements and functionalities that make up the system architecture, regardless of any
technological specificity. Based on the specification of the use cases, a conceptual
architecture for the Ambiosensing system was developed as illustrated in Fig. 2.
A layered architecture is proposed to identify and separate the different levels of
interaction and to better manage dependencies. Each layer has a specific responsibility,
being the upper layers able to use services from the lower layers, but not the opposite.
Thus, in the case of the Ambiosensing System, three layers have been defined as
follows below.

Technical Manager
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Fig. 1. Use case diagram of the exploration phase of the Ambiosensing system
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Base Platform Layer, which is composed of two sub-layers: the Support Infras-
tructure Layer and the Resource Management Layer. The main objective is to provide
cloud services to support the development and management of IoT functionalities
(intelligent networks of sensors and/or remote devices, actuators, devices, automation
mechanisms, etc.), materializing digital twins, and the necessary functionalities of the
Ambiosensing system. Specifically, it aims to support: the installation of sensors and
actuators via standard communication protocols and their representation as digital
twins; and management services for the processing of large volumes of data from
multiple sensors and actuators of various types, such as variable speed drives, lumi-
nosity sensors, presence, etc., being all these devices modeled as software service. This
layer is also intended to support the storage and management of data/information
inherent to the Ambiosensing system as well as access mechanisms to them. The
invocation and composition of software services, as well as data collection, control of
environmental variables, management of equipment and devices and also the man-
agement of existing software services in the Ambiosensing environment, is also
included. Through this platform, the various physical components are seen as a com-
munity of collaborative digital twins (a kind of collaborative cyber-physical system)
[24], which are abstracted through the services they provide and their collaboration
capabilities. Figure 3, illustrates a building floor scenario where several sensor units
(assuming that sensors are not intelligent) are physically connected to a single board
computer (Ambiosensing intends to adopt the Raspberry Pi model for prototyping)

Fig. 2. Detailed diagram of the Ambiosensing architecture.
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which on its turn makes part of a collaborative network of single board computers
which operate in a coordinate way in order to collaboratively compute and commu-
nicate raw and/or processed data to the Ambiosensing IoT based platform.
Ambiosensing can thus be seen as a collaborative cyber-physical system [25].

Service Layer, which is composed of two sub-layers at the same conceptual level:
the Supervision Services Layer and the Advanced Services Layer. The first aims at
providing support services for supervision, analysis and decision support to allow the
correct operation of the Ambiosensing system by its users. It must also allow, through
basic management, the configuration and parameterization of the desired operating
profiles. To accomplish this objective, the supervision services shall be capable of
monitoring, interpreting and analyzing the correct operation of the Ambiosensing
system, considering the normal operating parameters. These parameters must consider
the operating profile desired by its users. Authorized users shall be provided with tools
to support analysis and decision support considering instantaneous monitoring results
and historical data. The advanced services sub-layer has the main objective to provide
advanced monitoring and decision-making support services that enhance the proper
functioning of the Ambiosensing system, taking into account the composition of the
underlying digital twins ecosystem. Based on the acquisition of information, it should
be possible to extract knowledge about the proper functioning of space with the
Ambiosensing system and adapt its functioning within desirable parameters. To this
end, services capable of interpreting the information extracted from the operation of a
space with an Ambiosensing system should be developed, verifying its operation and
analyzing consumption. Techniques and methodologies of machine learning should be

Fig. 3. An illustration of a collaborative network of intelligent devices of a building floor.
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used for the analysis of usage patterns to adapt to the general functioning of the
building to improve its efficiency. For this purpose, information visualization mecha-
nisms based on simulation of scenarios may be considered.

Ambiosensing Applications Layer: Including interaction applications with the vari-
ous stakeholders that allow the execution of the use cases previously identified in this
paper.

5 Implementation Aspects

The proposed architecture presents a set of important aspects that should be high-
lighted. Such elements are relevant for future instantiations of this architecture and
cover three dimensions, namely, (1) technological, (2) strategic, and (3) regulatory and
social. For this paper purpose, only a rough description of the technical aspects is
explored.

Typically, an energy management ecosystem involves a variety of different tech-
nologies. To deal with the inherent complexity, a service-oriented approach
(SOA) should be adopted to maintain the desired level of abstraction of the use of
functionalities versus their respective implementations. In this way, platforms should,
as far as possible, be agnostic about the technologies used.

This heterogeneity of technologies imposes major challenges in terms of interop-
erability. Typically, in this kind of systems, elements need to work together to be able
to satisfy their functionalities, and a good amount of effort is put into programming
appropriate interaction mechanisms. Alternatively, to deal with this complexity, it is
suggested the development and use of ontologies [22]. Ontologies allow the various
elements, involved in an energy efficiency scenario, to share a standardized set of terms
for referencing the equipment and its respective control, including the interactions
performed by and between the respective services, thus facilitating collaboration
among digital twins. Having the services of a platform developed with these ontologies
as a reference, any management element in the layer above should be able to interact
with the elements below, achieving in this way a level of integration and quasi-agnostic
interoperability. For instance, it is intended that regardless of its manufacturer, a cli-
mate control service will be able to interact with any type of temperature sensor.

The current stage of this ongoing project was validated by our industrial partners
and considering its compliance with the identified target application scenarios.

6 Conclusions and Future Work

Throughout this work, a description of the proposed conceptual architecture for the
energy management of building ecosystems was carried out. This architecture emerges
as a response to several factors which are considered simultaneously, namely, the
diversity of technological resources that are typically used in efficient energy man-
agement systems, the need for these resources to exchange information and the need to
work together. Other considered important factors are the challenges underlying the
legislation recently approved by the EU in terms of energy efficiency management.
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In terms of the developed work, an exhaustive survey of functional requirements
was initially carried out, which is briefly represented in the use-case diagram. The
proposed architecture is composed of a significant number of elements distributed over
three layers, namely, the base platform layer, the services layer, and the application
layer.

The architecture elements aim to cope with the functional and non-functional
requirements as well as with the EU directives and policies in the area of energy
efficiency. For instance, the “Self-adaptive Energy Performance Management” block
meets one of the guidelines approved in the EU. The strategy consists in being able to
adapt the operating conditions through intelligent services that identify specific cir-
cumstances in building divisions and react to them. In this way, the system will be able
to adapt and update its operating energy profile to the circumstances detected. Another
aspect that is taken into consideration is the current technological trends, such as
industry 4.0. In this line, a simulation element is considered [23, 24] due to its potential
to, among others, study/anticipate the behavior of simulated systems. The proposed
architecture includes an element for the simulation of scenarios, to anticipate the effects
of certain management strategies and assess their quality.

The concept of collaborative business ecosystem [23] and the notion of digital
twins [24, 25], to represent the physical systems in the cyber space give the base
conceptual framework for the proposed system.

As future work, it is intended to instantiate the architecture in collaboration with our
industrial partners, building a platform that will be used and tested in a controlled
environment for proof of concept of operation of the system.
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Abstract. Hazards are part of human life and every year thousands of people
are affected by different types of natural or human provoked disasters. The
evacuation is a crucial part of any rescue plan and there are many procedures
and standards to support the process. Nevertheless, traditional methods and
procedures need radical changes according to the “4.0” Paradigm. The rate of
growth, penetration, and development of technology and more specifically what
is known as emerging technologies, changing the norms and routines, and
Cyber-physical systems bring intelligent to our life where Hazard Management
is no exception. In this paper, a model based on emerging paradigms, called
“Collaborative Safe Escape” is proposed for indoor evacuation process. This
environment is based on four collaborative networks where evacuee network is a
temporary network which would be created in the field when required, while the
other are long-term networks with the aim to collaborate in case of hazards to
assist the potential victims. The technology and the collaboration between
networks create a dynamic connected environment to support the decision of
potential victims. In the proposed model, smart buildings including all sensors
and devices could provide rich information to be analyzed both by evacuee and
rescue team. The Smart Application will keep the people involved in hazards
updated by supportive information either by the rescue team or by analyzing the
ambient intelligent information. The proposed idea is a future model of Safe
Escape Systems in the era of Collaborative Networks and digital transformation.

Keywords: Collaborative Safe Escape � Collaborative Networks �
Intelligent buildings � Cyber-physical systems � Evacuation process �
Evacuee decision process

1 Introduction

Dealing with disasters is part of human life since the beginning. In history, many
approaches and solutions could be found, and all efforts were simply targeting the life of
the impacted people. This is a multidisciplinary subject while most of the works could
be categorized into three classes, before, during and after disasters. As this is not a new
subject, there is a rich tradition and deep knowledge and experience while emerging
technologies and disruptive approaches could help and support the idea in a different
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way comparing with existing solutions. Regardless of all efforts, nobody could claim
that the probability of disasters, either natural or human-provoked, is decreasing while
forecasting techniques help us to manage the situations and reduce the consequences but
still many people lose their lives or will be affected each year. This paper is focused on a
very common problem which is safe escape in indoors situation in case of any hazard,
with the aim to employ new concepts to assist the involved people in making the best
decisions during the time of the escape process. The proposed concept is based on two
fundamental pillars: Intelligent connected building, focusing on cyber-physical systems,
and collaborative networks. Intelligent connected Building is simply the future of
buildings while the building included all things such as furniture and materials could be
a “Cyber Physical System” where everything is connected and could collect data,
process and share the relevant information. The second key issue is Collaborative
Networks which could be considered a key enabler to transit collective behaviour and
information to decisive information based on technological solutions. Collaborative
Safe Escape using new technologies addressed by IoT, IoP, Bigdata and many other
emerging technologies is a new approach to save lives and reduce injuries caused by
unpredictable events. The main objective of this paper is to introduce and discuss ae new
paradigm of evacuation process based on the latest emerging technologies. This does not
mean Smart Building or Connected Devices are new but trying to employ these tech-
nologies in a collaborative way and formalize the concept as an innovative operational
model to be used in disasters is the goal of this paper. The paper is organized as follow:
In the next section, the related trends and challenges are discussed. In section three, the
new concept based on four Collaborative Networks is proposed, while section four is
dealing with the information flow and decision process of the introduced model. Finally,
section five wrap up the final remarks, conclusion and future works.

2 Trends and Challenges in Digital Safe Escape

A safe escape planning is very challenging due to the disordered and unorganized
situation occurring in a crisis situation. Regrettably, decision makers often have an
incomplete picture of hazards and potential escape opportunities. The situation turns
out to be more complex due to the fact that people affected are sometimes left alone
without any support that could be provided by a rescue team [1]. Without any doubt,
decision-making in crises situations needs to be made in the shortest time in order to
minimize the potential risk or threat.

Considering the technological evolution and digital transformation that the various
contexts of our society have been undergoing, there are certainly several areas of work
and research in which new methodologies can be provided in order to support emer-
gency teams and the traditional models of evacuation, naturally aligned with all the
inherent legal and social constraints. In the scenario of a panic situation, it is difficult
for affected people to determine what are the best decisions in an escape situation. This
makes escape planning particularly difficult [3, 4]. On the other hand, this also opens
the door to new challenges, that must be tackled, aiming a more efficient escape under a
disaster scenario, reducing its consequences (material or human). Therefore, such an
environment should include decision systems to enable the choice of the best way to
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escape, and simulation models to assist in the selection of the fastest and safest escape
strategy. These models can use techniques based on agents and artificial intelligence, as
is the case of the proposal of the intelligent system for disaster management [2]. In
Fig. 1 is shown what Authors identified as relevant areas that when combined, perform
a collaborative environment, are the key for an effective safe escape.

Several management system proposals are based on the use of intelligent Aug-
mented Reality (AR) models in order to suggest guiding ways which allows rescue
teams to quickly reach building occupants [5], for example in case of fire. To this end, a
relationship of the physical virtual domain in the building is important.

There are some works and prototypes with the aim to perform tasks automatically
after emergency situations. An example is the case of active disaster response system
(ADRS) [6], which acts automatically after the occurrence of an earthquake. Types of
action of this type of system can be for example the opening of doors and windows,
cutting water and gas pipes.

To deal with location issues, there are also several works and technological pro-
posals to leverage and streamline solutions for a fast and efficient response in case of
disasters [7]. A safe evacuation system by using roads, when a natural disaster
occurred, is analyzed and highlighted in [8]. If under such kind of disaster some roads
cannot be used, or are blocked, evacuees cannot follow the evacuation procedures by
just using default maps after disaster. A safety route guidance system, by using par-
ticipatory sensing, that uses GPS data and accelerometer data from pedestrians’
smartphone, was proposed in [8]. However, the system relies on information that
cannot be guaranteed, as is the case of evacuees’ smartphone. On the other hand, for
indoor issues, there are studies [9] that point out that it is important to know the internal
structures and the magnetic fields that buildings can generate, to be able to recognize
sources of location. Related to issues of indoor location, there are numerous works that
mention vast applications of fingerprint techniques [7, 10, 11]. Moreover, in the context
of indoor spaces, WiFi connections are so widespread that internal location based on
WiFi has attracted many research efforts. Since fingerprint techniques are considered
simple and highly compatible with the hardware that exists in the interior contexts of
buildings, the intersection is natural. However, due to unexpected environmental
changes, the existing fingerprint location algorithms may not work as expected. There

Fig. 1. Relevant contributing areas.
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is research suggesting that it is possible, through offline mechanisms and voting sys-
tems, to improve the accuracy of the location, when effectively compared with the
existing fingerprint location algorithms [10]. Other works suggests algorithms that
improve received signal strength indication (RSSI) [12, 13], or use Bluetooth Low
Energy positioning methods based on the fingerprint technique, according to Wi-Fi
location techniques [14]. These localization mechanisms are used in various contexts,
such as location (non-evasive) of the elderly [14], nonetheless, they can be used or
adapted for use in emergency situations or in disruptive environments.

In [15] is reported a firefighting scenario, affirming that most fire departments make
judgments during fire rescue operations based on previous acquired knowledge,
without a path-planning system that is capable of real-time information. An evacuation
architecture supported by multi-agents that collects information from evacuees and
from sensors in a real-time basis, aims to provide the safest and fastest escape route for
different groups inside the same building, is propose in [16].

Several works on Crowd Behaviour Analysis Technology for Disaster Management
[17–20] have been performed and are useful in this type of situations where an inherent
characteristic is the behavioural analysis of the occupants of spaces to be evacuated. In
this type of situations, however, there should be a collaborative support so that the
various entities related to the situation that is occurring can intervene. As so, with a
support that makes these entities more prepared to collaborate in cases of incidents,
their intervention can become faster and more effective. There are studies to create
working models for complex emergency situations, with support in multi-risk analysis
[21] to explore different courses of action, using a Cross Impact Analysis and Inter-
pretative Structural Modeling (CIA-ISM) [22, 23] methodology to support group
collaboration. In order to select collaboration partners and tasks during the formation of
the collaborative crisis response network, it is necessary that various requirements are
considered and parameterized [24]. There are projects, such as the SoKNOS project
[25] to develop and test required concepts to support government, private and non-
profit organizations involved in public security issues that include Human-Computer
Interaction (HCI). It can also be considered systems that can help people, especially
those with sensory impairments (visual or hearing) [26].

Fig. 2. Structure diagram for a Safe Escape.
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Empowering such a Safe Escape system requires a cyber-physical infrastructure
that combines new software platforms with very challenging requirements related with
safety, security and privacy. Additionally, the system must be able to collect, manage
and process a massive amount of data. Today’s standard is the use of a cloud platform
in which most data is stored, and several real-time applications are continuously run-
ning, although issues regarding data security and data protection are still quite
demanding. At this point it is worth to highlight that from the Authors point of view a
Safe Escape relies in a “system” that comprises different stages: data collection, pro-
cessing, decision-making and actions; as depicted in Fig. 2.

A proper understanding of both “cyber” and “physical” components that considers
the importance of privacy, security and safety, allied with the diverse nature of data
collection, and consequently the actuation procedures that should occur, is required.
One of the main challenges that must be tackled is the integration of a widely sort of
distributed devices into a common framework. For instance, the different type of
sensors, such as cameras, temperature, smoke, crack detection, among many others,
that could be installed in a certain building, must be able to communicate/interact with
each other, as well as with building occupants through smartphones, tablets, laptops
and, of course, servers. From Authors’ perspective, several reported works are too
focused in proposing a solution at a physical layer level, sometimes forgetting the
social and collaborative behaviour of evacuees. Thus, it is our understanding that a safe
escape should consider: (1) aggregate data from different sources (sensors, historical
data, among others), (2) new but also mature technologies in order to increase the
system resilience, (3) interaction between different players, as networks, for instance
building managers, and local teams, rescue teams including firefighters, police, etc.,
creating a collaborative ecosystem, and (4) cooperation/ collaboration between cyber
physical systems and smart social environment, and dynamic decision-making
platforms.

3 Towards a Conceptual Model for Collaborative Escape

In order to achieve an environment to become more effective for all parties involved in
the escape process, a solution based on the collaboration of all stakeholders and making
use of an appropriated infrastructure is proposed. In this direction, it is aimed to achieve
an environment that creates disaster awareness and support in situations of need, based
on the combination of cyber-physical systems and collaborative networks paradigms
(Fig. 3). On one hand, the Collaborative Networks [27] paradigm can provide appro-
priate mechanisms, adding value to the logical collaboration between rescue entities,
but also between all other parties involved, including the local spaces from where the
escape needs to take place, to the users of the spaces themselves. On the other hand, the
cyber-physical systems can deal with the integration of computation, networking and
physical processes.

In this context, it is possible to foresee distinct types of network, namely: rescue
network, local network, evacuees network, and a network of cyber-physical systems
existing in the corresponding spaces. A brief description of these networks is included
in Table 1.
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Figure 4 shows the concept of the proposed model and the flow of information
among the four networks in Safe Escape. There is an evident combination of charac-
teristics among these networks, starting from their duration, that can be long or short
term, to their membership, that can include or not members from other networks.
Therefore, to have a clearer understanding of these networks, tables below include their
characterization using the ARCON Framework [28].

Fig. 3. Disaster awareness and support environment bases.

Fig. 4. Information flow in Safe Escape.

Being the focus, a general representation of concepts and related relationships, the
ARCON’s Model Intent general representation layer [28] is used, converging on the
description of the main elements of the endogenous and exogenous perspectives
(namely on the structural and componential endogenous perspective and support and
societal exogenous perspective). This characterization considers the operation stage of
the lifecycle of the identified networks. The other stages, namely formation, dissolution
and evolution are out of scope of the work presented in this paper and will be char-
acterized in further works (Tables 2, 3, 4 and 5).
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Table 1. Description of involved collaborative networks.

Network Description

Rescue network Long-term alliance that involves different types of rescue entities, that must
collaborate in a disaster situation

Local network Long-term strategic network to provide support to local places or spaces in case of
disaster. Places can differ in their nature, from a shopping center, to a hotel or any
other indoor environment. This network includes the owner of the space, the
managers, employees, etc.

Evacuees network Temporary virtual organization involved in the rescue process and involving the
occupants of the corresponding indoor contexts. The created consortium typically
dissolves after the resolution of the hazard

Cyber-physical
systems network

Network of intelligent physical and software entities that are present in the local
places

Table 2. Characterization of rescue network.

Rescue network

Endogenous Elements
Subspace: Structural – Structure and composition of the network constituting elements, as well as the
roles performed by those actors
Roles Administrator can be performed by an entity responsible for all rescue network stage.

All members can be any organization with its own competences and can actively
contribute. The potential customers are among those interested in having
collaboration in rescue situations

Relations Control Supervision is ensured by the administrator to enforce coordination and
collaboration principles and agreements. All members are responsible for cooperation
and collaboration, and exchange and sharing of information and resources. Also, it
is essential to continuously increase the levels of trustworthiness

Network Long-term alliance that involves different types of rescue entities, that must collaborate
in a disaster situation

Subspace: Componential – Individual/ tangible elements of the network
ICT Resources A software platform to support the rescue network management and collaboration

among the network members
Human
Resources

Individuals within an organization/entity member of the rescue network

Knowledge
Resources

Detailed profile of members; information about potential customers; network profile
data; main common ontologies for common understanding; shared resources
repository; value system; governance principles; etc.

Exogenous Interactions
Subspace: Support – Issues related to support services provided by third party institutions
Network Identity Social Nature with non-for-Profit oriented organization
Interaction parties Insurance entities; certification entities, etc.
Interactions Services Acquisition by the rescue network, such as insurance services, financial

services, technical services, etc.; Agreements Establishment through protocols and
actions involved in the establishment of agreements with third parties

Subspace: Societal – Issues related to interaction between the network and the society
Network Identity Defining the legal status of the rescue network; Defining the values and principles

that characterize the identity the rescue network
Interaction parties Identifying the governmental organizations and associations that interact with the

rescue network; Identifying the public or private entities (Regulatory Bodies) that
issue regulations and standards

Interactions Political Relations: defining with which parties there are political interactions
established; Information Transfer: defining the information that is transferred
between the rescue network and each third party
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Table 3. Characterization of local network.

Local network

Endogenous Elements
Subspace: Structural – Structure and composition of the network constituting elements, as
well as the roles performed by those actors
Roles Administrator is the responsible to administrate all phases of the local

network. The Members are all the relevant participants that whose
activity take place in the context of the local infrastructure. The potential
customers are the clients of the local spaces

Relations Control Supervision is ensured by the administrator to enforce
coordination and collaboration principles and agreements. All members
are responsible for cooperation and collaboration, and exchange and
sharing of information and resources. The continuous trusting among
members is vital

Network Long-term strategic network to provide support to local places in case of
disaster. Places can differ in their nature, from a shopping center, to a
hotel or any other indoor environment. This network includes the owner
of the space, the managers, employees, etc.

Subspace: Componential – Individual/ tangible elements of the network
ICT Resources A software platform to support the local network management and

collaboration among the local network members
Human
Resources

Individuals within the entity members of the local network

Knowledge
Resources

Detailed profile of members; information about potential customers;
network profile data; main common ontologies for common
understanding; shared resources repository; value system; governance
principles; etc.

Exogenous Interactions
Subspace: Support – Issues related to support services provided by third party institutions
Network Identity Social Nature with for-Profit oriented organization
Interaction
parties

Insurance entities; certification entities, etc.

Interactions Services Acquisition by the local network, such as insurance services,
financial services, technical services, etc.; Agreements Establishment
through protocols and actions involved in the establishment of
agreements with third parties

Subspace: Societal – Issues related to interaction between the network and the society
Network Identity Defining the legal status of the local network; Defining the values and

principles that characterize the identity the local network
Interaction
parties

Identifying the governmental organizations and associations that
interact with the local network; Identifying the public or private entities
(Regulatory Bodies) that issue regulations and standards

Interactions Political Relations: defining with which parties there are political
interactions established; Information Transfer: defining the information
that is transferred between the local network and each third party
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Table 4. Characterization of evacuees network.

Evacuees network

Endogenous elements
Subspace: Structural – Structure and composition of the network constituting elements, as
well as the roles performed by those actors
Roles Planner is responsible for the formation of the evacuees network,

typically some member of local network; the Coordinator is responsible
for the coordination of the evacuees network during its duration; the
Partner represents all the involved actors within the collaborative space
of evacuees

Relations Control Supervision under the responsibility of the Coordinator;
Collaboration, Exchanging and Sharing between all partners; The
continuous trusting among members is vital

Network Temporary virtual organization involved in the rescue process and
involving the occupants of the corresponding indoor contexts. The
created consortium typically dissolves after the resolution of the hazard

Subspace: Componential – Individual/ tangible elements of the network
ICT Resources A software platform to support the formation and the management of the

evacuees network. This platform is typically part of the platform used by
the local network

Human
Resources

Different partners can be assigned to specific tasks of the evacuees
network; Specific individuals can contribute

Knowledge
Resources

Local network Shared Resources; Templates with models or reference
documents to be instantiated for a specific use case; Main common
ontologies used to facilitate the common understanding among the
network partners; etc.

Table 5. Characterization of cyber-physical systems network.

Cyber-physical systems network

Endogenous Elements
Subspace: Structural – Structure and composition of the network constituting elements, as
well as the roles performed by those actors
Roles Due to the different nature of this network, namely its partners, the defined

roles and corresponding relations have to be defined and configured
according to the nature of the corresponding environment context

Relations

Network Network of intelligent physical and software entities that are present in the
local places

Subspace: Componential – Individual/ tangible elements of the network
ICT Resources A software platform to support the formation and the management all the

devices that can be part of the cyber-physical systems network. This
platform is typically part of the platform used by the local network or by
the rescue network

Human
Resources

N/A

Knowledge
Resources

Local network Shared Resources; relational and no relational databases,
etc.
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Needless to say that the core communication channel in Collaborative Safe Net-
work is based on technology and there is always the risk of collapsing infrastructure
which causes all centralized systems to stop working. That’s why it is important to
make sure the system is being developed based on a modular approach and with peer to
peer strategy. This can help in case of degradation and collapse of technological
infrastructure to continue the support of the evacuees. Most people could use their
smartphones and if it could not be connected to any central network, they could
connect to each other and exchange information to support the decisions for a safe
escape. Also, using temporary technological solutions such as mobile autonomous
robots that could help to bring back temporary network or connect to smartphones,
analyze the information and exchange messages as alternative solutions. Moreover, it is
important to have different protocols and strategies to make sure collaborative networks
could continue working on different occasions.

4 Dynamic Decision Model in Collaborative Escape

The main idea of the proposed model in this paper is based on the simple fact that the
most important issue in the time of disasters is to make the right decisions at the right
time. This means both efficiency and effectiveness are important and time is crucial.
Not only because each second could save a life but due to the dynamism of the problem
and rapid changes which could happen. For example, if the static maps show the exit
path and even it was the best solution in the initial stage of the hazard, due to many
factors such as the effect of infrastructure or behavior of the people, it could change
from time to time. Collaborative Escape is a solution to keep the evacuees updated
online and help them for the best decisions.

Figures 5 and 6 compare the decision making process of evacuees in the current
situation and in the ideal situation which we call “Collaborative Safe Escape”. As it
could be seen, in the classic model, in the best scenario, the potential victim has the
regular information, know the process and could follow the pre-existing signs and
guidelines while the field observation is the only way to receive feedback. This means
s/he could change his/her strategy only when could feel something is wrong which

Fig. 5. Simple decision-making process of evacuee.
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could be sometimes too late. In the proposing model, not only the smart Building as a
CPS, but the cumulative behaviour of the evacuee and the information from the local
network could help the rescue team and the evacuee to manage the situation. All
information, considering different types of data sources, would be analyzed and dif-
ferent scenarios would be simulated to give the best and last guidelines to the people
who are trying to escape from danger. As illustrated in Fig. 6, a variety of information
and data sources and the technologies could help the evacuees to make a better decision
and avoid common pitfalls such as following wrong dominant behaviour or failing by
running to trap. There is no doubt that creating a Safe Escape Collaborative Network is
not just technology, but a conceptual model based on CNs paradigm to employ
emerging technologies in an efficient and effective way. The goal is to develop a system
which could be active in case of any disaster. Smart Building as a CPSs and AI to
analyze and simulate the crowd behaviour and Big data to enhance the level of services
which could be provided in evacuation process in disasters to save more lives and
reduce the negative impact of hazards.

Fig. 6. Decision making process of evacuee in Safe Escape.
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5 Final Remarks

Dealing with disasters is part of human life, nonetheless, several approaches and
solutions have been proposed to minimize its impacts on citizens daily life. As shown,
this is a multidisciplinary topic, thus can only be handled by multidisciplinary teams. In
this work, Authors tried to show that smart buildings, which includes not only all
things (equipment or materials) inside it, but also people, can be seen as a CPS, where
everything is connected. The information management system should be able to collect
data from different sources, process it and share significant information. Additionally,
in a higher layer, a collaborative network should be considered as a key enabler in order
to translate collective behaviour and information into decisive information thanks to
technological solutions. Collaborative Safe Escape using new technologies is a new
approach, that must be tackled, aiming a more efficient escape, reducing its conse-
quences (material or human) due to unpredictable events. The characterization of the
different networks presented in Sect. 3, shall be further detailed including the speci-
fication of the functional and behavioural, and market and constituency dimensions of
the endogenous and exogenous perspectives, respectively, in the Model Intent general
representation layer of the ARCON reference model. Furthermore, in this work only
the operation stage of the networks is characterized, thus the complete lifecycle shall be
characterized in latter works. Finally, in Sect. 4, the proposed model is discussed from
the perspective of the decision-making process while the evacuee, as a potential victim,
is considered as a decision maker. The combination of data sources from the networks
and technologies could support the decision process and in a smart online platform, the
evacuee could receive supportive information to find the best personalized solution to
escape from the danger. Being this work still ongoing, it is expected that its content can
provide decision-makers, as well as building owners, with supportive guidelines and
directions for achieving effective and efficient safe escape.

In conclusion, this paper proposes a conceptual model which could be a revolu-
tionary strategy to change the evacuation process in disasters. However, further
research is required in areas which can be considered as interesting directions, such as:
challenge of communication between the evacuees and the collaborative networks as
peer to peer system; distributed computing system to keep the system running in case
of failure of central infrastructure; modeling the processes and procedure in CNs and
between CNs to understand the needs and to improve the efficiency according to the
goals in the evacuation process; simulation of the evacuation process using the pro-
posed model to see the weaknesses, disadvantages in practice and try to find solutions
to improve it; blockchain technology to improve communications security in order to
improve cybersecurity, avoiding cyberattacks aiming to create panic due to false dis-
aster alert; Artificial Intelligence and Machine Learning can be used to improve facial
recognition algorithms, which can be used to identify evacuees; etc.
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Abstract. Organizations produce and exchange a huge amount of critical
information, which main purpose is to obtain acceptable results. Hence, the
trend is by considering integrated systems that can be easily adapted to several
domains, especially when they need to exchange information. In this context,
the agribusiness sector is a good example where massive data is generated,
which implies the need for information sharing and collaboration, where the
great challenged is support and understand the colliding context. However,
every software system relies on its context, with its own rules, dynamism, and
languages. Hence, it implies a significant effort to have a complete under-
standing of the composed domain. For this purpose, scenarios are well-known
tools to describe dynamic domains and are commonly described under text-
based context. When different stakeholders build Scenarios, it is essential to
review them in order to unify their description. Thus, Scenarios under this
unified perspective will better support the analysis and identification of rela-
tionship between two or more domains. This analysis is the key to design
mechanisms to exchange information. Therefore, in the light of this, this paper
proposes a semantic definition of Scenarios and a set of queries to identify issues
in the Scenarios and improve their quality. In addition to this, a wiki platform to
implement the semantic support and the queries is also provided.

Keywords:: Agribusiness � Requirements � Scenarios � Ontologies

1 Introduction

Nowadays, there is a huge level of integration between different software systems.
Everyone produces a big amount of data and different organizations share this infor-
mation to improve their results [5]. Collaboration is needed in every sector. Food and
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agribusiness are not an exception. Their supply chains are pioneers in the use of
massive data, sometimes due to rigorous legislation that force to trace lots of variables
along the supply chain [14]. Scenarios are well-known tools to describe situations of
the domain [2]. They can be used to capture the context of different applications to
identify their relationship. Thus, it is possible to establish a mechanism to make the
applications to exchange information.

Nevertheless, it is not an easy task to design a mechanism to interoperate two
different applications already developed [5]. Every software system relies on its con-
text, with its rules, dynamic, and language. Scenarios should use the language of the
stakeholders since the stakeholders are the ones that describe them. Thus, Scenarios
need to be described with narrative text [7]. However, it can be hard to identify joints
points in Scenarios that are described by two different groups of stakeholders that
belong to two different contexts [11].

There are some quality attributes that good specification must satisfy: complete-
ness, consistency, unambiguity, and correctness [6]. Completeness means that no piece
of a specification can be missed because some absence can lead to suppositions.
Consistency means that the different points of view should provide a unified descrip-
tion. Unambiguous is related to the use of terms and expressions that should be
carefully chosen in order to avoid misunderstanding. Finally, correctness is related to
assure that the description satisfy the reality. That is, there is no gap between the
intended meaning and the specification.

Scenarios are used to understand the context of the application since they promote
communication when there is a great variety of experts [2, 10]. Scenarios should be
written carefully in order to satisfy the quality attributes. Nevertheless, it is challenging
to achieve this goal [12]. Scenarios have been historically described by only one
person, the requirements engineer who elicited the knowledge, organized it and pro-
duced a homogenous specification [7]. This classical view is being replaced by a
collaborative model, where every stakeholder contributes directly to the specification
[4]. Let us consider the expression “cultural labor”. In the agricultural domain, it refers
to some task (labor) to take care of the plants (cultures). Nevertheless, the expression
can also refer to some artistic (cultural) activity (labor).

A semantic support helps to improve the quality of narrative descriptions [3]. An
ontology description is a semantic mechanism that relates every relevant syntactic
element (for example, nouns and verbs) to a semantic element [13]. For example, a
homonym could be related to two different ontology elements. Thus consistency and
unambiguity can be improved [1, 15]. Moreover, ontologies can be described in
semantic tools that make possible automatic processing to infer conclusions. For
example, let consider the following sentences: “A tomato is a vegetable” and “Any
vegetable needs irrigation.” A semantic query can conclude that “A tomato needs
irrigation.”

Different approaches use ontologies as a body of knowledge to create scenarios in
many domains. To our knowledge, there are no approaches that create ontologies from
narrative scenarios to improve their quality. In this paper, we propose a semantic
description of the Scenarios, a set of semantic queries, and a tool support for them. This
contribution provides an automatic processing of the Scenarios to help to improve their
quality regarding consistency, ambiguity, completeness and correctness. The proposal
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identifies issues in the description of the Scenarios while stakeholders are describing
them. Thus, the stakeholders alerted by the tool can discuss the issues among them in
order to improve their shared knowledge and consolidate it in the Scenarios.

This knowledge makes possible the analysis of the colliding areas captured in
Scenarios to design an interoperation mechanism. This paper only focuses on identi-
fying issues to improve the quality of the Scenarios. Nevertheless, this is a crucial step
to design an interoperation mechanism. Commonly, every organization has its own
culture (language, techniques, and process). Thus, when two organization need to
interoperate, they need to share the same culture. It is important to mention, that it is
also needed in differents working group in the same organization. The rest of the paper
is organized in the following way. Section 2 describes the template of the Scenario.
Section 3 presents the semantic definition. Section 4 proposes semantic queries to
identify issues. Section 5 describes the tool. Section 6 discusses some conclusions.

2 Scenario Template

Leite [7] defines a Scenario with the following attributes: (i) a title that identifies the
Scenario; (ii) a goal to be reached through the execution of the episodes; (iii) a context
that sets the starting point to reach the goal; (iv) the resources, relevant physical objects
or information that must be available, (v) the actors, agents that perform the actions,
and (vi) the set of episodes, smaller task (that could also be described as a Scenario) to
accomplish the goal

Listing 1 and 2 provide examples. The domain used is a farm that grows vegetables,
but it also breeds animals in order to be ecologically self-sufficient as well as profitable.
The goat milking Scenario (Listing 1), describes some basic steps to obtain milk from
the goats. The actors and resources attributes should be used in the episodes, although it
is possible that episodes mention actors and resources not mentioned in these both
attributes due to the iterative construction of the Scenarios. That is, in a first step, some
stakeholder identifies a Scenario describing its title, then other stakeholders describe
the main actors and resources, and finally some other with more knowledge describes
the set of episodes. The Cheesemaking Scenario (Listing 2) is related to the Goat
milking Scenario because the milk obtained with the first Scenario is used to produce
cheese. This relation is showed in the context of the Scenario Cheesemaking and the
goal of the Scenario Goat Milking.

3 Semantic Definition of the Scenarios

This section describes the ontology designed for providing a semantic description of
the Scenarios. Using the proposed ontology, stakeholders can keep using an iterative
and incremental approach to describe the Scenarios, but the ontology will provide
support to identify inconsistencies.

The description uses the main principles of the OWL language [8]. We defined six
main semantic concepts that are described as classes. The first one is the Scenario.
Then, some attributes of the Scenario are also classes: Actor, Resource, and Episodes.
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Finally, there are two different attributes (Goal and Context) that are described with the
same class: Condition. Each of the class concepts has the following intent:

Scenario: It is the core conceptualization in the ontology. It has a title, a data property
defined as a string. Additionally, Scenario includes a Goal and a Context, both of them
are Conditions. The Context is the pre-condition to perform the Scenario while the
Goal is the postcondition. The Scenario also contains actor, resources, and episodes,
steps that could be atomic actions represented by Episodes, or more complex ones,
described as Scenarios.

Condition: It represents a situation, and it is used to describe goals (the desired
situation to achieve) and context (needed situation to allow the execution of the
Scenario).

Actor: It represents the subject that is in charge of the Episodes actions and the owner
of the scenarios.

Resource: It represents the resources that are used in the episodes by the actors.

Episode: It represents each task that the actor performs with some resource. Thus, the
episode is related to an actor, a resource and a verb. Moreover, the episode is related to
a previous episode that must be completed.

Action: It represents the main action of an episode. It is important to mention, that the
semantic representation of the action not only consider a verb, but it could also be a
more complex expression that provides an accurate description of the domain.

Scenario: Goat Milking
Goal: The goat milk is stored in a refrigerated tank.
Context: Goats located at the extraction facility
Resources: goats, refrigerated tanks, milking machine
Actors: farmer
Episodes:
The farmer sets the goat in the milking machine
The farmer extracts milk with the milking machine.
The farmer conducts the milk to a refrigerated tank.

Listing 1. Goat milking Scenario

Scenario: Cheesemaking
Goal: To have cheese to sell and obtain money to run the farm
Context: The goat milk is stored in a refrigerated tank.
Resources: Milk
Actors: Cheesemaker
Episodes:
The cheesemaker curdles the milk with lactic ferments
The cheesemaker adds rennet to the milk
The cheesemaker drains the milk in mussels
The cheesemaker salts the milk
The cheesemaker leaves the milk to refine for 24 h

Listing 2. Cheesemaking Scenario

450 L. Antonelli et al.



Figure 1 shows the different classes and the dependencies between them. The figure
uses the Scenarios described in Listing 1 and 2. The Scenario Goat Milking (Listing 1)
is completely described, while the figure only describes the elements of the Scenario
Cheesemaking (Listing 2) that are related to the first one. That is the case of the
condition “The goat milk is stored in a refrigerator tank”, shared as a goal and a
context. Then, it is important to mention that the actions are complex expressions, for
example: “conducts the milk to,” instead of referring only to a verb.

4 Semantic Queries to Identify Issues

This section describes the semantic artifacts that allow the stakeholders to check
requirements quality attributes as completeness and consistency. These queries should
be checked constantly along with the collaborative definition of Scenarios. Thus, when
some issue is identified, an alert is shown explaining the issue, so that it can be fixed.
The rest of this section describes five semantic queries conceptually and we also
present a SPARQL query definition.

Query 1. Consistency between actors and episodes
All the actors included in the attribute actor of the scenario should be mentioned in at
least one of the episodes. That is, if an actor a belongs to the scenario s, there should be
an episode (or scenario which is an episode of s) that refers to the actor a. Because of
the iterative and incremental description of the Scenarios, it is not necessary to check
that all the actor mentioned in the episodes should be listed in the attribute actor.
The SPARQL query detailed in Listing 3 shows the list of actors that are inconsistent
for the <scenario>. If the query returns an empty list, it represents the lack of actors and
episodes inconsistency.

Fig. 1. Classes and dependencies
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For example, Listing 4 shows a new version of the Cheesemaking Scenario (par-
tially described) that has actors and episodes inconsistency because the actor farmer is
not mentioned in any episode. The query applied to the example will return a list with
farmer.

1. SELECT ?actors WHERE {
2. {<scenario> hasActor ?actor}
3. MINUS{
4. <scenario> hasEpisode ?episode.
5. ?episode hasActor ?actor.}}

Listing 3. SPARQL query to detect inconsistency between actors and episodes.

Scenario: Cheesemaking
Actors: farmer
Episodes:
The cheesemaker curdles the milk with lactic ferments
The cheesemaker adds rennet to the milk

Listing 4. A scenario with inconsistency between actors and episodes

Query 2. Consistency between resources and episodes
All the resources included in the attribute resource of the scenario should be mentioned
in at least one of the episodes. That is, if a resource r belongs to the scenario s, there
should be an episode (or scenario which is an episode of s) that refers to the resource s.
This query is similar to the previous one. The SPARQL query detailed in Listing 5
shows the list of resources that are inconsistent for the <scenario>. For example,
Listing 6 shows a new version of the Goat Milking Scenario that has resources and
episodes inconsistency because the resource horses is not mentioned in any episode.
The query applied to the example will return a list with horses.

1. SELECT ?resources WHERE {
2. <scenario> hasResource ?resource}
3. MINUS{
4. <scenario> hasEpisode ?episode.
5. ?episode hasResource ?resource.}}

Listing 5. SPARQL query to detect inconsistency between resources and episodes.

Scenario: Goat Milking
Resources: goats, refrigerated tanks, milking machine, horses
Episodes:
The farmer sets the goat in the milking machine
The farmer extracts milk with the milking machine.
The farmer conducts the milk to a refrigerated tank.

Listing 6. A scenario with inconsistency with a resource
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Query 3. Completeness with the satisfaction of contexts by goals
A scenario s can be performed if all its conditions described in the context attribute are
contained in the union of the conditions described in the goal of other scenarios. Goals
describe the intended situation (final states, postconditions) while contexts describe the
starting point situations (initial states, preconditions). Thus, the context of a Scenario
should be satisfied with the goals of other Scenarios, in order to be performed.
The SPARQL query detailed in Listing 7 shows the list of conditions (contexts) for the
<scenario> that are not satisfied by any other Scenario. For example, Listing 2
describes the Cheesemaking Scenario, where its context is satisfied by the goal of the
Goat Milking Scenario described in Listing 1. Nevertheless, the context of the Goat
Milking Scenario, is not satisfied with the goal of Cheesemaking Scenario.

1. SELECT ?contextCondition WHERE {
2. <scenario> hascontext ?contextCondition.}
3. MINUS{
4. ?otherScenario a Scenario.
5. ?otherScenario hasGoal ?contextCondition.}}

Listing 7. SPARQL query to detect context and goals completeness.

Query 4. Consistency in the sequence of the Scenarios
A scenario s can be performed if all its conditions described in the context attribute are
contained in the union of the conditions described in the goal of the depending on
scenarios. This query is a complement of the previous query that only checks if some
goal can satisfy a context, while this query checks that a previous Scenario is the one
that should satisfy the goal. The SPARQL query detailed in Listing 8 shows the list of
conditions (contexts) for the <scenario> that are not satisfied by any depending on
Scenario. For example, Figure 1 shows a dependency between Cheesemaking Scenario
on Goat milking Scenario. This dependency is based on some stakeholders who stated
that Goat milking should be done first and after that can be done Cheesemaking.
Considering this dependency, this query tests if the Cheesemaking Scenario context is
satisfied by the goal of the Goat Milking Scenario described.

1. SELECT ?contextCondition WHERE {
2. <scenario> hascontext ?contextCondition.}
3. MINUS{
4. ?otherScenario a Scenario.
6. <scenario> dependsOn ?otherScenario.
7. ?otherScenario hasGoal ?contextCondition.}}

Listing 8. SPARQL query to detect consistency in the sequence of the Scenarios.

Query 5. Completeness in the redundancy of goals
Some scenarios s1 and s2 have the same goal, thus, they should be refined in order to
have different and specifics goals. When a group of stakeholders is collaboratively
describing Scenarios, it is difficult that all of them have a complete understanding of the
whole domain. Thus, when Scenarios with duplicated goals are identified it means that
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two overlapping scenarios are described. The SPARQL query detailed in Listing 9
shows the list of Scenarios that has a duplicated goal with the <scenario>. For example,
Listing 10 and 11 shows a new version of the Goat milking and Cheesemaking Sce-
narios. This new version has the same goal because both scenarios are overlapped. The
last episode of the Goat Milking Scenario overlaps Cheesemaking Scenario, and the
first episode of the Cheesemaking Scenario overlaps with the GoatMilking Scenario.

1.SELECT ?scenarios ?goal WHERE {
2. ?scenario a Scenario.
3. <current> hasGoal ?goal.
4. ?scenario hasGoal ?goal.
5. FILTER(?scenario <> <current>).}

Listing 9. SPARQL query to detect redundancy of goals.

Scenario: Goat Milking
Goal: Obtain cheese from the goats
Episodes:
The farmer sets the goat in the milking machine
The farmer extracts milk with the milking machine.
The farmer conducts the milk to a refrigerated tank.
The cheesemaker producer makes cheese.

Listing 10. Goat milking Scenario overlapped with Cheesemaking Scenario

Scenario: Cheesemaking
Goal: Obtain cheese from the goats
Episodes:
The farmer do goat milking.
The cheesmaker curdles the milk with lactic ferments
The cheesmaker adds rennet to the milk
The cheesmaker drains the milk in mussels
The cheesmaker salts the milk
The cheesmaker leaves the milk to refine for 24 h

Listing 11. Cheesemaking Scenario overlapped with Goat milking Scenario

5 Tool Support

We developed a Media Wiki [9] based application to support the semantic represen-
tation of the Scenarios and the queries to identify issues. Media Wiki is an open source
implementation written in PHP that uses the MySql database engine. Wikipedia and
other projects of Wikimedia use Media Wiki. We have added two extensions: (i) an ad-
hoc collaborative catalog and editor, and (ii) a semantic Media Wiki. Since it relies on
the wikitext format, users with no knowledge of HTML or CSS can easily edit the
pages and the result looks like web pages that users are familiar to. Media Wiki stores
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in a database all the different versions of each page, in a collaborative environment
could be necessary to access a previous version. Another advantage of Media Wiki is
the management of the links between pages. Although the destination of a link does not
exist, the link can also be written and Media Wiki shows it anyway, when the user
clicks the link, Media Wiki allow to create the page. It is a useful feature to connect
Scenarios while they are being described. Figure 2 shows a screenshot of the Goat
Milking Scenario with some report about an inconsistency detected with actors.

6 Conclusions

We have presented a semantic description of Scenarios and a set of semantic queries,
both things implemented in a semantic Media Wiki in order to support the collaborative
description of Scenario. This proposal contributes to identify issues that arise because
of the collaborative nature of the construction. Moreover, the agricultural domain is
very specific because practices vary between different regions as well as their language.
Thus, in order to communicate and interoperate different software systems, it is nec-
essary to unify the knowledge of the different domains. We claim that our proposal
provides an approach to capture the knowledge from different stakeholders and obtain a
shared knowledge through an iterative and incremental process of checking and
improving. This work is supported by the RUC APS project, in which three different
groups of teams participate: IT experts, agricultural engineers and business specialist.
We are using Scenarios and preliminary results are satisfactory. We plan to improve the
scenarios verification developing more complex queries to check internal consistency
between scenarios and we are also working in comparing scenarios with other sources
of knowledge.

Fig. 2. Goat milking Scenario without any reported issue
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Abstract. The growing popularity of social networking platforms and recent
advances in the internet of “things for food” open the way to conceive new
information solutions to assist food consumers in their consumption activities.
This paper deals with an egalitarian and bottom-up approach, where food
consumers and stakeholders of the food supply chain interact to create and share
valuable and reliable food information possibly coming from food instrumental
measurements performed by consumers via smart food things. In particular, we
propose a model of a collaborative network where members manage food
information in a collective and distributed way (in terms of information gen-
eration, validation and delivery). Moreover, we highlight the outcome value of
this new collaborative way of food information management under a consumer
perspective.

Keywords: Food information � Food consumer’s empowerment �
Internet-of-food � Collective awareness � Consumer’s perceived value

1 Introduction

Today’s food consumers need more reliable food information to be aware of the
consequences of choices that they make along their food consumption activities.

Food information is traditionally provided by food producers and/or distributors
through mass media and labels on-package. This way of food information provision is
producer-centered since it tends to satisfy companies marketing-related objective,
rather than consumers’ information needs.

On the other hand, food consumers are increasingly demanding high-quality, safe
and healthy food [1], as they are more and more engaged in food related discussions in
social networks with other consumers. Moreover, they interact with food related
business (food producers, distributors, third parties) in loose, open and flexible ways,
continuously searching for food information transparency along food supply chains.

Recently, the convergence between “Social Networking Platforms” and “Internet of
things” opened the way for a new generation of context-aware systems [2]. The
increasing availability of sensors and mobile devices represent the technological layer
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of a cyber-physical system that is able to provide context-based services to people in a
smart environment [3].

New smart food applications and devices (e.g. “food scanner” or “food sniffer” for
food analysis) suggest that the time is ripe to conceive new approaches to food
information management that would empower consumers and be more responsive to
their information needs.

The main challenge is to exploit the potential of collaboration through ICT net-
works to create a collective intelligence [4]. The basic assumption is that “a large
number of individuals tied in a social network can provide more accurate answers to
complex problems than a single individual or a small group” [5]. Collective knowledge
represents an interesting issue that has been addressed in many research fields [6, 7].
The food sector represents another promising application field. In fact, technological
advances in the so-called Internet of Food (IoF), make possible the development of a
new generation of intelligent food services [8] able to provide context-based food
information to consumers. In particular, IoF can be viewed as a network of food smart
object augmented with sensing, computing (e.g. time-temperature indicators, sensors to
detect food spoilage or bacterial infection, and so on), allowing a fast analysis of food
items.

The consumer’s opportunity to access to more food information and the capability
to exchange opinions and information with other consumers, are gradually shifting the
balance of the competition. The chance to collect more information makes consumers
more powerful, giving them the opportunity to be aware of their food-related choices.
In particular, consumers’ information empowerment, i.e. the consumers’ improved
capability to access, process and share food information [8], is gaining more and more
importance. In fact, the possibility for consumers of “being in control” and “of being
smarter” is crucial to carry out better food-related decisions during their food con-
sumption activities.

This “consumer-centric” perspective of food information management (FIM) opens
new ways in offering value to food consumers, driving some tech companies to enter
the food information market at full steam. These companies offer the opportunity to
exploit benefits new technologies, providing consumers to manage food information
more responsive to their requests for information. In particular, these emerging trends
make possible to design new collaboration networks where consumers and stakeholders
of the food supply chain interact to create and share valuable and reliable food
information.

This work aims to propose a model of a collaborative network where members
manage food information in a collective and distributed way (in terms of information
generation, validation and delivery), leveraging on open food data, IoF-based devices,
and cloud/app-based solution. The model is a tool for researchers and practitioners, to
explore a pathway towards collective food knowledge and information empowerment
for a food consumer community.

Moreover, we propose an analysis of the outcome value of this new collaborative
process of FIM under a consumer perspective that considers an evaluation of benefits
and costs a consumer perceives as the result of the collaborative process when com-
pared with other available FIM processes.
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2 Modeling Food Information Empowerment Network

In a consumer-centric perspective of food information management, we envisage a new
form of collaboration as letting consumers to be more aware during their food con-
sumption activities. This collaboration can leverage on both potentialities of new smart-
food technologies in determining food properties (from a physical, biochemical, and
microbiological point of view), and a cooperative process in fostering collective food
knowledge awareness. The rationale is to let a consumers’ community have the
opportunity to create and share reliable information about food.

In the emerging network, called Food Information Empowerment Network (FIEN),
empowered food consumers collectively manage (generate, verify/validate, and dis-
tribute) information about several aspects (e.g. safety, quality) of food products and
processes. In what follows, we view a FIEN as a collaboration network and we model it
by describing its main endogenous dimensions, as suggested in [9].

2.1 Structural Dimension

This dimension deals with the composition of a FIEN in terms of its constituting
elements and roles performed by these elements.

We identify the following actors and roles in a FIEN:

• Simple Consumer (SC): a community member requesting for information about a
specific food item performance [10].

• Empowered consumer (EC): a community member who provides (in an implicit or
explicit way) some measurements of food item characteristics by means of a smart
food thing (i.e. a device able to catch some signals from food, like infrared emis-
sion, volatile compounds, etc.) and other descriptive data about a food item (e.g.,
date and place of production, batch number)

• Information Broker (IB): an intermediate agent that processes requests from SCs,
receives and controls data acquired by ECs and provide SCs with understandable
(i.e. human-readable) food information.

• Food Analyzer (FA): an agent able to perform a diagnosis on a food item. It could
be assisted by a software tool applying some intelligent methods (e.g. statistical
methods, machine-learning based techniques) to determine food item
characteristics.

• Food Ledger Manager (FLM): a food database manager that receives and organizes
data that comes from the Food Analyzer. Moreover, it provides results to query
formulated by a Collective Challenge Solver.

• Collective Challenge Solver (CCS): an agent playing the fundamental role in the
collective process to generate reliable food information. It leverages on a food
knowledge base and collectively reliable criteria to find the value of the food
performance p shared by all food items that possess the same identity properties i.

• Network Authority (NA): an entity that is in charge to manage the governance of the
FIEN. Referring to the collaborative process, it sets and manages the criteria
adopted by the Collective Challenge Solver to generate food information. These
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criteria are based on a collective interpretation of food item characteristics, in order
to determine to what extent information on food performances are reliable.

2.2 Functional Dimension

This dimension addresses the flows of operations (procedures, processes and methods)
dealing with the operational phase of a FIEN. In particular, we focus on a collaborative
process that allows the consumer community of a FIEN to create and share information
on food performances related to some food items that belong to the same food class.
The assumption that underpins the process model is that the reliability of food per-
formance information can be derived from a collective interpretation of food charac-
teristics information coming from measurements performed by smart food things.

The process consists of the following activities:

A.0.1 Collective Criteria Definition: NA defines the rules (e.g. methods, threshold
values) for collective interpretation of food items’ characteristics.
A.1.1 Request formulation: SC needs for reliable information about a specific
performance p of a food item. SC makes a request r(i, p) to IB, where i is referred to
a set of identity property values (food item descriptive data), while p represents a
specific a performance SC wants to know (e.g. safety). SC transmits request data to
IB through his/her own handheld device.
A.1.2 Request Acquisition: IB verifies if the request can be instantly satisfied by
querying a database containing data on challenges already solved. Otherwise, IB
send a new challenge to the CCS.
A.1.3 Challenge formulation: Do food items with the same identity value i have the
same value of performance p? CCS identifies food characteristics that are needed to
determine p, by leveraging on a a food knowledge base. CCS formulates the query
q(i, c) to FLM in order to retrieve values related to food items sharing the same
identity value i.
A.1.4 Ledger Answer: FLM also provides results to the query q(i, c) formulated by
CCS. Query results consist in a set of values of characteristics c for food items
sharing the same identity value i;
A.1.5 Challenge Solution: CCS analyzes data provided by FLM and verifies whe-
ther the value of p can be calculated by leveraging on collectively reliable criteria
established by the NA. If so, CCS determines p. Ther result is sent to FIB that is in
charge to set-up the solution in a format understandable for R. Moreover, the result
is stored in the solved challenge database. Otherwise, it notifies to IB that the
challenge could not be resolved.
A.1.6 Results provision: IB receives challenge results from the CCS and provides
results to SC in a human-readable form.
A.1.7 Results acquisition: SC receives Food information.
A.2.1 Food Data Acquisition: EC scans a food item by using his/her smart devices
in order to acquire food properties data. In addition to these data, EB also provides
descriptive data on food identity (id)
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A.2.2 Food Data Validation: IB acquires and verifies food data as well as other
interaction context data catched through environmental sensors. It passes the whole
data to FA.
A.2.3 Food Data Analysis: FA performs a diagnosis of the food item in order to
determine the value c of some food characteristics. In particular, it applies some
intelligent methods (e.g. statistical methods and machine learning-based approa-
ches) able to deduce food characteristics. The pair (id, c) is sent to FLM.
A.2.4 Food Data Storaging: FLM collects and organizes data, namely the pair (id,
c), in a database.

In Fig. 1, we provide a BPMN representation of the collaborative process, high-
lighting the contact points between consumers and the back-end process.

2.3 Componential Dimension

Intangible and tangible resources of a FIEN (e.g. information, knowledge, software,
hardware) are taken into account by this dimension. In [11] a three-tier conceptual
architecture for the FIEN has been proposed. This architecture consists of: (1) an
interface layer that enables the user to entry, fetch and process food data; (2) a logic tier
for food data computation and analysis; and (3) a storage layer concerning with food

Fig. 1. A BPMN representation of a collaborative process in a FIEN.
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information storage and retrieval. More details about a FIEN technological are pro-
vided in [11].

2.4 Behavioral Dimension

Along this dimension, the focus is onh policies, principles and governance rules
influencing the behavior of the FIEN members. The NA has a crucial role in managing
network members’ behavior. In particular, the NA plays a dual role as:

• technological intermediary, whose role is to provide the ICT platform including,
front-end and back-end software, security and communication;

• guarantee authority, that is responsible for the “ethical code” and “behavioural
rules” for FIEN members. Moreover, it has an important role in attracting and
selecting new members of the FIEN. It provides a comprehensive governance role,
ensuring behavioural correctness of members’ interactions in the FIEN.

In a FIEN, food information trustworthiness depends on the consumers’ reliability
on instrumental measurement, food data analysis techniques and security of informa-
tion flows. The NA takes on the burden of building consumers’ trust by defining the
following aspects:

• cooperation agreements: the NA must guarantee the effectiveness and correctness of
the measuring instruments adopted by the ECs. Therefore it should make collab-
oration agreements with smart things producers in order to define a set of certified
and guaranteed FIEN platform tools.

• obligatory behavior: define rules and principles that are mandatory to be followed
inside the FIEN. This comprises the definition of the collectively reliable criteria
that are applicable to generate new food information, the definition of authorization
profiles within the platform as well the definition of operational and managerial
processes within the FIEN.

• constraints and conditions: ensuring transparency throughout the whole process of
generation and sharing of food information and define the degree of restriction on
the use of intellectual property of FIEN.

3 Consumers’ Value of FIM

The multifaceted nature of food consumption makes the outcome of a FIM process
extremely valuable to a consumer [1]. From a consumer perspective, the FIM outcome
value is the ultimate trade-off between benefits and costs a consumer perceives as the
result of his/her interaction with the FIM process and the involved community.
Benefit/cost assessment varies from a consumer to another as it is affected by con-
sumer’s attributes (knowledge, food related values, experiences, attitudes). In what
follows, we present a FIM outcome value framework consisting of the following
factors and components:
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Utility Benefits. They refer to the overall utility of the information that a consumer
acquires when interacting with a FIM process. Here, we refer to this utility as a measure
of the impact on consumer’s food-related decision-making, brought about by the
variation that occurs in consumer’s assessment of a food product/service, because the
interaction with the FIM process. Two entities play a crucial role in determining utility
benefits:

(a) Content: a set of information ‘cues’ that are exchanged between the consumer and
the FIM process during the interaction. They may be declarative, as they describe
and specify food quality attributes, or procedural, as they concern with food
consumption activities. The main value factor is the content relevance that
establishes how much impact the “what” is exchanged has on a consumer’s food
decision process. Content relevance sub factors are topicality, accuracy, depth,
scope, clarity, organization, and format of the information exchanged [12].

(b) External Context: a set of characteristics of the situation (food presence, place,
time, food consumption activity, social relations, etc.) in which the consumer
interacts with the FIM process. The main value factor is situation relevance that
establishes how much impact the “how”, “when”, and “where” of the interaction
has on a consumer’s food decision process [8]. It may be defined as the extent to
which information content is required to be specified to practical matters of the
current situation.

Sociocultural Benefits. They concern with the satisfaction of consumer’s sociocultural
needs through the consumer participation at the FIM community formed by other
consumers and food chain stakeholders. Participation at the community brings a wealth
of food cultural knowledge (including beliefs or practices), social norms, food literacy,
as well as challenges that occur in consumer daily lives, e.g. credibility of food
information sources. Main value factors are:

(a) Sociability of the FIM community. It affects satisfaction of consumer needs of
personal connectedness and relationships with other consumers and food chain
stakeholders;

(b) Trustworthiness of information sources in the FIM community. It affects con-
sumer assessment of the reliability of the information content that FIM provides;

(c) Transparency of the FIM process. It affects satisfaction of consumer needs of
information empowerment and information asymmetry reduction [13].

Costs. They refer to consumer’s physical and cognitive efforts that a consumer needs
to interact with the FIM process or community, such as time, inconvenience and
comprehension of food information. These efforts may be of two types:

• Personal burden. It refers to the amount of efforts a consumer has to put into
interacting with a FIM process to get food information for personal use;

• Collaborative burden. It is the overload of efforts due to the participation to a
collaborative FIM process.
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In what follows, we apply the above framework to highlight main factors of the
outcome value of FIM processes belonging to three broad classes: conventional FIM,
social FIM, and collaborative FIM based on a FIEN.

In conventional FIM, consumers obtain food information through traditional
channels like labels, radio, newspapers and television. The information content pro-
vided is:

• massive and generic, i.e., unable to meet specific consumer needs,
• limited, in terms of information amount and time-space availability,
• biased, as it is often directly provided by manufacturers or sellers who might

emphasize some food properties, due to business oriented purposed.

As a result, consumers are sceptical, and they often ignore the information provided
or perceive it as misleading. Moreover, they express concern about the information
truthfulness and do not perceive any social benefits [14].

Social FIM uses internet-based technologies (the so-called web 2.0, including
mobile apps and social media) for sharing information and overcoming some limita-
tions of conventional channels [15, 16]. In social FIM, consumers group together in
communities around a collective goal and contribute to the creation and distribution of
food information, but they rely on third parties (e.g., forum moderators, food bloggers,
recommender systems) that control the FIM process [17]. Consumers may access:

• a larger amount of information;
• tailored information, according with consumer’s profile and use;
• in-time and in-place information.

However, beyond these advantages, utility and sociocultural benefits remain limited
by the lack of a verification and validation of the food information shared by consumers
[18].

In collaborative FIEN-based FIM, social and IoF technologies enable a cooperative
process focused on promoting collective food knowledge and awareness. Through such
a process, food consumers may share food information originated from scientific
instrument measurement of food properties. This type of FIM is still to come and it has
been envisaged in this paper.

Even if it results in collaborative costs, as it engages a consumer in providing or
validating information, collaborative FIEN-based FIM provides significant utility and
social benefits. Food information based on scientific data, coming from in-context
smart food things, could assure higher accuracy and depth, more correct scope, and
specified for in-context food items. In addition to that, the collective validation process
could enhance consumer trust in food information sources.

Table 1 summarizes significant characteristics affecting the consumer’s value of the
three types of FIM above discussed.
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4 Conclusions

Conventional ways to provide food information have proved to be inadequate to satisfy
today’s food consumers’ needs. In this direction, we have introduced a collaborative
approach that offers to food consumers the opportunity to be more food aware and to
carry-out more informed food-related decisions. This approach relies on a collaboration
network where consumers manage food information in a collective and distributed
way. The resulting collective food awareness would contribute to make vanish many
“problems” linked-up with information asymmetries, driving consumers towards a
greater consciousness about environmental, social and health-related issues.

Moreover, we highlighted the consumer’s value of this new way of food infor-
mation management by making a comparison with current ways of food information
provision to consumers.

Table 1. FIM valuable components to assess the consumer’s value of three types of FIM.

Valuable
components

Conventional
FIM

Social-based
FIM

Collaborative-based
FIM

Content
information

- Static, limited in
amount, massive, and
generic

- Consumer tailored -Consumer tailored
-Based on scientific
data

Contextualized
provision

- No
contextualization

- In-time and in-place - In-time and in-place
- Tailored on
consumer’s food
activity
- Specific for in-
context food items

Community
engagement

- Consumer’s
information
understanding and
contextualizing

- Seeking and
evaluating channels
and sources
-Contextualization
efforts
- Reduced cognitive
effort for consumer’s
tailored information

- IoF device
interaction
- Reduced cognitive
effort for consumer’s
tailored information
- Reduced cognitive
effort for context
tailored information

Personal
burden

- Passive receptivity
of contents
- Information source
limited to producers
and distributors

- Strengthening social
relationships
- Information flows
controlled by third
parties
- No verification
process

- Strengthening social
relationships
- Consumer
empowerment
- Information based on
scientific evidences
- Information
collectively validated

Collaborative
burden

- No costs - Participation in
community activities

- Participation in
providing and
validating food data
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Abstract. Big data is a concept that has changed the way to analyse data and
information in different environments such as industry and recently, in agri-
culture. It is used to describe a large volume of data (structured or unstructured
data), which are difficult to obtain, process or parse using conventional tech-
nologies and tools like relational databases or conventional statistics, in a rea-
sonable time for their insight. However, Big Data is applied differently in each
area to take advantage of its potential and capabilities. Specially in agriculture
that presents more demanding conditions due to its inherent uncertainty, so Big
Data methods and models from other environments cannot be used straight away
in this area. In this paper, we present a review/update of term Big Data and
analyse the evolution and the role of Big Data in agriculture outlined the element
of collaboration.

Keywords: Big Data � Smart Farming � Precision Agriculture

1 Introduction

Agriculture has been a sector with few influences of new technologies, such as Internet
of Things (IoT), Cloud Computing or Big Data. Indeed, advanced technologies for data
like Big Data or Advanced Data Analysis have not been used until the last decade,
although it has always been an area focused on the use and exploitation of data (manual
data management in its origins).

Recently, the modern technologies have been introduced in agriculture and it raised
new concepts such as Smart Farming. This new concept has burst in to stay and banish
old terms like Precision Agriculture. Also, these technologies make the old procedures
(re)adapt and new automatized procedures emerge for improve daily management
farming and increase collaborative networks between stakeholders.

Therefore, the main contributions of this paper are: the literature update of term Big
Data, the proposal of an actual review of Big Data in Agriculture, a description of
evolution of Big Data from its origins towards nowadays, and the role of Big Data in
collaborative networks.

In order to write this paper, we searched well-known databases, such as Scopus or
Elsevier. Searching has focused on most relevant articles to the area of Agriculture
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research describing or using Big Data. In this way, we used the following search
keywords: [“Precision Agriculture” OR “Smart Agriculture” OR “Precision Farming”
OR “Smart Farming”] AND [“Big Data”] Also, the research has been carried out since
the year 1980–1990, when the terminology of old term (Precision Agriculture) is
already used, until now, when the use of new term (Smart Farming) has spread. Our
analysis is divided in two stages: (1) providing a review and an update of term Big
Data, and (2) summarizing evolution of Big Data in Agriculture highlighting the aspect
of collaboration. Therefore, this paper is organized as follows. In Sect. 2, a review of
overview in Big Data are detailed. An evolution of Big Data from Precision Agriculture
towards Smart Farming and its implications are described in Sect. 3. Finally, in Sect. 4
conclusions of this paper are exposed.

2 Big Data: An Overview

The term Big Data was coined by Cox and Ellsworth in 1997 [1]. And that term was
used to describe a problem they observed: “data sets are generally quite large, taxing
the capacities of main memory, local disk, and even remote disk”. The supercomputer
they used for their Computational Fluid Dynamics research often generated large
amounts of data (could exceed 100 Gbytes) that could not visualize or process.

However, the concept Big Data does not refer only to the amount of data. As can be
seen in his characterization in 2001, Laney [2] provided Big Data with 3 dimensions:

– high Volume (V1): Size of data. The important increase in data size.
– high Velocity (V2): Real-Time data. It has also increased the speed of data gen-

eration. This means that their access and analysis must be within a reasonable time
to take advantage of this data. That is to say, the data not only must be available
immediately, moreover data must be analyzed while data is useful and relevant.

– high Variety (V3): Muti-source. There is a wide variety of structured or unstruc-
tured data sources.

These three dimensions are focused on the storage and processing of data, but there
is a lack of analyze the data. Subsequently, in 2012 Laney [3] added two dimensions:

– Value (V4): Insight. Extract knowledge from the data.
– Veracity (V5): High Quality. The data must be reliable.

The Table 1 quantifies in numerical data the meaning of the 5 V’s. In the table it
can be noticed that Big Data is more than huge data, also it is different kinds of data,
streaming data and data quality. Standing out the significance of last two V’s, because
they play an important role in decrement corporate earnings due to, for instance, the
expenditures for poor data quality and its inadequate management. Specially veracity,
because without it; Big Data is less accurate, confidence, consistent or reliable. By this
way, inconsistent and unreliable data sets will result in inconsistent and unreliable
knowledge [4].
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Therefore, as Laney indicates: “Big data is high volume, high velocity, and/or high
variety information assets that require new forms of processing to enable enhanced
decision making, insight discovery and process optimization”.

After Laney, the definition of Big Data was unified and most used the character-
ization of Big Data in dimensions to define it. Such is the case of NIST [6], IBM [7]
and Oracle [8]; which uses 5 V’s, only uses 3 V’s, and focuses on the challenge of
traditional databases, respectively. According to this, the authors’ definition is, Big
Data is an effective way to store, process and analyse large amounts of data that are
generated nowadays according to business needs.

The Big Data applications are many, such as healthcare [9] to provide better
medical attention to the patient; governments organization [10] to controlled gover-
nance dynamics, industry [11] to opens a bright perspective for smart manufacturing or
agriculture [4] to improve the productivity in farms or crops.

3 Evolution of Big Data in Agriculture

Agriculture sector was delayed in introducing new technologies such as IoT or Big
Data. The IoT concept in agriculture appears for the first time in studies dating from
2010 [12] and it is described as a wireless automation system by monitoring crop and
farm data [13]. And Big Data concept in agriculture appears in decade of 2010s and it
is described using characterization of 5 V’s [14]. Agriculture has always been focused
on data. In fact, farmers have always collected amounts of data on their crops and soils
for its daily management. That data collection was initially manual and, later, it was
automated, until our days is fully automated thanks to the IoT [15].

The use of new technologies in any area, is associated with the appearance of new
terms, and in the case of agriculture, two terms must be highlighted: Precision Agri-
culture and Smart Farming.

Table 1. Quantification of meaning of the 5 V’s [5]

Volume
Size of data

Variety
Multi-source

Velocity
Real-time data

Value and veracity
Insight and high
quality

90% of today data
has been created in
last 2 years
Every day we create
2.5 quintibillion
bytes of data
Facebook has 1 petta
bytes of storage

90% of
generate data is
unstructured
80% of data is
video, images and
documents

216.000 Instagram
posts/every 60 s
204.000.000 email
sent/every 60 s
50.000 GB/s is the
estimated rate of global
Internet traffic

Poor data
quality cost business
600 billion a year
30% of data
collected by
marketers are not
usable
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3.1 Precision Agriculture

This concept is special, because over the years it has undergone a change in its meaning
and use. Precision Agriculture was presented for the first time in the late 1980s [16],
when new Information and Communications Technology (ICT) in agriculture were not
yet developed. But it was not until 1990s, when the application of this term began to
appear in scientific studies.

At the beginning, in mid 1990s, Precision Agriculture was based as the management
of crop, for instance, targeting of fertilizers and herbicides, according to locally deter-
mined (‘meter-by-meter’) requirements, that is to say, precision refers on geolocated data
of soil and crop parameters [17]. After ten years, in 2000s, farmer was used complex data
such as images or photographs. Detailed spatial information like digitized aerial pho-
tographs on crop is needed for controlling crop operations. In this case, Precision
Agriculture refers to the application of geospatial technologies (like Geographic Infor-
mation System, GIS) that allowing farmers access and visualize to images that influence
their decisions for the purpose of improving crop performance [18]. Finally, in decade of
2010, as a result to the emergence of IoT and Big Data, everything was based on mon-
itoring data in real time and management of large amount of data that it generates.
Furthermore, the concept of Precision Agriculture that is known and used nowadays, is
defined as management of agricultural plot by monitoring, data processing and inter-
vention of crops to optimize the consumption of resources and provides the farmers an
added value of decision making for exploitation daily operations and management. [19].

The Fig. 1 below, shows the evolution of concept Precision Agriculture over the
years. As times goes by, it can be observed that in decade of 2000 in agriculture only 2
of the 3 dimensions that were characterized at that time were used. Volume (V1) and
Variety (V3) were being used with the introduction of the use of images, because it was
possible to have data sources of different types and, in addition, a large size of data was
collected. However, Velocity (V2) was not achieved, because data not collected in real
time, although sending of the complex data like images were faster than in previous
times, it was collected quasi real time not full real time. In fact, it was not until the year
2010, when the Velocity (V2) was achieved, thanks to the monitoring with sensors the
sending and acquisition of data in real time.

Fig. 1. Evolution of Precision Agriculture
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3.2 Smart Farming (Smart Agriculture)

Recently, we have get used to see word Smart associate to other words like city (Smart
City), industry (Smart Industry), health (Smart Health), etc. The fast proliferation of
Smart applications in multiple sectors, is mainly due to the existence of calls for
proposals of European Union’s Research and Innovation funding programme such as
FP7 (first Smart was Smart City) or current programme Horizon 2020 (Smart Trans-
port, Smart Energy, Smart Farming, Smart Agri-food, etc.).

The term Smart Farming emerges after the concept Precision Agriculture and both
are inherently related. At the beginning of 2010s, the term Smart Farming [20] began to
be used to refer to that new advanced definition of Precision Agriculture. The aspect of
precision (location/geolocation data sent by satellites) disappears, and it materializes on
aspect of Smart (real-time data sent by smart sensors - IoT architecture, which high-
lighted for their ability to communicate its data). In agriculture sector, many Smart
Farming applications supports a large amount of heterogeneous real-time data sent by
sensors. [21] This kind of data is considered Big Data with 5 V’s, because the term
Smart assumes the challenges of last two V’s: insight and high-quality.

Another aspect relevant in this new term is collaboration. In Precision Agriculture
farmer is the main figure or responsible of data and has his own local database system
(1980–2000) that he does not share with other farmers, suppliers, etc. New technolo-
gies as a Big Data, IoT and Cloud Computing (after 2000), have been able to increase
collaboration quickly, because the data is in cloud database systems that can be shared
and this real-time data that help to accelerate decisions making. Consequently, decision
making be able to include more interlocutors. Everyone can visualize the same data
(although each kind of stakeholder sees the information in a different way according to
their knowledge). In addition to collaborating in decision making, the information runs
between all of them in a connected way, that is, the isolated farm becomes a connected
farm [22]. The idea of connected farm that appears in Smart Farming, is the funda-
mental vision of collaborative systems in agriculture. The role played by Big Data in
the connected farm is of vital importance and, as already mentioned, it has to assume
the challenge of the last two V’s. Both daily decisions and strategic decisions of the
farm, it is necessary to have adequate information extracted from the data (remember
that depending on the stakeholder the information must be presented in a different way)
- this is provided by Value; and also, the information has to be of quality (poor data can
cost wrong decisions) - this is provided by Veracity. And, the role played by IoT in the
connected farm is also relevant, mentioned in [15], for instance, FIspace [23] (Euro-
pean business-to-business collaboration IoT platform – belongs to FP7) can exchange
data or use shared and customizing solutions with minimal costs to help small or
medium sized companies.

The Fig. 2 below, adds the evolution of concept Smart Farming in Fig. 1 previous.
It can be observed that in decade of 2010 Smart Farming consumes Precision Agri-
culture, and it incorporates the last two V’s (Value and Veracity). Moreover, this aspect
of the transition makes it enhancer faster the collaboration between stakeholders.
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As an example of Smart Farming application is Agricolus. This system uses IoT
(crop and soil monitoring), Cloud Computing (process data in cloud), and Big Data
(farm management and decision support system for treatments and fertilizers) [24]. And
data process of solution is similar to Big Data process. In Big Data, the first step is to
capture and save the data - V1, V2 and V3 - (in Agricolus the recollected data provided
by sensors), the second step is to prepare and transform data - V5 - (in Agricolus the
store data is converted in data quality) and, finally, the third step is to analyze the data
and act (in Agricolus the data is analyzed and visualized in application to support
decisions about agricultural operations). Each of the phases of Big Data process pre-
sents challenges, mainly the second step (data preparation and transformation). For
instance, this step requires 80% of effort and time, due to the particularities of any
dataset (different formats, missing values, duplication of data, …) and its subsequent
cleaning, selection and transformation to value data [25]. To reduce this time, could
automate data preparation in field of agriculture with a tool such as START (Soil daTA
Retrieval Tool) [26]. It was designed to automated preparation of soil input data files
for multiple crop models. This tool consumed about 33% of time compared with 80%
of time in manual preparation. However, they do not mention that automatization must
be without lost data quality - V5.

Fig. 2. Evolution of Smart Farming
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4 Conclusions

This paper has defined Big Data for characterization of 5 V’s (Volume, Velocity,
Variety, Value, Veracity) and we have provided a more up-to-date and simple defi-
nition of the term. Also, we have updated concepts of Big Data in agriculture, for that
purpose we have explained the evolution of new technologies focused on data in
agriculture. Finally, we have described collaboration as another aspect of Big Data
application.

Without being aware of it, the Big Data approach has always been present in this
sector. On a daily basis, large amounts of data are collected and analysed in crops or
soils. Before the arrival of digital transformation and TICs, many of these procedures
were done manually and only the farmer was responsible for the data and decisions.
But nowadays, everything is automated, and the farmer is part of a collaborative
network. Moreover, agriculture is to be congratulated, research and innovation in this
field is being encouraged from the EU Framework Program called Horizon 2020. For
instance, IoF2020 explores the potential of IoT for food and farming industry [27].

To conclude, we have observed that Smart Farming is more collaborative than
Precision Agriculture, and only with new technologies as Big Data (5 V’s) and IoT,
connected farms is a reality. In addition, the future with automatized tools for data
preparation or new concept Data Lakes (repository of structured and unstructured big
data) present new challenges such as quality and ethics in data and overload of
information.
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Abstract. Processing biomass requires four major steps (pretreatment, fer-
mentation, separation and purification) achieved by dedicated plants called
biorefineries. These highly specialized structures cannot cope with the high
variability of the whole biomass supply chain. Thus, providing agility to
biorefineries is a key challenge to foster biomass processing. The goal is to
design a virtual biorefinery as a collective network supported by the servitization
of unit operations and the reuse of existing devices. In this regard, the first step
described in this paper aims to gather and organize knowledge about a given
local area (stakeholders, services) and the existing transformation process
operations (inputs, outputs) through a framework. To this end, two metamodels
are proposed: one to collect and structure the required information about the
local area; one to organize the knowledge about the transformation processes.
Their use is illustrated by a use case provided by a municipalities community
located in South-West France.

Keywords: Servitization � Biomass � Collaborative network modeling �
Collaborative process � Industry 4.0

1 Introduction

Biomass requires dedicated transformation processes, depending on the biomass type,
quality, purity (and even quantity) and also on the targeted bioproduct. These processes
operate under high-specialized conditions, where each process step requires specific
equipment (specific operating methods and specific unit operations). At the plant level,
biorefineries are standalone plants dedicated to a specific biomass transformation
process. Thus, biorefineries are not able to face the variabilities regarding supply and
demand as well as the biomass variety. The challenge, as underlined in [1], is to bring
agility to the biorefinery system to foster biomass processing.

In this sense, the research works presented in [2] aim to decentralize the biomass
process through a virtual biorefinery. The virtual biorefinery concept lies on the short-
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term collaboration of different stakeholders, each one achieving one or several steps of
the transformation process. This collaboration enables low coupling among the process
steps in order to adapt the biomass processing when a change occurs (supply, demand
etc.). Besides, leaning on the reuse of existing equipment and/or plants would avoid
investments into physical structures dedicated to a given process. To achieve this goal,
a servitization framework is required to help the stakeholders to describe their activities
with a product-service strategy. This paper focus on the developed approach to support
the servitization of the stakeholders involved into this collaborative biomass
processing.

The paper is structured as follows: the next section highlights the state of art of
servitization for biorefineries. Section 3 describes our proposal to support the serviti-
zation of biomass processing stakeholders (farmers, chemical plants, etc.). Section 4
illustrates the proposed servitization framework with a use case provided by a
municipalities community located in South-West France, before addressing the further
work to be done and concluding.

2 State of the Art of Servitization in Biorefineries

The servitization concept emerged in the late 1980s under an uncertain industrial
context marked by: a strong competition between companies in the global market
place; a raise of product customization to satisfy customers changeable needs; the
constant evolution of technologies. Since its first definition as “bundles’ consisting of
customer-focused combinations of goods, services, support, self-service, and knowl-
edge” [3], it has been a growing interest for this topic, for the researchers and the
industrials [4]. By adding different levels of services such as base (spare parts),
intermediate (maintenance, training) and advanced (contract) to an initial physical
product, servitization affects the whole industry from the marketing department to the
production workshop.

The description of the actors’ services is part of a Product-Service System
(PSS) strategy. As a servitization specification, the PSS differs by taking into consid-
eration the life cycle of the integrated product and service offering. [5] classifies the
PSSs into eight categories according to four main dimensions: market value for the
user, costs for the provider, capital needs, and ability to sustain value in the future.
Based on this classification, the agile biorefinery tends to be close to the result-oriented
category of PSSs (within the functional result subcategory). Indeed, this is the capa-
bility (the capabilities) (i.e. one or more services) proposed by each actor into the
collaboration that is (are) involved to fulfill one (or more) step(s) of the biomass
transformation according to the targeted objective. However, the PSS was determined
for the manufacturing sector by focusing how the company creates added value. In this
approach, the transformation process of the matter with all its constraints is not taken
into account. Therefore, it has to be adapted in the context of a biorefinery.

As mentioned earlier, this paper focuses on the servitization to support the col-
laboration which is the core concept of the virtual biorefinery. Regarding the domain of
virtual enterprises, that are defined by [6] as “temporary consortium of enterprises that
join skills and resources, supported by computer networks, to better respond to a
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business opportunity”, they lean on existing frameworks to implement servitization. [7]
’s studies have developed a methodology based on Model Driven Service, which is
based on Model Driven Engineering, that contains all the phases of the service life
cycle (requirements, design, testing and implementation). This approach aims to sup-
port the shift from a production focused on the product towards a production focused
on a service-oriented strategy for virtual manufacturing environment. Besides, [8]
propose a framework organized along three dimensions: extended product, service
typology and service innovation organization. Combined together, they help companies
to determine their servitization position. This framework was tested in several com-
panies, which want to move towards the service-oriented virtual enterprise: a machine
tool manufacturer, a TV manufacturer and a clothing manufacturer. These frameworks
apply particularly to manufacturing companies.

Regarding the chemical industry, there are fewer examples of servitization com-
pared to the manufacturing domain. But it is important to note that the ongoing trend in
the chemical industry area is to shift from a high volume in mass production towards
custom products. This customization trend changes the companies’ business models to
more innovative ones. [9] show that three types of business models encourage servi-
tization in chemical industries. Chemical Product Services (CPS) gives priority to the
sale/use of chemical product-service bundles. Chemical Management Services
(CMS) leans on long-term contract policy between customers and suppliers. For
instance, PPG, a company specialized in wastewater treatment, is paid according to the
amount of cleaned water. Chemical Leasing makes available chemicals for service and
ensure their maintenance instead of selling them. Among these three business models
promoting servitization, the most widespread is CMS [9].

It is interesting to underline that in the literature related to this business area,
servitization is studied from the company strategy point of view (macro scale). There is
a lack of framework to support and guide servitization of the transformation process
(meso scale), especially for biomass transformation process. The next section presents a
proposal of such a framework.

3 A Framework to Support Servitization of Biomass
Transformation Processes

3.1 Collaborative Situation Characterization

The first step is to define the collaborative situation: stakeholders, targeted bioproduct,
available biomass, etc. To this end, a meta-model structuring the knowledge is nec-
essary, as detailed in [2]. This meta-model dedicated to the biorefinery is based on the
CORE meta-model [10]. This meta-model is structured around four families of con-
cepts: the context (the environment of the collaboration), the actors (the partners of
collaboration), the objectives (the purpose of the collaboration) and the performance
(assessment of the collaboration based on Key Performance Indicators). An enhanced
version of the concepts of the first version of the virtual biorefinery meta-model is
proposed here (Fig. 1).
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In the context package, the deposit concept is crucial. It complies with a sector logic
as wood sector, agricultural sector, etc. It takes into account the biomass which is
characterized by its intrinsic physical and biochemical properties, by a seasonality and
by a crop rotation. Besides, the geographical area where the deposit is located has a
specific pedology, topography and climate where a type of production (intensive,
extensive, organic) is realized. Finally, the deposit concept integrates the goods concept
that includes the roadways to access to the deposit. Finally, people and institutions
concerned by its exploitation are also considered.

In the objective package, the biomass processing is the main goal to reach. It
produces bioproducts and have to meet market opportunities. However, impact factors
about technology, finance, society or environment can affect positively or negatively
the main goal.

In the partner package, each stakeholder of the collaboration is called an actor.
She/he provides one or several services that requires resources. The whole collabo-
ration is orchestrated by a Mediation Information System (MIS).

The performance package consists on assessing the collaboration, thanks to Key
Performance Indicators (KPI). Relevant KPI lean for instance on the sale of use
performance for each actor and the overall performance. The services generate exter-
nalities, positive or negative for the environment (e.g. pollution, reforestation) and the
society (e.g. job creation, economic decline).

Thus, the meta-model contains concepts about the whole collaborative situation. The
instantiation of the meta-model into a model is made with data about the stakeholders,
the availability of biomass on the studied territory or the targeted bioproduct, etc. All of

Fig. 1. Meta-model of collaborative situation for the virtual biorefinery.
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these data can be gathered either manually or automatically. Indeed, in the area of
Agriculture 4.0, the amount of emitted data regarding farms, weather conditions, crops,
etc. is exploding. Based on these data, information regarding (for example) the biomass
valorization opportunities can be inferred based on weather conditions, etc. to feed the
model of the virtual biorefinery.

This gathered knowledge about the collaborative situation is essential to define the
collaborative transformation process, that will be performed by the virtual biorefinery.
Nevertheless, additional knowledge is required in order to choose the relevant trans-
formation process (from a chemical point of view), given the biomass characteristics
and the bioproduct identified through the virtual biorefinery model.

3.2 Biomass Processing Knowledge Organization

The second step of this servitization framework aims to structure the knowledge
required to identify the chemical process involved into the biomass processing.

Lignocellulosic biomass processing can be seen as a four major step process:
(i) pretreatment; (ii) conversion; (iii) separation; (iv) purification. Biomass pre-
treatment is crucial for the next process phases. Indeed, in this step the structure of the
biomass is modified to make sugar accessible from lignin, cellulose and hemicellulose.
The next phase is the biomass conversion into building blocks (C2 to C6 sugars). It can
be achieved in different ways: chemical, bio chemical, thermochemical. These building
blocks are the bases to design bioproducts, bioenergy and biofuel. Finally, separation
and purification refine the output to fit with the customer’s requirements. Each major
step is composed of sub-process or unit operations which are specified according to the
input biomass characteristics and the targeted bioproducts.

Given this background, the minimal required knowledge about the chemical pro-
cess is, for each major step (respectively each sub-process or unit-operation): input
(biomass, intermediate products; output (intermediate product, final product); operating
conditions. As there is no knowledge base organizing the knowledge about existing
processes for biomass transformation at the required level of abstraction, an additional
meta-model is proposed to this end, based on the SADT-IDFE0 diagram notation.
SADT-IDEF0 offers a degree of details which is relevant regarding the above-
mentioned needs. An example of such a model is detailed in Sect. 4.3.

This knowledge base can also embed additional knowledge regarding the matching
between the services proposed by the actors and the required process steps (sub-
process, unit operation), as Montarnal et al. [11] propose in their research work
regarding the manufacturing industries. Each process, sub-process and unit operation is
therefore seen as an objective that an actor service (or a set of actors’ services) will
fulfill. This way, the required knowledge about services is structured and ready to be
used to deduce a relevant collaborative transformation process.
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4 Case Study

4.1 Case Study Presentation

Two municipalities communities from the French department of the Landes (Com-
munauté de Communes Coeur Haute Lande, and Communauté de Communes de
Mimizan) look for solutions to recycle green waste. The lignocellulosic biomass is
abundant and diversified within their territory. The characterization of these two local
territories using the presented framework will support the identification of the existing
stakeholders and of their related services to meet these opportunities to valorize local
biomass. Besides, this knowledge will also be used to design the collaborative process
treatment, performed by the virtual biorefinery.

4.2 Instantiation of the Metamodel for Collaborative Situation

To instantiate the metamodel, stakeholders able to play a role in the biomass processing
were identified. Then, semi-directive interviews were organized according to an
interview guide. These interviews focused on the following topics: business environ-
ment, role in green waste processing, existing or possible partnership with a company
inside or outside the territory, positive impact of the activity (for the stakeholder, for
the territory). The objective is to understand the environment in which these actors of
the biomass area evolve. These interviews also helped to determine the existing
constraints.

4.2.1 Instantiation of the Context Package
The instantiation of the context (Fig. 2) reveals that on these local territories the green
waste deposit involves two parts of green waste: woody and non-woody. Each of them
owns a specific density, humidity and seasonality.

About 15,000 tons of green waste are available in these territories. Different
institutions (cities, local authorities, consular organizations) are involved in this recy-
cling initiative as well as the citizen association “SAS Energie Citoyenne Haute
Lande”.

4.2.2 Instantiation of the Partner Package
Different types of actor (public entity, farmer, environment service provider) are able to
provide services to perform a step of the transformation process. The instantiation of
the partner concept shows that a process activity can be realized by different actors,
such as the composting step that can be performed by the Communauté de Communes
Coeur Haute Lande, Mimizan, VEOLIA or RTE (Electricity Transmission Network)
(Fig. 3) or such as the shearing (performed by citizens or the local authority).

Resource used by the actor will differentiate the actor’s service. But it will be
necessary to define functional and non-functional requirement (price, delay, reputation)
to sort services in case of competition.
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Fig. 2. Instantiation of the context package.

Fig. 3. Instantiation of the partner package: example of the RTE actor.
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4.2.3 Instantiation of the Objective Package
Regarding the instantiation of the objective package concepts, Fig. 4 highlights that the
main objective ‘composting biomass’ meets different opportunities, which represents
sub-objectives. The main objective (i.e. the targeted bioproduct) is “biogas fuel” and
“standard compost”. In this study case, the identified impact factors have a positive
impact on the collaboration objective.

4.2.4 Instantiation of the Performance Package
The performance to be reached by some stakeholders as the SIVOM (Fig. 5) and the
farmers is determined by contract. These services generate positive externalities as job
creation (the creation of a new job for compost quality control), or additional revenues
linked to the compost sale.

4.3 Knowledge Base for Chemical Process Involved in the Composting
Processing

In addition to the model representing the knowledge about the collaborative situation, it
is now necessary to collect and organize additional knowledge about the composting
process and the matching services. To gather knowledge about the generic composting
process, we leaned on dedicated handbooks, such as [12]. The model obtained in the
Fig. 6 represents both the composting process as (sub-)objectives, and the proposed
actors’ services matching these (sub-)objectives.

Fig. 4. Instantiation of the objective package.

Fig. 5. Instantiation of the performance package: example of the SIVOM contract.
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5 Perspectives and Conclusion

Biomass processing is subject to several constraints to the structural level (i.e. biore-
finery) and to the process level generating high variability in biomass supply and
bioproduct production. This is the reason why it is necessary to bring agility to the
entire system in order to improve the biomass transformation process. In this per-
spective, the “virtual biorefinery” concept enables the collaboration between the
stakeholders of the biomass processing. It is based on services provided by the actors to
fulfill one or more steps of the process biomass treatment. Thus, this paper presents a
servitization framework composed by two meta-models. The first meta-model aims to
characterize and structure the knowledge about the collaborative situation according to
the environment, the partners, the objective(s) and the performance, with data collected
manually or with sensors. It is coupled with a second meta-model to structure the
additional knowledge about the biomass transformation processes. As presented in the
case study, the instantiation of these two meta-models provides the necessary knowl-
edge to establish a collaborative biomass transformation process. On a short-term
perspective, the next step of these works is to choose and implement the algorithm to
design the collaborative transformation process. The competition among several ser-
vices fulfilling the same objective has to be considered: the use of functional and non-
functional criteria may provide a way to choose the most relevant option.

Acknowledgments. These research works are funded by the French Research Agency
(ANR) regarding the research project ARBRE [Grant number ANR-17-CE10-0006], 2017-2021.
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Fig. 6. Composting process description using a SADT-IDEF0 inspired meta-model.
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Abstract. Simulations help to understand and predict the behaviour of complex
phenomena’s, likewise distributed socio-technical systems or how stakeholders
interacts in complex domains. Such domains are normally based on networked
based interaction, where information, product and decision flows comes in to
play, especially under the well-known supply chains structures. Although tools
exist to simulate supply chains, they do not adequately support multiple
stakeholders to collaboratively create and explore a variety of decision-making
scenarios. Hence, in order to provide a preliminary understanding on how these
interaction affects stakeholders decision-making, this research presents an study,
analysis and proposal development of robust platform to collaboratively build
and simulate communication among supply chain. Since realistic supply chain
behaviours are complex, a multi-agent approach was selected in order to rep-
resent such complexities in a standardised manner. The platform provides agent
behaviours for common agent patterns. It provides extension hotspots to
implement more specific agent behaviour for expert users (that requires pro-
gramming). Therefore, as key contribution, technical aspects of the platform are
presented, and also the role of multi-level supply chain scenario simulation is
discussed and analysed, especially under de context of digital supply chain
transformation in the agri-food context. Finally, we discuss lessons learned from
early tests with the reference implementation of the platform.

Keywords: Digital transformation � Supply chain � Simulations

1 Introduction

In the last two decades, companies of all sizes have realized the importance of col-
laboration with suppliers and customers [1]. Supply chain collaboration can be defined
as “long-term relationships where participants generally cooperate, share information,
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and work together to plan and even modify their business practices to improve joint
performance” [2]. Despite the existence of abundant literature (as a recent literature
review on supply chain collaboration [3] shows) organizations still have problems
understanding how collaboration can impact their performance, and they are conse-
quently reluctant to explore it.

ANONYMOUS is multidisciplinary, collaborative project whose goal is help agri-
food value chains deal with risk and uncertainty. Researchers that participate in the
project understand the importance of value chain collaboration. They regularly meet
with different actors of the value chain, in an attempt to understand to what extent
collaboration takes place, and to foster collaboration. In doing so, they must cross
multiple knowledge boundaries. There are knowledge boundaries among organizations
in the value chain, and there are knowledge boundaries among researchers and prac-
titioners. Researchers understand they need to act as boundary spanners [4] (helping
cross knowledge boundaries) and for that they need support.

Simulations have long been used as a means to understand and predict complex
phenomena. The complexity can be understood as the variety of nodes and alternatives
that exist in order to reach a solution, but, and more importantly, how protocols,
hardware and software platforms are able to interact in order to provide the right
recommendation, in the right time with the right quality. Thus, these kind of complex
interactions are mostly found in supply chain domains, where resources, information,
products and decision flows are required to commit to the end-customer requirement.
Therefore, by the use of these simulations, what-if analysis are considered to help
stakeholders and to understand the benefits and issues from co-operative environment
rather than playing a pure transaction role with others [5, 6]. In the line of this, but
specially to provide a deep understanding and analysis about the relevance of such
collaborations, this research work is committed to propose a platform that simulate
communications and interaction based behaviours amongst supply chain stakeholders,
which are represented by using agents. For this purpose, and based on the current
analysis from [7], the main agri-food challenges and complexities are considered, this
within the purpose of driving the supply chain agent-based structure. These aspects are:
(a) complexity of interactions across agricultural value chain; (b) understands decision-
makers challenge to build the solution; (c) Quantification of factors to generate desired
solution; and (d) understand the whole-of-chain practical problem, especially when
social, environmental and technological are the key drivers. Hence, this platform,
which also consider the work from [6] as starting point, is oriented ease the creation,
deployment, exercising and analysis of distributed supply chains within an agri-food
view. This is achieved via the simplicity, standardization, scalability, collaboration of
its main components. We argue that it offers adequate to support the task of boundary
spanners looking to disseminate the benefits of collaboration in value chains.

2 Approach Overview

Multiple platforms exist to create multi-agent systems. In the context of agri-food, as
[8] analysed, agent based model has been dominated by the following characteristics:
single echelon supply chains; cases in high and middle income countries; unprocessed
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food products; use of empirical data; decisions related to production planning and
investment; and the use of black box validation. Moreover, from technical point view
validation, JADE [9], for example, is a well-known framework and supporting tools
that aims at supporting the creation of multi-agent, peer-to-peer systems. It is domain
independent, which is JADE, makes no assumptions regarding the behaviour of agents
and the rules for the interaction. This makes JADE powerful, and consequently com-
plex. A supply chain is a particular case of multi-agent system. Conversations follow
certain specific conversation patterns (e.g., call for proposal, proposal, accept proposal).
Existing agent platforms are rich and powerful but consequently difficult to use. Ad-
hoc simulation tools are simpler to use, but limited to the features provided by its
creators. We aim at something midway from both extremes. Instead of providing
simulation authors with a full-fledge agent systems such as JADE, we have chosen to
hide those fixed patterns behind an object-oriented framework. The framework captures
common aspects of all supply-chain-simulations and implements then in a robust
design. The platform, that we named Sim-a-chain currently focuses on demand-offer
negotiations, similar to what occurs in agri-food domains.

Thus, The Foundation for Intelligent Physical Agents (FIPA) proposed a series of
standards for the definition of agent systems, namely FIPA’s Contract Net Interaction
Protocol Specification and ACL Message Structure Specification1. The standards cover
aspects such as inter-agent communication, agent management across and within agent
platforms, and the transport and representation of messages between agents. Sim-a-
chains adopts FIPA’s proposals for message transport and representation of messages.
For the content of a message (e.g., an offer), we looked at a newer development in the
web; the Schema.org vocabularies [10]. These vocabularies have become a standard to
represent certain types of objects in the web, in particular products, offers, and
demands (which are the key elements in a supply chain conversation).

Existing agent platforms, and agent simulations platforms, requires users to deploy
an agent execution engine to a server. Preparing and maintaining these servers (op-
erating systems, security, updates, etc.) is only worth if simulations will be created and
run frequently. A way to reduce the effort of server maintenance is virtualization.
Sadly, traditional server virtualization does not help get rid of the cost of idle servers
(when no simulation run, the server is still running). Moreover, when simulations grow
in number of agents and computation needs, servers need to be provisioned. Recent
developments in serverless [11] computing reduce the effort and cost of server main-
tenance, automate scalability, and remove the need to pay for idle time. Sim-a-chain
has been built as serverless.

3 Sim-a-Chain’s Abstract Model

The core-modelling concept in Sim-a-chain is the Supply Chain Agent environment.
Agents have a unique identifier, a short descriptive name, a list of products they can
offer, an internal memory, and a behaviour. Agents have a messaging inbox. An agent’s

1 FIPA specifications - http://www.fipa.org/specs/ - Last accessed on June 2019.
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behaviour depends on its type (e.g., a raw materials producer, a factory, a storage
facility, a distributor, etc.). In this model, an agent’s behaviour is determined by the
way the agent reacts to messages from other agents.

Agent are normally dormant (idle). When an agent receives a message, it wakes up
and reacts by activating the part of its behaviour that corresponds to the message type
(e.g., a Call for Proposals). It accesses its internal memory, which holds information
about available stock, or a list of suppliers. If necessary, the agent can send messages to
other agents, including the sender of the message that activated it in the first place.
After this, the agent goes back to idle state.

Messages in this model reflect what was proposed by FIPA’s Contract Net Inter-
action Protocol Specification. From the protocol specification, we take only the pro-
posal negotiation part, and leave out the contract fulfilment part.

A conversation among two agents starts when an initiator agent sends a cfp (call
for proposal) message to another agent (the participant). In response to a cfp, the
participant can send a propose message (if it can satisfy the call), or a refuse message
to the initiator. When the initiator receives a propose message, it can accept the
proposal, and consequently send an accept-proposal message to the participant.
A proposal can also be rejected by sending a reject-proposal message to the partic-
ipant. Upon receiving a reject-proposal message, the participant can try with a new
proposal, or desist. A conversation among two agents reaches a (local) finish state
when a cfp message is refused, when a propose message is accepted, or when a
propose message is rejected and the sender of the proposal desists. In response to a
cfp, an agent can in turn send cfp messages to its suppliers thus involving these agents
into the conversation. A conversation reaches a (global) finish state when it reaches
local finish state for all pairs of two agents involved in it.

When the first cfp of a conversation is created, a unique, global conversation-id is
generated. This id will identify all messages that derive from the first call. In order to
pair responses to requests, messages include a replay-with and in-reply-to attributes.

Agents live in “nodes”. A node is a computing infrastructure that offers storage,
computing, and communication facilities to agents. Within nodes, agents can be
organized in collections. Nodes and collections are not to be confused with Supply
Chains. A Supply Chain in this model is an abstraction that emerges from the
dependencies and interactions among agents. Upstream connections in a chain are the
result of agents knowing other agents as their suppliers. Downstream connections are
the result of agents receiving call for proposal messages from other agents. Chains,
therefore, span collections and even nodes. In this model, supply chains are not
explicitly modelled. They are the result of the creations of multiple, potentially dis-
tributed, agent authors.

4 Reference Implementation

We have implemented platform model version on the basis of modern digital web
standards. At the centre of our approach lies an extensible object-oriented framework
that simplifies development of new agent types and simulation models, and fosters
extensibility. Nodes, the execution environment for agents, are implemented as
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serverless functions with minimal deployment requirements. Communication among
agents is implemented via REST requests. Messaging protocol follows the FIPA
standard, and message content adopts semantic web principles in the form of the
Schema.org vocabulary. Collaboration among simulation authors occurs when agents
in nodes under the control of different institutions/persons talk to each other. Usable
editor tools lower the barrier for non-expert simulation editors. Following, we discuss
each of these claims in more detail.

4.1 Serveless Architecture

Serverless is a new systems architecture approach that removes the requirement of
provisioning and maintenances of servers. Applications are implemented as a series of
functions that can be activated by a variety of events such as HTTP requests, or
database triggers. Serverless platform providers, such as Amazon, Google and
Microsoft, take care of provisioning the resources necessary for functions to execute.
Platform users are only charged for the resources used by functions (and only when
they execute). In our case, this means no servers to provision and administer; no
maintenance cost when no simulation is running; automated scaling of resources in
response to simulation needs; and high availability and fault tolerance.

For the reference implementation of the Nodes element of the proposed platform
we have selected AWS Lambda (Amazon Web Services implementation of serverless
functions), and AWS DynamoDB for persistence. It can be ported with minimal effort
to other platforms.

Communication among agents is implemented via HTTP REST requests. Com-
munications is asynchronous. This means that a response to a message (e.g., a propose
that responds to a cfp) will take place as an independent and asynchronous REST
request.

The FIPA standard for the structure of ACL messages proposes various alternatives
for the content of messages. Three attributes of a message describe its content: lan-
guage, encoding, and ontology. In the case of framework messages are encoded fol-
lowing the mime-type “application/json”. As for the ontology, we have decided to use a
selection of elements from the Schema.org vocabulary. In particular, we use the class
http://schema.org/Demand and its properties for the content of cfp messages, and the
class http://schema.org/Offer and its properties for the content of propose messages.

Fig. 1. Overall architecture implemented in the framework. Authoring tools connect to simulation
nodes to create and interact with simulations. All communication occurs via REST protocols.
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4.2 Object Oriented, Supply Chain Simulations Framework

An object-oriented framework [12] captures key knowledge of a domain, offering a
well-tested, robust implementation for a family of applications in the domain. It hides
the complexity of the implementation of the common parts of all applications in the
family (frozen-spots), while providing extension points (hot-spots) for applications
developers to introduce variability. An object-oriented framework for supply chain
simulations materializes the abstract model presented in previous sections. Figure 1
provides an overview of the architecture of the framework and supporting tools.

The sequence diagram in Fig. 2 depicts how incoming messages are handled by the
framework. The diagram shows the particular case of a call for proposal (cfp) message.
The messageReceived() serverless function is activated by a REST request to a URL
that represents the messaging inbox of an agent in a node. The framework retrieves the
agent from the persistent storage, and delegates to it the processing of the Call for
Proposals message. A hierarchy of classes model all possible types of messages (fol-
lowing the FIPA ontology as discussed in the previous section). Message classes offer
utility methods to create message templates from them (thus reducing the room for
configuration errors). In this case, a propose message template is created from the cfp
message. The fields conversationId, inReplyTo, sender and receiver are set
accordingly to match those of the original message. The content of the propose
message depends on the specific behavior of the agent class and its internal state. The
Agent class is an extension point (a hotspot) which means that simulation authors with
programming skills can define subclasses that implement specific behavior for pro-
cessing messages. Once the agent finished processing the message, any queued mes-
sages are delivered, the agent (its conversations included) is saved, and the
messageReceived() function deactivates until a new message arrives.

Fig. 2. Sequence diagram for the handling of incoming messages. In this case, a Call for
Proposal message. This interaction constitutes one of the frozen-spots of the framework (adapted
from [6]).
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The (abstract) Agent class and its subclasses implement the most important hotspot
offered by the framework. Each possible activation event of an agent (i.e., the reception
of a different type of message) is implemented as a hook method that subclasses can
override. The UML class diagram in Fig. 3 shows three example subclasses of agent,
implementing specific behavior. The UnlimitedProducer agent class, for example, will
answer to a cfp (call for proposals) with a propose if the product of the call matches
one of those offered by the agent, regardless of the quantity requested (thus the
“Unlimited” name) of the call. The userStore property of a UnlimitedProducer agent
stores pricing information for each product.

The framework hides the complexity of inter-agent communication from simulation
authors. It provides out of the box agent behaviour for common agent patterns. It
provides extension hot-pots to implement more specific agent behaviour for expert
users (that requires programming).

5 Preliminary Evaluation

In order to obtain a preliminary evaluation of the applicability of the approach we
conducted two pilots. Asking a software developer to create new agent types using the
framework, and presenting the platform to an expert on value chains (with experience
in simulations) to obtain feedback.

The Framework Developer: A skilled software developer was tasked to use the
framework to build new agents. He first received training in the hotspots and frozen
spots of the framework. Then, a description of the desired agent behaviour was pro-
vided. He used one of the scripts provided with the framework to generate a stub agent

Fig. 3. UML class diagram showing the Agent class hotspot. Subclasses of the abstract agent
class implement variability in agent behaviour. The message class with the possible values for its
“performative” attribute constitute a frozen-spot (non-variable aspect) of the framework.
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class (JavaScript). Then, he modified the generated until de desired agent behaviour
was obtained. For this, he had to iterate multiple time in a cycle: program - build
simulation - run simulation - program. The following paragraphs summarize the
findings. He concluded that the tool in fact allows the agent developer to abstract from
agent life-cycle management, packaging of messages, and agent persistency. However,
he noticed that with the current capabilities, the program-model-run-program cycle was
too time demanding. There is currently no provision for isolated agent testing (alike
Unit Testing). Moreover, bugs in agent code were hard to track as error reports
intertwined framework and agent code.

The Value-Chain Simulation Expert: The platform (from the perspective of the
simulation authoring tools) was presented to an expert on value chains. He had, in the
past, built agent simulations using JADE. His opinion was that the general idea (as
explained to him), and the reference implementation adequately captured the needs he
had to create simulations of value chains. He was able to propose new agent behaviours
that matched the capabilities and philosophy of the framework. In particular, he
highlighted the improvement that this approach offered (as opposed to JADE) in terms
of distribution of agents and collaboration among agent authors. He criticized the
inability of the tools to graphically visualize (animate) message exchange in real time.
He stressed the importance of making it possible to define agent behaviour as calls to
external systems. This made sense, as many experts in value chain simulation fre-
quently have programming skills, but not in JavaScript (or have already programmed
an agent’s behaviour that they may want in to integrate in a simulation).

6 Conclusions and Future Work

Simulations are a valuable tool to understand and explore value chains. As already
exposed by [6], supply chain complexities are certainly a source of limitations for
collaboration. In the agri-food world, stakeholders are getting involved in not only one
supply chain, but also in several. This necessarily implies multiple relationships, which
turns even more complex the management of decision-making process. Hence, a high
volume of experiments and scenarios are required to understand and mitigate agri-food
complexities. In this context, using general-purpose agent platforms to create value
chain simulations involves programming boilerplate code that does not add value to the
simulation (e.g., checking the validity of messages, packaging message content,
delivering, etc.). For that, a dedicated framework and supporting tools is a valuable
contribution. Thus, Sim-a-chain, as an abstract model and a reference implementation
has made visible the fact that a key area for future development is support to speed up
the agent development cycle, supporting other programming languages and integration
with existing systems. As further research, real-based evaluation will be performed to
test and evaluate the usability and applicability of the simulation authoring tools to
support value-chains decision-making for several types of food products.
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Abstract. In order to enhance the sustainability in the supply chain, its
members should define and pursue common objectives in the three dimensions
of the sustainability (economic, environmental and social). The Agri-Food
Supply Chain (AFSC) is a network of different members such as farmers
(producers), processors and distributors (wholesales, retailers…), etc.. In order
to achieve the performance objectives of the AFSC, Industry 4.0 technologies
can be implemented. The aim of this paper is to present a classification of these
technologies according to two criteria: objective to be achieved (environmental
or social) specified in the main issues to be covered in each objective and
member of the AFSC supply chain where it is implemented. In this work, we
focus on technologies that deal with environmental and social sustainability
because economic sustainability will depend on the specific characteristics of the
business (a supply chain using a specific Industry 4.0 technology may be
profitable while others do not).

Keywords: Sustainability � Performance � Agri-food supply chains �
Industry 4.0

1 Introduction

As [1] point out, Industry 4.0 has become an “integration factor” for various new
technologies towards a new generation of more efficient, agile, and sustainable industrial
systems where collaboration issues are at the heart of most challenges of this movement.
Collaborative networks community is a field for the analysis and development of
Industry 4.0 knowledge [1, 2]. The term “Industry 4.0” comprises several technologies
as Internet of Things (IoT), Big Data, Artificial Intelligence, Virtual Reality, 3D
Printing, Cyber Security, etc. [3].

On the other hand, Sustainable supply chain management is defined by [4] as ‘the
management of material, information and capital flows as well as cooperation among
companies along the supply chain while taking goals from all three dimensions of
sustainable development, i.e., economic, environmental and social into account which
are derived from customer and stakeholder requirements’. Thus, the supply chain
members should define and pursue common objectives in the three dimensions of the
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sustainability. The sustainability performance of the supply chain will be monitored by
the achievement of all these objectives.

The Agri-Food Supply Chain (AFSC), as any other supply chain, is a network of
different actors working together in different processes and activities in order to bring
products and services to the market, with the purpose of satisfying customers’ demands
[5]. Different actors can be considered depending of the AFSC type. The most complex
AFSC would include farmers (producers), processors and different tiers of distributors
(wholesales, retailers…). Simpler AFSC would substitute the processors by different
types of traders. These actors perform different activities, such as growing, harvesting,
storaging, processing, washing, sorting, grading, packaging, labeling and distributing,
etc. However, AFSCs hold some relevant characteristics that characterize them [6]:
limited shelf-life, high levels of uncertainty and increasing awareness in environmental
and social aspects.

In order to achieve the performance objectives of the AFSC, Industry 4.0 tech-
nologies can be implemented. The aim of this paper is to present a classification of
these technologies according to two criteria: objective to be achieved (environmental or
social) specified in the main issues to be covered in each objective and member of the
AFSC supply chain where it is implemented.

The paper is structured as follows. Section 2 presents the background. Section 3
presents the main issues of environmental sustainability in AFSC and Industry 4.0 main
technologies to enhance its performance. Section 4 presents the main issues of social
sustainability in AFSC and Industry 4.0 main technologies to enhance its performance.
Finally, in the last section, conclusions are exposed.

2 Background

Industry 4.0 is a field of growing interest at both practitioner and academic levels but is
still in its initial stage of development and implementation. Previous literature reviews
propose different classification frameworks. [7] expose a literature review on Industry
4.0 technologies for manufacturing processes to identify theoretical and methodological
approaches. Some recent literature reviews link Industry 4.0 and sustainability concepts.
[8] present a review of works that assess the relation between Industry 4.0 and specific
objectives of the three dimensions of sustainability (economic, environmental or social).
[9] analyze the environmental impact and challenges of Industry 4.0 from four different
scenarios: deployment, operation and technologies, integration and compliance with the
sustainable development goals, and long-run scenario. [10] develop a review of works to
show the impact of Industry 4.0 technologies on environmental sustainability but limited
to waste collection issue. Other related works are [11–13]. In these works, it is observed
that there is a lack of studies focusing on providing a framework addressing the inter-
section of the following components in AFSC: AFSC members, environmental and
social sustainability issues, and Industry 4.0-based technologies. Therefore, the aim of
our work is to focus on how these technologies can enhance AFSC environmental and
social issues, respectively, depending on the AFSC main actors (farmers, processors and
distributors). Due to space limitations, social issues will be more extensively deployed
than the environmental ones.
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3 Industry 4.0-Based Technologies for Environmental
Sustainability

Environmental sustainability performance is approached in various ways in the liter-
ature. Some authors distinguish between input and output oriented indicators. Others
classify them into different categories such as procurement, internal operation and
product development. Using the works [14–17], we consider as the most relevant
environmental sustainability issues: soil management, crop protection, water manage-
ment, animal welfare, energy efficiency, waste control and pollution control.

Table 1 shows how Industry 4.0-related technologies can enhance soil and waste
management issues. Table 1 is an adaptation from [18].

4 Industry 4.0-Based Technologies for Social Sustainability

Social sustainability performance is also approached in various ways in the literature.
Although social standards such as ISO 260000 and Social Accountability SA8000 are
well-known among companies, there is a wide spectrum about the different issues that
must be taken into consideration to manage and measure this social performance,
mainly due to their intangible nature. Using the works ([6, 25–27]) we use as the most
relevant social sustainability issues: employment, work conditions, safety, health,

Table 1. Industry 4.0-based technologies for environmental sustainability of soil and waste
management (adapted from [18])

Soil Management
REF Farmers

[19-21] 

(1) Aerial drones to map weeds, yield and soil variation; (2) Performance maps that allow to 
know the performance of the soil in a certain area thanks to georeferenced images of the soil; (3) 
Robots capable of microdot application of fertilizer; (4) Smart tractors GPS controlled steering 
and optimized route planning to diminish soil erosion and saving fuel costs

Waste Management
REF Farmers Processors Distributors

[22-24] 

(1) ICT to the deployment of 
“production on demand” 
business models; (2) Precision 
agriculture leveraging 
technologies for decisions 
related to planting and 
harvesting time 

(1) Intelligent equipment
enables quality detections in 
the process, reducing the 
number of failures and 
material consumption; (2) 
Cloud computing platform to 
share data with suppliers to 
synchronize orders and 
shipments and reducing stock

(1) Artificial intelligence
applied to consumers trends to 
reduce waste; (2) Automatic 
control of temperature to 
reduce product spoilage; (3) 
Point of sale applications that 
collect and transmit information 
at the point of sale in real time 
by reading their respective 
barcodes
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nutrition, traceability and community engagement. Table 2 shows how Industry 4.0-
related technologies can enhance each one of the previous issues, affecting the overall
social sustainability performance of a generic AFSC. It has to be noted that the liter-
ature regarding social sustainability technologies so far is not so extent as the literature
dealing with environmental technologies.

Table 2. Industry 4.0-based technologies for social sustainability

REF Farmers Processors Distributors

Employment
[28, 29] (1) Cooperatively used

farm-monitoring
technology of agriculture
might influence
employment opportunities
and job profiles of farmers
and farming related
professionals

(1) Digital technologies to
automate some tasks
where labor is difficult to
hire

(1) ICTs for better
employee education,
integration and inclusion,
work enrichment, and
better work-life balance

Work conditions
[30] (1) ICT tools to lower

administrative workload,
enhance regulatory laws,
allow “hands-free”
reporting automation and
make work/life balance for
farmers easier;
(2) “Farmer-friendly”
technologies designed
taking into account the
final client

(1) Intelligent assistance
systems can simplify some
tasks providing some
previously unknown
information (f.e.
augmented reality
glasses); (2) Intelligent
assistance systems, such
as Learn instruments, can
make work more
ergonomic simplifying it

(1) ICT application in
non-automated
transportation activities
can provide digital
information that can help
to make more ergonomic
and safer labour conditions
by optimizing loading-
related tasks

Safety
[31–33] (1) Smart Devices

implemented in tractors
that send alerts when they
detect immediate
overturning risks; (2).
Drones used in the fields,
enabling farmers to control
growth in a comfortable
and safety manner

(1) Intelligent
Manufacturing
equipment in processes
controlled by ICT to
reduce pollutants and noise

(1) Intelligent
tachograph that allows
the driver to book parking,
cancel telematics tolls in
advance and helps reduce
unnecessary stops by
traffic agencies; (2) GPS
that allows trucks drivers
remote access to data
(speed, distance…) on
work time, avoiding delays
and helping to meet the
delivery time

(continued)

Enhancing the Sustainability Performance of Agri-Food by Implementing Industry 4.0 499



Table 2. (continued)

REF Farmers Processors Distributors

Health
[34, 35] (1) ICT tools to make

farmers more aware about
consumer eating habits,
and how their sold
products are perceived and
performed in the market-
place; (2) The use of the
IoT to maintain healthier
crops and optimize the use
of fertilizers and pesticides

(1) Automated machines
to perform dangerous,
dirty and demanding tasks
previously manually
managed

(1) Intelligent packaging
that has sensors in each
package for sending real-
time data on the status of
the products via cellular
network or wifi to a
platform for processing
and analysis;
(2) Intelligent processing
tools for making consumer
habits more
understandable and having
a better feedback from
them

Nutrition
[36, 37] (1) Application of genetic

modified crops to improve
food production and
nutrients

(1) Use of High Intensity
Ultra-Sound technology
to induce some changes in
the nutritional profile of
some beverages

(1) Food testing devices
and freshness sensors to
supervise and prevent
products to loss their
nutrients

Traceability
[38–40] (1) Geographic

information systems
(GIS), global positioning
systems (GPS) and
remote sensing (RS)
integration to allow site-
specific agriculture and
obtain agriculture
products-related data on
the farm

(1) Life-cycle
improvement technology
and food processing
technology

(1) Logistics tracking
software; (2) ICT tools
providing consumers with
more complete, transparent
and reliable information
on food composition,
origin and health-related
issues (f.e. intolerances)

Community engagement
[41, 42] (1) Blockchain technologies to check sustainable

performance indicators such as the resources origin or
child labour conditions; (2) Online networks to
facilitate direct delivery between farmers and market
place points (f.e Food-hub.org and LocalHarvest.org
programs)

(1) ICT-based business
models to encourage
engagement among
regional supply chains
(e.g. online shopping)
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5 Conclusions

Sustainability in the supply chain is a topic of high interest in business and academic
literature. Sustainability is composed of three dimensions: economic, environmental
and social sustainability. Supply chains pursuing sustainability must define common
objectives (in these three dimensions) to be reached by the different members.

The accomplishment of these objectives in AFSCs can be supported by the intro-
duction of Industry 4.0 technologies. Specifically, different Industry 4.0 technologies
can be used to support specific issues within sustainability dimensions. In this work, on
the one hand, we have selected as environmental issues: soil management, crop pro-
tection, water management, animal welfare, energy efficiency, waste control and pol-
lution control. On the other hand, we have defined as social issues: employment, work
conditions, safety, health, nutrition, traceability and community engagement. It has to be
noted that in this work, we focus on technologies that deal with environmental and social
sustainability because economic sustainability will depend on the specific characteristics
of the business. Once the environmental and social issues have been defined, the dif-
ferent Industry 4.0 technologies have been associated to each issue and to the different
members (farmers, processors and distributors) of the supply chain.

In the literature, there are less Industry 4.0-related technologies explicitly reported
for dealing with social sustainability issues than in the environmental case, probably
due to the different nature. There is still a need to develop further both environmental
and, especially, social technologies that improve the sustainability performance of
AFSCs in order to improve efficiency and competitiveness.
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funded by the Regional Government of Valencia. Authors also acknowledge the Project 691249,
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Abstract. The digital transformation of collaborative networked manufacturing
enterprises requires the building and the applying digital models representing the
set of resources and processes knowledge. Modelling such digital copy of the
physical system to perform real-time validation and optimization is quite
complex and thus needs a big amount of data and some modelling patterns
representing the operational semantics of the modelled elements. Generally, the
modelling action has a specific application type. For this reason, the core
challenge of the digital transformation modelling is to create a modular “digital
model”, namely a decomposable and re-composable model, towards different
applications. The authors propose an approach based on the combination of
data-driven and model-based approaches, to identify and formalize modelling
patterns, that combine for developing a modular executable model of the studied
system.

Keywords: Data-driven approaches � Model-based approaches � Modularity �
Knowledge Sharing

1 Introduction

In the age of the so-called “Factory of the Future” also named “Industry of the Future”
or Industry 4.0 to name only a few of those initiatives, the transformation from an
Automated Factory to an Autonomous Factory [1] needs to overcome the information
asymmetry amongst technology, processes, people and organizations [2] along the
entire system lifecycle. This action requires to create a so-called collaborative network
enterprise [3]. The interactions between entities should be supported by computer
networks. The collaborative network, in the design phase, guides the designers to
interact with customers. Iteratively it lets them adjusting the network according to their
expectations, improving the design models and achieving personalized product design
[4]. In the production phase, it enables the simulation of the plant in a virtual space,

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019
L. M. Camarinha-Matos et al. (Eds.): PRO-VE 2019, IFIP AICT 568, pp. 507–515, 2019.
https://doi.org/10.1007/978-3-030-28464-0_44

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_44&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28464-0_44&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28464-0_44


identifying and optimizing the actual production and predicting failures. In the service
phase, the collaborative network can provide value-added services with the support of
physical simulation and data-driven intelligence [5]. In the context of manufacturing
processes, the prerequisite of a manufacturing network collaboration is to share skills
and core competencies [6]. A “digitalization” approach enables the virtual replication
of the factory to monitor and simulate real time physical processes. It allows to connect
the entire value chain [7] by merging sensor data acquired from the physical world into
virtual or simulation-based models. It is then necessary to emulate the system beha-
viour through realistic models. However, with the advent of cyber-physical systems
(CPS) [8], it is hard to construct an accurate model by using traditional model-based
approaches because of the complexity of the systems. On the other hand, recent
advances in sensor technology [9] have enabled significant growth of data collection
and analysis, leading researchers to focus on data-driven methods.

The paper proposes the combination of a data-driven approach with a model-based
approach [10] in order to help designers to generate models from collected data, based on
a set of patterns representing standard functions of the real manufacturing processes. The
core elements of a digital model are implemented by the fusion of sensor-based data,
physical-based patterns and data-driven models. They enable the creation of a reliable
decision making system [11] for a collaborative network. At the same time, a modular
approach needs to be developed to improve the efficiency of those digital models.

2 State of Art

The increasing complexity of manufacturing systems requires new approaches to detect
production failures and diagnose operating profiles [5]. Model-based and data-driven
approaches cope with such issue [10]. The model-based approaches compare simulated
results with known information, represented by mathematical or physical equations.
The model approach is based on a set of different models to represent the structure, the
behaviour and the interactions of a physical system to be monitored or predicted [12].
There are various models focusing on the representation of different characteristics of
the reality. Here below a not exhaustive list of the most studied and used:

• A geometric model defines shapes, sizes, positions and it assemblies the relations of
machine components [13]. It reflects the geometry, the kinematics, the logic and the
interfaces of the real system.

• A physical model analyses the phenomena, such as deformation, cracking and
corrosion. It simulates the physical properties (e.g. function/capacity, cutting force,
torque and wear) and loads (e.g. stress, resistance and temperature) [14].

• A behaviour model describes the way the physical system is governed by driving
factors (e.g. control orders) or disturbing factors (e.g. human interferences).

• A collaborative information model [15] defines how different components interact
and simulates the collaborative behaviour among several assets.

• A decision-making model [15] makes the model capable of evaluating, reasoning,
and validating. It consists of variable input, algorithms and a collection of con-
straints and rules. It includes rules of constraints, associations and deductions [12]
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and it stores and analyses the running status data, then it makes decisions using
machine learning algorithm.

The geometric, physical, behaviour and collaborative models are descriptive models
[16], while the decision-making model is an intelligent model [16] and it could be
related to data-driven approach. The data-driven approaches refer to models derived
from processed data (e.g. sensor/actuator data) which represent the current state of the
system [17]. Data-driven models are designed to mine the hidden patterns and
knowledge through the analysis of a huge amount of historical data [18]. The patterns
mining methods make use of the context data and they unveil the complex coupling
relationships. The data-driven approaches can be classified in supervised, unsupervised
and reinforcement learning approaches [19]. The supervised learning develops models
based on input and output data [10]. The algorithms of this class consist of a
target/outcome variable (or dependent variable) which is to be predicted by a given set
of predictors (independent variables). This approach enables to classify and determine a
list of system’s defaults [20] with health indicators for each part of it [21]. The
unsupervised learning [22], instead, discovers an internal representation from input data
only. It has not any target or outcome variable to predict and estimate and are used to
create autonomously clusters for different working regimes and machine conditions
[23]. Finally, the reinforcement learning trains the machine to make specific decisions
[24]. The machine is exposed to an environment where it trains itself continually using
trial and error. Compared to supervised and unsupervised learning methods, the
machine learns from past and tries to capture the best possible knowledge to make
accurate business decisions [25].

On the one hand, the data-driven approaches allow to integrate parameters across
different domains of a collaborative network (e.g. product, process and logistics) into
models that would be difficult to build with the traditional model-based modelling
approaches [26]. The data-driven, in fact, aim at transforming the data into relevant
information but the quality and scope of the data play a critical role [27].

On the other hand, the model-based approaches rely on the use of mathematical
models to simulate the systems behaviour in different operating conditions but for
complex systems, these models are not easy to develop and keep updated during the
system life-cycle [27]. At the same time, a single approach cannot be adapted to all
different applications of a collaborative network because of the complexity and the
variety that characterize manufacturing systems. Hybrid approaches [10] are been
developed to cope with problems such as fault detection and diagnosis [28], prediction
or classification accuracy [29] for specific application case. It means that is necessary to
develop and standardize modelling patterns to achieve a modular approach. Modu-
larity, in fact, is concerned with shifting from rigid systems and inflexible production
models toward an agile system. The modularity is defined as the capability of system
components to be separated and combined easily and quickly [30]. For the digital
transformation modelling, the modularity is the ability to integrate, to add, and to
replace models [31] based on the specific application. The idea behind a modular
approach is to use, and especially re-use, predefined functional patterns, that are sys-
tematically developed and linked for the configuration of a holistic manufacturing
system [32]. The paper presents a modular approach to discover automatically data-
driven pattern-based constructs in order to generate semi-automated models.
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3 Data-Driven Pattern-Based Constructs Definition

The modular design approach is developed to capture patterns from data and to share
and to reuse knowledge encapsulated in a pattern among systems or processes oper-
ating in a similar condition. It enables the virtual replication of an enterprise and then
monitoring, simulating and predicting failures in manufacturing processes. The idea is
to build knowledge-based modelling constructs representing data-driven patterns
contextualised in different process’ situations.

FCA (Formal Concept Analysis) is a mathematical theory oriented at applications
in knowledge representation [33]. It provides tools to group the data and to discover
formal patterns by representing it as a hierarchy of formal concepts organised in a semi
ordered set named lattice. Given a set of objects, a set of properties, and defined the
relations between objects and properties, a formal concept represents a subset of objects
sharing the same sub-set of properties. A concept is constituted by two parts: its
extension which consists of all objects belonging to the concept, and its intension
which comprises all properties shared by those objects. This understanding allows a
formal discovering of associations among concepts and consequently recognizing
which concepts are closely related based on the set of shared properties. In this context,
FCA is applied to discover automatically patterns from data. The patterns generated are
selected and evaluated for detecting relationships, associations, and anomalies that
characterize the system in analysis. A pattern helps to discover useful knowledge from
a collection of data. It can describe recurrent behaviours of the system or it can codify
tacit associations that can be used to predict the future behaviour. The patterns dis-
covered are modelled in System Modelling Language (SysML) [34]. SysML provides
nine interrelated types of diagrams to describe the function, the structure, the behaviour
and the system requirements. It supports the specification, analysis, and verification of
systems’ models.

The modular approach developed is articulated in four different stages. The first
stage is to define the knowledge structure in a data table (Fig. 1a). The data table
presents the objects on the rows and the properties on the columns. The cross indicates
that exists a relation between an object and an attribute. In second stage, FCA converts
automatically the data table into a lattice (Fig. 1b). The lattice presents nodes, con-
necting line and names. Nodes represent formal concepts and the lines connect objects
and attributes belonging to a concept. The name of each objects is noted under nodes
instead the name of each property above nodes. The third stage is to evaluate the
patterns extracted from the lattice (Fig. 1c) and to detect the behaviours, the associa-
tions to model. It is possible also to identify the relationships among patterns. The last
stage is to generate the model of the pattern in SysML diagrams (Fig. 1e), based on the
features defined in the previous step. The objects are modelled as blocks and the
properties as value properties using the block definition diagram (bdd). The behaviour
of a pattern is modelled as a set of actions to describe how the inputs are transformed
into outputs. In particular, the state diagram (stm) models the behaviour defining states
and events of an object during its lifetime. It simulates how the states change based on
internal or external events. The parametric diagram (par) models the associations
discovered in terms of constraints. Constraints represent physical laws or mathematical
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and logical operators or decisions that evaluate input parameters to return a result. The
modular approach enables to create semi-automated models based on the patterns
discovered.

4 Case Study

An Italian SME, the Master Italy s.r.l, that produces small accessories for civil window
frames, is here considered to test how to construct data-driven pattern. The process and
the product in analysis are respectively the die casting aluminium and the steel corner.

Die casting is a metal casting process that is characterized by forcing molten metal
under high pressure into a mould cavity. The injection cycle of die casting aluminium
process is composed by four different phases:

1. Melting: the aluminium enters at the solid state and exits at the molten state.
2. Injection: the molten aluminium is injected into the mould, through a plunger.
3. Moulding: the molten aluminium solidifies in the mould cavity.
4. Extraction: an ejection mechanism pushes the casting out of the mould cavity.

The data set presents the injection cycles as objects and technological parameters as
properties (Fig. 1a). The technological parameters monitored are: plunger course
‘C1’(m),‘), ‘C2’(m), and time ‘T1’(sec) ‘T2’(sec), in first and second stage of injection
phase, multiplied course ‘CC’ (m), multiplied pressure ‘PM’ (bar), cavity pressure ‘PS’
(bar), clamping force ‘FC’ (N). The FCA is applied to determine the hierarchical lattice
(Fig. 1b). There are five different range of values for each parameter. The first pattern
extracted (Fig. 1c) has a set of objects sharing the properties C2-1, T1-2, C2-5, T2-1,
PM-1, FC-3. The second pattern (Fig. 1d) instead has the properties C2-1, T1-2, C2-5,
T2-1, PM-1, FC-4, PS-2. The objects of the patterns share most of properties (C2-1,
T1-2, C2-5, T2-1, PM-1) but FC operates in the range 4 and it depends also on PS-2 in
the pattern b). These are two different but correlated patterns. The parameters C1, C2,
T1, T2, PM are parameters related to the injection stage, while FC and PS are related to
the moulding stage. It means that there are physical equations between the techno-
logical parameters of the two phases. Clamping force (FC), in fact, refers to the force
applied to a mould by the clamping unit of the injection moulding machine. In order to
keep the mould closed, this force must oppose the separating force, caused by the
injection parameters (C1, C2, T1, T2, PM). The required clamping force depends on
the cavity pressure (PS) inside the mould and the projected area, on which the pressure
acts. For this reason, the patterns are respectively the clamping pattern (a) and the
pressure control pattern (b). The model of the compression pattern (Fig. 1e) presents
the process stage as blocks and the technological parameters as value properties on the
block definition diagram. The physical laws are modelled on the parametric diagram.
The state diagram can simulate if all injection cycles (objects) of the clamping pattern
are conformed to the quality product. In the clamping pattern, all parameters (prop-
erties) operate into the defined ranges. In the pression control pattern, the state of the
property FC-4 closes out of range. It means that PS can be analysed to detect and to
implement a strategy capable of preventing quality defects caused by FC.
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5 Conclusions and Future Works

The paper presents how to construct data-driven patterns in order to create a modular
approach for digital modelling transformation. The approach defines how to build a
semi-automated model based on the patterns discovered automatically in FCA.

The patterns are systematically modelled in SysML and linked for the configuration
of a holistic manufacturing system. The approach shows also how it is possible to
discover the behaviours and associations from data and how to analyse the relation-
ships between patterns. The goal is to use the same patterns for modelling other
systems. The future work is to enrich the pattern’ semantics to create a comprehensive
library of formalized data-driven patterns. In this way, data-driven patterns can be
combined, based on the specific application, to create easily dynamic models. The
approach tested is inductive. It means that the data help to design model about the
meaning of their content. The idea is to develop also a deductive approach. In this case,
the modular design approach can be used also to verify if a certain model (or
hypothesis) is consistent with the available data or if it is necessary to implement a
monitoring strategy to collect new data. Continued monitoring, data collection and
analysis provide up-to-date information about the behaviours of the system in a con-
tinuous stream. Those actions enable to collect and convert data in information, share
the information acquired, formalize the knowledge, joint performance measurements
and leverage the skills and the knowledge. These benefits are in line with the
collaboration-associated benefits of a collaborative network.
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Abstract. Data privacy concerns play a significant role during collaboration
with customers in digital networks. An important element in collaboration
between business partners is the utilization of customer data in common offering
development, marketing, and service operations. The aim of this paper was to
focus on data privacy in the context of the customer journey and in different
service industries. Based on empirical survey data (n = 306), our findings
highlighted the importance of recognizing phases in the customer journey and
have drawn attention to information sensitivity in different service industries.
Findings showed that customers’ willingness to share data with different
industries varied. Moreover, consumers’ attitudes towards the use of their per-
sonal data varied at different phases of the customer journey. Our findings have
emphasized the importance of information sensitivity in different phases of the
customer journey, especially when designing a means for effective data uti-
lization in collaborative networks.

Keywords: Data � Privacy concerns � Customer journey � Service industries

1 Introduction

Creating a superior customer experience has become a dominant aim and stream of
value chains and ecosystems. One important element in developing new digital services
is the utilization of customer data in personalization, online service performance
monitoring, and sales and marketing operations improvement [1]. While companies
have created multichannel designs for customers and have become more data driven in
their daily activities, customers, as the most important actors of business ecosystems,
have become increasingly concerned about their privacy. Privacy concerns are
prevalent, especially in online environments [2, 3] where customers and service pro-
viders interact in collaborative networks.

Many companies have highlighted the importance of customer experience [4].
Customer experience has become an important part of marketing and service devel-
opment, and it is the basis of the emerging experience economy [see 4]. Successful
attempts to build connection with customers and to ensure customer satisfaction and
superior customer experience require the use of customer data. There are growing
concerns among consumers about revealing personal information, and many are
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dissatisfied with the way in which some organizations collect and use their information.
This may pose a major problem, hampering growth in some areas, such as e-commerce
[5]. In general, digital servicescapes and markets pose unique information privacy
threats due to two-way communications possibilities [see 5]. Moreover, new General
Data Protection Regulation (GDPR) regulations pinpointed data privacy issues when the
legislation was enforced within the EU in spring 2018. New regulations have underlined
the importance of customer experience in a service context The GDPR regulations has
two major aspects related to use of data, the need for permission for the customer data
utilization [6] and the more general need for companies to become more customer driven
when utilizing data [see 7]. There is an identified research gap concerning to customer
preference and choice related to organizational use of their information [3].

The aim of this paper was to focus on data privacy in the context of the customer
journey and in different service industries. In this study, data privacy refers to the claim
of individuals to determine when, how, and to what extent information about them is
communicated to others [see 3]. The research questions were as follows: (1) is there a
difference in privacy concerns throughout the phases of the customer journey, and
(2) how do different service industries differ in terms of privacy concerns? We also
discuss about related data analytics theme. This paper consists of four sections. After
this introduction, customer privacy concerns in the context of the customer journey
have been discussed. Then, the methodology and survey sample have been defined. In
the last two parts of the study, conclusions and implications have been discussed.

2 Data Privacy Throughout the Customer Journey

Digital service environments and digital tools have become widespread in the service
industry in recent years. Although these practices have allowed the target group to
participate in a branded e-marketplace, consumer advocates have expressed growing
concern about the invasion of privacy caused by e-marketers’ information collection
practices [8]. Customer interaction, which may be one of the most important elements in
service delivery [see 4], looks quite different in digital servicescapes than in traditional
personal interactions between services clerks and customers. Moreover, the develop-
ment of marketing and service practices using consumer data and analytics has advanced
rapidly in recent years, which has raised data privacy concerns among consumers.

2.1 Privacy Concerns

Previous research [9–11] has shown that privacy concerns affect online customer
behavior during the use of digital services. Customers may become concerned if they
feel that their privacy has been invaded or threatened in some way [2]. News items
about the vulnerability of digital services and stolen private data promote privacy
concerns among customers. The vulnerability of digital services also creates potential
business risks for companies [12]. Privacy concerns are also directly connected to
customers’ purchase behavior, as online stores require customers to provide personal
information while shopping online [2, 4]. Customers are mindful of privacy concerns
while shopping online. However, this may create a competitive advantage for
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companies who are good at creating online trust between customers and service pro-
viders [13]. Previous research has shown that customers felt fewer privacy concerns
when they interacted with trusted retailers [9, 10]. Additionally, good control over
customers’ shared personal information and visible data collection processes have been
shown to improve trust [14, 15].

Many factors, including information type, situational factors, the features of service
providers, and the individual characteristics of customers have been shown to affect
customer’s privacy concerns [10, 11]. However, there are differences between indi-
vidual customers [16], as each observes the potential risks of online shopping for
products and services differently [17]. Gender differences and the health of individuals
may also influence privacy concerns [11].

2.2 Customer Journey

A customer journey can be defined as ‘a description of customer experience where
different touchpoints characterize customers interaction with a brand, product, or ser-
vice of interest’ [18]. Følstad and Kvale [19] highlight the processual and experiential
aspects of services as seen from the customer’s viewpoint. It is described as the
repeated interactions between a service provider and the customer within a customer
journey. Customers interact with service providers via different digital touchpoints
throughout their customer journey [20]. In the omni-channel environment, customer
interactions often follow a non-linear structure. Additionally, the critical interaction is
with the brand, not with the channel [21]. This scenario is typical in digital platform
interactions in general and in the service industry. Customers may use multiple devices
in different phases of their customer journey. During the early stages of a customer
journey, when contacting a potential customer, search engines, Search Engine Mar-
keting (SEO), Search Engine Marketing (SEM), and display ads play a critical role. For
example, search engine results pages present a convenient way for consumers to gather
information about service brands [22]. Behavioral targeting connects consumers with
brands based on data relating to their past online behaviors. These data could comprise
web pages they have visited, the time they spent on each page, and the things they put
in their shopping baskets or purchased online [23]. All these actions, which are based
on the use of customer data, take place in conversions during a customer journey.

2.3 Service Industries

Service industries differ across many attributes. Early service industry categorization
and conceptualization focused on distinguishing the characteristics of service delivery
from the sale of physical products [see 24, 25]. Service industry classification has
focused on service delivery or encounter-based activities or solutions, including social
interaction and perceived risk [26] and service script-based classifications [27]. It has
also involved examining the level of emotional attachment or investment a customer has
in the customer experience process, for example, a customer is likely to have a lower
level of emotional attachment to purchasing fast food compared to having medical
treatment [28]. Cheng, Anderson, Zhu, and Choi [22] have enriched the existing liter-
ature on service categorization with their explanation of the complex online service
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environment. In this study, we have analyzed four different industries; Municipal health
stations, Private health stations, Insurance companies, Hobby clubs and Grocery stores.
The last two industries represent a low level of perceived risk and purchase effort where
consumers are thought to have little involvement, while both health station alternatives
represent high involvement service consumption situation. In this classification, we
followed Stell and Donoho [29] line of thinking. In general, customer involvement
varies from passive participation of customer, such as simple physical presence, to a
very high degree of user integration as a part of the service process [30].

In general, categorization and classification models and concepts help management
understand and learn about service operations in different industries [31]. While service
industry characteristics modify service encounters and operations in general, it is likely
that customers in different service sectors have different levels of concern related to
their data privacy when interacting with a company.

3 Methods

Data were collected from undergraduate students in Finland, who represented cus-
tomers of healthcare companies. Student samples are often used in academic research.
Yavas [32] states that students are appropriate surrogates in studies where e.g. attitude–
behavior relationships or orders of attitudes are researched. University students also
represent young digital customers in the omni-channel environments. There were 309
responses, of which 306 were valid and were used in this research. Descriptive statistics
revealed that the sample was female-dominant; 67% (n = 205) of respondents were
female, and 33% (n = 101) were male.

Participants were sent an email that included a web-link to the questionnaire. All
participants who answered the questionnaire were invited to participate in a lottery that
gave them the chance to win minor gifts. We used the questionnaire to measure privacy
concerns using four items adopted from Martin et al. [3]. Tradeoff value questionnaire
items were adopted from Martin et al. [3] and information sensitive items from [33]. In
the questionnaire, respondents were asked to rate value using a 5- point Likert scale
ranging from totally agree (5) to totally disagree (1). Results were analyzed using
Statistical Package for the Social Sciences (SPSS) version 25.0.

Fig. 1. The relationship of customer journey and industry segments to privacy concern.
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In Fig. 1, a conceptual model of the study has been shown. This study examines
how privacy concern vary throughout different phases of the customer journey and in
different service industries. The prior research [9–11] reveals that privacy concerns
affect online customer behaviors. Additionally, information type, situational factors, the
features of service providers have been shown to affect customer’s privacy concerns
[10, 11]. The individual characteristics of customers also affect to privacy concerns
indicating that there are differences between individuals [16]. Furthermore, differences
between the phases of customer journey and service industries may be related to
information sensitivity, as context and situation affect the behavior of customers. From
an interactional psychology perspective, situational factors influence customer behavior
and vice versa [34]. Thus, a customer may more easily give their consent to use his or
her personal data during different phases of the customer journey and in the context of
different service industries. This has significant implications for the digitalization
projects of companies and for collaborations with customers in different business
ecosystems.

4 Results

Data Privacy Throughout the Customer Journey
We analyzed respondents’ willingness to share information at different phases of the
customer journey. The journey process consisted of information search, alternative
evaluation, purchase, after sales contact, and the sharing of information, such as cus-
tomer experiences and reviews. The model was adopted from Solomon et al.’s [35]
customer journey process model (Table 1).

Table 1. Respondents’ willingness to share their data at different phases of the customer
journey.
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Findings indicated that respondents were more willing to share their data when they
were “in buying mode” and actually in the process of buying a product or service. On
the other hand, respondents had data privacy concerns at the beginning of their cus-
tomer journeys. These results challenged current marketing practices, such as re- tar-
geting, which is typically done in a digital environment. We further analyzed the
sample according to gender, and there were some indications that female respondents
were more willing to interact with the company during the after-purchase phase, but
differences were not statistically significant.

Data Privacy Within Different Service Industries
We asked respondents how willing they would be to disclose personal information in
five different service industry cases (Table 2).

Both private and municipal health stations were examples of services that respon-
dents access with high levels of emotional attachment and cognitive processing, while a
grocery store was a service environment in which the role of service encounters was
smaller.

Findings indicated that respondents were more willing to disclose their personal data
in service settings where they were more involved. Here, involvement referred to
consumers’ motivation to process product related information at a given point in time
[see 35]. The definition also consisted of a person’s perceptions of the relevance of an
object. We assumed that municipal and private health stations represented service
situations where more cognitive processing is likely to take place during a customer
journey; hence, the relevance of these settings was higher than in other examples.

Table 2. Respondents’ willingness to disclose personal information in different service
industries (n = 306)

“I do not feel comfortable with the type of information that (service x) requests from me” (totally agree
= 1, …, totally disagree = 5) 
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We tested our sample with a t-test to explore gender differences in data privacy
concerns in different industries. In all industries, female respondents were more willing
to share their private information with a company than male respondents. The t-test for
equality of means indicated that this difference was statistically significant in insurance
company services (p = 0.02) and private healthcare stations (p = 0.04).

5 Discussion

The first research question in this study concerned differences in privacy concerns
related to the phases of the customer journey. Findings revealed that respondents (72%)
were most willing to share personal data with service providers after their purchase. Of
the total sample, 59% were willing to share their personal data while completing their
purchase. Respondents were least willing to share their personal data during the
information search (34%) and evaluation (35%) phases. Respondents were more
willing to share personal data when they were already customers of service providers or
when they were purchasing products and services. In these cases, they would have built
a relationship with service providers. Respondents had privacy concerns at the
beginning of their customer journey, when they would not have developed a formal
relationship with service providers.

The second research question concerned differences in privacy concerns across
service industries. Results suggested that healthcare information was more sensitive
than information concerning purchases from grocery stores, hobby organizations, or
insurance companies. Information sensitivity varied across service sectors. Different
value chains and business networks deal with different types of information, which may
affect the same customer differently. Moreover, our findings indicated that female
customers were more willing to interact with companies than male customers.

There is little previous research on privacy concerns throughout the customer
journey and in different service industries. This study filled this research gap by
exploring personal data disclosure throughout the customer journey and in different
service industries. Respondents seemed to focus constantly on information sensitivity
and the value that they would receive if they provided personal information. We
concluded that at the heart of most privacy concerns is a trade-off between the costs and
benefits of the disclosure of personal information. This aligned with prior research
suggesting that customers evaluate the pros and cons of a behavior before acting (see,
for example, Lanier and Saini [36].

The current study has contributed to data privacy and service marketing practices in
different service industries. Our study supported the personalization-privacy paradox
[37], which suggests that personalization can both enhance and diminish customer
engagement with the firm. That is, targeted offerings generated by customer data
analysis may enhance the customer experience, but they may also raise privacy con-
cerns among customers. The critical issue here appears to be the phase of customer
journey. Our findings indicated that the best times for businesses to use customized
communication is close to when the consumer actually makes a purchase and right after
the purchase. This raises concerns over cookie remarketing activities that are typically
conducted according to potential customers’ browsing behavior. If personalized
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messages and actions trigger customers’ privacy concerns about how the firm is using
their personal information, then these may lead to decreased engagement [37 p. 98].
Privacy concerns among customers may increase skepticism toward and avoidance of
advertising and can prompt negative actions. All these reactions may reduce overall
marketing effectiveness [37 p. 99] and harm customer experience. In general, customer
experience may be good (enjoyable) or bad (unenjoyable), leading to positive or
negative customer response with regard to value, image, quality, patronage, loyalty,
satisfaction, recommendations, and purchase intentions [38, p. 655.].

Today’s companies operate in collaborative networks that utilize computer net-
works [39]. Collaborative networks are also becoming data-rich environments [39, 40]
and it raises issues such as the privacy concern of customers. Service ecosystems based
on collaborative networks include new platform ecosystems who compete in service
offering without ownership to a subject [see 41]. They collect and manage data to
operate their business ecosystem and several companies participate value creation in
different phases of value chains Thus, data sources that are needed to serve and build
customer relationships and operative processes are located in collaborative networks of
customers, partners, and service providers. From the customer’s viewpoint, privacy
issues are related to all phases of a customer journey, as each phase is often served and
operated by different service providers. For example, search history and marketing
relate to marketers, such as Google and advertisement agents, while purchase and
payment data are collected by platform owners and payment operators, and service
providers deal with usage and customer satisfaction data. Hence, throughout their
customer journey, customers interact with many service providers, providing or
withholding consent for each to collect their personal data. Data privacy is not a single
point event but is a key question in the operations of collaborative networks.

The findings provide new knowledge for marketers about the respondents’ infor-
mation sensitivity concerning different industry segments and privacy concern relating
to the phases of customer journey. Privacy concern in different phases of the customer
journey often reflects to the different roles of service providers in the value chain of
service ecosystems. Marketers should pay attention to these differences in planning
data collection and motivating customers to provide consent for the use of their private
data in managing omni-channel operations. From the perspective of collaborative
networks literature, the findings contribute to the processes of collaborative networks
[42], especially to the management and governance of omni-channel service
ecosystems.

6 Conclusions

This study showed that companies and business networks should consider privacy
concerns when planning and designing new digital services. Privacy concerns are
closely related to data analytics, which are crucial in digital service delivery. Findings
suggested that businesses should focus customer engagement actions close to the actual
buying phase and that information sensitivity across different service sectors varied.
During the early stages of the customer journey, companies should focus on offering
and brand development and possibly SEO activities, which may draw a customer’s
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attention without provoking data privacy concerns. Additionally, companies should
give special attention to the visibility of data usage at the beginning of a buying
journey.

The basic limitation of this study is its quite small target group consisting of student
sample. It limits the generalizability of the results, and this study increases only
understanding about the factors that affect the respondents’ online behavior. Finally,
this study suggested that respecting customers and their data privacy is an investment in
relationship building. The results of this study have suggested that researchers should
explore privacy concern empirically, especially in the context of value chains and
networks, as customers deal with several actors throughout their journey. Additionally,
the different types of information in different customer journeys merit further research.
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Abstract. Passenger transport is becoming more and more connected and
multimodal. Instead of just taking a series of vehicles to complete a journey, the
passenger is actually interacting with a connected cyber-physical social
(CPS) transport system. In this study, we present a case study where big data
from various sources is combined and analyzed to support and enhance the
transport system in the Tampere region. Different types of static and real-time
data sources and transportation related APIs are investigated. The goal is to find
ways in which big data and collaborative networks can be used to improve the
CPS transport system itself and the passenger satisfaction related to it. The study
shows that even though the exploitation of big data does not directly improve
the state of the physical transport infrastructure, it helps in utilizing more of its
capacity. Secondly, the use of big data makes it more attractive to passengers.

Keywords: Big data � Analytics � Collaborative network � API �
Cyber-physical social system � Passenger transport � Mobility � Open data

1 Introduction

Passenger transport is becoming more and more connected and multimodal. Instead of
just purchasing a ticket to a single means of transportation, the future passenger will
purchase a mobility service that will take him from the point of departure to the point of
arrival. A multimodal transport service combines several different ways of transport –
such as bus, train and a bicycle ride - under a single transport service. This multimodal
and connected transport service is regarded a MaaS (Mobility as a Service) if the
following requirements are met: (1) the physical transport service is augmented with
other services such as trip planning, reservations and payments, (2) the services can be
used through a single interface, and (3) the services are packaged into a tailored
mobility package similar to a monthly mobile phone contract [1]. ABI Research [2]
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estimates that MaaS revenues will exceed $1 trillion by 2030 and customers’ mindset is
moving towards buying a service instead owning.

Currently, during the journey, the passenger will typically use several different
means of transportation and hopefully receive timely information concerning his itin-
erary. Ticket purchases, information seeking and sharing as well as real-time com-
munications regarding the purchased journey will all performed using a digital
application. Thus, instead of just taking a series of vehicles to complete a journey, the
passenger will actually be interacting with a connected cyber-physical [see e.g. 3]
social (CPS) transport system. The system is constantly producing stream data, such as
IoT data from the vehicles, mobility data of the passengers and interaction data created
by passengers and transport service providers. When all this data is combined with
static and standardized data such as public transport trajectory, ticket fare, service
provider and geographic data, we have a big data landscape on which the connected
CPS transport ecosystem can be built. The different layers of a CPS transport system
are illustrated in Fig. 1.

The research on multimodal collaborative CPS transport systems is scant. There are
existing models for dealing with some aspects of the multimodal collaborative transport
systems. One example is the proposal for a common architecture for payments handling
in such a system [4]. However, there is no systematic study about all aspects of a
multimodal collaborative CPS transport system. In this paper, we study through a case
study the data-architecture of a multimodal collaborative CPS transport system in the
Tampere city region. Special attention is given to all available open data – stream and
static as well as to open interfaces that can be used to control the system (such as the
traffic light API) as well as to how passengers interact with the data using digital
applications. Based on this, a novel data architecture for a big data driven multimodal
and connected CPS transport system is developed.

There are currently several initiatives that foster the advent of transport 4.0.
Transport 4.0 means that different and previously disconnected forms of transportation
are being integrated into one single passenger interaction that combines several
modalities of transport and that takes the passenger from door-to-door. In this paper, we

Fig. 1. The CPS transport system divided into three layers from the point of view of the
passenger interacting with the system. Each layer and dimension of the CPS transport system is
illustrated with an example.
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adhere to the general definition of Industrie 4.0 [5] from which the concept of Transport
4.0 is derived. We also regard MaaS as a business model that implements the concept
on Transport 4.0. The initiatives towards Transport 4.0 are related to either legislation
or availability and standardization of transportation related data and application pro-
gramming interfaces (APIs) or both. One example of such an initiative of the level of
the European Union is the first phase of National Access Point (NAP) system which
will become mandatory by the end of 2019. The NAP system has to be implemented in
every member state. It contains the essential information about every national mobility
service provider with more detailed information coming in subsequent phases sched-
uled in December 2020 and 2021 [6].

Currently there are multiple sources of transport related open data. Most common
are SIRI and GTFS - APIs that are used in public transport. SIRI is standardized in
Europe and it is used in several cities and regions to offer real-time location data on
public transport [7]. GTFS is a globally used specification used to publish bus routes
and timetables for journey planning [8]. It was originally created for Google Maps, but
now days majority of big public transport operators in Europe provide GTFS formatted
timetables. GTFS has also been extended to support real-time fleet updates [9].

In this study we present how big data and analytics can produce value to transport
organizations, cities and end users. In addition, a data-architecture derived from the
case study is presented. The goal of the study was twofold. Firstly, it aimed to find
ways in which big data and different interfaces can be used to improve the multimodal
and collaborative CPS transport system itself and the passenger satisfaction. Secondly,
the study aimed to illustrate the data-architecture of such a system. The study con-
tributes to the big data, transportation 4.0 and CPS transport systems debate where
various types of data is collected from several actors participating in the collaborative
network. The paper is organized as follows: First, we review the fundamental concepts
behind the study, namely: (1) Big data analytics for decision makers, (2) Big data in
MaaS and (3) Collaborative networks in passenger transport. In Sect. 3, we present
both the research methodology used and the case of Tampere City region in Finland.
Sections 4 and 5 present the system architecture and results through example cases.
Section 6 includes a discussion on the significance and contribution of the results.

2 Big Data and Connected Multimodal Passenger Transport
Systems

The expected impacts of big data analytics in passenger transportation are related to
both the assistance of decision makers and to the development of new data-driven
services for passengers. Big data also serves as a technological enabler for new busi-
ness models and for a new platform economy.

2.1 Big Data Analytics for Decision Makers

Decision makers at different levels of public administration as well as in the wide
industry of passenger transportation and travel benefit from convenient tools for
strategic planning like feasibility studies, environmental, competitor, and trend
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analyses. Analyzed big data gives keys to follow and understand consumer and traveler
behavior better, but also in some cases to upgrade customer service through opti-
mization. The taxi business provides a good example of this. Several studies show how
passengers’ travel trajectories and city structure have been mined from taxi ride data
[10, 11]. This information may be used in order to understand passenger behavior and
in transport planning. In addition to this, the taxi business may also use taxi ride data
for optimizing its business [12, 13]. Typical optimization cases in the taxi business
include optimizing the location of idle taxis at a given point in time and optimizing the
trajectory of a taxi that has a passenger at a given moment. This contributes to the goal
of more sustainable cities as the existing resources (taxis and routes) can be exploited in
an optimal manner and the need for new resources may be decreased.

In addition to being able to optimize the usage of resources, it is also very important
to provide fast reaction to changes in traffic flows. Examples of events that produce
changes are mass events, sudden malfunction in some part of the transport system and
changes in weather. To be able to react to these events timely, real-time or near real-
time information as well as information about the future - such as upcoming events and
weather forecasts - are needed. This kind of data is readily available e.g. from devices
that are located in vehicles, but also from passengers’ devices such as mobile phone
location data and smart card data. Chen et al. [14] have performed human mobility
pattern mining on mobile phone data and Tao et al. [15] have used smart card data in
passenger transport related case studies.

In addition to the above-mentioned proprietary data sources, freely available open
data sources and open interfaces for retrieving the data are a very important source of
transportation-related data. Open datasets have been used e.g. in data driven customer
demand prediction and dynamic pricing [16]. Pereira et al. [17] use freely available
event data from the Internet to predict public transport rides in the City of Singapore.

Big data analytics supports transport companies as well as public communal, local
district and governmental partners and planning associations in their strategic deci-
sions. It also complements the decision process with data for potential assessment,
different studies, and analyses. Big Data analytics contributes to itinerary and route
planning of transportation companies (e.g. coach/bus and car rental companies), but
probably also to tour operators, incoming agencies and travel management departments
in private companies and public institutions including fleet management.

Big data analytics tools can inform mobility center how they can include the data in
their day-to-day-work for example. Big data analytics allows to improve the customer
service of travel intermediaries and travel service suppliers by allowing to react faster
e.g. in strikes and/or unpredictable occurrence of traffic disruptions.

In order to fully utilize big data analytics in passenger transportation EU-wide
guidelines and recommendations regarding the integration of new data sources as well
as a novel data formats are needed. Furthermore, existing privacy and legislation
frameworks need to be noted. For example, in Europe, the GDPR (General Data
Privacy Regulation) [18] has to be taken into account when dealing with data that may
contain privacy issues. Only data that has been properly anonymized is free from
regulations concerning privacy. In turn, big data analytics provides an infrastructure
and analytical functionality enabling the prediction of mobility and congestion
hotspots.
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2.2 Big Data in Multimodal Transport Services

Multimodal transport services mean that the passenger only purchases one ticket from
the point of departure A to the point of arrival B. The journey from A to B typically
involves several modalities of transport, such as airplane, ship, train, tram, bus, car
sharing, taxi and/or bicycle. The transportation service providers that offer different
modalities of transport are an example of a collaborative network. A collaborative
network (CN) is a network of largely autonomous, geographically distributed, and
heterogeneous organizations that collaborate to better achieve common goals, and
whose interactions are supported by a computer network [19]. The modalities may
change dynamically during the journey due to traffic incidents, weather or traffic
conditions, among others. An important part of the multimodal transport service is the
application that is used to communicate between the collaborative network of service
providers and the passenger.

The MaaS business model is an example of an implementation of a multimodal
transportation service where the digital applications related to it are an important part of
the service. These digital applications are typically are to route planning, payments and
communicating timely information from the transport provider to the passenger.

The tools used in big data analytics enhances opportunities also for start-ups and
other companies to innovate new mobility services and enable new business models
such as new platforms, interfaces and APIs for example. All this is possible given that
the MaaS companies adhere to the local privacy regulations. One good solution for
sharing mobility data containing personal identifiers between organizations is to
anonymize it. It is important to choose the correct level of anonymization so that the
data still has value.

Big data analytics could be integrated in existing mobility services like Moovel,
Switch and Whim. However, also completely new mobile service possibilities will
appear in connection to analyzed data available. Big data analytics also contributes to
the emerging MaaS business model that many of the new start-ups have adopted.

2.3 Collaborative Networks in Passenger Transport

The collaborative network of multimodal transport service providers presented in the
previous section is just one example of the existing and future networks in passenger
transport. There are several other examples of collaborative networks in transport. Most
of them involve organizations, but some also involve passengers in an active role.
Crowdsourcing and sharing economy are typical examples of collaborative networks in
transport. The use of open data also calls for collaborative networks because the
producers and users of open data seldom are those who build the applications,

Crowdsourcing and social transportation offer new possibilities for passengers to
organize their journeys [20]. Crowdsourcing may also be used in cases of traffic
disruption where the official travel service providers fail to deliver accurate and on-time
information. Crowdsourcing is a sourcing model in which individuals or organizations
obtain goods and services, including ideas, from a large, relatively open and often
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rapidly evolving group of internet users. This type of group can be called collaborative
network. Crowdsourcing divides work between participants to achieve a cumulative
result. [e.g. 21, 22]

Sharing economy - also called collaborative economy - is a mode of consumption
where goods and services are not owned by a single user, but temporarily accessed by
members of a collaborative network with or without charge. Sharing economy can refer
to social peer-to-peer processes that include sharing of access to goods and services
[23], or any rental transaction facilitated by a two-sided market, sometimes also
including business to consumer (B2C) [24].

3 Method and Case Description

In this study, we firstly have a review in conceptual part of the paper. Secondly, we
picked a case region to support our findings on what kind of open data platforms and
APIs there are and what is already being implemented on top of the APIs to make the
stakeholders benefit from the data. Since the value from the data for the citizens using
the services cannot be presented using a numerical method, we use a set of case
examples to illustrate how the solutions built upon the data generate benefits to dif-
ferent stakeholders. Both pilots and known products are considered. The region chosen
is the Tampere Region, which is the second largest metropolitan area in Finland with
about 385 000 inhabitants. The city center of Tampere is located between two lakes
limiting the connection possibilities through the city. Thus, it is important to develop a
system that exploits the currently existing physical infrastructure and uses it as effi-
ciently as possible.

On national level, Finland moved towards new legislation about mobility services,
which aimed to unify all transport regulations into one code. A large part of the changes
in new act was to achieve cost savings in transportation due to information system
development and new open data interfaces. One of main targets was to open all the
essential data of transportation services to public and to define the provisions of more
unified ticket and payment systems, which would allow better combination of different
service providers and forms of transportation [25]. Finland as a country has also been
early adopter of new data interfaces, such as Digiroad and Digitraffic [26, 27].
Therefore, many of Finland’s largest cities have some similar APIs and sources freely
available compared to Tampere. To simplify the results, the paper is chosen to use one
case area, in this case, Tampere, which is familiar to the writers and is one of the cities
having the most data and APIs available. The city also has a program to create new
smart city solutions in cooperation with local research facilities and businesses.

On top the Finnish data, the City of Tampere has also multiple data sources that
support the mobility development. Some of the APIs are only in use in the City of
Tampere but some also cover the whole region. Examples of different APIs, in addition
to already mentioned GTFS- and SIRI-APIs, available consist for example for traffic
lights, route planning (for different modes), parking and incidents and roadworks [28].
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A large part of the APIs are available freely, though some special information is
available upon agreement. For example open parking API gives basic information, but
fares and exact capacities are in closed API [29]. Different sources of both national and
regional data can be seen in Fig. 2. The Figure also shows examples of amount of
regional data provided.

National data sources include for example different official platforms, like Digiroad,
Digitransit and Digitraffic. Even though shown separated in Fig. 2, most of the data
sources are linked together. For example, Digiroad and national maps provide basis to
local mapping solutions and Digitransit combines regional GTFS-data to build national
data [34]. It should also be noted that these services itself rely on different global data
sources, like Digitransit uses OpenStreetMap-data based mapping solution [34].

The City of Tampere is also focused on collaboration in mobility area to create new
solutions and pilots. ITS Factory is a network that consist of the city and local
authorities, local businesses and research facilities. The main concept of the network is
to connect different stakeholders. The city provides different test areas and opens new
mobility data sources to allow companies to pilot and develop new services and
products. Different research facilities are closely connected in the process as a part of
development and pilot phases. The City of Tampere also hosts test sites to pilot for
example 5G networking, autonomous cars in everyday traffic and indoor positioning.

4 Results

Based on the case study of the Tampere region mobility services and on the different
information sources in use, the authors propose a novel data architecture for digital
services that enable MaaS. This architecture is depicted in Fig. 3.

Fig. 2. Examples of different data sources – Case Tampere Region [29–33]
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As can be observed from the Fig. 3, there is a collaborative network of organiza-
tions and end users that all contribute to creating the big data that is the fuel of the
MaaS solutions. In the bottom layer of the picture, we can observe that there is IoT data
generated from the vehicles. This may be real-time location data as well as real-time
occupation rate data. Special sensors may also measure the availability of wheelchair,
children’s buggy and luggage slots, for example. The middle layer of the image con-
sists of the big data collected by different organizations of the collaborative network.
The leftmost data source contains open data such as the data available through the
NAP-interface or SIRI and GTFS data regarding timetables and trajectories. The
transport and infrastructure providers create this data and it is reliable and well
structured.

The next data source is created or obtained from sensors from the transport service
or infrastructure providers. Typical transport infrastructure providers are route keepers
and parking facility businesses. In addition to the data collected from the first layer, this
layer contains mobility data from the passengers and business data.

The third data source contains data from digital services for passenger transport. In
addition to business data, this data contains significant quantities of usage data from
passengers. This data includes data such as all saved trajectories, paid trips and per-
formed searches for each user of the service.

The last data source contains crowdsourced data, which is created by passengers
and it may sometimes be unreliable and unstructured. It contains data such as ratings of
service providers and services as well as real-time information about traffic disruptions
and about shared transportation resources such as ride sharing.

Fig. 3. The data architecture for a MaaS service. The journey of the passenger starts with a bus
and ends with a bicycle ride. The bottom layer illustrates the physical dimension of the system. It
could consist of any combination and number of transport modes operated by different service
providers as well as of physical infrastructure that is connected to the network. In this figure, the
traffic lights are connected to the data repository as well as to the digital services.
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5 Discussion

In our case area Tampere region, multiple different APIs are used to serve as a
backbone of providing new services creating value through data; these include for
example real-time location of city busses and congestion data of road network through
the city’s traffic lights. Nowadays, different public transport and routing APIs can be
seen presumable to support. It should still be remembered that it is just a start when the
data is open and accessible. The key of creating value from the data is to make different
solutions and applications that the end-user uses and benefits from. In this study,
examples on what kind of different benefits are found from APIs and big data in our
case region and how they affect users, organizations or the city, are given.

For the user, value can mean many things. It is normal to assume that different apps
can show possible routes around city or that public transport timetables can be found
digitally, which doesn’t make the user consider it as a benefit. Same applies to accident
reports and basic traffic flow information that are provided in many areas around the
world. In our case area traffic flow can be better estimated through traffic lights that
share the traffic volume and wait time information through the API [35]. Same API can
also be used to check the status of a specific light (green/amber/red). The status itself
doesn’t necessarily give any value to the user, but there are different pilots that use the
connected traffic lights. For example, mobile app GLOSA aims to read the status of
next set of traffic lights and then show the car driver the desired speed to approach so
that no stop on red lights would be necessary [36]. Currently, the pilot runs on 16 of the
city’s 173 traffic lights [37]. For traffic light junctions with pedestrian and cyclist
crossing button, CrossCycle is a mobile app, which tracks the route of the cyclist and
reserves the green light in advance, turning it green when the cyclist arrives. The app is
supported in 36 light guided junctions around the main cycle paths heading city center
[38]. Added value for user can also be seen in arrival guidance to parking areas, which
can be implemented in current navigation applications. Since the status and current
capacity of the area can be queried beforehand, the user can be automatically routed to
a location that will have free spaces [29] and be also given extra information about
parking fares and different services, like EV charging.

For different infrastructure users, the value can be defined more easily. For transport
providers, the better the information about delays and accidents, the better it is to
minimize delays of own fleet and to calculate new routes when needed. For example,
the public transport operator can get an priority in the connected traffic lights through
the public transport information systems, which can be used to improve the punctuality
and shorten the journey times [39]. In a study conducted in Helsinki, it was noted that
there is no common results of the effects of these benefits. They ran a pilot by removing
priority from public transport for a day. As a result, the punctuality dropped on average
by 3%, but the results were largely route dependent. It was also noted that the main
effect of these benefits is to improve the punctuality and not to shorten the actual
journey time [40]. In Tampere, 118 traffic light junctions support the public transport
priority, which covers practically the areas where public transport is widely used [41].
Through an own system, also emergency vehicles can be given priority on junctions to
make the traffic flow in the desired direction [42].
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The city can also benefit from the different services build on top of data. Different
routing solutions that take the congestion into account can separate the traffic flow into
different paths, which generates virtually more capacity, since infrastructure is better
used. Different applications that create value to the user can also collect information to
the city, which gets information about the routes and choices that users normally take.

The different solutions build on mobility data and APIs can also help to reach
different sustainability targets. Different routing applications, which all rely on public
APIs to gather information, can be used to promote new methods of transport and make
them more attractive to the user by for example showing different recommendations for
walking (interesting and walkable) and cycling (avoids large ascents) directions. This
can promote modal shift towards sustainable modes of transport. Big data and analytics
give possibility to route passengers and transport more efficiently and thus lower
congestion and emission in cities. Better traffic management will allow greater capacity
for passengers and goods allowing present infrastructure to be used more efficiently and
therefore resources to be used more effectively.

6 Conclusion

Big data analytics offers new opportunities for both decision makers and new busi-
nesses as well as for passengers. Many of the new opportunities contribute also to
sustainable development – from an environmental or from a social perspective. Open
data and APIs have a key role since they allow to seamlessly connect different services,
and in this case transport modes, into one easy-to-use solution for the passenger, who
does not have to be aware on what is happening in the background. The system would
also work in case of different incidents and congestion situations, since all this data
would be available for the CPS transport platform that handles the journeys of users.

The study showed that even though the exploitation of big data does not directly
improve the state of the physical transport infrastructure itself, it helps in utilizing more
of its capacity. In the Tampere region case analyzed in this study, this means for
example that the existing road network can be used more efficiently as transport service
providers and individual drivers can plan their itineraries to avoid traffic congestions
due to mobility data available from the road network. Another result of the study was
that the use of big data makes the CPS transport system more attractive to passengers.
An example of this is that displaying the real-time locations of the fleet to the pas-
sengers typically does improve passenger satisfaction with the system. This applies
especially in cases where there is delay in the public transportation timetables.

In the future, new sensors and IoT could allow entirely new ways to collect and
provide data to users. For example, IoT-sensors would allow to track the current
occupancy rate of different public transport services and all the data could be integrated
into new services. Data from different transport modalities is already available.
However, the collaborative network is the core for the functioning CPS transport
system. Via collaboration such as sharing and sourcing data and services within the
network, the connected multimodal passenger transport systems are completed.

Interesting further research questions could relate to new business model possi-
bilities in collaborative networks and transport systems. Another line of future research
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could relate to the usability of the CPS transport system by different passenger groups,
since sustainable mobility is not just about improving transport infrastructure and
services, but also about overcoming socio, economic, political and physical challenges.
It would be important to study which passenger segments have a risk of being excluded
from new digital mobility services. The CPS transport system requires different skills
and attitudes from the passengers than a very traditional transport system that only has
a physical dimension. Even though big data, open APIs and collaborative networks do
provide significant improvements to the CPS transport system, the most important
factor remains the usability of the system. Even the most intelligent system provides
only very little value if it is not being used by the passengers.
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Abstract. This paper presents a framework for addressing the challenge of
economic value sharing among actors of Product-Service value networks. More
specifically the framework is dedicated to the assessment of alternative col-
laborative value networks and their associated economic models, at the time of
designing a product-service system (PSS). The framework includes three main
components: modelling, simulation and uncertainty assessment. The framework
is briefly presented as parts of its components were discussed in previous
research. The paper provides an illustration with a design project of a PSS
solution in the agro-alimentary industry, requiring a balanced configuration of
collaborative value network.

Keywords: Product service systems � Value network � Economic models

1 Introduction

Innovation on Product-Service-Systems generated a rather large background of sci-
entific advances on supporting their design and engineering processes over the last
decade. However, their concrete operationalization remains confronted to key chal-
lenges, notably concerning the balance of multi-actor collaboration within PSS value
chains. The mix among products and services open new profit opportunities and,
consequently, a strong need to regulate economic value sharing among collaborative
actors. This paper tackles this challenge by proposing an integrated framework to
assess economic models of PSS collaborative delivery networks. The framework is
based on three key components: modelling, simulation and uncertainty assessment.

The paper is structured according to these three dimensions: modelling, simulation
and uncertainty assessment of collaborative PSS value networks, with a state of the art
(Sect. 2) introducing these three aspects, a conceptual contribution highlighted in
Sect. 3, and a case study in the agro-alimentary industry in Sect. 4. This case study puts
forth a multi-actor value network, emphasizing the economic-sharing issues.
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2 Modelling and Evaluation of PSS Collaborative Value
Networks

2.1 Modelling of PSS Value Networks

Over the last decade, key advances were developed in the field of PSS Modelling [1] to
support the integration of products and services models. This section is focused on
papers about modelling PSS value network to support their economic assessment.
A first set of models support an explicit representation of actor networks, which can be
extended to stakeholders. The research works from [2] model the value flows of a PSS
offer through a generic formalism of Receiver/Provider actors, using a mathematical
representation. Lindahl goes one step forward by considering the various types of PSS
network actors and establishing a qualitative approach to model the service-based or
product-based value flows among them [3]. An approach where actor networks are
represented through value creation scenarios is proposed in [4] and the sustainability of
alternative value proposition scenarios is addressed in [5]. In these 2 last works, the
final objective is a performance assessment, however the quantitative assessment
process are not developed. This first set of works provide advances for qualitative
modelling, but do not address economic evaluation.

Complementarily, in the field of strategic network analysis, stakeholder value
network has been developed to assess value flows among stakeholders and identify
dependency or power relationships [6]. Until now, this approach has not been applied
specifically to PSS. In the field of PSS, the PRO-VA approach provides a seminal work
for multidimensional value assessment [7]. The authors build a clear contribution to
assess both monetary and non-monetary value. However the approach only focuses on
the provider’s point of view and on PSS components: it does not assess the value
network in itself. This second set of modelling work provides important insights on
value exchange assessment, however they do not make possible an explicit and shar-
able representation of alternative scenarios of collaborative value networks and do not
analyse precisely the economic flows among actors.

2.2 Simulation of PSS Value Networks

Simulation methods offer quantitative assessment solutions, with a direct focus on
value network modelling: based on process-oriented models, all activities required for
PSS delivery are modelled and their integrated performance can be simulated. Typical
of this orientation, is the work from Bosch-Mauchand et al. [number] using discrete
simulation to assess value criteria in terms of cost, risk, product conformity, time and
function satisfaction [8]. The authors compare value creation scenarios according to the
point of view of the various actors of the network. However, this approach remains
only product-oriented. In the field of PSS, some contributions conceptualize the basis
for generic PSS simulation platform [9, 10], by integrating both service and product
dimensions. A service-oriented performance simulation method is developed in this
general perspective in [11]. Simulation models for PSS business is proposed for
specific application areas and decisional objectives in [12]. Such works provide con-
crete advances for quantitative evaluation, however the alternative value network
models are not explicitly represented, and a domain-independent platform for PSS
value network is still missing.
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2.3 PSS Uncertainty Analysis for PSS Economic Assessment

Uncertainty management is a key issue for PSS design. In the field of PSS uncertainty
propagation was applied to some PSS concrete cases [13, 14] for economic evaluation.
An uncertainty diagnosis approach, integrating both qualitative and quantitative
methods, was applied in the PSS context in [13, 15]. Wang and Durugbo [16] define a
set of uncertainty metrics evaluated by applying fuzzy-based techniques. However,
these advances on uncertainty in PSS context mainly focus on cost of service delivery
and market conditions. Revenues or other dimensions of economic models are not
considered. Additionally, current contributions mainly emphasize on the provider point
of view, without considering all stakeholder’s impacts.

3 A Framework for PSS Value Network Modelling
and Evaluation

The following sections present a modelling and assessment framework for PSS, as an
integrated approach to tackle the key issues identified previously: (i) provide an explicit
and sharable representation of the diversity of collaborative value networks at the time
of PSS solution design; (ii) support a multi-actor simulation of PSS value network
economic models; (iii) assess the impact of distinct types of uncertainties for various
stakeholders. Three integrated components of the framework are introduced (Fig. 1):
modelling, simulation, uncertainty assessment. PSS value networks are constituted by
collaborative sets of companies contributing to PSS delivery, including PSS user when
necessary. By hypothesis, the approach only deals with BtoB PSS context and the
value network assessment only considers economic dimension of value exchanges.

Fig. 1. Overview of the overall framework
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3.1 A Modelling Language for Value Network Representation

The modelling component was developed on a conceptual level as a modelling lan-
guage dedicated to PSS models and, on a pragmatic level, as a computer-based
modelling tool called PS3M (PSS Scenario Modeler). PS3M offers 9 complementary
views to support PSS design process [17, 18]. The so-called ‘Scenario view’ is dedi-
cated to model PSS collaborative value networks, using three major modelling
constructs:

– PSS Offer: each alternative value network is associated to a specific Offer, including
the specification of PSS components together with the characterization of PSS
selling contract (The Offer view further details the precise elements of the offer).

– Actor Roles: each value network gathers a set of Roles, with the Role specifying the
responsibilities and activities taken in charge by some actor of the value network.
The delimitation of the roles is specific to each value network configuration. Per-
formance indicators can also be associated to Roles, to characterize performance
expectations.

– Organizational Actors represent the various companies/organizations involved in
the value creation network. They can be assigned to the various Roles within the
value network depending on their organizational capabilities and on the designer
decisions.

With this three modelling concept several alternative value networks can be
defined, each specified by a specific offer, a set of roles necessary to deliver all the
components of this PSS offer and the assignment of organizational actors to these roles.

Figure 3 of the case study illustrates the graphical representation of the PS3M
Scenario View. The modelling language presents the advantage of an explicit repre-
sentation of the alternative options of collaborative value networks for PSS delivery,
using a graphical representation easily understandable by any actor of the network, thus
facilitating collaborative decision-making. Another important feature of PS3M mod-
elling language also consists in supporting the identification of the characteristics and
parameters of the economic models under study. This economic data is captured from
the actors of the network, then gathered throughout the nine views of the modelling
language, helping the subsequent step about economic model evaluation through
simulation (see next section).

3.2 Simulation Platform for PSS Collaborative Value Networks

The simulation component has been developed as a reconfigurable PSS Economic
model simulator called PS3A (PSS Scenario Analyzer). The objective of the platform is
to make possible to generate a reliable cost/revenue simulation of the various alter-
native PSS delivery scenarios defined via the previous PS3M modelling component.
The platform is consistent with a multi-actor perspective, by providing economic
results (costs/revenues/profits) for each of the actors of the collaborative PSS delivery
network.

The economic calculation model follows an activity cost/revenue assessment
approach applied both to manufacturing and service processes, with the formalized

544 X. Boucher et al.



model and algorithms detailed in [19]. The costs of each actor within the PSS network
are the aggregate manufacturing and service activities assigned to each of those actors.
Revenues are derived from the costs using manufacturing or service margin rates. The
calculations are executed for a given demand profile representing the yearly number of
contracts [19].

The platform is reconfigurable, in the sense that the internal economic calculations
provided by the simulator are precisely customizable for each PSS case study.
A technological interoperability between PS3M (modelling component) and PS3A
(simulation component) was implemented in order to accelerate the customization of
the simulation platform for each case study and ensure a higher level a reliability for the
economic outputs generated.

3.3 Uncertainty Propagation and Analysis Procedure

The simulation platform ensures reliable economic outputs to compare alternative PSS
value networks. However, managing uncertainty requires embedding the simulator
within a consistent uncertainty management framework. As presented in [20], this
Framework results from the integration of qualitative and quantitative methods for
uncertainty analysis and management. It includes the four main steps underlined by
Fig. 2: step 1 consists in defining, characterizing and classifying the potential sources
of uncertainty; step 2 consists in formalizing a mathematical representation of uncertain
parameters; step 3 consists in propagating uncertainties through the PSS economic
model calculator (presented in Sect. 3.2) using Monte Carlo simulations, to support a
sensitivity analysis; step 4 consists in interpreting the outputs from this sensitivity
analysis to look for action plan reducing uncertainty impacts (mitigation strategies).

Fig. 2. Overview of the uncertainty management process
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4 Case Study in the Field of Industrial Robotics

The case study concerns the development of a PSS solution for the meat industry (agro-
alimentary sector). The PSS offer envisioned offer is a robotic solution for easy
cleaning of the fridges, where the meat undergoes the transformation process. The
current cleaning activities interfere with the production, leading to higher cost and
lower cleaning quality. The innovative offer entails an autonomous cleaning robot with
specific moving and cleaning abilities dedicated to meat environment, and a set of
services to ensure the availability and performance of the robot, reduce the production
interferences and improve the cleaning frequency and quality. The PSS collaborative
value network involves three stakeholders: (E1) a small-sized manufacturing company
that designs and assembles special machines including robots as customized solutions,
(E2) a small-sized manufacturing company that provides batteries for the robot and
(E3) a medium-sized company from the meat transformation industry as the client of
the offer. A fourth stakeholder (E4) is considered in some of the configurations: a
service provider that assumes the role of PSS solution provider. The application of the
framework helps configuring the collaboration among stakeholders, by supporting the
design of alternative value chains and by the analysis of the potential economic results
through the simulation and uncertainty approach, as presented in the next sections.

4.1 Key Results Concerning PSS Value Network Modelling

The PSS modelling language introduced in Sect. 3.1, was implemented on the
ADOXX enterprise modelling platform (open meta-modelling platform supported by
the Open Models Laboratory initiative - OMiLAB). The resulting PS3M modelling

Fig. 3. Example of PSS value chain, modelled through PS3M modelling component
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environment (Fig. 3) is utilized in order to build consistent models of the alternative
PSS value networks, which are associated to distinct potential economic models.

Typically, for the Clean Robot case study, the value network could be implemented
following the usual product-, use- or result-oriented PSS economic models. The
structure of the value network strongly depends on these economic schemes: the
content of the ‘offer’, the roles in the value network and the organizational actors,
considering their internal economic parameters. Figure 3 shows a PSS value network
for a use-oriented contract offer with roles assigned to the 4 actors: the customer E3
takes in charge the cleaning activity, the service intermediary E4 manages the con-
tractualization, the manufacturer E1 provides the robot and technology-oriented ser-
vices, and the battery provider E2 ensures specific maintenance tasks. Economic
analysis discussed in next section only focuses on the three main alternative scenarios
described in Table 1.

4.2 Key Results Concerning PSS Economic Model Simulation

The modelling presented in the previous section supported the definition of the required
data for the simulation. This latter is performed following the algorithmic approach and
the model presented in [19]. The simulation model is implemented in web-based
platform allowing a quick modelling and simulation process. The output is a set of cost
and revenue indicators for different actors involved in the designed offer. The simu-
lations show a significant increase in E1 net profit when moving towards a more
service-oriented offer (Fig. 4). Unsurprisingly, E2 profit remains stable over the three
scenarios as it is only a supplier of the battery system. Scenario S2 referring to a use-
oriented offer brings an additional revenue stream coming from the monthly rent of the
robot and most importantly maintenance services. The net profit is doubled from S1 to
S2. For the customer E3, this increase in costs is compensated by more availability of
the equipment and thus better cleaning performance. E1 profit increase is more sig-
nificant when it comes to the result-oriented scenario as the profit increases with almost
260% compared to S2. This is explained by the big share of cleaning service in the
profit: this service is delivered by A1 in S3, instead of the customer in S2. From a mere
economic point of view, this shows that the profit generated by delivering the cleaning
process outranks the one from the initially designed PSS. However, in practice, this

Table 1. Three alternative PSS scenarios, for further economic analysis

Actors S1 – Product oriented PSS S2 – Use oriented PSS S3 – Result oriented
PSS

E1 Sells the robot and services
to E3

Provides the robot and services
on an availability basis

Takes over the
cleaning of E3
fridges

E2 Sells the battery system to E1 Sells the battery system to E1 Sells the battery
system to E1

E3 Purchase and use the robot
for cleaning the fridges

Purchase and use the robot for
cleaning the fridges

Pays for the cleaning
service
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scenario is hindered by organisational issues linked to service capabilities of E1 and
business competition of the cleaning market: the final decision regarding the most
appropriate scenario belongs to the project consortium.

4.3 Key Results Concerning Uncertainty Propagation and Analysis

The goal in this stage is to identify the parameters of the economic model that have the
largest influence on the variability of the profits for the actors of the value chain. These
analyses were applied to the use-oriented scenario (S2), considered as the more
interesting for the industrial actors.

First, a One-at-a Time (OAT) sensitivity analysis was performed on a set of
parameters: contract length, number of contracts initiated each year, lease amount,
robot lifetime, frequency of services, number of robots, robot payback period and
contract type. Then, tornado diagrams were plotted to visualize the influence of these
key parameters on the variability of the revenues for E1, the Original Equipment
Manufacturer (OEM) (Fig. 5). A base scenario with a set of parameters was defined,
and then two other scenarios with ‘extreme’ values were specified. Due to the large
influence of the demand on the variability, three diagrams with different values of
initiated contracts per year were plotted. The use of these tornado diagrams enabled to
visualize the negligible impact on the variable of interest of varying the values of robot
lifetime and frequency of services. This result led to the decision of not including these
two parameters in the uncertainty propagation step.

In order to include the effects of the interactions among uncertainty parameters, a
scenario decomposition was applied, and then, the finite change sensitivity indices were
calculated [20]. This sensitivity analysis set the parameters for the next step of
uncertainty propagation step: another two parameters were considered to have a neg-
ligible effect on the simulated revenues: number of operating robots and robot payback
period. Next, the economic model was run 1000 times while variating the values of the

Fig. 4. Economic assessment results
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contract length, the number of contracts initiated per year, the lease amount and the
robot lifetime.

The outputs of the simulations were analysed by using scatterplots and Pearson
correlation coefficients (Fig. 6) [20]. Scatterplots assist in screening the degree of
sensitivity between a parameter and the variable of interest. From the resulting scat-
terplots, it was concluded that the main parameter having high sensitivity to the sim-
ulated revenues for the OEM and the battery supplier was the number of ongoing
contracts per year. This conclusion was drawn from the presence of a pattern in the
chart. This finding was confirmed by the computation of the Pearson correlation
coefficients. On the contrary, the remaining charts displayed points uniformly scattered;
which indicated low sensitivity to the expected revenues (Fig. 6).

Fig. 5. Example of a tornado diagramme used in the uncertainty analysis

Fig. 6. Example of a scatterplot used in the uncertainty analysis
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This analysis led to the conclusion that demand for robotic industrial cleaning
solutions represented the largest uncertainty source in the economic model. The
increasing variation of the lease amount and contract length showed to have also a
positive effect on the profits, when Robot lifetime demonstrated to have a negligible
effect.

5 Conclusions

The industrial case study illustrates how the modelling, simulation and uncertainty
components of the framework help industrial consortiums to identify and characterize,
alternative economic models available to implement collaborative PSS delivery net-
works and, then, evaluate and confront them to uncertainty. Thus, the framework
supports a decision-making process which, first, makes explicit alternative economic
value sharing scenarios, second helps selecting the best scenarios by a comparative
analysis of economic results, then assesses the sensibility of these results to uncertainty
factors. An important perspective under development is the genericity of the approach,
to cope with the variability of potential PSS economic models.
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Abstract. Several City Logistics (CL) initiatives have emerged in the last two
decades with the aim to reduce the negative externalities of freight distribution in
urban areas. Such initiatives can be public and/or private but need to not break
or impeach current operations efficiency so to not hinder their profitability. In
order to provide business value to CL initiatives and thus fostering their long-
term success, it is necessary to understand the decision-making of private
companies operating in the urban freight ecosystem. This paper proposes an ex-
ante assessment and evaluation framework built around the concept of an
ecosystem business modelling that includes the decision-making by CL stake-
holders. A theoretical framework previously developed is extended to evaluate a
collaborative business model of an Urban Consolidation Centre (UCC). Cost-
Benefit analysis (CBA is used estimate the impact of the business model con-
figuration. Finally, research and practice implications are also addressed.

Keywords: City logistics � Business model � Cost-Benefit analysis �
Consolidation Centre

1 Introduction

Collaboration among various stakeholders is a crucial subject in operations, business
and logistics management. In urban logistics, the issue of identifying stakeholders and
examining the most suitable ways of collaboration among them has started to be
addressed, mainly in the form of optimization models or in a qualitative way. However,
the key of success of such collaboration is strongly related to reaching a solid business
model. Designing and assessing a solid long-term collaborative business model is
therefore of vital importance for closing this gap and turn CL innovative solutions into
sustainable, large-scale endeavors.

When dealing with cutting-edge innovations business models need to be assessed,
both qualitatively (to identify levers and limits) and quantitatively (to examine their
economic viability). Although business model deployment is popular in logistics and
starts being applied to CL [1, 2], they are far to propose a systematic, unified approach
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that would address the collaboration issues. Furthermore, its assessment remains little
done as existing works make it either on a qualitative or quantitative way only, without
combining both approaches [3, 4].

The aim of this paper is thus to propose a methodological framework to analyze the
potential BM in collaborative CL; being able to identify stakeholders, key elements and
cost-benefit issues to develop and assess a suitable business model for city logistics
collaboration. First, the background and literature related to that subject, i.e. urban
logistics assessment and evaluation, stakeholder collaboration and business model
assessment are presented. Then, the methodological frameworks is presented. After
that, an example of application is presented via a case study for a university collabo-
rative consolidation center for B2C flows. Finally, as a conclusion, research and
practice implications are presented.

2 Research Background and Theoretical Framework

The literature section provides the theoretical background upon which the assessment
framework is built. In the first section the most important aspects of collaboration in
logistics are explored, in order to define the nature of such collaboration. Business
modelling in CL context is explored in the following section, focusing on the potential
case application and the shortcomings that convey the need for an innovative approach
for CL evaluation. Finally, the Cost-Benefit Analysis (CBA) method is explained in
Sect. 2.3.

2.1 Stakeholders’ Collaboration in Logistics

In city logistics, the subject of multi-stakeholder collaboration has been widely
addressed by various authors [5]. Given the multiple stakeholders involved in urban
logistics, the collaboration among them can be of different nature (public-public,
public-private or private-private), and arise at different level (transactional, informa-
tional, decisional, i.e. dealing with strategic, tactical or operational planning [6]).
Logistics collaboration can be observed from different viewpoints:

• By its object, the collaboration can be informational, infrastructure-based, based on
purchases or vehicle-based [7].

• By the organizational aspects, which are closely related to the functions of the
supply chain that are shared [8]: longitudinal collaboration, which takes place
between complementary actors in the same logistics chain; and transversal col-
laboration, often takes place between actors at the same level but not necessarily in
the same supply chain.

In both cases, collaboration can be formal (on the basis of contracts [9]) or informal
(without a legal base) but supposes important organizational, technological and cultural
changes, which can impact the business model of the supply chain or proposed
solutions.

Various authors have studied public-private collaboration, on a wide viewpoint
[10], concluding on the need of assessing the value of those partnerships and the need
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of collaboration to establish them in a sustainable way. That can be done via the
definition of business models [11] that can support the consensus search procedures [7],
but to make final choices, decision support methods are required, as shown in the
conceptual framework proposed by [12].

2.2 Business Model Theory and Usage in CL Context

The concept of Business Modelling (BM) relates to theoretical frameworks able to
assess the potential economic value that an organization can create by selling a product
or service [13]. [14] center their business model framework proposition on four dif-
ferent components, namely customer value proposition, profit, key resources, and key
process. Hence, in summary a business model includes the following components: a
value proposition and a revenue model adopted to gain a share of the value created
[15]; a value chain including key resources, key processes and key partners; and finally
a cost structure.

The business model approach has been applied so far by few CL scholars. [2]
assessed an automated parcel lockers (APL) solution by means of the Business Model
Canvas (BMC), one of the most used BM framework proposed by Osterwalder and
Pigneur [16]. Through the BM framework, the authors highlight the value proposition
offered to both customers and society, in addition to constructing a business case
according to different business model scenario. According to [17], the value proposi-
tion of a last-mile service aggregates different components such as price, order lead-
time, service quality, scope of service, sustainability and other benefits including cost
reduction convenience or flexibility of service. The BMC has been also used by [1] to
assess the feasibility of an investment in a shared, multi-stakeholder digital platform for
CL management. However, [18] argue that accounting for the different goals of CL
stakeholders is out of the scope of the BMC, which thus shows some shortcomings in
terms of assessing the overall feasibility of a CL solution.

2.3 Ex-Ante Evaluation of CL with CBA

To evaluate the suitability of business models, it is important to assess the costs and
benefits generated by it, and find the economic equilibrium and potential monetary
gains/losses [3]. One of the most used technique in transport infrastructure or passenger
transport systems long-term assessment is Cost-Benefit analysis (CBA). However,
CBA was very little used in city logistics until 2012 [4], but is starting to be generalized
since then. It has been used to evaluate if the benefits delivered by a new transportation
infrastructure exceed the costs and determined an efficient allocation of resources [19].
CBA has mainly been applied to assess the economic viability of urban consolidation
centers, to define suitable fees for new urban logistics systems or also to define an
economically viable urban freight railway system, among others [4, 20], and also to
obtain the suitable value of fees for the use of technology-based city logistics services
[3]. Main works on CBA deal with investment-based methods, but also operational
planning methods, based on marginal cost analysis, have been seen in CL [12].
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3 Methodology

The tenets of the proposed methodology are as follows. First, CL systems are inter-
preted as business ecosystems, characterized by the interplay between stakeholders’
activities, decisions and objectives. In order to respond to this challenge we propose a
classification of CL stakeholders according to the main activities performed or space
they occupy in the ecosystem [12, 17]:

• The first group includes the transport demand generators, who generate demand and
use the transport and logistics services (e.g. citizens, local retailers and shippers);

• The second group includes the service providers, or transport operators, who are
appointed by shippers or receivers to deliver parcels and other goods (e.g. express
couriers such as DHL and the like, small city transport companies);

• The third group comprise those stakeholders who are in charge of coordinating the
network, or interface roles. Usually transport providers provide coordination ser-
vices but, in some cases, intermediary platforms or public authorities can take on
this role.

• The fourth and last group includes the stakeholders who manage and plan the
logistics space, or space organizers. They comprise public authorities in charge of
land use planning and real estate facility managers aiming to increase the quality of
life of their employees or tenants.

The categories identified aggregate functions and activities necessary in a CL
business ecosystem, and can be defined as roles [17].

The second tenet of the proposed framework ensues as a consequence of the first
one: the same CL solution can be implemented through different business model
configurations where stakeholders take up different roles and exchange different value
propositions. A specific business model configuration determines which stakeholder
takes certain decisions and invest in resources, as well as the collaboration links
between stakeholders. In turn, the business model configuration chosen has an impact
on activity execution and the success of the collaboration between the stakeholders
measured via proper metrics. Table 1 summarizes the main elements of a collaborative
CL business ecosystem.

Table 1. Main components of a CL business ecosystem

Component Operational description

Resource They are owned by stakeholders
Activity Activities are performed to offer services, and consume resources
Metric KPIs measure the business objects (e.g. activities, value proposition)
Decision Stakeholders make decisions in the fulfilment of their roles, based on a set of

constraints, variables, decision parameters
Service Aggregation of activities that use resources and are role-based
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The next step of the methodology is the assessment of the business model, or the
quantification of the effects on all stakeholders of the business ecosystem role-playing
and linkages between the stakeholders themselves. A suitable method to validate a
Business Model is the Cost-Benefit Analysis [3]. For an exploratory approach, instead
of using long-term IRR-based (internal return rate) frameworks [3], we propose a
cashflow analysis, which is widely used in business research and presents a more
aggregated vision than marginal cost analyses [12] making it suitable for
strategic/tactical planning purposes [21]. In the proposed framework, costs and benefits
are calculated in a monetary value (€) and only real, and direct monetary cashflows are
estimated. More precisely, costs are accrued by the stakeholders according to the
activities they perform as well as the investment committed to acquire the resources
they use. Benefits are instead represented through the exchange of value proposition
among the stakeholders, expressed in monetary terms, and the actual inflow of rev-
enues. The cashflow analysis estimated then the monetary values, in a 1-year horizon,
for each quarter. Then, each quarter’s net cashflow is calculated, to examine its evo-
lution. The proposed methodology for designing and assessing a CL business
ecosystem business model is shown in Fig. 1.

4 Case Study

The proposed case study hinges on an internal consolidation center, sized approxi-
mately 20 m2, located in the Politecnico di Torino, the technical university of Turin,
Italy. The center’s operations are subcontracted to an external logistics service provider

Fig. 1. Methodology for designing and assessing a CL business ecosystem business model
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(LSP), and is focused on receiving deliveries for all employees (about 2000 people) and
sorting them to the university departments.

4.1 Business and Operational Model

The center handles two different kinds of deliveries: the institutional ones refer to work-
related purchases and are delivered from the center to the departments, and the private
ones. For the latter, the employees must go to the center for the picking. In the center,
one employee works full time, flanked by two part- time workers in the morning. Even
though there are 8 LSPs serving the consolidation center, each LSP typically associate
the same driver to the route that includes the center. For most LSPs, the drivers are
employees of local freight operators who the LSPs sub-contract the last-mile of the
delivery. All the parcels accepted are identified via QR system, and the software
automatically sends an e-mail to the final receiver through the internal e-mail system.
When he/she arrives in the consolidation center, thorough a digital signature the final
delivery is registered and it is traced by the software.

By delivering to an operated consolidation center, the LSPs are sure that the
deliveries will not fail, and at the same time, the employees have the whole working
day available for the picking. Moreover, LSPs can optimize their routing by consoli-
dating more deliveries in a lower number of stop and thus can increase their routing
efficiency. Finally, final customers (or end-consumers) simply update the delivery
location to the center and thus do not incur in extra costs with the inclusion of the new
platform. Table 2 summarizes the main roles played by the stakeholders in this CL
ecosystem, and highlights that all costs are borne by the employer (i.e. the university)
while all potential benefits are scattered across the whole ecosystem.

Table 2. Stakeholders, roles, costs and benefits for the pickup point solution, compared with the
status quo (without the pickup point)

Stakeholders Role(s) Costs Benefits

Consolidation
center operator

Receiver
Network
Coordination

One full-time and three part-
time employees
Mobile terminal for delivery
management

Subcontracting fee

Employer Real Estate
management

Investment in logistics
spaces and equipment
Subcontracting fee

Less congestion
More attractive
environment
Employees’ satisfaction

Express couriers Logistics
service provider

No change from the status
quo

Increase in routing
efficiency

Local carriers City delivery No change from the status
quo

Better working condition
for drivers

Online retailers User of logistics
service

No change from the status
quo

Certainty of delivery to
final customer

Employees User of logistics
service

No change from the status
quo

Certainty of receiving the
ordered items
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The proposed case study shows an interesting example of informational collabo-
ration. As shown, a central stakeholder, the university, proposes an infrastructure
assuming the costs and subcontracting a logistics service provider to manage the
consolidation center, however for its operational planning a real informational col-
laboration system is established. Indeed, delivery companies arrive to the consolidation
center and rely on the university’s employees for steering and operating the system. For
that reason, a strong communication among each delivery company and the users is
required. In this regard,, receiving the same driver for each LSP every day helps the
relationship between the drivers and the employees of the consolidation centers and
thus improves the quality of the working conditions for both parties. Delivery com-
panies organize their delivery schedules in relation to free space and customers’ uses.
For that reasons, an optimal use of the facility would require a more reactive and
integrated information system.

4.2 Collaboration Risks

In order to enhance that collaboration, a traceability or availability information system
would support that informational collaboration. However, some risks ensue from this
kind of collaboration [6].

For this particular logistics collaboration, we do not presume significant techno-
logical risks. This consideration is due to the use of well-consolidated mobile terminal
technology deployed by the Consolidation center operator for the Delivery Manage-
ment. In fact, the process of receiving the parcel involves only reading the parcel
barcode and updating automatically the information on a spreadsheet. This technology
moreover does not depend on the extant information systems of logistics service
providers, which will manage their own information flow embedded in the delivery
process and transmit the information up to the shipper. Hence, the final recipient will
receive a double notification of the delivery i.e. from their shipper and from the
consolidation center operator. Some risks on the other hand might arise from the
management of the resources, since at least three employees are needed at any time
from the consolidation center. If, by any chance, the operator would not be able to
provide enough human resources the center could not be operated. Should the operator
not inform the LSPs of its disruption in the service then the LSP would waste time by
stopping at the University. This risk is then correlated to the process-related risks, in the
sense that LSPs permanently changed their routing after the introduction of the center.
As a consequence, not informing them of the disruption will end up in a failed delivery
(and consequently a return to the LSP’s warehouse), and a longer delivery tour. The
center operator must then collaborate closely with the LSP and inform them of any
disruption or change in the service in order to assure the success of the collaboration.

4.3 Cost-Benefit Analysis Results

To propose a first step into the CBA application via cashflow analysis, we aim to
identify the costs and earnings of the proposed collaborative urban logistics space. For
that analysis, we need first to identify the cost structure for each of the stakeholders
whose cashflows are affected by the center, namely:
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1. Logistics providers, for which no new incoming flows are expected, but whose
outcoming flows can vary (mainly decrease) because of an efficiency improvement
due to the use of the platform; that improvement (in terms of distances, times and
vehicle use) will be modeled using the flow estimation approach shown in [12];

2. The host institution of the platform, here Politecnico di Torino, who operates the
center through the subcontractor and whose costs are estimated to be around 450€
(on the basis of an empirical calculation based on local manpower and rental costs).

We take into account that the only costs related to transport that need to be cal-
culated are those of logistics providers. Using the general framework of flow estimation
(via analytical models) of [22], we estimate the number of end-consumers not visited at
home and consolidated into the platform, and the resulting changes on transport flows.
The platform receives an average number of 150 deliveries/day, which are then split
according to each LSP’s national market share [23]. Moreover, we assume an average
number of 45 deliveries per vehicle per day (for classical B2C deliveries) and a total
capacity of about 100 deliveries per vehicle per route [12]. Then, using the costs of
transport in the geodelivery-Territoire Platform1, we estimate the main unitary costs,
and then estimate the main transport costs of routes.

We observe, for each carrier, a gain of 10 to 45 km/day, which, when converted
into cost (and then taking into account manpower and time-based costs), leads to a
decrease of outcoming cashflows of 30 to 140€/day, with a total outcoming cashflow
gain of 545€. It is important to note that for 7 of the 8 carriers, the demand of the
platform does not allow to dedicate a specific vehicle, and for one of them the reor-
ganization allows to have a dedicated vehicle with a potential gain of 140€/day. As
shown above, although the platform manages a small amount of deliveries nowadays
(about 0.3% of total deliveries for Turin’s area), cost gains of that re-organization are
not negligible for carriers, and would increase widely if the number of deliveries
increase or a network organization (for this type of platforms) is deployed.

5 Discussion and Conclusion

The proposed methodology aims to provide a framework for designing, assessing and
validating the business model of a CL innovation from a multi-stakeholder’s per-
spective. The framework is used to design a systemic business model taking into
consideration a collaborative network of stakeholders, and then validate each stake-
holder’s business model by means of a cost-benefit analysis. Therefore, the framework
allows designing different business model configurations while demonstrating the
economic “winners” and “losers”. The framework thus enables to propose a correct
allocation of resources and benefits so to increase the chance of a widespread diffusion.
The framework has been applied to a consolidation center operated by a northern
Italian university, which allows its employees to pickup their e-commerce deliveries at
the more convenient times and benefits the route optimization of LSPs. The CBA
calculation have indeed proven that LSPs reduce their operating costs, and thus

1 https://territoire.emse.fr/solutions/?type=geodelivery.
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proposed methodology enables to shed light on an apparent opportunism of LSPs and
final customers alike, who reap the benefits and do not share the costs. On the other
hand, those costs are all borne by the University.

The main research and practical implications are the following. First, the frame-
work is able to identify stakeholders, their roles and their relations, as well as to define
the main investment and adoption choices. This will lead to a unified tool to assess the
suitability of business models and support consensus search. Moreover, this case study
serves as a testbed for the assessment methodology, which will be used for other
collaborative logistics case studies in the future. Nevertheless, it might provide a best
practice not only for other universities but also for other publicly-operated facilities
(e.g. hospitals, central administration offices, ministries etc.) which account for a sig-
nificant share of employment and could improve last-mile systems.

However, the framework is at a preliminary stage and needs an in-depth investi-
gation of cost structures and cost-benefit assessment elements that will be done in a
further research. The main goal of future research will be directed towards making the
framework as a decision-making support tool for both private and public CL
stakeholders.
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Abstract. Collaborative Human-Robot workcells introduce robot-assisted
operations in small-volume production or assembly processes, where conven-
tional automation is noncompetitive. Unfortunately, the collaborative work of
humans and robots sharing the same work area and/or working on the same
assembly operation may pose unprecedented problems and failure risks. Failure
Mode, Effects and Criticality Analysis (FMECA) is a popular tool to design
reliable processes, which investigates the potential failure modes from the per-
spective of severity, occurrence and detection. The traditional FMECA approach
requires the assessment of failure modes to be carried out collectively by a group
of experts. Nevertheless, in the field of Human-Robot collaboration, experts are
often unlikely to agree in their judgements, due to the almost inexistent historical
records. Additionally, the traditional approach is not appropriate for decentral-
ized production/assembly processes.
The paper revisits the traditional approach and integrates it with the ZMII-

technique – i.e., a recent aggregation technique developed by the authors –which
overcomes some limitations, including but not limited to: (i) arbitrary catego-
rization and questionable aggregation of the expert judgments, (ii) disregarding
the variability in these judgments, and (iii) disregarding the result uncertainty.
The description is supported by a real-life application example.

Keywords: FMECA � Distributed manufacturing systems �
Human-Robot collaboration � Failure-mode assessment

1 Introduction and Literature Review

Human-Robot Collaboration (HRC) is one of the more significant enabling technolo-
gies in the Industry 4.0 framework. Several countries adopt supporting policies to boost
the upgrade of existing machine tools and robots with new collaborative models
compliant with Industry 4.0 guidelines [1].

The technical issues raised by the introduction of humans and robots in the same
workspace have been solved by robot manufacturers. Safety standards specific for HRC
have been defined (ISO/TS 10218 and ISO/TS 15066) [18, 19]. Precision, accuracy and
repeatability of HRC are in line with most industrial requirements [2].
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Nevertheless, there are still some unsolved problems that are strictly linked to the
concept of HRC. First, there is a diffuse lack of confidence in the robot as a teammate.
Furthermore, mistakes in the communication between human and robot may represent
an unprecedented source of problems and failure risks for the process. It is therefore
necessary to develop proofing methods that neutralize the most critical problems.

Common risk analysis methods applied to robotic workcells are Fault Tree Analysis
(FTA) and Failure Mode and Effects and Criticality Analysis (FMECA) [3]. There is
consensus among authors that both of them are not immediately applicable because the
information of the risks cannot be estimated at this stage. Additionally, FTA can only
be applied with the support of history of preceding similar processes. This is not the
case of the study, as HRC is a new process non-experimented before.

This paper focuses on the FMECA, which is a very popular technique to improve
the reliability of products, services and manufacturing processes, by analyzing failure
scenarios before they have occurred and preventing the occurrence of causes or
mechanisms of failures [4]. Applied to manufacturing processes, the FMECA is very
useful to improve reliability and safety and provide a useful basis for planning the
corresponding predictive maintenance [5].

The FMECA is carried out by a cross-functional and multidisciplinary team of
experts (typically composed of engineers and technicians specialized in design, testing,
reliability, quality, maintenance, manufacturing, safety, etc.), coordinated by a team
leader. The experts must overcome conflicting situations and converge towards a
shared agreement.

The most critical activity is concerned with the priority assessment of failure
modes/causes, based on the Risk Priority Number (RPN), which is a composite indi-
cator given by the product of the three dimensions of occurrence (O), severity (S), and
detection (D). Each of these dimensions is determined by collective judgment, using a
conventional ordinal scale from 1 to 10. The failure modes with higher RPNs are
considered more critical and deserve priority for the implementation of risk mitigation
actions: since the resources (time and money) available for corrective actions are (by
definition) limited, it is reasonable to concentrate them where they are most needed,
tolerating the minor failure modes.

The traditional method for prioritizing failure modes shows important shortcom-
ings, extensively debated in the scientific literature [6–8]; including but not limited to:

• Use of arbitrary reference tables for assigning scores to the three dimensions S,
O and D.

• The three dimensions S, O and D are arbitrarily considered as equally important.
• Since S, O and D are evaluated using ordinal scales, their product is not a mean-

ingful measure according to the measurement theory [9].
• The degree of disagreement among the team members in formulating collective

judgments is not taken into account.

It is particularly challenging to assess the role of FMECA in the current globalised
scenario, which is increasingly characterised by distributed manufacturing processes
i.e., a form of decentralized manufacturing practiced by enterprises, using a network of
geographically dispersed facilities that are supposed to be flexible, reconfigurable and
coordinated through information technology. Unfortunately, decentralized production
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in some ways hampers the application of the traditional FMECA. Firstly, the fact that
experts are numerous may increase the chances of conflicts [10]. Secondly, only few of
them generally have competence on HRC. Thirdly, there is not a great deal of expe-
rience on which to rely on.

The purpose of this paper is to revisit the traditional FMECA approach, making it
reliable also when there is a substantial disagreement among experts on the potential
problems and failure risks of a process. The revisited approach allows the aggregation
of individual judgments by experts, through a recent aggregation technique – called
ZMII – which combines the Thurstone’s Law of Comparative Judgment (LCJ) and the
Generalized Least Squares (GLS) method [11–13].

The remainder of the paper is organized into four sections. Section 2 introduces a
real-life case study that will accompany the explanation of the proposed approach.
Section 3 briefly recalls the ZMII-technique. Section 4 illustrates the proposed
methodology in detail, exemplifying its application to the above case study. Finally,
Sect. 5 summarizes the original contributions of this paper, its practical implications,
limitations and suggestions for future research.

2 Case Study

An important multinational company (anonymous for reasons of confidentiality)
designs, develops, manufactures and markets seats for a number of applications,
ranging from cars to aircrafts. Since the relevant assembly operations are complex and
require a relatively high level of dexterity, they are largely manual. To support oper-
ators in critical manual tasks, reducing the possibility of error, collaborative robots are
introduced. The case study is the assembly of a seat-frame component, which consists
of fixing different flanges on a common base. Figure 1a shows the flowchart of human
and robot interaction through a Human Robot Interaction System (HRIS). In Fig. 1b a
simplified part is designed for sake of laboratory tests. The most frequent collaborative
task is when the robot holds a flange in position and the operator fixes it with screws;
this operation is performed collaboratively, as illustrated in Fig. 1c.

The company carries out this manufacturing process in four worldwide plants
located in four countries (i.e., Germany, Poland, United States and China). Since, the
employed equipment is almost equivalent, it is reasonable to expect that equivalent
processes are likely to be subject to the same failure modes/causes. Following this
reasoning, it would be appropriate to share the experience accumulated in the various
production facilities.

The above four processes are managed by twenty total engineers/technicians,
hereinafter referred to as “experts”. Given the great difficulty in bringing together all
the experts and making them interact to reach shared decisions, the traditional FMECA
approach would be extremely difficult to manage, especially with reference to activities
concerning the formulation of collective judgments.

The initial activities of data collection, process analysis and determination of failure
modes/causes are coordinated by a team leader, who collects information and technical
indications received from other experts, processing and organizing them appropriately.
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Fig. 1. Synthetic description of a sub-process of collaborative Human-Robot assembly:
(a) assembly diagram, (b) drawing of the components to be assembled, and (c) example of
assembly task performed collaboratively.
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RPN

A - Picking and 
positioning 
flanges

A.1 - Non-starting of 
the assembly 
cycle

Assembly process delay

A.1.1 - Incorrect reception of the 
voice command

Notification of 
the received 
voice command

f1

A.1.2 - Wrong voice command by the
operator None f2

A.2 - Flange failure to 
pick up

Assembly process 
interruption

A.2.1 - Empty flange buffer Operator visual 
control f3

A.2.2 - Robot does not clamp the 
flange None f4

A.3 - Flange drop Flange damage and assembly 
process slowdown

A.3.1 - Defective grasp of the end 
robot gripper

Operator visual 
control f5

A.4 - Incorrect 
positioning of the 
flange on the base

Assembly process slowdown

A.4.1 - Incomplete removal of flange 
packaging

Operator visual 
control f6

A.4.2 - Flange unloaded inaccurately 
(spatially and/or temporally).

Operator visual 
control f7

A.5 - Collision between 
robot and 
operator

Assembly process slowdown 
and (minor) injuries to the 
operator

A.5.1 - Wrong operator position None f8
A.5.2 - Malfunctioning of robot 

collision-avoidance sensor None f9

B - Fixing flanges 
to the base

B.1 - Unstable robot 
while keeping the 
flange in position

Slight slowdown of the 
assembly process

B.1.1 - Malfunctioning of robot 
position sensor

Operator visual 
control f10

B.2 - Picking the 
wrong screw

Slowdown of the assembly 
process

B.2.1 - Human error in the choice of 
the correct screw Poka-yoke f11

B.3 - Screw stripping
Non-conformity of the 
assembled part and slowdown 
of the assembly process

B.3.1 - Excessive tightening torque None f12

Fig. 2. (Incomplete) FMECA table related to a Human-Robot collaborative assembly process of
a seat frame.
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The results of the initial activities are summarised in the (incomplete) FMECA table
in Fig. 2, in which twelve failure mode-cause combinations have been determined (f1 to
f12), which should be prioritized according to the three factors of interest. It is inter-
esting to note that the potential (negative) effects of failure modes mainly concern
interruptions/slowdowns in assembly operations, with no real safety risks. This is no
longer surprising, given the relatively stringent safety standards of collaborative robots
[19].

Collective assignments of the S, O and D scores and their aggregation through RPN
will be completed using the new revisited FMECA.

3 ZMII-Technique

The ZMII-technique can be used more generally for any large group-decision problem
in which a number of judges express their individual judgments on certain objects,
based on the degree of specific attributes [14, 16]. Considering the case study in
Sect. 2, we can identify three separate decision-making problems in which:

• the judges are the twenty experts (e1 to e20) affiliated to four production plants of the
company of interest.

• the objects are the failure mode-cause combinations (f1 to f12) in Fig. 2; for the sake
of simplicity, these objects will be hereafter referred to as “failure modes”.

• the attributes are respectively S for the first problem, O for the second problem, and
D for the third problem.

The ZMII-technique can be seen as a black box transforming some specific input
data – i.e., judgments on n failure modes, formulated by m experts – into some specific
output data – i.e., ratio scaling of the failure modes, with a relevant uncertainty esti-
mation. Precisely, for each (i-th) failure mode, the ZMII-technique produces an estimate
of (1) the (mean) ratio-scale value yi and (2) the corresponding standard deviation ryi .

A prerequisite of the ZMII-technique is that each expert formulates a ranking of the
failure modes – i.e., an ordered sequence of them, with those having the highest grade
of the attribute in the top positions and those having the lowest grade of the attribute in
the bottom ones. E.g., considering the case study in Sect. 2, the failure modes are
supposed to be ranked according to the degree of each of the dimensions of interest
(i.e., S, O or D).

Apart from the regular failure modes, experts may also include two (fictitious)
dummy failure modes in their rankings: i.e., one (fZ) corresponding to the absence of
the attribute of interest, and one (fM) corresponding to the maximum-imaginable degree
of the attribute. Referring to the case study, fZ corresponds to a fictitious failure mode
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of absent severity/occurrence/detection (e.g., a failure mode associated with the score
S = 1/O = 1/D = 1 [15]), while fM corresponds to a fictitious failure mode of the
maximum-imaginable severity (e.g., a failure mode associated with the score S = 10/
O = 10/D = 10).

In the best cases, experts formulate complete rankings, characterised by relation-
ships of strict dominance (e.g., “fi > fj”) or indifference (e.g., “fi * fj”) among the
possible pairs of failure modes [17]. The formulation of these rankings may be prob-
lematic when the number of failure modes is large. To overcome this obstacle, a
flexible response mode that tolerates incomplete rankings can be adopted.

Returning to the case study, each of the experts formulates his/her own three
distinct (subjective) rankings of the failure modes, based on the three dimensions S,
O and D; results are shown in Fig. 3. It can be noted that most of the experts have opted
for the formulation of incomplete rankings, probably because they are simpler and
faster. This kind of response mode may also favour data reliability since, in case of
indecision, experts are not necessarily forced to provide complete and falsely precise
responses [17].

Rankings indicate a significant inter-expert disagreement; e.g., while several
experts place the failure mode f5 among the top positions of their S-rankings, others
place it among the bottom positions. This reflects the actual difficulty of experts to
converge towards a collective judgement.

The mathematical formalization of the problem relies on the postulates and sim-
plifying assumptions of the Law of Comparative Judgment (LCJ) by Thurstone [11],
who postulated the existence of a psychological continuum, i.e., an abstract and
unknown unidimensional scale, in which objects are positioned depending on the
degree of a certain attribute. The position of a generic i-th object (fi) is postulated to be
distributed normally, in order to reflect the intrinsic expert-to-expert variability:
fi � Nðxi; r2i Þ, where xi and r2i are the unknown mean value and variance related to the
degree of the attribute of that object.

Considering two generic objects, fi and fj, and having introduced further simplifying
hypotheses [4] (e.g., lack of correlation, r2i ¼ r2 8i; . . .), it can be asserted that:

pij ¼ P fi � fj
� �

[ 0
� � ¼ 1� U½�ðxi � xjÞ� ð1Þ

Extending the reasoning to all possible pairs of objects, an over-determined system
of equations (similar to that in Eq. 1) can be obtained and solved by applying the
Generalized Least Squares (GLS) method [12], which allows to obtain an estimate of
the mean value of the degree of the attribute of each failure mode: X = […, xi, …]T,
which is expressed on an arbitrary interval scale, with a relevant dispersion estimation.
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4 Proposed Methodology

The experts’ rankings related to a certain dimension (S, O and D) are aggregated
through the application of the ZMII–technique. For a generic (i-th) failure mode, the
aggregation can be performed through the classic multiplicative model of the RPN [4].

Process Expert Ranking type Manage fZ/fM? t/b value Order t/b-objects? Dimension Ranking

1.GER

e1 Complete Yes N/A N/A
S (fM~f8)>f3>(f1~f9)>(f2~f12)>f4>f11>(f5~f10)>f6>(f7~fZ)
O fM>f3>f8>(f4~f7~f1~f11)>(f6~f2)>f10>f12>f5>(f9~fZ)
D (fM~f9~f10~f12)>f6>f7>f4>(f8~f2)>(f11~f3)>f1>f5>fZ

e2 Type-t N/A 2 No
S {fM||f5||f9}>{fZ||f1||f2||f3||f4||f6||f7||f8||f10||f11||f12}
O {fM||f3||f11}>{fZ||f1||f2||f4||f5||f6||f7||f8||f9||f10||f12}
D {fM||f6||f10}>{fZ||f1||f2||f3||f4||f5||f7||f8||f9||f11||f12}

e3 Type-t&b N/A 3 No
S {fM||f1||f2||f5||f8||f9}>{f3||f4||f10||f12}>{fZ||f6||f7||f11}
O {fM||f2||f6||f12}>{f1||f3||f4||f7||f10||f11}>{fZ||f5||f8||f9}
D {fM||f7||f10||f12}>{f1||f2||f4||f5||f6||f9}>{fZ||f3||f8||f11}

e4 Type-t&b N/A 2 No
S {fM||f3||f8}>{f2||f4||f6||f7||f9||f12}>{fZ||f1||f5||f10||f11}
O {fM||f5||f7||f11||f12}>{f2||f3||f4||f6}>{fZ||f1||f8||f9||f10}
D {fM||f6||f9}>{f1||f2||f3||f4||f5||f10||f11||f12}>{fZ||f7||f8}

e5 Quasi-complete No N/A N/A
S {fM||(f2~f9)}>(f8~f1)>(f5~f6~f10~f12)>(f4~f7~f3)>{fZ||f11}
O {fM||(f3~f11~f12)}>f2>(f1~f6)>f10>f5>f8>{fZ||(f9~f4~f7)}
D {fM||(f5~f6~f9)}>f12>f3>f11>f2>f10>f4>f8>f7>{fZ||f1}

e6 Type-t N/A 3 No
S {fM||f3||f8||f9}>{fZ||f1||f2||f4||f5||f6||f7||f10||f11||f12}
O {fM||f3||f6||f12}>{fZ||f1||f2||f4||f5||f7||f8||f9||f10||f11}
D {fM||f5||f10||f12}>{fZ||f1||f2||f3||f4||f6||f7||f8||f9||f11}

e7 Type-t&b N/A 2 No
S {fM||f2||f8}>{f1||f5||f7||f9||f10||f11||f12}>{fZ||f3||f4||f6}
O {fM||f2||f3||f5||f12}>{f1||f8||f10||f11}>{fZ||f4||f6||f7||f9}
D {fM||f5||f9}>{f3||f6||f7||f8||f10||f11||f12}>{fZ||f1||f2||f4}

2.POL

e8 Type-t Yes 3 Yes
S (fM~f8)>(f5~f1)>{fZ||f2||f3||f4||f6||f7||f9||f10||f11||f12}
O (fM~f3)>f6>(f2~f8)>{fZ||f1||f4||f5||f7||f9||f10||f11||f12}
D (fM~f9)>f10>f3>{fZ||f1||f2||f4||f5||f6||f7||f8||f11||f12}

e9 Type-t&b Yes 3 Yes
S (fM~f4~f8)>f3>{f1||f2||f5||f6||f9||f11}>(f7~f10~fZ~f12)
O (fM~f2)>f6>f10>{f1||f3||f5||f7||f11||f12}>(f9~f4~fZ~f8)
D (fM~f5~f9)>f4>{f3||f7||f8||f10||f12}>(f11~f6)>f1>(fZ~f2)

e10 Type-t N/A 2 No
S {fM||f5||f9}>{fZ||f1||f2||f3||f4||f6||f7||f8||f10||f11||f12}
O {fM||f3||f12}>{fZ||f1||f2||f4||f5||f6||f7||f8||f9||f10||f11}
D {fM||f3||f4||f12}>{fZ||f1||f2||f5||f6||f7||f8||f9||f10||f11}

e11 Type-t&b N/A 3 No
S {fM||f5||f8||f9||f12}>{f1||f3||f4||f6||f11}>{fZ||f2||f7||f10}
O {fM||f3||f10||f11}>{f1||f4||f5||f6||f7||f12}>{fZ||f2||f8||f9}
D {fM||f3||f4||f9}>{f5||f6||f7||f10||f11||f12}>{fZ||f1||f2||f8}

3.USA

e12 Type-t Yes 2 Yes
S (fM~f5)>f3>{fZ||f1||f2||f4||f6||f7||f8||f9||f10||f11||f12}
O fM>f6>(f2~f1~f11)>{fZ||f3||f4||f5||f7||f8||f9||f10||f12}
D (fM~f10~f12)>{fZ||f1||f2||f3||f4||f5||f6||f7||f8||f9||f11}

e13 Type-t&b Yes 2 Yes
S fM>f8>(f4~f12)>{f1||f2||f3||f5||f7||f9||f11}>(f6~f10)>fZ
O fM>(f3~f6)>{f1||f2||f4||f7||f8||f11||f12}>(f9~f10~f5~fZ)
D (fM~f9~f12)>{f2||f3||f4||f5||f6||f8||f10||f11}>f7>(f1~fZ)

e14 Type-t N/A 3 No
S {fM||f3||f5||f9}>{fZ||f1||f2||f4||f6||f7||f8||f10||f11||f12}
O {fM||f3||f5||f11}>{fZ||f1||f2||f4||f6||f7||f8||f9||f10||f12}
D {fM||f2||f10||f11||f12}>{fZ||f1||f3||f4||f5||f6||f7||f8||f9}

e15 Type-t&b No 2 Yes
S {fM||f8}>f3>{f1||f4||f5||f6||f7||f9||f11||f12}>f2>{fZ||f10}
O {fM||f12}>(f6~f5)>{f1||f2||f3||f4||f7||f11}>{fZ||(f9~f10~f8)}
D {fM||(f9~f12)}>{f2||f3||f4||f5||f6||f8||f10}>(f11~f7)>{fZ||f1}

4.CHN

e16 Type-t Yes 1 Yes
S (fM~f8)>{fZ||f1||f2||f3||f4||f5||f6||f7||f9||f10||f11||f12}
O (fM~f2)>{fZ||f1||f3||f4||f5||f6||f7||f8||f9||f10||f11||f12}
D (fM~f10~f12)>{fZ||f1||f2||f3||f4||f5||f6||f7||f8||f9||f11}

e17 Type-t&b No 3 Yes
S {fM||(f8~f9)}>(f3~f7)>{f1||f2||f12}>(f5~f6~f10~f4)>{fZ||f11}
O {fM||f11}>f12>f3>{f1||f2||f4||f7||f8}>(f5~f6)>{fZ||(f10~f9)}
D {fM||f12}>(f10~f9)>{f2||f4||f5||f6||f7||f8}>{fZ||(f3~f1~f11)}

e18 Type-t No 2 Yes
S {fM||(f4~f8)}>{fZ||f1||f2||f3||f5||f6||f7||f9||f10||f11||f12}
O {fM||f3}>(f2~f7~f8)>{fZ||f1||f4||f5||f6||f9||f10||f11||f12}
D {fM||f12}>(f10~f3)>{fZ||f1||f2||f4||f5||f6||f7||f8||f9||f11}

e19 Type-t&b Yes 1 Yes
S (fM~f8)>{f1||f2||f3||f4||f5||f6||f9||f10||f12}>(fZ~f11~f7)
O (fM~f3)>{f1||f2||f5||f6||f7||f8||f11||f12}>(f9~f10~fZ~f4)
D (fM~f10)>{f2||f3||f4||f5||f6||f7||f8||f9||f11||f12}>(f1~fZ)

e20 Type-t No 3 Yes
S {fM||(f8~f9)}>(f1~f5)>{fZ||f2||f3||f4||f6||f7||f10||f11||f12}
O {fM||f1}>f5>f12>{fZ||f2||f3||f4||f6||f7||f8||f9||f10||f11}
D {fM||f9}>f6>(f7~f4)>{fZ||f1||f2||f3||f5||f8||f10||f11||f12}

Fig. 3. Rankings of failure modes, formulated by the experts for each of the three dimensions
(S, O and D). The failure modes identified directly by the experts are marked in black, while the
reconstructed parts are marked in red. (Color figure online)
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The uncertainty related to the RPNi values can be determined by applying delta
method, also referred as law of propagation of uncertainty or error transmission for-
mula [17]. It is thus obtained:

rRPNi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Oi � Dið Þ2�r2Si þ Si � Dið Þ2�r2Oi

þ Si � Oið Þ2�r2Di

q
; ð2Þ

where r2Si , r
2
Oi

and r2Di
are the variances associated with the Si, Oi and the Di values

related to the i-th failure mode.
The results of the application of the proposed methodology to the case study are

shown in Table 1 and synthetically represented in the Pareto chart of Fig. 4. The most
critical failure modes are those with higher RPNi values. The relatively wide uncer-
tainty bands (depicting the expanded-uncertainty values �2 � rRPNi

) indicate that the
RPNi alone is a “myopic” indicator, since it may perform differentiations that are
unfounded from a statistical point of view. For instance, while it makes sense to say
that f3 is more critical than f10 or f11 (being the uncertainty band not superimposed), it
can not necessarily be said that f10 deserves priority over f11. These considerations give
the team a few more degrees of freedom in the choice of corrective actions, perhaps
taking into account other external constraints (such as cost, technical difficulty, time
required, etc.).

Finally, we note that failure causes with higher RPNi values tend to have higher
dispersion. This sort of heteroschedasticity depends on the multiplicative aggregation
model of S, O and D. The model could be replaced by other models (e.g. additive
ones), in which appropriate weights could be introduced for weighing the three
dimensions.

Table 1. Results of the analysis in terms of mean value and standard deviation of the Si, Oi, Di

values and corresponding RPNi values.

Si values Oi values Di values RPNi values
Mean St.dev. Mean St.dev. Mean St.dev. Mean St.dev. URPNi

f1 5.35 0.54 4.81 0.53 1.05 0.67 235.9 36.1 70.7
f2 4.68 0.54 5.91 0.49 3.55 0.56 222.8 33.2 65.1
f3 5.92 0.50 7.57 0.53 4.97 0.50 138.3 23.8 46.6
f4 4.63 0.52 2.80 0.56 5.18 0.52 98.1 20.9 40.9
f5 6.00 0.49 4.34 0.50 5.32 0.51 89.4 24.3 47.7
f6 2.71 0.60 5.71 0.50 5.78 0.51 89.4 22.7 44.5
f7 2.57 0.57 4.17 0.54 3.79 0.54 67.3 16.9 33.1
f8 8.78 0.56 3.64 0.53 2.80 0.62 50.3 16.3 32.0
f9 7.53 0.56 0.19 0.71 7.78 0.50 45.8 15.6 30.5
f10 2.33 0.60 2.92 0.54 7.40 0.48 40.6 11.9 23.3
f11 2.21 0.62 6.28 0.52 3.31 0.57 26.9 17.7 34.7
f12 4.76 0.54 6.33 0.51 7.83 0.49 11.3 41.8 81.9
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5 Conclusions

The paper illustrated an innovative approach for FMECA, when applied to HRC in
distributed manufacturing environments. This approach has important implications that
make it more suitable than the traditional FMECA for this practical context, charac-
terised by the greater difficulty of experts in converging towards a collective decision.

Among the advantages: the method does not require experts to meet physically and
make collective decisions; it includes a flexible response mode; it provides an esti-
mation of the uncertainty of the results.

Although there is no absolute reference (“gold standard”) to evaluate the validity of
the proposed approach with respect to the traditional one, we believe that it is superior
from the conceptual point of view as it overcomes some widely debated shortcomings
of the classic FMECA (e.g., it does not require the use of arbitrary reference tables for
S, O and D and it does not introduce any unduly “promotion” of the judgment scales).

Among the limitations: the proposed response mode, although being flexible,
represents a novelty that could create some problems, especially for more experienced
users that are accustomed to the traditional procedure; like the traditional procedure, the
three dimensions S, O and D were considered as equally important.

Regarding the future, we plan to replace the classic multiplicative model of the
RPN with a new one that allows (1) to weigh the contributions of S, O and D and (2) to
visualize their uncertainty contribution on the resulting RPN values.
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Abstract. In Mexico, the automotive sector is one of the most profitable
industrial activities as it contributes 2.9% of the national GDP [1]. However,
there still exist facilities that are in transit of manufacturing processes
improvement. In recent years, the adoption of emergent technologies, practices
and tools that lead into the Industry 4.0, has been a parameter to compete and
remain competitive in the global market. Upgrading all the processes is not
always a viable solution. Thus, companies must identify the optimal solution to
increase their productivity. Numerous technologies are available to facilitate this
migration. This paper aims to show how discrete event simulation with an action
research cycle supports the decision making in process improvement aided by
the information collected in Collaborative Networks. A case study is shown in
the automotive sector to validate changes in processes based on estimated
energy consumption, maintenance strategies, process time reduction and the
implementation of state-of-the-art sustainable processes.

Keywords: Automotive industry � Discrete event simulation �
Plant Simulation � Plasma nitriding � Modeling and simulation �
Collaborative Networks

1 Introduction

In recent years, Industry 4.0 has been a parameter of progress among the developing
countries [2–4]. The adoption of new information technologies and techniques can
promote sustainable motives [5] within a circular economy [6], with an integral society
[7] and environmental benefits [8, 9]. According to Stock and Seliger [10], sustainability
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trends are based on macro perspectives, such as value creation networks and business
models but also on a micro perspective such as improvements in product, process,
manufacturing equipment, organization optimization and better management of human
resources, through end-to-end engineering, vertical and horizontal integration. This
interconnectivity allows for the creation of smart factories that implement the emergent
technologies, practices and tools to create environments where hardware and software
interact in real-time and enable manufacturing information flow. Interconnection,
information transparency and decentralised decisions are the principles that promote
manufacturing firms into Industry 4.0 [11]. In fact, the natural way to migrate from a
traditional manufacturing firm into sensing, smart and sustainable firm system. This can
be achieved by implementing Collaborative Networks (CN), which in turn enable those
principles as a native evolution. CN not only allows the relationship among different
areas of the manufacturing firm but also delivers information flow about the individual
processes along all the productive line giving information that can be used to perform
improvements. In this way, process optimisation can be monitored and reduced using
adequated technology that can be rapidly assessed using CN. A commonly resource
subject to optimisation among industries is energy consumption. For this, Otis et al. [12]
establishes a relationship on the reduction of energy consumption with the improvement
of manufacturing process plans, such as reduction of start-up times, execution of pre-
ventive maintenance, proper planning of the master production program and materials.

Within a manufacturing complex, there exist many entities where either big or
small adjustments could be carried out to improve the production process [13], how-
ever, it identifies the changes that result in better economic and sustainable outcomes.
Decision-making practices driven by CN and based on knowledge to improve the
quality of processes and the use of technological tools like Tecnomatix Plant Simu-
lation software allow to visualise and evaluate in detail the effects of such decisions on
the plant layout to find the optimal results. This paper focuses on a simulation-based
and CN approach applied to a production system to assess the advantages of migrating
to sustainable technology. This system is owned by a Mexican company, which is
dedicated to aftermarket spare parts. A CN was used to link information related to
manufacturing into the decision-making process and pursue the motives of a manu-
facturing firm in the automotive sector. In Sect. 2, presents a brief introduction of how
Discrete Event Simulation (DES) can be used to model complex production systems.
Then, in Sect. 3, Action Research is described. Subsequently, in Sect. 4, the authors
explain the use of DES to the creation of a collaborative network. Furthermore, in
Sect. 5, discusses the results obtained with a case study. Finally, in Sect. 6 presents the
conclusions and future work.

2 Discrete Event Simulation

Computer simulation is described as an attempt to model a real or hypothetical situ-
ation. Computational simulation is divided into continuous simulation and discrete
event simulation (DES). DES tracks the changes in the components of a model when
they occur. Unlike a continuous simulation, where the clock runs constantly, DES
clock jumps from one event to the next, showing only the state changes of the model
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components at certain moments. Negahban and Smith [14] showed that DES is an
effective tool to assist the plant design and operation but recognised that there is still the
need of supporting with more efficient techniques to deal with the complexity of
manufacturing systems. DES has been adopted as an instrument from Industry 4.0 [15–
17] to analyse and optimise decisions ranging from production decisions to supply
chain management. It provides the ability to visualise changes in specific variables,
relevant aspects for the stakeholders, supply chain, human safety. In general, scenarios
that would prevent costs for the decision makers [18, 19]. Thus, enterprises have been
benefited with the introduction of simulation, achieving results in an agile manner. For
instance, manufacture in the automotive sector is based on the sequence of operations,
known as discrete events [20] which assemble parts from different suppliers into a
complete product. For this automotive production, plants could be studied as a discrete
event phenomenon that can be easily modelled in DES software.

3 Action Research Cycle

Chavarría-Barrientos et al. [21] proposed a model typology. The model typology is
composed of three types of models, namely, black-box model, operation model and
integrated operation model, which vary in terms of the level of complexity that is
required by the simulation task. A “Black box” (Fig. 1a) represents the main activity of
the process which simplifies details about the behaviour of the process components
[22]. A black box model is useful for a preliminary estimation of the productive
capacity of the integrated activities involving the process. Scenarios with this level of
detail can be found in [23, 24]. Aspects such as layout configuration, operator actions,
material transport, and operating strategies are not considered.

An Operation Model (Fig. 1b) is a building block for creating an integrated model
of operations. This level of detail is suitable for modelling a specific activity, a
workstation or a small process [25]. Benefits reach from a clear understanding of the
process to rapid identification of possible problems or improvements. In this case,
detailed behavioural aspects of the process are considered (idle times, failures, material
transport, parameters, and so on). The Integrated Operating Model (Fig. 1c) is the
interaction of operation models blocks and black box models working together.
Because of the multiple interactions between models, numerous variables and scenarios
can be tested for evaluation of worker efficiency, machine failure, processing times,

Fig. 1. Model typology from left to right, (a) black box model, (b) operation model and
(c) integrated operating model.
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buffer efficiency, among others. This type of simulation is richer in terms of infor-
mation processed and enabler to make decisions, however, compared with the black
box or operation model, it requires more interaction between all stakeholders to gather
information to simulate (i) the real scenario and (ii) optimise multiple alternatives.
Chavarría-Barrientos et al. [21] proposed a methodology, based on the Action-
Research Cycle (ARC) (See Fig. 2) to develop simulation models.

Thus, to develop a simulation model (See Fig. 3), it is necessary to accomplish the
stages described below:

– Plan: define problem, target, objectives, and how objectives might be evaluated.
Planning provides information about resources available, time and relevant infor-
mation for those in charge of the project.

– Act: Determine the type of model according to model typology (Fig. 1), data
gathering, develop a model and validate the model. The type of model would
impact directly on the information needed to be precise in the simulation model.
Permits and key informants are the backbones for a useful simulation.

– Observe: Simulate the model and evaluate the objectives. The objectives proposed
in the planning stage must be related to the results obtained from the simulation.
Optimisation of the manufacturing process plan is expected with simulation models.

– Reflect: Identify one or more courses of action according to the results of the
observing step. Restart the cycle if the objectives are not accomplished in the
simulation scenarios. The results obtained from the simulation must provide valu-
able information for decision-makers.

Fig. 2. Action-research cycle.

Fig. 3. Development of simulation models. Proposed technique based on ARC
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4 DES to Support the Creation of a Collaborative Network

According to Gobbo et al. [26], industrial safety and environmental protection are
linked to the concept of Industry 4.0. However, as manufacturing becomes more
complex, factories face the challenge to minimise costs, improve processes and reduce
the time of implementation deployment and revamping of production lines. These
challenges are generally out of the expertise of the self-company; thus, they need to
collaborate further with different actors to deal with these problems. Manufacturing
firms rely on CN to manage the core processes of the business model, allowing the
integration of different actors whose synergy help decision makers to improve and
reach a common objective by providing the necessary technologies, practices and tools
to solve problems in a shorter period. However, making use of the ARC to simulate
different scenarios, guides them into novel practices to optimise resources and improve
the productivity of the manufacturing system.

DES simulation is enriched by the information provided by multiple stakeholders.
Once identified the main objective to optimise, it becomes a valuable tool as is
ubiquitous and allows to make evaluations about the implementation of new tech-
nologies through the creation of virtual scenarios in a shorter period. Thus, forecasting
a precise result and permitting early identification of opportunity areas by modeling and
simulating different scenarios. In this way, the use of resources is reduced compared to
commissioning or physical experiments [27]. DES has been widely adopted in the
automotive sector, and one of the common uses is the optimisation of raw materials for
the creation of parts. Solutions reached by simulation models are compared against the
actual production process. DES is a tool to evaluate the ideas generated by the ARC
technique with the information provided by CN to generate effective decision making
without executing an implementation or generating additional costs by physical tests.
All in all, a feasible solution is put in practice into the manufacturing firm (See Fig. 4).

Fig. 4. A proposed framework to aid decision-making in the CN context using DES
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5 Case Study

A case study is developed in Grupo Dinamex S.A., a fifty-year-old company, which
has a long tradition and expertise in manufacturing processes and distribution of
automotive products for the aftermarket. Despite its long presence in the local market,
the introduction of low-cost products from Asia motivated it to improve their processes
and reduce costs. This work is focused on optimising the production of one of the
critical components for an electric fuel pump, which is called the turbine impeller. For
the creation of this component (formed by eleven metallic parts), different manufac-
turing processes are required such as die-cutting, boring, reaming, polishing, lapping,
deburring, among others. Components exposed to wear and corrosion are also heat
treated in several gas ovens. The heat treatment process was identified as a bottleneck
since it cannot maintain the takt time (working time between consecutive units) of the
process. This process handled salts that can be harmful to health and the environment.
To reduce cost and to improve processing time, plasma nitriding heat treatment is
proposed. Pilot testing was run by Termoinnova S.A de C.V, which is a company
dedicated to heat treating and surface coating in different materials. The nitrided parts
pass the design requirement, and they have a higher ratio between the number of parts
produced over the production time than the traditional heat treatment applied in
Dinamex. The use of this heat treatment has not been contemplated for the production
of media components. To be able to make the collaboration, plasma nitriding appli-
cation might be justified in terms of improving the process and the product. It was
decided to collaborate with Tecnologico de Monterrey. In order to evaluate the plasma
nitriding alternative, black box models were developed, and the process was simulated
using DES.

5.1 Process Changes and Decision Making

Before making changes in the actual production line, a diagnosis based on the project
executed by [28] allowed to know the status of the process’s productivity and energy
consumption in the production line. DES software (Siemens Plant Simulation) was
used to experiment with different scenarios for the evaluation of the current state of the
production line to make proposals for improvement in the processes. However, the
result had to be evaluated and comply with the economic, personnel and technology
restrictions. The simulation structure is carried out using the Action-Research cycle.

5.2 Action Research Cycle

Plan. The objective is to evaluate the feasibility of changing traditional heat treating
with a plasma nitriding process. The feasibility is evaluated by energy consumption and
processing times of a 1040 steel component.
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Act. A black box model [20] is selected from the model typology to represent each of
the twenty-four activities of the current process (Fig. 4a). The model was developed in
Tecnomatix Plant Simulation. By using this model type, the distance between pro-
cesses, the number of operators and the time of material transfer between processes
were not considered. Only considers the process times, idle time and failures. The
process was operated according to a schedule consists of a work shift of nine and a half
hours with a break of 30 min and a proposed process line operating only five days a
week. Process flow diagrams and the study of process times were gathered during a
previous project [28]. On the other hand, energy consumption was estimated by the
maintenance team of the company. Energy consumption was calculated by knowing the
supply voltage, the current consumed, by the machine in different states and the power
factors delivered by the manufacturer or identified on the nameplate of the machine.

Observe. Once the model was created in Plant Simulation, a debugging of possible
errors was made, and the simulation was run for an equivalent time of five days. In this
way, an estimated production is calculated for a normal work week. The results of the
new simulation were compared with the current production data. The simulation of the
modified process shows an improvement in the number of produced parts and energy
consumption. In this iteration of ARC, the frequency of machine failures was not
considered, such as electrical system failures, hydraulic or mechanical system failure as
well as failures due to the breaking of cutting tools.

Reflect. With the result of the simulation, it was decided to restart the cycle, modify
the model and run additional simulations. This decision was motivated by the differ-
ence between simulation and real production statistics.

5.3 Restart the Cycle

In the stage of planning, the objectives and objectives measures are maintained.
Meanwhile, new data were collected as indicated by the methodology (Act), such as
failure frequency and the time it takes the process to recover from them. It should be
noted that initially, a preventive maintenance plan was missing. Only a corrective
maintenance program was managed. When the fault’s data was introduced into the
model, the production system behaviour is like the physical production system
(Observe), and data of the current processes was saved for further analysis. A new
cycle (Reflect) was required to model and simulate the process improvement options
such as the application of new technology and a decrease in the frequency of failures.
The introduction of the new heating process results in a modified production system
with fewer processes (15 instead of the 24 processes in the original production system).
Plasma nitriding removes engineering restrictions to manufacture the product. This
situation allows to introduce a set of new processes such as blasting process to remove
the burr of the pieces coming from stamping, and the acquisition of a twin head drill to
perform simultaneous drilling operations (Fig. 5).
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Plasma nitriding allowed the product to incorporate softer materials and give a
similar or longer lifetime compared to the original design material selection. With the
new heat treatment process, the number of maintenance actions in the dies was reduced
due to wear, and it is expected to see a reduction in the frequency of stoppages caused
by the tooling failure. On the other hand, the application of preventive maintenance
may achieve a reduction in the frequency of failures by 50%.

Applying the methodology by [20], a simulation of the model with the improve-
ments proposed was run, and as shown in Fig. 5b, the model of the production system
alternatives has a considerable reduction in the number of processes. This same figure
remarks that Stamping 1 and 2 consume most of the energy. However, the energy
consumption of the stations when they are in failures or in idle time has a considerable
reduction, as can be seen in Fig. 5b. In the simulation of the original process (Fig. 6a)
has a consumption of 934 kWh, in 5 days. On the other hand, the simulation with the
modified process (Fig. 6b) gives us the consumption of 1,085 kWh. According to this
value, the machines are operational longer, instead of waiting. The improved process
can deliver 268% more parts in the same period. An equivalent production of the
current number of pieces with the modified process, energy consumption will be closed
to 400 kWh, and the production line only works a day and a half instead of five days.

Fig. 5. A black box model of (a) the current metallic turbine impeller processes, (b) the
proposed metallic turbine impeller processes including plasma nitriding.

Fig. 6. Energy consumption of (a) the current process for the creation of the turbine impeller,
(b) the proposed process for the creation of the turbine impeller.
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6 Conclusions

DES was used as part of the action research cycle to improve decision-making gen-
erated with the collected information of a Collaborative Network. CN for this article is
comprised of a private industry, academic researchers and different systems connected
through the Internet. The framework arose naturally aided by different subsystems
which gather and share information. The main motivation for this work was to reduce
energy consumption in a manufacturing firm, which is reflected after the implemen-
tation of the model. With these applications, considering that the remaining compo-
nents of the piece belong to the same product family, an 80% reduction in gas
consumption of the company is estimated; 46% savings in direct costs, close to 84% of
the time of processes and a reduction of more than 50% in energy consumption.
Discrete event simulation assists in creating different scenarios, where changes in
processes can be properly tested while the processes are kept running daily. For future
work, it is planned to create a highly complex simulation, in which a user can make
production planning evaluations for multiple products that share similar processes. This
new simulation should include the preparation times, the material transfers, the number
of operators and a more detailed operation logic.
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Abstract. The article presents the subject of the practical application of virtual
reality in the design and programming of robotic stations. Robotic stations
designed with the use of virtual reality were created in a collaborative network
study consisting of a university, enterprise and government organization -
National Centre for Research and Development. An example of a project
implemented within the framework described in the collaboration article is the
robotisation of the manufacturing processes of aircraft engine components.

Keywords: Virtual reality � Robots � Robotic stations �
Collaborative network � Design of robotic stations

1 Introduction

The article presents an example of the use of virtual reality in the design of robotic
stations. The project was carried out as part of a collaborative network consisting of a
university, a company and a government organization – the National Centre for
Research and Development (Fig. 1).

The network of cooperating units in question consists of independent institutions
that differ in their goals, environment, organization and culture [1, 2]. The company
that is included in this network has clearly defined goals. The modern theory of the
company is based on the contention that the most important goal in the company is to
maximize its market value. Besides this general goal, there are also marketing goals,
i.e. a level increase in sales, innovative goals - product innovation, and financial goals -
profitability. The aim of the University is to educate students, conduct scientific
research and create favourable conditions for innovation. The National Centre for
Research and Development (NCRD) established in Poland has the following
objectives:

• management and implementation of strategic research and development programs
that directly translate into the development of innovation;

• supporting commercialization and other forms of transfer of research results to the
economy, management of applied research programs and implementation of pro-
jects in the field of defence and state security;
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• ensuring good conditions for the development of academic staff, implementing,
inter alia, international mobility programs for researchers.

In pursuing these goals, the NCRD ensures that public money spent on research and
development work brings the greatest benefits to the Polish economy. Through several
dozen programs, the Centre can provide financial support for a project at all levels of
technological readiness – from initial industrial research to the development of an
innovative product, service or technology. This offer is complemented by programs
supporting the financing of international protection of industrial property and foreign
expansion of young innovative companies.

The Rzeszow University of Technology, together with industrial partners, has
implemented and continues to implement several dozen projects that are co-financed
and implemented in cooperation with the NCRD. The team involved in the presented in
this work project focuses on the design of advanced robotic stations and robotization of
various types of processes in the aviation industry. An example of projects imple-
mented within this collaborative network is the robotic quality control of jet engine
components presented in the works [3–5]. Jointly implemented projects also included
autodiagnostics of robotic stations and robotic machining processes in the aviation
industry which are the subject of publications [6–14].

Functionally, the collaborative network based on NCRD allows companies to
implement innovative solutions related to robots, for example, and researchers can
conduct advanced research using the latest technologies. Projects implemented thanks

Fig. 1. Diagram of the functioning of the discussed collaborative network
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to financial and substantive support of the NCRD allow the creation of cooperation
networks and the development of the units involved. Patents, scientific articles or PhD
theses are often the result of cooperation. Companies thanks to the collaborative net-
work have access to laboratories, substantive support and can acquire students as future
employees. The implementation of joint projects is very important for didactics. Stu-
dents may be familiarized with the work being carried out, and they may also take part
in the tasks performed. An example of a project implemented within the discussed
collaborative network is the robotization of the manufacturing processes of aircraft
engine components. During the design and programming of the station for the
machining of aircraft engine components, virtual reality techniques were used.

2 Virtual Reality

Virtual reality (VR) is an artificial image of reality created using information tech-
nology. It involves the multimedia creation of a computer visualisation of objects,
space and events. It can represent both elements of the real world and completely
fictional ones. In virtual reality it is possible to simulate the presence and operation of
the user and feedback information is sent to one or more senses in such a way that the
user has a sense of immersion in the simulation.

The virtual reality system exposes objects to the user with the help of image, sound
and sensory stimuli, and allows interaction, giving the impression of being in a sim-
ulation. Sensory feedback provides users with direct sensory information depending on
their physical location in a virtual environment. Sensory information is transmitted
through synthetic stimuli, that is computer-generated visual, audio or tactile informa-
tion. Most of the feedback is implemented via visual information, although some
environments only use tactile information. In addition to simulation, the virtual reality
system requires an interface that allows users to “enter” virtual reality. One of the first
such devices was an invention by Morton Heilig, named the Sensorama Simulator from
1962, which was the first video game allowing immersion in virtual reality [15]. The
device displayed a colourful, three-dimensional graphic on a stereoscopic display, it
was equipped with a stereo sound system, an odour generator, fans that simulated
breeze and a movable seat. The game consisted of riding a motorcycle on the streets of
New York. The players felt the unevenness of the road, the smells of food from
restaurants and the air movement resulting from the movement of the motorcycle.
However, it was not possible to interact with the virtual environment objects. Heilig
also started work on virtual reality glasses mounted on the head equipped with head-
phones. He did not complete his invention, but the potential of his solutions was
noticed. The development of technology allowed for the construction and improvement
of virtual reality interfaces. Nowadays VR devices are widely available and system-
atically increasing the number of their applications, both commercial and specialist.
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One of the most frequently used examples of the practical application of virtual
reality are flight simulators [16]. Pilots can practice flying in different conditions,
simulate failures and ways of responding to them. Simulators of surgical operations are
another important example [17]. An operation is a dangerous situation for the patient,
because a single error can lead to his or her death. Following the example of flight
simulators, surgical simulators provide a virtual environment in which the surgeon can
use realistic touch interfaces (which look like real surgical tools) to perform surgical
procedures on various patients. Virtual patients do not necessarily have to be imaginary
objects. Modern imaging methods, such as computed tomography, can be used to
create a three-dimensional image of the human body. Before a real operation, surgeons
can practice on a virtual patient with very similar characteristics to the real patient
being prepared for surgery. Surgical simulators have become particularly widespread
thanks to the creation of surgical robots that allow the whole operation to be performed
using a touch interface and a screen.

In [18] the authors proposed the use of virtual reality to train employees in positions
where they cooperate with robots. The reason for this approach was to improve safety.
Thanks to VR, an inexperienced employee is able to learn the principles of safe
cooperation with machines. The work [19] presents a VR application for training in the
field of management of industrial processes, with particular emphasis on pneumatic
systems. The virtual application consists of a virtual laboratory and a virtual industrial
plant.

3 Design and Software of a Robotic Station Created
with the Help of Virtual Reality

For designing and programming a robotic station, it was decided to use currently
available tools for designing and programming robots off-line. Off-line programming is
recommended for use in the construction and modification of complex robotic systems.
The direct benefits of using off-line programming are:

• shortening break times in production;
• automatic generation of NC code;
• numerical (CAD) representation of elements of the position – easier and faster

integration of the robotic station;
• use of graphic editor in testing (verification) and optimization of the work program;
• facilitated interchangeability of programs between robots;
• the ability to create complex work programs, complex position logics, and

advanced, large sensory systems.

Using modern computer programs for programming industrial robots, fast and
accurate generation of control programs can be obtained. It is possible to test various
organizational variants of the position and work scenarios while maintaining both easy
and quick corrections and the safety of testing (e.g. collision detection) of the program,
thanks to simulation in a virtual environment. The design method of advanced robotic
stations is shown in Fig. 2.
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After a review of the available solutions for designing and programming a robotic
station, the ABB tool, RobotStudio, was chosen (Fig. 3). Earlier, the use of other
available off-line programming tools was considered. The possibilities of using virtual
reality of RoboGuide software by Fanuc, Kuka Sim Pro by Kuka and K-Roset by
Kawasaki were analyzed. Unfortunately, none of these tools has such options.

Fig. 2. The design method of robotic stations

Fig. 3. View of the station designed in the RobotStudio software
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RobotStudio versions available since 2017 work with VR glasses, allow the user to
design and program robots in the virtual world and interact with its components
(Fig. 4).

A PC with RobotStudio software and VR Oculus Rift glasses were used to design
and program the robotic station. After the glasses are put on, they display the image of
the computer-generated world in front of the user’s eyes. The user can look around in a
natural way, moving their head or body. The Oculus Rift model used has a screen
displaying to each eye an independent image with a resolution of 1080 � 1200 pixels.
Connectivity to a computer can be implemented by cable using HDMI and USB
interfaces or wirelessly. The movements of the user’s head are tracked by two sets of
sensors that are responsible for tracking the rotation and position of the head in space.

The Virtual Reality Meeting turned out to be a very useful option used during the
design of the station. This solution, which is a function of the RobotStudio software,
allows a virtual meeting of several people in one robotic station. People can be in
different locations, and distance is not important. Thanks to the Virtual Reality
Meeting, users can see their avatars in the form of coloured glasses, talk, draw and
annotate in a virtual model of a robotic station (Fig. 5).

The RobotStudio application with the Virtual Reality Meeting option allows users
to run “live simulations” where robots perform paths, objects move, and the virtual
reality provides accurate perception of dimensions. Checking of ergonomics and
accessibility for cleaning and servicing equipment are available. The meeting function
helps in design analysis and error correction at an early stage. This results in a much
shorter installation and start-up phase.

Fig. 4. The concept of cooperation of RobotStudio software with VR tools
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An example of a project implemented with the use of the off-line design, virtual
reality and Virtual Reality Meeting tools, discussed above, can be seen in a robotic
station for machining aircraft engine components. Pratt & Whitney Rzeszow S.A.,
which is part of UTC, in its operations performs technological operations involving the
machining of V2500 engine diffuser castings. One of many technological operations is
edge deburring. In the process of making a diffuser, there are a number of edges that
require deburring, which is an operation that is carried out manually. As part of a joint
venture, coordinated and co-financed by the NCRD, a robotic station for carrying out
this process was designed and constructed (Fig. 6).

The operation of the station is divided into three stages: removal of oversizes
(flash), chamfering and grinding of the machined surfaces. The whole process is per-
formed by the ABB IRB140 robot, and the implementation of subsequent processing
stages is possible thanks to the exchange of tools located in a four-position changer.

Fig. 5. View of the station designed using Virtual Reality Meeting

Fig. 6. View of a station designed for machining aircraft engine components
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As part of the work, a precise model of the station was prepared using VR, the
location of the station elements and the method of loading the workpieces were dis-
cussed with the industrial partner, and scenarios of failures, repairs and service
inspections were analysed. Due to the need for meetings with engineers from the USA
and Canada, the Virtual Reality Meeting function proved useful.

4 Conclusions

The article presents the available possibilities and an example of the use of virtual
reality in the design of robotic stations. This innovative project was created as part of a
collaborative network consisting of the Rzeszow University of Technology, the com-
pany Pratt & Whitney Rzeszow S.A. and the National Centre for Research and
Development. The concept and way of functioning of this network are discussed in the
article. The approach based on the cooperation of a technical university and a company,
supported by the assistance of a government institution, results in interesting and
advanced projects. Thanks to the cooperation of scientists with specialist knowledge
and appropriate tools with a company dealing with high technologies, the benefits are
shared by both sides and the level of innovation in the state is raised. The method of
designing robotic stations shown in the article can be applied in the design of various
robotic stations and automated systems. The use of off-line design and programming
tools, virtual reality and Virtual Reality Meeting capabilities allows designing and
planning in a way that was previously unachievable. The station and similar discussed
in the article, developed in cooperation with the industry, are used in the education
process. In the case of the station described in the article, students took part in the
design of the station elements’ layout and prepared some CAD models. In addition,
students can see how the design and implementation of the advanced robotic station
looked like. Thanks to the use of virtual reality, you can show the way the station is
operated and the operation of security systems.

As part of subsequent works, techniques for designing and programming robotic
stations using virtual reality will be developed. Improvement of the possibilities of joint
and remote work on a given project is intended to be prepared. Advanced avatars of
team members implementing the project will be added. The students will be more
involved in the project. A base of virtual-interactive objects will be built, from which it
will be possible to build more robotic stations as if from blocks.
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Abstract. The article discusses the subject of the use of virtual reality in
training the service and maintenance of robots and robotic stations. The
developed trainings use virtual reality, thus they are interactive and allow
advanced operations without the risk of damaging expensive equipment. The
idea of the training program and the application of virtual reality was based on
the collaborative network defined in the article. The individual chapters discuss
the idea of virtual reality, tools used to develop the training system and
examples of activities carried out. Real tools used to obtain virtual reality are
shown. Methods of developing interactive elements necessary in simulations are
presented.

Keywords: Virtual reality � Robotic stations � Operator training �
Robot service

1 Introduction

The article presents the concept of training operators and service technicians in the
support, maintenance and servicing of robotic stations. The training system is imple-
mented as part of a collaborative network consisting of a university and companies
forming part of the Aviation Valley Association (Fig. 1). This network consists of
autonomous components that vary with respect to the operational environment, social
capital and culture [1, 2]. The aim of the university is to conduct scientific research,
educate students and influence the technological development of the region. The goals
of companies are widely known to be the satisfaction of the needs of other entities of
social life through the production of products and services. In the Podkarpackie region
of Poland, the Aviation Valley Association was established to strengthen the role of
south-eastern Poland as one of the leading regions in the aviation industry in Europe.

The detailed goals of Aviation Valley are:

• The cooperation with universities of technology, which would promote new ideas
and scientific research within the aerospace industry.

• The further development of aerospace research, aptitudes and skills.
• The organization and development of a low cost supply chain.
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• The creation of favorable conditions in order to enhance the development of
aerospace industry enterprises in this region.

• The protection of enterprise and businesses in the aerospace industry.

Aviation Valley connects over 160 companies from the aviation industry. Cooperation
with higher education institutions, especially with the Rzeszow University of Tech-
nology, is very important for this association. Joint research projects are carried out as
part of this cooperation. An example of cooperation with the companies of Aviation
Valley presented in this work focuses on designing advanced robotic stations and
robotization of various types of processes. One such jointly developed process is the
robotic quality control of jet engine components presented in the works [3–5]. Robotic
machining processes in the aviation industry and diagnostics of the components of
robotic stations are the subject of publications [6–14]. The existence of this collaborative
network allows companies to implement advanced robot-related solutions, and aca-
demic staff can co-create and publish interesting works. A very important component of
the university’s cooperation with companies is the education of students within the so-
called dual courses conducted simultaneously at the university and in companies, as well
as commissioned work related to training. An example of such work is the training of
robotic operators and servicers. The idea of organizing training in the field of robot
service and servicing appeared during meetings of the University employees with
representatives of associated companies in the Valley. The university has staff

Fig. 1. Diagram of the functioning of the discussed collaborative network.
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specializing in robot programming, designing robotic stations and station servicing. In
addition to the staff at the Faculty of Mechanical Engineering and Aeronautics, 10
different types of robots, grouped into dedicated stations, are available (Fig. 2).

Companies in Aviation Valley are currently investing in robotization, more and
more advanced stations are being created, and more processes are becoming robotized
and automated. Due to ongoing robotization, training and raising of awareness among
staff regarding robots are necessary. After analysing the needs of companies, it was
decided to prepare a common training program for robot operators and service tech-
nicians. The program has been prepared so that it can also be used in an engineering
study program. Market research was carried out and due to the advantage of robotic
stations with ABB robots, training related to the company’s solutions was prepared.
The first training was carried out for Pratt & Whitney Rzeszow S.A. (P&W). After
consultation with the company’s representatives, analysis of the most frequent support
and servicing procedures and review of the types of stations, it was decided to use
virtual reality to prepare interactive training. The use of virtual reality made it possible
to adapt the training program to specific robots that exist in P & W without interrupting
production. It was possible to develop alternative scenarios for support, repairs and
maintenance. In addition, in the safe simulation environment operators could perform
advanced maintenance activities.

2 Virtual Reality

Virtual reality (VR) is an interactive computer simulation that detects and simulates the
presence and actions of the user in a virtual environment and sends sensory feedback to
one or more senses in such a way that the user has the feeling of immersion in the
simulation [15]. The virtual environment is represented by the description of computer-
generated objects in the simulation as well as the principles and relations of managing

Fig. 2. A photograph of one of the robotic stations.
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them. These objects have such physical characteristics as size, shape, colour, mass and
behaviour. The features of virtual environment objects depend on the degree of
interactivity of a given component and the complexity of the physical model of the
virtual environment. For the virtual reality to be realistic, it must react to the user’s
actions, i.e. be interactive. The user’s ability to influence the environments generated
by the computer is one of the forms of interaction. Another option is to change the
location and orientation from which the user sees the environment. If multiple users can
exist in one virtual environment, the virtual reality system should allow interaction
between them. Flight training simulators are one of the best examples of the practical
application of virtual reality [16]. Pilots can practice flying in different conditions.
Flight exercises in difficult weather conditions are particularly beneficial for the training
process, and the occurrence of airplane system failures can be simulated. Pilots can thus
experience how the machine behaves in certain situations and their errors will not cause
a plane crash. Driving simulators have been developed for a similar purpose – they
enable safe driving lessons in various conditions (rain, ice, congestion) or tests of new
cars [17]. In a virtual environment, you can change any of the car’s functions (both
aesthetic and functional) and then observe how real drivers react to the changes. The
simulation allows to test cars designed before building a prototype.

Thanks to widespread access to VR equipment, new applications using virtual
reality are constantly emerging. Scientific institutions also contribute to the develop-
ment of virtual reality applications. The Fraunhofer Institute for Factory Operation and
Automation IFF develops high-level interactive VR environments that can be specif-
ically used in a wide range of industrial training programs [18]. The work [18] presents
a methodology for creating an example of a virtual educational platform for operators.
Realistic models of components used by the company for which the platform was built
were used to build the virtual environment. On the other hand, in [19], a virtual reality
system was proposed for training employees of industrial plants on sites where they
cooperate with robots. The motivation to build the station was to improve security.
Thanks to this, an inexperienced employee will be able to learn the principles of safe
cooperation with machines. The work [20] presents the use of VR technology and
computer graphics by industry in order to reduce production costs, minimize learning
curves and eliminate hazardous situations. In addition, examples of procedural training
and VR simulators are shown, as well as their use for military training and support for
soldiers. The authors of work [21] built a virtual reality application to teach the
management of industrial processes, with particular emphasis on pneumatic systems.
The virtual application includes the environment of a virtual laboratory and a virtual
industrial plant. The proposed solution allows the participation of multiple users in one
virtual environment and interaction between them.

3 Designing of a Training Program and Virtual Robotic
Stations

For the construction of a training program together with industrial partners, it was
decided to use currently available tools for designing and programming robots off-line.
The computer tools offered on the market allow for the three-dimensional design of
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robotic stations and the creation of simulation models through which the way a new
station will look and function can be seen in detail before its launch. Due to the
previously accepted assumption that the training is to concern ABB robots, the com-
pany’s tool, RobotStudio, was used to build virtual stations (Fig. 3).

The RobotStudio software from ABB is a robot programming environment. It can
be used to build robotic stations and program robots both off-line and on-line. Virtual
controller technology is implemented in the environment, allowing for a precise
reflection of the actual work of the controller, and hence, among others, accurate
determination of the actual work cycles of the device. The latest versions of the
software work with VR glasses, allow to program robots in the virtual world and
interact with their components (Fig. 4).

Fig. 3. View of a station designed in the RobotStudio software.

Fig. 4. The concept of cooperation of RobotStudio software with VR tools.
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High-performance PCs with RobotStudio software and Oculus Rift glasses were
used to build training stations. Oculus Rift is a set of virtual reality goggles. After they
are placed on the user’s head, they display the image of a computer-generated world or
a film recorded in 360°. The user can look around them in a natural way, moving their
head or body. The image displayed in front of the eyes is then transformed to create the
illusion of being in the virtual world or in the centre of the action taking place in the
film. The Oculus Rift version used was equipped with a screen displaying to each eye
independent images with a resolution of 1080 � 1200 pixels. Connection with the
computer is made by means of HDMI and USB interfaces. The movements of the
user’s head are tracked by two sets of sensors that are responsible for tracking
the rotation and position of the head in space. The idea is that the device should
properly interpret both shaking the head from side to side and, for example, leaning it
forward.

RobotStudio makes available, for example, three-dimensional models of robots
offered or their controllers. Unfortunately, they are not detailed models, there are no
components inside; they only show the dimensions and external appearance. For the
purpose of the training program, precise, interactive models of components of
robotic stations were built. 3D CAD software was used to build the models. Next, the
models prepared were exported to the RobotStudio software using the SAT standard
(Fig. 5).

Due to the adopted training program, the focus was on support and servicing of
6-axis robots and the latest IRC5 controller. ABB’s technical and service documen-
tation was used for the building of detailed models of station components (Fig. 6).

Fig. 5. Diagram of the export of detailed models.
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Based on photographs and available units, detailed models of the most important
components of the IRC5 controller were built, such as, for example, an axis computer,
a main computer and drive controllers. Models of IRC5 components are equipped with
interactive components (e.g. LEDs) informing about status, operating mode and fail-
ures. The built-in components are connected programmatically with a virtual controller
that allows the execution of robot programs. In addition, the models built were
equipped with a mechanism that randomly generate failures, display error messages
and prompt methods for solving problems. The picture of the upper computer, its
model and information displayed using the VR technique is shown in Fig. 7.

Similarly to the IRC5 controller model, models of the most common robots were
built. They are equipped with gears, brakes and components related to the calibration
and replacement of oils in the gears (Fig. 8).

Fig. 6. Construction of the IRC5 controller.

The method of informing and possible 
causes of failure

Photo of a main The presentation of 
status information

Fig. 7. The idea of building interactive components of a robot controller.
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As part of the work, scenarios of failures, repairs and servicing of robotic stations
were prepared using VR. The person being trained, equipped with glasses and hand
controllers, deals with support and servicing of the station. Their tasks include iden-
tification of the type of controller failure based on the symptoms, operation of the robot
consisting in the calibration, checking of shock absorbers and the replacement of oil in
the gears. The structure of functioning and the components developed allow the
training program to be developed in the future.

4 Conclusion

The article presents a developed system of training of operators and service technicians
in the field of operation, maintenance and servicing of robotic stations. This system
uses virtual reality, thanks to which the training is interactive and allows advanced
operations without the risk of damage to expensive equipment. As part of subsequent
works, a training program with the use of virtual reality will be expanded. There will be
added next activities performed on the robots and the expanded base of possible system
failures. The number of stations whose service can be simulated will be increased. The
students will be more involved in the project and a database of virtual-interactive
objects subject to servicing and service will be built. In subsequent works, we plan to
use the augmented reality as an element complementing the training system. The
concept and the training program were created thanks to the existence of a collaborative
network based on the Aviation Valley Association. At present, no company, university
or government has the time or resources for continuous innovation. The global market
places higher and higher demands, and there is a tendency towards specialization and
continuous development. In the case of the collaborative network discussed, the
cooperation of the university, bringing tools and specialist knowledge, with companies,
which have experience and high technology, can bring mutual benefits and create new
value. The presented cooperation stems from a common belief that together network
members can achieve goals that would not be possible to achieve separately or would
require more time and resources.

Examples of activities performed by the operatorA fragment of the virtual environment

Fig. 8. A section of the virtual environment developed.
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Abstract. Virtual Reality technology provides new solutions and more efficient
opportunities for a revolutionary new manufacturing training environment. This
work focus on presenting a VR training environment on a new and promising
IoT communication protocol, the Low-Power Wide-Area Networks (LPWAN).
The LP-WAN have recently emerged as a standard IoT communication system
that satisfies the challenges of industrial networks by enhancing their reliability
and efficiency. The LPWAN is a promising response to the limitations showed
by current IoT technologies. Here are exploited the possibilities of the 3D virtual
world technology to create experiential learning simulations, which address IoT
users’ real needs for privacy and security awareness. To this aim, a 3D role
playing game is introduced and a group of master students have evaluated its
ability to help them for handling the security features of LPWAN.

Keywords: Virtual Reality � VR training � Industry 4.0 � E-learning �
Internet of Things � LPWAN

1 Introduction

Nowadays Virtual Reality (VR) is a new pillar for developing training and learning
environment for Industry 4.0. VR is able to provide an integrated training environment
where users are able to design, test and perform various manufacturing process
activities like being on a real workspace. VR has many abilities that make it suitable for
a novel manufacturing training environment [1]. Virtual reality applications for training
and learning propose have attracted great interest from the research community [2, 3].
VR have proposed to develop various training scenarios mainly based on 3D role
playing games. But, only a few VR scenarios are focused on security issues [4, 5]. The
majority of simulations and games have been developed in role based use case sce-
narios and they use two dimensional graphical representations. In this work, we present
a 3D training environment on privacy and security issues for an IoT industrial
environment.

Collaboration networks [6] can help Industry 4.0 to support several collaboration
environments but this collaborative link between enterprises, customers, employees,
and systems is vulnerable to cyber-attacks [7]. The security challenge is a crucial
requirement for industry 4.0 to realize a reliable, trustful and seamless cooperation
between enterprises, employees and customers. The new communication technologies
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include various security mechanisms that can reduce security risks but enterprises and
employees hesitate to use them due to their lack of skills and awareness.

To this direction our work tries to investigate the capabilities of Virtual Reality
(VR) technology for familiarizing users with the functionalities of a promising Internet
of Things communication system suitable for industrial networks… The authors
introduce a VR training scheme that help users to investigate the security mechanisms
in Low-Power Wide-Area Networks [8]. The scope of the proposed VR training
scheme is to increase user security awareness by helping users to identify the risks and
vulnerabilities that they should have in mind when they use an IoT protocol.

The Internet of Things (IoT) is a basic component of the fourth industrial revo-
lution: Industry 4.0. On the other hand, Low-Power Wide-Area Networks (LPWANs)
are becoming one promising IoT communication protocol for the Industrial IoT
(IoT) ecosystem since it can provide long-range communication at very low speed to an
industrial IoT network. The current implementations could replace 2G/3G/4G/5G
cellular networks because LPWAN can also increase the transmission range of devices
by trading-off data transmission rate while preserving at the same time power con-
sumption at low levels [8]. The Low-Power Wide Area Networks (LPWANs) exploit
the abilities of low frequency signals to transmit over any obstacle or using multipath
propagation. They are widely used because of their robustness and reliability [9].
LPWAN technology has becoming promising and widely adopted for IoT networks
because it supports the connection of IoT devices at a distance. LPWANs main
characteristics include energy autonomy for the IoT devices along with low cost, great
coverage capabilities that are requirements of the Industry 4.0 applications [10].

1.1 Outline

Our work focus on a new and promising IoT communication protocol, the Low-Power
Wide-Area Networks (LPWAN) and it uses a VR training environment for helping
users to explore its security mechanisms. The LP-WAN have recently emerged as a
hopeful IoT communication system that can satisfy the challenges of industrial net-
works by enhancing their reliability and efficiency [11]. The LPWAN can be a solution
to the limitations showed by current IoT applied approaches, but their implementations
were recently introduced, so it will be necessary users to acquaint their self with the
provided security services and increase their awareness.

Our envision is that Virtual Reality can help potential users of Industry 4.0 to
understand how the security mechanisms that are provided by LPWAN can be inte-
grated through the whole industrial chain.

2 Security Challenge in Industrial IoT

Industrial IoT systems require an interconnected ecosystem that supports on-line access
to interdependent and real-sensing data between enterprises in different geographic
places, thus these systems are not designed to be protected against a hostile unsecured
internet environment. Security is a critical issue for novel Industrial IoT systems
because the transmitted real-time data is confidential and its disclosure could cause
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huge financial loss for the industry. Nowadays, industrial competitors invest on
“Industrial Espionage” in order to gain a completive advance e.g. by finding the design
of a new product. Unfortunately, several companies spend a lot of effort to gather
competitor’s critical knowledge about its manufacturing processes, construction tech-
niques, research plans or pricing/binding deals. If a competitor manages to gather any
critical inside information, he could also have access to the enterprise’s critical know-
how and this fact will cause huge loss of enterprise’s intellectual property.

In an IoT industrial system there is a horizontal interaction through the whole value
chain from users and partners to customers thus huge amounts of data are being
transmitted, audited, aggregated, annotated, stored and processed. If a competitor
succeeds to gather a part of these collected data he can use it for creating a competitive
advantage and he can also violate company’s and customers’ privacy [12, 13]. An IoT
system must fulfill the security requirements for preserving data’s confidentiality,
integrity and privacy. Moreover, it is essential to extend the traditional security
requirements in order to guarantee the confidentiality of the aggregated data from smart
devices, especially when these devises are distributed in open and uncontrolled envi-
ronments. Inherently, IoT environment is considered as a vulnerable link in an
industrial network since they can be attacked by external devices for compromising
their data and disrupting their operation. There are several efficient security solutions
for IoT environment in the recent literature and the majority of them try to address
resources constraints and scalability issues. The authors in [14] present an extended
review of the most recent proposed security and privacy solutions in IoT systems.

Here we explore a new IoT communication protocol, the Low-Power Wide-Area
Networks (LPWAN). Nevertheless the security remains a challenge that must also be
considered in LPWAN [15–17]. The authors in [18] present a set of security issues of
LPWAN server that must be solved. An alternative key management scheme suitable
for LPWAN is presented in [19]. Here we take a different direction and we try to
increase users’ security awareness in LPWAN by helping them to exploit the provided
security mechanisms.

3 The VR Training Scheme

In this work, we present a Virtual Reality (VR) scheme for training users to the basic
security tools of LPWAN. The provided VR scheme help users to exploit the security
issues and tools in IoT protocols and to better understand new risks and vulnerabilities
that they should consider and address when they use IoT protocol.

Our VR training environment is decomposed in the following four phases that are
implemented in VR 3D role based game scenario (see Fig. 1). The user must execute
specific actions in order to successfully complete each phase and then he can proceed to
the next one.
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Introduction

• VR Presentations (Figure 2 )
• VR Representation of LPWAN Architecture/Transactions
• Animated Character Informs User

3D 
Landscape/O
utdoor Area

Connection
•User enters a Room and chooses his device
•VR Visualization of IoT Dev Connected in LPWAN
•User follows specific steps for joining LPWAN (e.g Figure 3)
•Animated Character Informs User
•VR  Presentations of security mechanisms

1st VR 
Indoor 
Sector

Security Parameters

• User enters 2nd Room and constructs and sends a packet (Figure 4)
• VR Visualization of Security Parameters
• User follows specific steps in order to be authenticated 
• Animated Character Informs User
• VR Visualization of security mechanisms  and Severs’  
actions/transmitted data (Figure 4)

2nd VR 
Indoor 
Sector

Threats 

• VR Visualization of Replay Attack
• Third Party implements Replay attack
• VR Visualization of Prevention of Replay Attack 

3rd VR 
Indoor 
Sector

Begin

End

Fig. 1. VR training phases.
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• Introduction section includes VR presentations and 3D visualization of the basic
architecture and interactions in LPWAN.

• Connection section includes specific visualizations and steps so that the user to be
able to understand how he can connect various devices in LPWAN. The user
thought navigation is able to understand how the LPWAN authenticates his device
by using a set of keys. Moreover here the user can select two types of IoT devices
by following two distinct paths for joining the LPWAN (see Fig. 3).

• Security Parameters section includes a more detailed description of LPWAN
security mechanisms (see Fig. 4). During this phase the user has to complete
specific tasks in order to visualize how the network server generates and verifies the
message integrity code and the corresponding keys.

• Threat section, visualizes how LPWAN tries to prevent replay attack.

Fig. 2. VR presenter for informing user.

Fig. 3. VR for connecting two different IoT devices.

Fig. 4. Transmitted package from Network server and Packet Construction
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3.1 VR Scheme’s Learning Achievements

The presented VR environment improves learning and training processes because it
allows capturing attention to IoT users for increasing their awareness of the transmitted
data. Our VR training scheme uses a VR character for informing the user about the set
of actions that he can make for increase data’s confidentiality. Moreover, VR appli-
cation has included in several points of navigation a VR presenter for familiarizing the
user with the available set of actions for protecting his transmitted data. (see Fig. 4).
The proposed scheme presents the security features and cryptographic information in a
logic and direct way. The utilised VR scenario uses several VR spaces that simulate
conventional actions. User’s avatar could make specific actions like navigation,
interaction with objects, communication and objects creation for gaining a dipper
understanding of available security tools of LPWAN.

The provided VR environment helps users to think without being influenced by
others and it provides a VR experience for a set of connection activities. LPWAN’s
security tools need specific actions from the IoT user for connecting his device in
LPWAN. It is very difficult and unrealistic for users to execute such privacy policies
and complex security mechanism. Our VR scenario trains the user how to connect his
device in order to follow the right connecting procedures. We have implemented two
different VR scenarios where the user’s avatar follows specific steps and takes specific
actions for connecting two different types of IoT devices, a refrigerator and a mobile
phone (see Fig. 3). The security factors that must be taken into account by an IoT user
for connecting a static or mobile IoT device are different. Our VR scheme help users to
understand what factors have to consider for joining in LPWAN network. The main
goal of the presented VR platform is that gives the opportunity to the users use some
security tools and to visualize a set of vulnerabilities. Most of the security and privacy
concerns are invoke by misconfiguration of users. Our VR scenario visualizes in
various steps of its navigation the potential risks and vulnerabilities that users should
consider and address when they use LPWAN protocol. The presented training envi-
ronment assess users’ knowledge about the provided security level for every action
their avatar makes and evaluates if they understand the potential security flaws for its
actions (see Fig. 4).

Finally the user through his VR navigation can control connection procedures of
IoT network. The interconnection and communication among the IoT devices and
LPWAN server vary according to the user actions or protocols phase. Our VR model
visualize transmitted data packages information and servers’ interactions in order the
user to understand how security policy of LPWAN works and what are the bounds of
the provided security level. The user will be able to develop analytic and problem
solving abilities. Our proposed VR scheme simulates experiential real life use case
scenarios for solving problems in order users to gain a better comprehension of security
risks in LPWAN and to help the to understand the functionalities of security mecha-
nisms. User’s avatar can throw a dice for generating a random number or it may pic
specific boxes for constructing a network package.
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4 VR Exploitation’s Security Requirements

In this work, we investigate how VR technology is able to create and evaluate expe-
riential learning simulations that address IoT users’ needs for privacy and security
awareness. It has presented a 3D role playing game, which was tested by a group of
students who evaluated handling the security features of a LPWAN. The majority of
IoT Industrial use cases must take a very careful consideration of security requirements
and the implemented VR training platform investigate users’ awareness to the fol-
lowing privacy and security concerns in IoT networks:

4.1 Confidentiality/Non Leakage of Sensitive Information

Leakage of critical information to unauthorized users or competitors is unacceptable for
any industry. Usually, an industrial plan deploys a lot of smart devices that are used for
collecting manufacturing processes data. If these devices are hacked by an attacker, then
he can monitor all industrial activities and access critical information. To avoid this
attack, LPWAN uses symmetric data encryption between gateway and devices. VR users
through their navigation to the learning world are able to understand how the encryption
of the payload is by default enabled in every transmission in LPWAN.Moreover, VRuser
understands what information is transmitted by an IoT device thus the VR environment
visualizes the contents of every transmitted package by including the information of
identifiers and payload data. Complementary LPWANdo not use a specific gateway, thus
our scheme visualizes how the data frames do not include any gateway identifier. In this
way, user must be aware that it is possible for anyone to receive the encrypted data
packets. LPWAN tries to authenticate the IoT device for detecting the unauthorized
access. VR training schemes includes two different VR scenarios in order to visualize
how the LPWAN network authenticates an IoT device by two different joining methods.

The application data should remain confidential against theft and tampering since
application data of IoT could be industrial or enterprise. The VR training scheme shows
at different scenes of the navigation that a 128-bit Application Session Key is used to
encrypt the data frame between the IoT device and the application server (see Fig. 4).

4.2 Integrity

Preserving the data integrity is one critical requirement, so LPWAN have to include a
method for preventing any unauthorized on stored and transferred data. Data integrity
in LPWAN can be realized by the computation message authentication code
(MAC) functions. The VR training scheme includes a 3D game for visualizing how the
message authentication code is produced using the Network Key, which is confirmed
by the Network server. It shows at different scenes of the navigation how an IoT device
can be authenticated by using the network key. Finally LPWAN also encrypts the
transmitted data file.

4.3 Robustness

An industrial IoT network should be shielded against various attacks and threats caused
by human factors or natural disasters. LPWAN uses a frame counter for upstream and
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downstream messages which will block a transmission from being sent more than once.
The VR scenario visualizes how this generated number prevents the replay attack.

5 Implementation Details

Here, we have designed, developed and presented a training scenario by using the
Unity 3D environment. The Virtual reality application is built in WebGL Unity Project.
The WebGL build option allows Unity to publish content as JavaScript programs that
use HTML5 technologies and the WebGL rendering. Just a few web browsers support
WebGL, and most of the mobile devices are not supported by Unity WebGL. Actually,
Mozilla Firefox browser supports all the utilities of WebGL. We have created the 3D
objects for the VR training environment via importing collada files, into the Project’s
asset. The VR training environment is accessed by iframe and when users navigate on a
VR training game through the browser. The developed scripts in VR Training envi-
ronment are created in Unity Project by writing scripts in C# Language.

6 Conclusion and Discussion

This work presents developing and usage a Virtual Reality (VR) training environment
that can help potential users of LPWAN to familiarize with the provided security
mechanisms by LPWAN and to increase their security awareness. We used a small
group of master students in Computer Security theme for training purposes. Most stu-
dents found the proposed VR scheme useful for exploiting new technologies. In addi-
tion, we explored how useful students found the VR technology as a training tool.
Whereas 95% of them believe that VR is the easiest and most convenient way to explore
IoT system’s functionalities. All students strongly agreed that protecting their data in an
IoT environment is important to them. Overall, 85% of the students declared that they
would prefer the utilized VR scheme to include more entertaining and game role
characteristics. We are planning to further update VR model and to redesign the VR use
case scenarios in order to provide a more entertaining game-role based experience.

Acknowledgements. This work has been partially supported by the “TIPHYS 4.0- Social
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Abstract. The work describes various problems that can arise in the planning,
organization and operation of manufacturing processes. The consequences for
the companies resulting from the problems are deliberated together with the
proposed remedies. It is important to teach students what kind of problems they
may face in their future work and how they can analyze the problems and look
for appropriate solutions. The students should also understand how the problems
can influence on other companies working in a collaborative network (CN). In
the work, the intended learning outcomes that can be achieved are presented.
Then, simulations of chosen problems are analyzed and discussed.

Keywords: Industrial problems � Simulations � Intended learning outcomes

1 Introduction

The manufacturing technologies fast development and dissemination enforces a ne-
cessity of quick knowledge acquisition by companies current and future employees.
Therefore, adequate learning tools and methods such as simulations [1, 2] virtual reality
[3] or social networks [4] have to be engaged. For each educational program not only
teaching methods but also methods using for students’ knowledge verification are
important [5]. Also companies adapt different learning means, since their employees’
knowledge and skills have to be improved continuously. The employees learn to
understand better the problems and to know which tools should be applied to solve the
problems.

Manufacturing processes (MPs) planning and organization concern many issues
that should be analyzed starting from understanding of customers’ requirements and
ending with customers’ satisfaction assessment. The main goal of MPs is to produce on
time the ordered quality products. Low quality or delivery delays can cause collabo-
rators to choose another company, that is able to deliver required products. Addi-
tionally, since, the clients’ requirements can change in time, the manufacturing lines
(MLs) has to be adapted. In a collaborative world the problems, which arise in one
company can affect other companies in a network. Since, a CN consists of a variety of
entities geographically distributed, operating in different environment, having different
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culture [6], a risk connected with the collaboration can be high. The companies deal
with different problems which can influence on a ML operation and potentially on
collaborators. Quality issues cause reworking, scraps, delays and waiting and are
analyzed with the use of quality tools [7] and six sigma projects [8]. Machine failures
cause stoppages, waiting, delays, nonconforming products and can be minimized by
TPM implementation [9]. Materials delivery delays cause waiting, high material
inventory levels. These causes can be minimized by implementation of supermarkets,
Kanban System, Just in Time [10]. Clients’ requirements changes cause scraps and
technology changes. These negative consequences can be minimized by improvement
of communication system. Excessive work in process causes long lead time, what can
be minimized by Supermarkets, Kanban System or FIFO implementation [11].
Unfortunately not all of the problems can be eliminated. Therefore, a company,
knowing the scale of the problems, can make a manufacturing system resistant to the
troubles to protect client.

This paper is focused on simulation applications in educational process concerning
problems that can arise in or influence management of MPs and which can potentially
influence company’s collaborators in a network. The authors propose an approach
based on simulations involving a set of steps to analyze the problems. The goal of this
approach is to teach effectively students the methods that can be used in such analyses.

2 Simulations Applied in Educational Process

System Dynamics (SD) is a method of modeling and simulation systems containing
causal relationships with their logic, time delays and feedback loops. Researchers
inspired by successful applications of the SD method in various fields (management,
engineering, physics, economy) began to apply the SD approach also in the field of
teaching and learning. Students can use SD models to perform experiments, which can
be easily repeated using various parameters and alternative scenarios. In many cases,
the simulation is the only available way to observe the results of the experiment. The
first applications of the method in schools showed that SD, in addition to the benefits of
understanding cause-and-effect relationships, helps increase students’ involvement in
voluntary projects, even after school time [12]. As a result of the positive adoption of
the SD method to schools, a number of educational projects have been developed. Jay
Forrester indicates the three main benefits that the SD method used in education gives
[13]: (1) develops personal skills such as clarity of thought for good communication,
courage for having unconventional opinions; (2) shapes an outlook and personality to
match the challenges of the 21st century; (3) allows to understand the nature of systems
in which we work and live. This paper presents examples of the third benefit, in
particular related to the modeling of supply chain (SC).

The use of the SD method for simulation of the SC dates back to the second half of
the 20th century. Model of the production and distribution system to which the
“Forrester Supply Chain” (FSC) label is attached [14] was the subject of many research
works. An overview of research on SC, including, among others, SC design, inventory
management, demand amplification, and SC reengineering is presented in [15]. The SD
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method was also used to study the impact of the information flow model on the level of
stocks of enterprises collaborating in the SC [16].

Discrete event simulation (DES) is another commonly used modelling technique
[17]. This kind of simulation is an operative research technique that has a great
potential to help understand the analyzed system. One of the advantages of using DES
over other mathematical models is the simulation capability to model complex flow
scenarios [18]. One of the tool which can be applied in DES is Flexim. Flexsim is a
virtual mapping of a real system based on real data. It allows to conduct simulation
experiments and check different variants of solutions. It is an attractive tool in the
student education process because it gives the opportunity to analyze visually modelled
object parameters and material flow in real time. Students working in this program may
partly feel like in a computer game in which they have a strictly defined goal to
achieve. Flexsim software is used for simulation of transport processes, storage and
delivery as well as for production-manufacturing purposes [19]. Examples of using the
Flexsim program for simulation purposes are widely presented in works [20, 21]. The
use of this program in such a number of industries gives a signal to universities to use it
also in the process of student education. Flexsim allows to check the results of cal-
culations in simulation, which gives students additional visual control of the correct-
ness of their calculations. An example of works that describe the use of Flexsim
software in the field of student education are presented in [22]. The mentioned works
justify the simulation application in educational process in the context of collaborative
networks analyses.

3 Case Studies

1st Problem Description: In the MP nonconforming products can be identified. It can
happen on different stages of a MP. A nonconforming product might be reworked or
will be a scrap. Quality level of a MP can be described with the use of First Time Yield
(FTY) or First Pass Yield (FPY) [2]. The measures can be calculated on the base of
historical data.

Consequences of the 1st Problem: If a product can be reworked, it will go back to the
previous process and use additional time for the repeated manufacturing operation. If a
product will be a scrap, all previous MPs have to be repeated. It creates additional costs
and can lead to delivery delays and clients dissatisfaction what even can lead to
exclusion the company from a CN.

Proposed Solutions or Remedies: To improve the quality on a MP TQM can be
implemented. The employees can be involved in identification of quality problems and
they can propose solutions connected with better work organization, product or process
design etc. That can lead to decreasing quality problems.

Proposed Analyses: The analyses proposed for such problems concern assessing how
nonconformities can influence on a MP and affect deliveries. For this purpose, DES
simulations taking into account FTY and FPY, will be carried out.
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Intended Learning Outcomes

ILO1: Identify potential consequences of nonconforming products, which can be
reworked or scraps, in a specified processes in a ML.
ILO2: Use standard measures such as FTY and FPY in simulations.
ILO3: Understand how a place (a work stand) in which a nonconforming product is
identified influences on lead time increasing.

Case Study Description: The case study presents situation in which a ML consisted
of 4 MPs which manufactures three kinds of products operates. In Processes 1, 2 and 3
operators make a quality control after the machining process. Then, after the Process 4
all products go to the control process (Process 5) performed on a coordinate measuring
machine (CMM). Initial quality parameters are presented with the use of FTY and FPY.
FTY is connected with the products which are assessed to be scraps. FPY is connected
with the products which have to be reworked. The input data are presented in Table 1.
Tact time equals 15 min. The production material is available from the beginning of the
simulation and is released every 15 min. First material delivery is realized at time t = 0.
The ML works for first shift only. Available working time equal 450 min.

The number of products that should be delivered to the customer every day is 30 pcs
(10 pcs. of each type). The order of performing different types of products is random.
Setups are needed only for Processes 4 and 5 on which all three kinds of products are
treated. Processes 1, 2 and 3 are dedicated to one type of the product.

Computer Model Development: Computer model of the ML was developed in
Flexim software.

Simulation Scenarios: Students perform simulations for the following scenarios:

Scenario Q1: A simulation under predetermined parameters and ML organization
before quality improvement.
Scenario Q2: A simulation in which the ML works also for the second shift, with
the same tact time 15 min.

Simulation Results: Simulations allow to obtain the following results (Table 2).

Table 1. Data concerning the ML; PT – proc. time, QI – values after quality improvement.

Process PT [min] Setup [min] FTY FPY FTY-QI FPY-QI

Process 1 30 0 0.92 0.95 0.93 0.96
Process 2 30 0 0.95 0.90 0.96 0.91
Process 3 30 0 0.98 0.95 0.99 0.96
Process 4 10 5 0.90 0.88 0.91 0.89
Process 5 5 10 – – – –
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Average Lead Time (ALT) for Q1 equals 203.5 min. A number of good quality
products manufactured in a working day (QC) equals 24 pcs. Time required to man-
ufacture 30 pcs (TR) equals 555 min. For Q2 ALT equals 284 min and during 2 shifts
46 pcs of QC are produced.

Discussion and Proposed Solutions: Performed simulations show that the solution
that meets the production assumptions (30 pcs) is Scenario Q2, which consisted of
extending the work and adding a second shift in production. The Q1 does not meet the
production requirement. If the solution with the second shift was to be considered,
other pros and cons of this solution should be deliberated, such as economic analysis,
etc. This state of affairs also encourages the student to think and search for another
effective solution that would fully meet the assumptions of the work task, because the
Q2 exceeds the demand for the products. Students are motivated to propose and
implement other changes to the ML to see their influence on the results.

2nd Problem Description: Pull systems require feedback between supply and demand
for production volume planning, and simulation can be very helpful in these cases [23].
Presented problem concerns parts and products flow between a supplier, a producer, a
retailer and a client, and illustrates the formation of so-called bullwhip effect, which
consists of transferring reinforced changes in demand through the SC.

Consequences of the 2nd Problem: Relatively small fluctuations in the demand
reported by the customers increase as the information is communicated upstream to the
producer and further to the supplier. Information transferred in the form of orders
through the SC does not actually reflect changes in demand on the retail market, but
contains a number of decisions regarding inventories. This can cause excessive stocks
in the SC.

Proposed Solutions or Remedies: To deal with this problem the companies can,
implement modified replenishment policy or redesign the information flow that will
improve inventory management throughout the SC.

Table 2. DES simulation results – machine load (ML), average inventory level (AIL), product
average stay time in input and output inventories of the processes (AST).

Process ML [%] AIL [pcs] AST [min] ML [%] AIL [pcs] AST [min]

Scenario Q1 Scenario Q2
Before Process 1 – 3.8 33.2 – 6.4 54
Process 1 100 4.2 82.3 96.6 8.1 82.2
Process 2 100 4.2 82.3 96.6 8.1 82.2
Process 3 80 4.2 82.3 89.9 8.1 82.2
Process 4 62.2 2.3 25.2 64.4 4.9 55.2
Process 5 30 0 0 31.7 0 0
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Proposed Analyses: The activities proposed for this problem concern the assessment
of the impact of demand fluctuations and stock replenishment policies on the volume of
stocks in individual parts of the SC.

Intended Learning Outcomes: In simulations students are able to obtain the fol-
lowing intended learning outcomes:

ILO1: Identify potential consequences of bullwhip effect in SC.
ILO2: Assess the impact of demand fluctuations on stock levels in SC.
ILO3: Propose a solution that avoids excessive stock in the SC.

Case Study Description: The case study presents application of SD method for
analyzing the stocks in the SC. The supplier is responsible for the delivery of parts to
the manufacturer. The producer manufactures finished products using parts from the
supplier. These products are transferred to the retailer and then to customer. The
customer’s task is to generate demand and collect products delivered by the retailer.
Variability of demand is considered one of the main factors responsible for the for-
mation of the bullwhip effect. The effect lies in strengthening demand changes carried
upstream the SC. The information is falsified: besides the actual changes in demand it
includes the replenishment policy decisions. In the analyzed SC model shaping the
level of inventories is based on the assumption that the demand in the next period will
be the same as demand in the current period.

Replenishment is only carried out when the level of inventory is lower than
required. Formula (1) presents the method of determining the amount of the parts order
by the producer:

po ¼ IF THENELSE pp\ 2 � pqð Þ; 2 � pq� pp; 0ð Þ ð1Þ

where: po - parts ordered, pp - parts stock at producer, pq - production quantity
The advantage of the presented formula is its simplicity, however, it has some

drawbacks. The selected inventory replenishment policy assumes demand unchanged.
In business practice, this assumption may cause some problems. If the demand in the
next period decreases significantly – the result will be an excessive accumulation of
goods in the SC, and hence an increase of storage costs. There may also be a situation
when the demand for the next period will be much higher than the current demand. The
result of such a situation will be extended time of order fulfillment.

Computer Model Development: A modified version of FSC (Fig. 1) contains stocks
of supplier, producer retailer and customer. The model shows the impact of the adopted
procurement strategy on the levels of stocks of collaborating enterprises.
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This study presents the application of the SD method for analyzing SC stock levels
in conditions of constant and variable demand. Inventory levels are analyzed over a
period of 250 days.

Simulation Scenarios: In experiments, 3 demand distributions were considered:

Scenario D1 – Constant daily demand of 5 pcs.
Scenario D2 – Random normal distribution (mean – 5 pcs, st. dev. – 1.6 pcs.).
Scenario D3 – Random uniform distribution.

In D2 and D3, integer pseudo-random numbers in the range (0–10) are generated as
the demand values. For all scenarios, initial stock levels of 3 pcs. were established.

Simulation Results: After a short period of simulation the levels of all stocks in D1
scenario stabilized at 5 pcs. The longest period of inventory stabilization concerns the
supplier’s stock and amounts to 6 days. The maximum level of the supplier’s inventory
(19 pcs.) is achieved on the second and third day of simulation.

In the D2 scenario, the variability of demand caused changes in stocks in individual
parts of the SC. Changes in stock of the part supplier were particularly large. The
average supplier stock was 16 pcs. and the maximum reach 38 pcs.

The feature of D3 scenario is strongly variable demand. This resulted in a rein-
forcement of the bullwhip effect. Maximum retailer’s stock level was 44 pcs. and the
mean value was 25 pcs. (Fig. 2).

Fig. 1. The structure of the tested SC in Vensim.

Fig. 2. Stocks of the supplier’s and retailer. Random normal demand distribution.
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The simulation results indicate that the intensity of the bullwhip effect increases with
the increase in demand variability. The presented simulations can be used for educa-
tional purposes as an effective tool for demonstrating the bullwhip effect. Additionally,
with the ability to modify the model, students can implement other stock replenishment
policies and examine their impact on stock levels. Finally, students assisted by the
teacher can redefine the way of information flows so that each link in the SC uses data
on the current market demand. As demonstrated in [17], this will significantly reduce
the bullwhip effect and its impact on stock levels.

4 Summary

The presented work deals with simulations which can be applied in didactic processes
to achieve the specified ILOs what is the main paper contributions to the science. The
presented approach consisted of a set of steps ensure deep understanding of problem
consequences and allow to find the best solution. Additionally, such way of analyses
increase students creativity, as they want to check many different solutions, since it is
easy to do in computer simulations. Additionally, the students realize that the com-
panies are not the isolated islands and operate in CNs. Being a part of CN gives the
company opportunities but also creates responsibilities. The mistakes such as quality
issues and delivery delays can cause the company exclusion from a network.

In the future work the authors will also investigate other problems that can be
analyzed with the use of simulations and create educational case studies with indicated
ILOs. Additionally, in the future works the authors are planning to add another step to
the presented approach that is Design of Experiment (DOE), which will allow to look
for an optimal solution of an analyzed problem.
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Abstract. Every collaboration stands on a foundation of mutual trust. This is a
pre-requisite for any information sharing as well as the basis to successfully
carry out collaborative tasks. This article presents the use case of Open Digital
Lab 4you, a digitized laboratory environment, and identifies relevant trust fac-
tors based on a literature review and action-based research. In this paper
stakeholders’ needs and requirements are discussed and these are linked to
several, critical aspects of trust when sharing resources among public
institutions.

Keywords: Trust � Shared resources �
Collaboration in distributed environments � Information uncertainty �
Incentives � Shared laboratory

1 Introduction

During the last decades, new concepts on shared resources have been developed and
successfully implemented within the manufacturing industry [1]. As a socio-economic
ecosystem, resource sharing involves human and physical resources [2], as well as non-
physical resources. The concept and practice of sharing undergoes a transition from its
traditional role towards the so called sharing economy; referring to resources as well as
collaborative consumption as described in [2–7], all having in common that either
individuals or organisations put efforts in jointly utilizing existing resource(s). In this
way they will gain benefits in terms of higher utilization of resources, cost benefits, but
also through access to knowledge they don’t have [1, 2].

The operation of laboratories for educational purposes is an example that might
benefit from implementing the concept of shared knowledge, infrastructure and facil-
ities. It is a costly activity for any educational or training institution. Laboratories often
require specific and expensive equipment and infrastructure as well as trained and
skilled workforce. The utilization of highly specialized laboratories is often low [8] and
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the access is limited to specific user groups, mostly those working or studying in the
institution owning the laboratory.

However, several important questions remain. Under which circumstances is it
possible to realise different concepts of shared resources? How should the agreement at
inter-, intra and individual level look like and what are the barriers and the drivers? Are
they the same for all industries and how much do they vary? Is it possible to implement
the same business models in this public environment as within the manufacturing
sector? Educational institutions educating engineering students for fulfilling future
needs, have a detailed knowledge about such concepts from the industry as well as long
experience in working in inter-organisational research collaborations [9]. Therefore,
this knowledge can be used as a background for implementing a concept for shared
laboratories for providing students, researchers and staff access to a larger variety of
technologies and knowledge than within an organisation. From the aforementioned
collaboration and experiences it is known that trust is a pre-requisite for any func-
tioning collaboration, we will first look at this aspect for our case study. Back in 1995,
Mayer [10] defined trust as a conscious choice to be vulnerable towards another’s
actions, without any means to control or monitor and thus solely based on the
expectation that the other will perform a certain, important action. While the author’s
research originally focused on trust dynamics within organisations, this definition
certainly holds true in inter-organisational relations as well. Trust problems can be
attributed to complexities resulting from: structure of the sharing network, uncertainties
underlying the logistics processes, and partner behaviour [11].

The two research questions we will address here are therefore:

• RQ1: Which trust factors have an influence on the inter-organisational and indi-
vidual level related to shared resources

• RQ2: How does the difference in incentives for different stakeholders and roles
influence the collaboration among partners and employees?

The paper is structured as follows: Sect. 2 describes the research methodology and
is followed by a literature review related to trust factors and frameworks for trust
factors. Based on this literature review the first relevant factors are identified and
applied in a case study. The relation between the stakeholders’ needs and requirements
and the different trust factors is discussed in Sect. 5. Section 6 summarises the finding
and gives an outlook on next steps.

2 Research Methodology

A mixed method approach was used for the research: a structured literature review and
action-based research in combination with brainwriting [12], in this instance a case
study. A literature review (LR) in the field of organisational trust in different fields was
carried out. It was based upon [13] three step approach: planning a review, conducting
a review, and reporting and dissemination. This analysis helped in identifying the key
factors influencing the trust relation, the differentiation between static and process-
oriented factors and shed some light in which challenges we might face in order to
achieve the long-term goal of establishing distributed laboratory environments.
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The action-based research according to Sein, Henfridsson et al. [14] was carried out
as a case study, investigating the current relations and future needs and requirements
among the participating organisations. As basis a workshop was conducted where the
method brainwriting [12] was applied, the consortium partners wrote their ideas on
paper following an exchange of the written ideas. The approach of the case study was
selected as research method, because of its potential to investigate a phenomenon in its
context [15].

3 Literature Review

Trust is a diffuse term, and there exist many different definitions [1, 11]. Determinants
of trust are elements, behaviour, and criteria or factors, which characterize trust in
relationships [16]. Sharing something takes time, it requires to take others’ schedules,
needs, desires, abilities and safety into account and also to trust (perceived risk) in
regard to theft, strangers, and privacy issues [17]. Resource sharing, as we would like
to realise, is a challenging activity with many uncertainties. Irrespective of these trust
uncertainties, the functioning of collaboration on shared resources in logistics rests on
fulfilment of trust-based requirements. Partners involved in the sharing need to know
and trust: (1) states (conditions) of shareable assets in regard to capacity, presence
and/or (idle time), capability; (2) previous experience in the sharing of same resource;
(3) restrictions and compensation; (4) level of behavioural congruence of actors par-
ticipating in the sharing; (5) regulatory issues and dispute resolution. [2] further clar-
ifies that partners involved in the sharing have to trust that: service will be delivered to
a reasonable standard and expectation. Nevertheless, trust is needed to overcome
uncertainties in shared information, fairness of incentive schemes, and partner’s in-
congruent behaviours [11]. In order to be able to develop and implement a concept of
shared laboratory resources, we need to consider the aforementioned findings in our
project’s context. Therefore, we have analysed different frameworks aiming at
describing trust elements from different perspectives.

Daudi et al. [16] presents a generic trust model in resource sharing and cooperation.
It consists of three phases as depicted in Fig. 1. Especially differing between static and
dynamic factors seems a promising approach, as process-based trust is often not or only
superficially discussed in other literature.

Propensity to Trusting

• An intention to trust
• Depends on trustee’s 

characteristics
• Entails beliefs & desire

• Task delegation
• Entails intention
• Specific expectation (E)

Action to Trusting Task Execution

• Execute task
• Reveal consequences
• Observed score (S) Measurement Assessment

Comparison

E versus S
Likert scale

Trustor-agent

C1 C2 C3 ... Cn

Characteristics
Trustee-agent

Trustor-agent

C1 C2 C3 ... Cn

Capabilities
Trustee-agent

Trustor-agent

C1 C2 C3 ... Cn

Capabilities
Trustee-agent

Evaluation

Fig. 1. A generic model of trust mechanisms according to Daudi [16, p. 74]
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These generic trust mechanisms are based on a Belief-Desire-Intention model [18],
where belief and desire relate to the first phase (propensity to trusting) and intention is
related to the second phase (action to trusting). Other approaches take a more specific
look at trust between organisations and the mechanism as a function of the collabo-
ration phase. As depicted in Table 1, formal institutions, i.e. law and certification, are
most important in the early stages of a business relationship and when swift trust is in
demand [19]. In both situations there is usually little knowledge available and a weaker
form of trust would normally suffice for a (potential) trustor to take the first step. Here it
is the antecedent expectations and behaviours that are formed by potential business
partners vis-à-vis such conditions that matter. Reputation, as one form of an informal
institutional structure, matters most with regard to swift trust development and situa-
tions where the products or services exchanged are characterized by a relatively low
level of asset specificity. Community norms, structures and procedures are institutional
arrangements which matter specifically in mature industries where the players are few,
large and well-known [19].

The intended collaboration on shared laboratory resources can be understood as a
virtual enterprise defined as: “[…] a special form of a network. Companies are inter-
connected as a network, for the fulfilment of a concrete task” [20, p. 114]. Regarding
trust, [20] identifies different trust relations in virtual enterprises and defines the fol-
lowing main trust decisions that are critical: (1) Trust disposition, (2) Rational calculus,
(3) Trust through identification, (4) Positive assessment of abilities, (5) Positive
experiences, (6) Transfer of institutional trust and (7) Trust transfer through third
parties.

Besides the factors coming into play when considering virtual enterprises, the
future cooperation in our remote laboratory environment will be based on roles and less
on individuals. It is expected that the sharing of resources will be more a matter of the

Table 1. Trust mechanisms and situations according to Bachmann and Inkpen [19, p. 297]

Legal
regulation

Reputation Certification of
exchange
partners

Community norms,
structures and
procedures

Early stages of
a relationship

x (x) x

Swift trust (x) x x
Low asset
specificity

(x) x (x)

Mature
industries

(x) (x) x

x = primary relationship, (x) = secondary relationship
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function and role within an organisation than the personal, individual preference, so
that it is matter of role-based trust as defined by [20] and refined by [21, 22] which
includes elements of impersonal trust. Nevertheless, Ashnai et al. [23] emphasize that
inter-personal trust is a part of inter-organisational trust as well as a predictor. The
authors also discuss the impact of opportunistic behaviour on inter-organisational trust
and how inter-organisational trust influences information sharing behaviour. Emotion is
identified as main source of inter-personal trust, i.e. when a group or person from a
company trusts a group or person in a partner company. Rationality, on the other hand,
is the key source for inter-organisational trust, i.e. when a company relies on a partner
company. Inter-organisational trust, or reliance, is believed to be dependent on factors
such as proven capability and expected benefits – hence, objective criteria [25].

Another parallel can be found in service relationships, as discussed by Johnson and
Grayson [26]. The authors confirm the importance of the trusting process and sum-
marize four types of trust that play a role of varying importance depending on the stage
of the cooperation: (1) Generalized trust; which is based on social norms and refers to a
general level of trust in absence of doubt or mistrust. (2) System trust; which is based
on rules set by legislative or regulatory authorities as well as on the specific rules and
efficiency of enforcement. (3) Process-based trust; which is built on continued inter-
action in dyadic relationships [27]. This type of trust is based on current and previous
behaviour of involved parties and is likely low at the beginning but increases over time.
Finally, (4) Personality-based trust depends on the individuals involved and their
characteristics. The level of trust is strongly influenced by situational cues. In absence
of these cues, personality-based factors become more important. Hence, especially in
early stages when situational cues might still be missing, personality-based factors are
relevant. Additional to the types of trust, Johnson and Grayson later identify three
dimensions, a cognitive, an affective and a behavioural one [28]. The impact of these
different dimensions will be investigated at a later stage.

RQ 1 is related to trust in collaborations, and among others [16, 24] have elaborated
trust as determinant in collaborations in two different areas: public service and logistics.
There are several similarities in their work, so that it can be expected that the identified
factors may hold even for the shared laboratory resources which we investigate. For
simplification reasons we use the model developed by [16]. Furthermore, Daudi
described behavioural elements, as depicted in Fig. 2. It establishes how behavioural
factors influence trust and articulates parameters (criteria) which constitute each factor
[16]. Additional to the discussed static and process-based factors, several measures can
be taken to actively support trust building. The usage of platforms can foster trust in
several ways, like by assessing partners before, and ratings once those partners have
started using the platform’s services [27, 29].
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4 Case Study – The DigiLab4U Project

As described in the introductions, the main purpose of this paper is to understand how
different trust factors affect the collaboration climate. In Sect. 3, the factors identified as
relevant by reviewing the literature across several sectors were presented. In the next
step, it needs to be validated to what extent these also holds for a specific case - an
inter-organisational collaboration on shared resources for public organisations. This is
the first part of a larger work, and shall lay the foundation for the development of
suitable business models.

4.1 The DigiLab4U Project

The cross-institutional Open Digital Lab 4you1 (brief: DigiLab4U) project intend to
offer a digitized laboratory environment that enables cross-site networking of real and
virtual laboratory facilities. The project consortium consists of 2 German and 1 Italian
Universities as well as a research institute. Three of them offering education and
training in logistics and technology implementation and usage. These are supported by
stakeholders with special competence in learning analytics and didactic and educational
technologies. The goal is to develop an integrated, hybrid learning and research
environment consisting of a large variety of learning materials, data and laboratory
technologies as a digital educational offering that can be used by any kind of students
from bachelor to doctoral students. It is the intention of the project to enable location-
independent access to a digitized and networked learning and research environment in
such a way that students located in one place can access laboratories in other places.

Fig. 2. Behavioural factors and parameters influencing trust in logistic collaboration according
to Daudi [16, p. 43]

1 https://digilab4u.com/.
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4.2 Identification and Analysis of Factors and the Influence
on the Stakeholders

Although resource sharing is beneficial, there are several challenges to overcome
before becoming reality. Besides that, the above mentioned goal requires collaboration
agreements between the different institutions as well as suitable collaboration models
and business models, taking into account the different needs and incentives of all
involved stakeholders at organisational level. As described in the previous section, the
success of the intended access to shared resources will, therefore, to a large extent
depend on the ability to build trust and mutual understanding. As a first step, a
workshop was organised with project members. The objectives were the identification
of stakeholders and their requirements on distributed networked laboratories. The
method used was brainwriting [12]. Each participant wrote the involved stakeholders
and their corresponding needs and requirements on cards. These cards were viewed in
the group, discussed and grouped at the end. In total 44 stakeholders and 29 needs and
requirements have been identified. The main results are summarised in Table 2. How
these are related to the trust factors identified in the literature review is described in
Sect. 5.

The stakeholders are categorised according to their main usage of the DigiLab4U
platform: for training (a, e), teaching (b) and research (f). The Bachelor’s or Master’s
student, a private person or an industrial company use the platform for the purpose of
learning (a, e). A professor, a lecturer and/or a teacher will use the platform for purpose

Table 2. Main results of stakeholder and their needs and requirements from the DigiLab4U
workshop

Stakeholders Needs and requirements

(a) Students Knowledge acquisition
Individualisation
Situated and authentic learning

(b) Professors Publications and reputation
Knowledge (that has been transferred)
Better assessment
Time savings

(c) Universities Innovative teaching strategies
Higher quality of teaching
Teaching capabilities

(d) Providers Visibility and reputation
Promotion of Products
Turnover

(e) Companies (as users) Cutting costs on learning
(f) Researchers Publications and reputation

Data for research
New knowledge (on sharing principles and trust)
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of teaching (b). In addition to the learning, an industrial company, researchers or
research organisations can also use the platform for research (e, f). The technical
operator is usually equated with the provider, but in the context of digitized laboratory
environment the provider may be different from the technical operator (d). With respect
to DigiLab4U, the providers are the consortium partners, and can be extended by
further partners from research and industry. Universities and research institutions, as
well as other third parties, may take on the role of sponsor or sales partner, which were
eventually added by analysis of the workshop (c).

5 Discussion

The above mentioned approach and analysis of stakeholders as well as their needs and
requirements contributes to the research on shared laboratory resources in many ways.
In combination with the presented literature review, the analysis in the previous section
can help to identify factors which are of special relevance. It is a first step for iden-
tifying and understanding the interrelation and the goals of the different stakeholder
groups. The description of stakeholders and their motives in itself support a better
understanding of involved roles. This enables trust relations to be more easily devel-
oped [22]. This is important in remote settings or early stages of a cooperation where
hardly any trust based on personal relations has embraced or for organisational trust,
where other factors have to support initial trust building [26]. As can be seen above, the
need for reputation is a common need for several stakeholder groups. According to
Table 1 [7, 9, 11, 19] reputation is heavily linked to trust. As mentioned in Sect. 3,
establishing rating systems can serve the trust-building process. These systems seem
especially relevant in light of the identified needs, as these ratings can support both
initial trust and serve the stakeholder’s need for improving their reputation as well.
Another interesting factor in this specific setting is information-sharing, identified as a
part of process-based trust [16, 26], which may serve both the trust-building process
and the need for knowledge acquisition, which is associated with several stakeholders.

The mentioned requirements such as cost savings, promotion of products and
turnover, may be linked to the behavioural factors related to incentive scheme as
displayed in Fig. 2 [16]. From the business model perspective, the main challenge for
the growth of the sharing economy is to establish trust [31] as depicted in [2, 26].
Common market methods compared to physical markets is the possibility of estab-
lishing a transparent evaluation system for the quality and reliability of transaction
partners, especially providers [23]. [32] describes this as Customer Relationship in the
Business Model Canvas, which needs to be taken into account. In the environment of
the Shared Laboratory, the relationship and trust concerns are mainly related to the key
partners. Therefore, it is important to understand which stakeholders influence the
business model, which impact they may have [32].
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6 Conclusion and Outlook

This paper presents an overview of trust and determining factors in a setting of shared
lab environments. A combination of action-based research and a literature review is
used to discuss the importance of these factors. Based on the discussed findings, it can
be concluded that further investigation of the interaction between the different trust
factors, the stakeholders and needs in collaboration can be carried out for a deeper
understanding of the interactions as well as to understand different incentives affect the
organisational and individual engagement in the shared resources. As stated in [1, 9]
simulations and games used in a workshop setting or as a multi-player game seem to be
suitable tools for this purpose. Therefore, the next step will be to develop a serious
multi-player game in which the different interactions and relations can be investigated.
The game’s scenarios, stories and tasks will be based on relevant, collaborative use
cases, and the identified trust factors will be integrated into the game’s design.
Eventually, analysing individual and cooperative game play can help to assess iden-
tified trust factors and dependencies. In addition, analysis of the stakeholders through
user stories would give a more detailed insight into the respective roles such as
administration, marketing, decision makers or data protection officer.
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Abstract. Measuring performances of collaborative robots in Industry 4.0
applications is an open research area since the emergence of collaborative and
mobile robots as a support for semi-automatic manufacturing processes.
A compelling management problem is the definition of convenient performance
measures on which to assess the new generation of robots, to improve process
performances both at the robotic cell design stage and at the production stage.
A consequent problem is to gather the required data to measure performances.
Data must be obtained automatically and in real time. Different levels of com-
munication protocols have to be harmonized in order to transfer data from robots
and other factory machines to the cloud on the internet and eventually to the
production control system. A case study allows to demonstrate the operation of
data acquisition system for collaborative and mobile robots and the real–time
monitoring dashboard. The outcome of the study is the gathering of data at field
level, the evaluation of robot performances at machine level in order to execute
the real time production control at factory level.

Keywords: KPI � ISO 22400 � Cobots � Mobile robots �
Factory network protocols

1 Introduction

Collaborative robots (Cobots) and mobile robots are being introduced massively in the
smart factory. Indeed, they have been considered as an advanced manufacturing
solution and are an enabling technology in Industry 4.0 (I4.0) [1]. The main reason for
their success is the combination of robot strength and endurance with the dexterity and
the flexibility of human operator.

Going in detail, there are several assets of Cobots with respect to traditional robots:
easy to program, safe interaction with human, possibility to share the workspace with
other humans and robots, no need for fixed workplace surrounded by fences. This last
feature means that cobots are easily movable, while mobile robots, by design, are able
to move in the plant without following fixed trajectories. In the framework for workcell
architecture design proposed by [2], this feature addresses specifically the operative
perspective.
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During the operation, it is practice to monitor the Key Performance Indicators
(KPIs) of the process. Unfortunately, as the robot is no more constrained to stay in a
specific cell, the measure of production performances is made both difficult to execute
and to assign to a specific process. The choice of suitable indicators and their moni-
toring on a mobile robot or on a robot that does not belong to a specific workcell poses
new and unprecedented problems [3] that are the target of this paper.

Transfer of robot data from the field level to the factory internet allows to leverage
the exploitation of collaborative networks. In this network collaboration is the process
of various agents working together on a voluntary basis by respecting a set of behavior
rules [16]. Evaluation of Cobots’ performance in such a collaborative network
(CN) plays significant role in the domain of Industry 4.0 and can be supportive tool for
a successful business.

Industrial machines and sensors from different vendors have different standardized
protocols which can be challenging for data exchange and to align them in the CN. For
that reason, this paper proposes a framework of connecting different robots and sensors
with different protocols to increase the overall performance of the CN and to monitor
performance of the robots [15].

In Sect. 2, the related literature is presented. In Sect. 3, the implementation of the data
transfer in order to measure cobot performance is discussed. In Sect. 4, the KPIs suitable
for cobot operations are defined and calculated for the case study of Sect. 5. Eventually,
in Sect. 6 the study’s outcomes are discussed and the future work is introduced.

2 Related Works

Low cost and precise way of measurement of the machine performance in industry
grasped the attention of managers and researchers for many years. The integration of
performance monitoring with maintenance systems can assist the manufacturer in
achieving the goal of maintaining the performance of machines and support the control
strategies [3].

Therefore, there are various proposed frameworks and systems for performance
monitoring. Authors of [4] implemented and visualized KPIs according to ISO 22400
standards within a discrete manufacturing web-based interface to monitor and control
an assembly line at runtime. In [5] review has been made by focusing on aspects of
KPIs management, unification of taxonomy gathers relevant aspect highlighted by the
literature and which captures the unique characteristics of KPIs in a more fully way.
Observed characteristics can help researchers to decide about the most suitable solution
for their requirements. General definition of the KPI scheme for monitoring on-line
production process is described with 8-step iterative closed-loop model by authors of
[6]. Real time monitoring energy consumption using five selected KPIs of the work cell
that composed: robot, cabinet and conveyor successfully implemented in [7]. All above
mentioned reviews mainly focused on models and simulations of the models. More-
over, proposed models and frameworks are not low cost which can be suitable for
education and Industrial IoT (IIoT) applications. In next sections, we describe the open-
source and reduced cost implementation of KPIs for collaborative and mobile robots
and sensors within the factory networks.
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3 High Level and Low Level Protocols in Factory Networks
to Connect Machines into Cloud

Developing Industrial IoT networks which can connect and exchange data between
sensors and machines to the backend systems are very challenging. Protocols provide
device-to-device or device-to-server communications. There is a big variety of proto-
cols used in today’s industrial scene and the choice among these different protocols is
application dependent and device specific. Industrial communication protocols are
classified as Ethernet and non-Ethernet protocols: Non-Ethernet-Fieldbus protocols
(Modbus RTU, Profibus DP), and Industrial Ethernet protocols (such as Modbus TCP
and Profinet). Industrial communication protocols are low level or device management
protocols. High level open source IoT domain data exchange protocols are Message
Queuing Telemetry Transport (MQTT), CoAP (Constrained Application Protocol),
Advanced Message Queuing Protocol (AMQP), Extensible Messaging and Presence
Protocol (XMPP). In this section the implemented ones are discussed.

Modbus is an application layer protocol that defines the rules for organizing and
interpreting data independent of the underlying communication layers and the trans-
mission medium used [8]. Modbus TCP/IP is an alternative of the Modbus protocol
where the message frame is encapsulated in a TCP/IP wrapper. TCP/IP refers to the
Transmission Control Protocol and Internet Protocol, which provides the transmission
medium for Modbus TCP messaging. The primary function of TCP is to ensure that all
packets of data are received correctly, while IP makes sure that messages are correctly
addressed and routed.

Modbus TCP combines a physical network (Ethernet), with a networking standard
(TCP/IP), and a standard method of representing data which results in Modbus TCP
being fully compatible with the already installed Ethernet infrastructure of cables,
connectors, network interface cards, hubs, and switches. Simply stated, Modbus TCP
shares the same physical and data link layers of traditional IEEE 802.3 Ethernet and
uses the same TCP/IP suite of protocols.

Another protocol used in this work and resident to the IOT domain is MQTT and
REST. Message Queuing Telemetry Transport (MQTT) is a protocol designed to
connect the physical world devices and networks, with applications and middleware to
develop Web applications in IT area. It is designed to minimize network bandwidth and
device resource requirements whilst also attempting to ensure reliability and some
degree of assurance of delivery, also MQTT protocol is a good choice for wireless
networks that experience varying levels of latency [9].

MQTT uses the Publish/Subscribe Model which consists of three main components:
publishers, subscribers, and a broker. Publishers are the lightweight sensors and
devices that connect to the broker to send their data and go back to sleep whenever
possible. Subscribers are applications or devices that are interested in a certain topic, or
sensory data, so they connect to brokers to be informed whenever new data is received.
The brokers classify sensory data in topics and send them to subscribers interested in
those topics only. A device can behave as a publisher and a subscriber at the same time
by publishing to specific topics and subscribing to others, the term MQTT client is used
to distinguish publishers/subscribers from brokers.
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Representational State Transfer (REST) or RESTful web services describes a set of
architectural principles by which data can be transmitted over a standardized interface
such as Hypertext Transfer Protocol (HTTP). REST does not contain an additional
messaging layer and focuses on design rules for creating stateless services. A client can
access the resource using the unique URI (Uniform Resource Identifier) and a repre-
sentation of the resource is returned. With each new resource representation, the client
is said to transfer state. While accessing RESTful resources with HTTP protocol, the
URL of the resource serves as the resource identifier and GET, PUT, DELETE, POST
and HEAD are the standard HTTP operations to be performed on that resource.

In next section we describe KPIs and most suitable KPIs for collaborative and
mobile robots according to the standards.

4 Selection of KPIs for Cobots and Mobile Robots

Key performance indicators (KPIs) gives possibility to measure the performance and
progress of the manufacturing machines and systems. Acquired data from different
machines and things in Industry can serve to monitor and visualize energy consumption,
planning and scheduling, maintenance, product quality, inventory, machines capability
and etc. Standardized KPIs are defined in ISO 22400 and can be used in different fields
of industry. On the other hand, implementation of those KPIs in real industrial appli-
cations are challenging. The title of the ISO 22400 is “Automation systems and inte-
gration—Key performance indicators (KPIs) for manufacturing operations
management” that is collection of 34 KPIs. ISO 22400 standards composed of two parts:
ISO 22400-1 describes basic overview and terminologies of the KPIs framework in the
manufacturing [10]. ISO 22400-2 is dedicated to definitions and descriptions of 34
possible KPIs which can be used in industry [11]. In [12] five top KPIs that can improve
the performance of cobots and robots are defined and possible measurement techniques
are described. Moreover, importance of standard metrics such as Overall Equipment
Effectiveness (OEE) that is standard for measuring manufacturing productivity is
explained. Taking account above mentioned standards, following five KPIs has been
selected to implement for cobots and mobile robots in our case study:

Cycle time – Summation of the steps time of the robot while executing sequence of
tasks

Cycle time ¼
X

Time to execute a single process ð1Þ

Cycles completed – increment a variable every time a cycle is completed

Cycle completed ¼
Xn

i

Ci ¼ C1 þC2 þC3 þ � � � þCn ð2Þ

Wait time – percentage of time that the robot is waiting or time that not executing
productive tasks. Wait time is defined as sum of all individual wait times:
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Wait time ¼
X

Robot static time ¼ Planned use time�
X

Ci ð3Þ

Planned Use Time is defined from the Cycle Time per unit, multiplying by the
number of products that are going to be processed.
Utilization – measures how long a robot is being used compared to how long it
could be used. Utilization for robots can be defined as following formula:

Utilization ¼ Total Use time
Total time

ð4Þ

Efficiency – percentage of time that the robot performs productive work while
running a program.

Efficiency ¼
P

Ci Total Cycle Timesð Þ
Total Use time

ð5Þ

5 Implementation and Application to a Case Study

5.1 Collaborative Network Integrating Data from Cobots and Mobile
Robots

The proposed CN to collect data from industrial machines and to transfer them to the
cloud is presented in Fig. 1. The framework is composed by three layers. In the bottom
layer all industrial machines are located (here the mobile robot MIR100 and the
cobotUR3) together with external sensors like temperature, proximity.

Data acquisition from MIR100 and UR3 has been executed using the Modbus
TCP/IP protocol where the robots are a Modbus Server and the RPi is a Modbus Client
the client sends requests to read specific registers available on the robot’s internal
memory, the robot responds by providing the value of the requested register. Both UR3
and MIR100 registers can hold discrete variables such as On/Off status. Moreover,
UR3 has access to analog values such as joint velocities, angles and also robot tem-
perature and input current. At the same time, it was possible to retrieve battery level,
positions, orientation data and control the mobile robot through MODBUS TCP/IP.

The middle layer is responsible for gateway and networking the machines and
things using open source hardware and software. Raspberry Pi is used as operating
system that runs open source software such as Node-red (used to create and visualize
live data on browsers), Mosquitto (massage broker that implements MQTT protocol)
and NGROK (reverse proxy software that creates a secure tunnel on a local machine
along with a public URL). NGROK is used to allow the Node-Red Dashboard to be
accessible via a public URL on the internet. The ESP8266 is Wi-Fi module with a full
TCP/IP Stack and microcontroller capability. The module has been operated as an
MQTT client that acquires sensor data from the sensors connected to it and then
transmits the data to the Raspberry Pi via MQTT protocol.

On the top layer of the framework, all data is transmitted to the Thingspeak plat-
form [13] to store data and perform analytics. Moreover, Node-red dashboard is used to
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visualize KPIs on the browsers. The implementation and resulting graphs of this
component are presented in further sections.

5.2 Calculation KPIs from Robot Data and Their Visualization
on the Dashboard

In case study, KPIs of the mobile robot has been evaluated and implemented on the
dashboard. KPIs of the mobile robot was implemented for the transportation tasks of
the metallic pieces to the UR3 manipulator [14]. Basically, MIR100 has 10 missions to
transport metallic piece and the aim of the experiment was to estimate KPIs of the
MIR100 in this demonstrator. The sequence of the mission on the dashboard of the
MIR100 is shown in Fig. 2.

The experiment was conducted in the following way: to demonstrate KPIs of the
MIR100 on the dashboard and on the cloud, we considered that MIR100 was working
for an hour. Total time is 60 min but the robot was On for 30.78 min which results in a
total use time of 30.78 min. The robot spent 6.3 min to transport all workpieces and
completes its task with a total cycle time of 6.3 min. Taking account values coming
from MIR100 and using above mentioned KPIs formulas, Utilization and Efficiency of
the MIR100 have been estimated as 51% and 20.5% respectively.

Utilization ¼ Total Use time
Total time

¼ 30:78min
60min

� 100 ¼ 51%

Efficiency ¼
P

Ci Total Cycle Timesð Þ
Total Use time

¼ 6:3minð378:1 sÞ
30:78min

¼ 20:5%

Cycle time, cycle completed and wait time, utilization and efficiency have been cal-
culated triggering registers of the MIR100 and programmed on the node-red using user

Fig. 1. Architecture of the CN for sharing information among factory machines.
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defined functions (formulas has been converted into functions) and transferred to the
dashboard.

On the top level of the proposed framework, KPIs are integrated and visualized.
KPI formulas are implemented on the Node-red software with user defined functions.
Node-red requests necessary data (state, start time, uptime, downtime etc.) through
MODBUS TCP/IP to calculate KPIs. Received raw data are converted in human
readable data and robot KPIs are calculated. Results are sent to the Node-red dashboard
(Fig. 3). Dashboard reports general information (battery level, state of the robot, dis-
tance and length of the mission), cycle time (number of CT completed, previous and
average cycle time, initial mission time), Supervisory Commands (pause, play, cancel,
clear mission queue) and selected KPIs (utilization, efficiency and wait time).

Fig. 2. Sequence of the missions of the mobile robot on the control dashboard.

Fig. 3. KPIs of the mobile robot on the Node-red dashboard. (Color figure online)
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6 Conclusions and Future Works

The paper demonstrates the practical integration and implementation of KPIs inside a
CN by gathering data from field level and using them to measure performance at
factory level. Developed system is composed by open access tools and protocols that
are a suitable demonstrator of Industry 4.0 for academics and manufacturers. Future
work will be the application of the measuring system in an actual industrial contest to
assess the robustness of the system in factory conditions.
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