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Abstract. The objective of this paper is an attempt to take part in the fast
development of computer science, especially machine learning, in the field of
finding the tools for supporting the disabled people. Speech-and-hearing
impaired people are the part of our society and it would be a great convenience
both for them and for speaking people, who would have an opportunity for a
better communication using computer technology. In this paper, the results of
the research concerning recognition of sign language have been provided. The
research includes experimenting with the images transformations and the usage
of different learning and feature detecting algorithms to obtain the best quality of
signs recognition. In addition, the recommendations based on results of exper-
iments can be applied in practical issues, for example, in determining hands
rotations used in sign language, which can improve the accuracy of recognition.
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1 Introduction

Nowadays, using computer technology in solving medical issues became a common
practice. Fast development and the growing popularity of machine learning approach
allowed for creating technologically advanced applications and complex algorithms,
which are aimed at helping people. Sign language recognition is an interesting and a
significant issue strictly connected with both machine learning and medical technology.
People with disability hearing loss account for 5% of the whole society [1]. In the past,
these people had no technical possibilities to facilitate their lives and communication
ways. Now, it is still challenging but more possible, so our motivation is the contri-
bution in solving this issue.

In this work, we concentrate on experiments with different features extraction and
learning algorithms, paying a particular attention to image processing. Moreover, the
scope of this work includes also checking the impact of background and hands rotation
on the received accuracy basing on the usage of two completely different data sets.
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The main objective is implementing an own algorithm taking into account that at
the current stage of research we concentrate on single letters from American Sign
Language (ASL) alphabet. One of the crucial assumptions, considered in this work, is
recognition of images taken with average-quality camera. The algorithm, which has
been implemented, might be available for everyone, for example, by a build-in camera
in mobile phone or computer. The algorithm should be given an image on input and the
result should be returned as recognized letter on string type. Therefore, we consider the
following problems:

Finding crucial features on the picture.
Emphasizing hand features.
¢ Finding satisfying way of learning the algorithm.

The paper is organized as follows. Section 2 is devoted to related work. The
problem is formulated in Sect. 3. The proposed algorithm is described in Sect. 4. This
section is divided on four subsections: preprocessing, features extraction, post-
processing, and learning. The experimentation system is presented in Sect. 5, including
experiment design with data sets used. The obtained results of experiments and
comments are presented in Sect. 6. In Sect. 7, appear the conclusion and plans for
further research in the area.

2 Related Work

In the last decade there were many of researches in the field of sign language recog-
nition. In very important work [2] was shown that gesture recognition gives an
opportunity for interacting with machine without any mechanical devices. The authors
of this paper have proposed the recognition system, which understands human gestures.
Another interesting method for the recognition of human gesture is presented in [3].
The method is based on neural network and stochastic computing. However, the
authors confirmed that most of the technologies in the area of human gesture recog-
nition was power consuming.

In the last years, Microsoft Kinect sensors give the possibility for lower cost of
Human-Computer-Interaction (HCI). It allows for proposing a new sensible solutions,
e.g., in [4], a novel multi-sensor fusion framework was proposed; in [5] a Novel CNNs
with multiview and fusion for American Sign Language recognition; in [6], an attempt
of hand gesture recognition, using the SIFT algorithm is described. The authors of this
paper showed that SIFT algorithm is working good with the standard ASL database but
also with home-made database.

The paper [7] has reported the interesting idea of three - stage translation system.
The first stage is responsible for the communication with the neuromorphic camera
DVS sensors. The second stage regards feature extraction of the events generated by
the DVS - it gives the opportunity for a presentation of the digital image processing
algorithms developed in software. The third stage consists in the classification of the
ASL alphabet basing on the implemented artificial neural network.
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The very important work [8], in our opinion, is focused on the recognition of single
letters of American alphabet. The authors of this paper used a hierarchical mode-
seeking method for localization hand joint positions under kinematic constraints. They
also used special Microsoft Kinect camera what allowed them to achieve high
accuracy.

3 Problem Formulation

The objective of this work is to create an algorithm, which can recognize static gestures
of single letters from American Sign Language alphabet. The single task is a classi-
fication of hand’s photos:

Given: the images of gestures on photos.

To find: the recognized letters on string type.

Such that: the index of performance defined by (1) is of the highest possible
accuracy. The accuracy is the index of performance expressed by the formula (1).

Accuracy = (N.) /(N) (1)

where Nc is the number of the corrected recognitions, N is the total number of
recognitions.

For a single classification task the Support Vector Machine - a set of methods for
supervised learning [9] has been used. In this case, the decision function is defined by
the following formula:

n
sgn (Z vioi K (xi, %) + p>
im1
where x and y are training vectors, x; € RP,i =1,2...,n,y € {1, —1}" and K(x; x;) is
the kernel [10].

4 Algorithm

As it was mentioned, creating an algorithm requires taking into consideration the
following tasks: (i) Finding crucial features on the picture; (ii)) Emphasizing of hand
features; (iii) Finding satisfying way of learning the algorithm.

The structure of the recognition algorithm concerns step by step performing. In
Fig. 1, the proposed model in the form of the general data flow scheme is presented.

Images N Features Ly Descriptors

Processing Extraction Postprocessing ) Learing

Fig. 1. Data flow model.
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4.1 Preprocessing

In the first step, the appropriate preparation of the images should be made. We have
applied two methods of the image modification, including Gaussian Blur for reducing
image noise and Anisotropic Filtering for sharpening the main shape of the gesture.
These methods and their properties are presented in [11] and [12], respectively. Using
of these methods allows avoiding recognition of excess points and enhancing quality of
the considered image. These methods and their properties are presented in [11] and
[12], respectively.
In Fig. 2, the pre-processing data flow is shown in the form of block-scheme.
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Fig. 2. Model of preprocessing.

4.2 Features Extraction

The following tree different features extractors (available in ski-image library [10])
have been utilized.

e CENSURE (The Center Surround Extrema) extractor, which is characterized by fast
computing time [13]. However, this extractor is able to find usually only key points
but not descriptors [14].

e BRIEF (The Binary Robust Independent Elementary Features) extractor is an
efficient feature point descriptor [15]. Unfortunately, it is unable to sensible dealing
with images rotation.

e ORB (The Oriented FAST and Rotated BRIEF) extractor is a combination of the
modified BRIEF extractor (presented in [16]) and FAST key point feature detector
(described in [17]). This extractor allows for images rotation and possesses ability
to fast computing.

4.3 Post-processing

Between steps of features extraction and classifier learning, the extracted data are
processed and improved to become more reliable. This step, called post-processing, is
presented in the form of the block-scheme in Fig. 3.
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Fig. 3. Model of post-processing data flow.

v

Two processes have been implemented:

e NORMALIZE, which rescales the vector for each sample to ensure the unit norm,
independently of the distribution of the samples [18].

o STANDARD SCALER, which can remove mean and scale the data to unit
variance.

However, the outliers have an influence when computing the empirical mean and
standard deviation which shrink the range of the feature values. Standard Scaler
unfortunately cannot guarantee balanced feature scales in the presence of outliers [18].

4.4 Learning

Support Vector Machines (SVMs) are a set of related methods for supervised learning,
applicable to both classification and regression problems. A SVM classifiers create a
maximum-margin hyperplane that lies in a transformed input space and splits the
example classes, while maximizing the distance to the nearest cleanly split examples.
The parameters of the solution hyperplane are derived from a quadratic programming
optimization problem [9]. In the paper, the following methods are used:

e VECTOR - CLASSIFIER, which learns with use of vector of descriptors retrieved
from the picture and the information about the correct letter on the image. This
method has a significant disadvantage. Vectors received by the classifier must have
exactly the same length which as a consequence, extorts cutting the longer ones and
ignoring the ones that are too short.

e POINTS - CLASSIFIER, which learns by processing descriptor after descriptor and
the information about related letter from the picture. This way of learning makes the
algorithm independent from the data vector length.

e COMBINED - CLASSIFIER, when the outputs from both vector and points clas-
sifiers are taken into consideration. This classifier learns by taking those outputs and
the information about correct answer.

5 Experimentation System

The input of the experimentation system is an image. The output states the result
returned as recognized letter on string type.
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5.1 Datasets

Two different data sets have been used. The first one has been downloaded from the
website of Silesian University of Technology [19]. An example of data base element is
shown in Fig. 4.

Fig. 4. An element of database with hand gestures [19].

The data base consists of 899 images of gestures from American alphabet from A to
Y excluding J. Letters “Z’ and ‘)’ are moving gestures and it is impossible to show
them on a single picture. This data set contains images with uncontrolled background
and lightning conditions, different angle of hand rotations form observer perspective
and different resolution. Images are oriented both vertically and horizontally.

The second data set used in the experiment is a self-made set of images which has
been created in possibly similar lightning condition. On each image only hands at
uniform, plain background has been shown. An example is shown in Fig. 5.

Fig. 5. An element of our own database with hand gestures.



682 M. Lagozna et al.

Each image has exactly the same height, resolution and all of them are oriented
horizontally. The set contains images of gestures of all American sign alphabet also
with ‘)’ and ‘Z’ excluded.

5.2 Process of Experiment

During the research the successive steps have been added to the algorithm. At first the
model has been learned by pure descriptors. Next anisotropic filtering has been added.
Then Standard Scaler and Gaussian Blur have been implemented. The last step was
adding normalization to the output.

The above described steps have been applied to three different features extractors:
BRIEF, CENSURE and ORB. On each extractor three methods of learning has been
tested: by points, vectors and combined. As a metric for evaluation of classification the
accuracy defined by Eq. (1) has been used.

6 Research

6.1 Complex Experiment

Table 1 contains the results of the accuracy (the percentage values of correct recog-
nition) at every step of the algorithm. These results were obtained for the complex
experiment composed of single experiments. For simple experiment we fixed the
considered various elements of preprocessing, features extraction, learning, and post-
processing. In some cases, we decided to abandon taking into account some features
extractors because of their unsatisfying accuracy in comparison to the others (see
elements in Table 1 with “no data”).

Table 1. Results when adding next steps to the algorithm.

Features Learning | Descriptors | Anisotropic Standard | Gaussian | Normalize
extractions filtering Scaler blur

ORB Points 51.72% 60.34% 91.38% 94.84% |96.55%
ORB Combined | 13.79% 13.79% 12.07% 13.79% | 12.07%
ORB Vector 13.79% 13.79% 13.79% 2241% | 25.86%
CENSURE Points 20.69% 22.41% 15.52% 12.07% -
CENSURE Combined | 13.79% 18.97% 15.52% 5.17% -
CENSURE Vector 8.61% 1.72% 0.00% 1.72% -
BRIEF Points 15.52% - - - -
BRIEF Combined | 15.52% - - - -
BRIEF Vector 0.00% - - - -
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It can be observed in Table 1, that among all used features extractors ORB occurred
to be the most effective for the considered problem. Probably, its ability to dealing with
rotations had a big impact on the obtained results.

Therefore, the aim of the next experiments has been collecting more detailed
information about elements (versions of preprocessing, learning and post-processing)
connected with ORB features extraction.

6.2 Experiment for ORB Testing

In Fig. 6, the detailed results of experiments for ORB features extraction are shown.
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Fig. 6. Influence of versions of different steps of the algorithm with ORB.

The best method of learning the classifier occurred to be learning by points. Fur-
thermore, successively added algorithms at following steps significantly improved the
result. Adding Standard Scaler was a crucial step and had considerable impact on the
final accuracy.

We can be satisfied with the performance of the algorithm for gestures on the plain
background. In case of adding distorting background, e.g., check shirt (we tested some
cases), the performing of algorithm should be improved.

In Table 2, are shown the results produced by the final (all steps) version of the
algorithm tested on three different data sets (mentioned in Sect. 5.1):

Set #1 - The set of the numbers (digits) prepared by us.

Set #2 — The set of the letters prepared by us.

Set #3 - The set of images of gestures regarding alphabet taken from [19].
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Table 2. Results when adding next steps to the algorithm

Dataset | ORB

Points | Combined | Vector
Set #1 |96.55% | 12.07% 25.86%
Set #2 | 72.90% | 3.23% 12.26%
Set #3 |27.36% | 3.48% 2.49%

It may be observed once more that learning by using points classifier leads to better
accuracy of the recognition.

7 Final Remarks

7.1 Conclusion

In the version, presented in this paper, the recognition of static gestures on plain
background seems to work fine. To sum up, we managed to implement an algorithm
which can pose a good basis to continue extended research.

7.2 Plans for Further Research

In the nearest future we plan to focus on further developing the algorithm to reach the
improvement of accuracy. Our main goal is to ensure the possibilities of experiments:

e For recognition of moving signs.
e For recognition with special classifier only for mistaken gestures.

We should also concentrate on designing and implementing the extended experi-
mentation system which allows making multi-stage experiments in automatic manners,
following the rules described in our works [20] and [21].
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