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1An Introduction to Health Services 
Research

Justin B. Dimick and Carrie C. Lubitz

Abstract
The scientific focus of academic surgery has changed dramatically over the past 
decade. Historically, surgeon-scientists engaged almost exclusively in basic sci-
ence research. With the rise of health services and outcomes research, more 
trainees and junior faculty are pursuing research in these disciplines. Despite the 
increasing popularity of this field, there are very few resources for young sur-
geons interested in learning about these disciplines as applied to surgery.

We developed this book, and have revised our contents in this second edition, 
to help fill this gap. We start with a description of the main research areas in 
health services research followed by a look ahead into emerging areas of investi-
gation. We then include several chapters that introduce the tools necessary to 
conduct this type of research. The final chapters provide practical advice on 
career development and program building for surgeon-scientists interested in 
pursuing this area of scholarly work.

1.1	 �What Is Health Services Research?

We often get asked how health services research is different from traditional “clini-
cal research”. Studying the end results of surgical care is clearly not new. As long as 
surgeons have been operating, we have been studying our patient’s outcomes. 
Although there is clearly overlap between traditional clinically-focused scientific 
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work, health services research often takes different perspectives and looks at health 
care through a much broader lens. To illustrate these differences in perspective, it is 
useful to consider two popular definitions of health services research (HSR). 
AcademyHealth, the leading professional organization for health services research-
ers (their Annual Research Meeting is a great meeting to attend by the way), defines 
HSR as follows:

AcademyHealth defines health services research as the multidisciplinary field of scientific 
investigation that studies how social factors, financing systems, organizational structures 
and processes, health technologies, and personal behaviors affect access to health care, the 
quality and cost of health care, and ultimately our health and well-being. Its research 
domains are individuals, families, organizations, institutions, communities, and 
populations.

The Agency for Healthcare Research and Quality (AHRQ), one of the leading fund-
ing agencies for HSR, uses the following definition:

Health services research examines how people get access to health care, how much care 
costs, and what happens to patients as a result of this care. The main goals of health services 
research are to identify the most effective ways to organize, manage, finance, and deliver 
high quality care; reduce medical errors; and improve patient safety.

1.2	 �What Is Outcomes Research?

Outcomes research is sometimes used interchangeably with health services research 
but is probably best considered one chief discipline within HSR. The Agency for 
Healthcare Research and Quality (AHRQ) defines outcomes research as follows:

Outcomes research seeks to understand the end results of particular health care practices 
and interventions. End results include effects that people experience and care about, such as 
change in the ability to function. In particular, for individuals with chronic conditions—
where cure is not always possible—end results include quality of life as well as mortality. 
By linking the care people get to the outcomes they experience, outcomes research has 
become the key to developing better ways to monitor and improve the quality of care.

While this formal definition of outcomes research is not as broad as the definition 
of health services research above, it is still different from traditional clinical 
research in a few important ways. Most importantly, there is a focus on a broader 
set of outcomes beyond clinical endpoints (e.g., mortality and morbidity), includ-
ing quality of life and patient-centered outcomes. With the increasing popularity of 
Patient Centered Outcomes Research (PCOR), and the creation and funding of the 
Patient Centered Outcomes Research Institute (PCORI), researchers who primarily 
focus on this area would probably label themselves as “outcomes researchers”. 
Whereas investigators who focus on health care policy evaluation may refer to 
themselves as “health services researchers”. However, for the purposes of this 
overview, we view the two as comprising a single area of scientific endeavor which 
we will refer to as HSR.

J. B. Dimick and C. C. Lubitz
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As evident in these definitions above, there are several key distinctions between 
HSR and traditional clinical research, including important differences in the ques-
tions, the settings, the outcomes, the data, and the tools (Table 1.1).

1.3	 �Part I. Main Research Areas

The book begins with an introduction to the main research themes that investigators 
are currently pursuing. Drs. Massarweh and Chang (Chap. 2) provide an overview 
of comparative effectiveness research and describes how this field goes beyond ran-
domized clinical trials. They describe the spectrum of study designs (e.g., pragmatic 
trials, observational studies) available for assessing which treatments are most 
effective, and how effectiveness may vary across different patient and provider sub-
groups and varying perspectives.

As described above, HSR often asks questions much more broadly than tradi-
tional clinical research, including investigating differences in practice style and 
treatment across large areas and understanding how these are shaped by healthcare 
policy. Drs. Columbo Goodney (Chap. 3) provide an overview of the seminal work 
done on variations across geographic areas by the Dartmouth Atlas group that 
opened our eyes to wide, unwarranted practice variations in the United States. Drs. 
Chaabra and Dimick (Chap. 4) then discuss the importance of taking a broad per-
spective in evaluating how health care policy research can help improve the context 
in which we work by critically evaluating the incentives and structure that are 
largely invisible, but shape our daily work. Dr. Chang (Chap. 5) then considers the 
inequities in our health care system that lead to disparities in use and outcomes of 
surgery. He emphasizes that the field of disparities research needs to move beyond 
documenting quality gaps, and, instead, begin identifying strategies to fix them.

Another important focus of HSR is on measuring and improving quality. Drs. 
Merkow and Bilimoria, experts with the American College of Surgeons National 

Table 1.1  Key differences between health services research and traditional clinical research

The 
questions

HSR asks broader questions. Rather than assessing clinical treatments, HSR 
questions often address the organization, delivery, financing, and regulation of the 
health care system

The 
setting

HSR studies health care in “real world” settings as opposed to the carefully 
constructed environment of a clinical trial. This difference is often described as 
studying “effectiveness” (real world) vs. “efficacy” (randomized clinical trial)

The 
outcomes

HSR often uses different end-points. Rather than focusing on clinical endpoints 
(morbidity and mortality), HSR often uses patient centered outcomes, such as 
quality of life and symptom bother

The data Rather than directly collecting data from the medical record, HSR often uses large 
datasets to conduct observational research; or, at the other end of the spectrum, 
surveys or interviews with patients are used to gather very detailed information

The tools The research tools necessary to perform sophisticated HSR vary with the nature 
of the question and span from large database analysis and econometrics to 
qualitative research and psychometrics

1  An Introduction to Health Services Research
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Surgical Quality Improvement Program (ACS-NSQIP), describe the field of 
quality measurement, including the pros and cons of the structure, process, and 
outcomes that are used as performance indicators (Chap. 6). Drs. Reinke and 
Kelz, who serve as leaders locally within their institutions and nationally, then 
discuss how these quality metrics can be leveraged to improve patient-care 
locally (Chap. 7).

1.4	 �Part II. Emerging Areas of Research

We next consider several emerging areas within HSR that are likely to become inte-
gral to our field within the next 10 years. Many of these emerging areas will bring 
forth new knowledge that has translational value for our organizations, and others, 
to move the quality, safety and appropriateness mission forward. While many of 
these fields are well-established outside surgery, only a small number of investiga-
tors are pursuing these within our profession, creating a large opportunity for young 
surgeon-scientists.

Drs. Dossett and Telem (Chap. 8) describe the field of implementation and dis-
semination research. Implementation science explicitly recognizes the gap in trans-
lating evidence into practice, providing a rich set of theoretical frameworks and 
research tools to rigorously study barriers and facilitators of the adoption of evi-
dence in real-world settings. Building on this knowledge of the importance of “con-
text” in optimizing healthcare, Dr. Haynes (Chap. 9) examines the important role 
organizational culture plays in creating well-functioning environments that are safe 
and favorable to successful adoption of best practices.

There is also a growing emphasis on assessing outcomes from the patient per-
spective. Traditional clinical endpoints are clearly important, but there is often 
divergence between clinician and patient perspectives. For example, after inguinal 
hernia repair, surgeons usually measure the recurrence rate, which is quite rare. 
Patients, however, are much more bothered by chronic inguinal pain, which has a 
much higher rate than recurrence. Drs. Temple and Morris (Chap. 10) provide an 
overview of Patient-Reported Outcome measures, which are an increasingly impor-
tant part of health services research. Funds are available for CER focused on the 
patient perspective through PCORI and other institutes, it is an exciting area within 
HSR for young surgeons to get involved in.

Perhaps the most cutting edge research in our field is aiming to get inside the 
“black box” of what happens in the operating room. Most existing quality improve-
ment work focuses on optimizing perioperative care (e.g., antibiotics for prevention 
of SSI) and completely ignores how the operation itself is conducted. Drs. Hu and 
Greenberg (Chap. 11) describe multidisciplinary efforts to understand and improve 
the performance of systems, teams and individuals in the operating room environ-
ment. New to this second edition, Drs. Yule and Smink describe the leading frame-
work for assessing the capability of surgeons to create an optimal environment 
among the OR team, the Non-Technical Skills for Surgeons (NOTSS). This instru-
ment, which assesses the following domains: situation awareness, decision making, 

J. B. Dimick and C. C. Lubitz
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communication/teamwork, and leadership, has emerged as a powerful practical tool 
for research and clinical improvement.

Once we have creative solutions for improving quality and performance it is 
essential to have an infrastructure to disseminate and test them in the community. 
Dr. Finks, who was integral to the success of the statewide bariatric surgery collab-
orative in Michigan, describes the power of using regional collaboratives as a poten-
tial laboratory for evaluating these interventions. He describes the power of such 
collaboratives for implementing best practices across large geographic areas and in 
diverse practice settings.

Finally, we have added a new chapter in this edition by Dr. Schneider (Chap. 14) 
to cover perhaps one of the newest areas of inquiry for surgeon-scientists: Machine 
learning and artificial intelligience. Machine learning has recently arrived as the 
next generation of statistical modeling and, in some use cases, has better predictive 
ability than traditional regression approaches. Artificial intelligience is the science 
of creating intelligent machines that have the ability to achieve goals like humans 
via a combination of algorithms combined with predictive models. As the evidence 
supporting high-value use cases grow (e.g., reading EKGs, diagnostic imaging), 
there are no doubt numerous areas in medicine—and surgery—where artificial 
intelligience applications will change how we deliver care in the next few decades.

1.5	 �Part III. Tools of the Trade

The tools necessary to conduct HSR are diverse and in flux. There is constant inno-
vation in HSR bringing in expertise from additional fields. However, there are cer-
tain tools that are trademarks of HSR and we will cover those in this section of the 
book.

Many young surgeons begin their research careers working with large datasets. 
These are relatively inexpensive and can help fellows and junior faculty get over 
“bibliopenia”—a necessary first step towards establishing yourself as an investiga-
tor. Drs. Sheetz and Dimick (Chap. 5) provide an overview of large datasets avail-
able for conducting health services research. Because we often try to make causal 
inference from these large datasets, tools are need to address confounding and 
selection bias. Methods for addressing these problems and thereby enhancing causal 
inference are central to the HSR toolbox. Drs. Sheetz and Nathan (Chap. 16) intro-
duces commonly used methods, including multivariable regression, propensity 
score matching, and instrumental variable analysis. None of these methods are per-
fect, and every surgeon-scientist conducting HSR should be familiar with the 
strengths and weakness of each of these methods as well as the epidemiological 
theory underlying various biases.

Dr. Maggard (Chap. 17) describes how individual studies can be brought together 
and synthesized in a meta-analysis. Besides giving a single summary “best esti-
mate” of available studies, these techniques also allow us to systematically study 
how the treatment effect varies across patient and provider subgroups (i.e., establish 
treatment-effect heterogeneity). Drs. Lee and Pitt (Chap. 18) describe the scientific 

1  An Introduction to Health Services Research
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study of understanding how patients make decisions. New in this second edition we 
have added another chapter by Dr. Poulouse (Chap. 19) on decision analysis tech-
niques and how they can be used to synthesize evidence to explicity model trade-
offs in surgery, and how the methods can be expanded to create estimates of 
cost-effectiveness.

Large datasets are usually a great starting point for young surgeon-scientists but 
they lack the detail required to answer many important questions. Dr. Brasel (Chap. 
20) discusses the use of survey research to generate primary data about knowledge, 
attitudes, and beliefs. Dr. Schwarze (Chap. 21) then provides an introduction to 
qualitative research, a rich field of inquiry that uses focuses groups, interviews, and 
ethnographic methods to gather information. Qualitative research uses words rather 
than numbers as data and is an entire area of science unto itself. These methods are 
absolutely crucial for helping us understand “why” things do and do not work in 
healthcare. In particular, qualitative methods are central to many areas of research 
discussed above, especially implementation bibliopenia science.

1.6	 �Part IV. Career Development

The final section provides practical advice for young surgeons interested in building 
a career focused in health services research. The first few chapters, new to this sec-
ond edition, focus on writing and disseminating scientific results. The first chapter 
in this section (Chap. 22), by Drs. Ibrahim and Ghaferi, provides a template and 
structure for writing a scientific manuscript. The next chapter (Chap. 23) describes 
the use of Visual Abstracts for disseminating science through social media and other 
channels. Written by Dr. Ibrahim, who pioneered the development of Visual 
Abstracts as the creative director at Annals of Surgery, provides the basic steps of 
creating these visual elements and also discusses the evidence that their use improves 
dissemintation. In the final chapter in this section (Chap. 24), also new to this sec-
ond edition, Dr. Locke discusses how to engage policymakers to translate research 
into practice. She brings the perspective of a transplant surgeon-scientist who has 
made many translational policy contributions.

The next section focuses on mentorship and career development for HSR 
surgeon-scientists. Drs. Fry and Sheetz (Chap. 25) describe the keys to engaging 
medical students in outcomes research so it is a win/win proposition. Dr. Johnston 
(Chap. 26) offers advice on finding a mentor to conduct health services research and 
to guide career development more broadly. Dr. Cauley (Chap. 27), who obtained 
mentored-research training and her M.P.H. during residency, describes what the 
goals should be for a resident during their research fellowship.

The book concludes with several chapters on external funding and program 
building. The first chapter on funding, by Dr. Segev (Chap. 22), focuses on the 
major sources of funding for conducting HSR and includes tips and tricks for pre-
paring proposals. New to this second edition, Dr. Patzer (Chap. 29) provides high-
level strategies for grantsmanship in HSR, covering both mentored (K-type) and 
independent (R-type) awards. We conclude with and a chapter by Drs. Hawkins and 
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Regenbogen on what to consider when choosing your first job as an HSR surgeon-
scientist (Chap. 30), and then close with a chapter by Drs. Brooke and Finlayson 
designed for more senior investigators considering the programmatic building of an 
outcome research center (Chap. 31).

Further Reading

Birkmeyer JD. Outcomes research and surgeons. Surgery. 1998;124:477–83.
Brook RH, Ware JE, Rogers WH, et al. Does free care improve adult’s health? Results from a 

randomized controlled trial. N Engl J Med. 1983;309:1426–34.
Cabana MD, Rand CS, Pose NR, et al. Why don’t physicians follow clinical practice guidelines? 

A framework for improvement. JAMA. 1999;282(15):1458–65.
Donabedian A. Evaluating the quality of medical care. Milbank Meml Fund Q. 1966;44:166–203.
Lohr KN, Steinwachs DM. Health services research: an evolving definition of the field. Health 

Serv Res. 2002;37:7–9.
Wennberg JE, Gittelsohn A. Small area variations in health care delivery. Science. 1973;192:1102–8.
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2Comparative Effectiveness Research

Nader N. Massarweh and George J. Chang

Abstract
Comparative effectiveness research (CER) involves human subjects or the use of 
secondary data to compare the effectiveness of one preventive, diagnostic, thera-
peutic, or care delivery modality to another using real-world approaches and 
under real-world conditions. CER utilizes a variety of data sources and methods 
to generate pragmatic data that can be used to improve health outcomes and 
value for health care systems by developing and disseminating evidence-based 
information for patients, clinicians, and other decision-makers. The intent of this 
type of research is to help stakeholders better delineate which type of treatments 
are best for which specific patients and under what conditions.

2.1	 �Introduction

New research findings are used to drive practice, to better understand the role for 
novel technologies and therapeutics in the care of patients, and to provide health 
care practitioners with information at the point of care regarding the management of 
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patients with rare or uncommon conditions. While the US healthcare system sup-
ports a robust research enterprise, an important shortcoming of many contempora-
neously published studies is that they don’t address a fundamental question relevant 
to patients and providers—what is the best treatment for this specific patient in this 
specific clinical context? Given an ever-increasing emphasis on shared decision-
making and value in US healthcare, the importance and timeliness of Comparative 
Effectiveness Research (CER), which is intended to address this specific question, 
cannot be understated.

Fundamentally, clinical research is intended to compare the safety, benefits, and/or 
limitations of two or more treatments. In this regard, one might assume that any study 
in which two interventions are compared is CER.  However, CER is specifically 
intended to provide data comparing the effectiveness of two interventions when applied 
under real-world conditions. Furthermore, CER encompasses research derived from 
different data sources, and utilizes a variety of study designs and analytic methodolo-
gies. These varied sources are assimilated to ascertain which specific intervention(s) 
will work best for which specific patient (or population of patients) while at the same 
time balancing the relative benefits and harms in order to inform patient care or health 
policy decisions. This is one of the main reasons for the proliferation of CER over the 
past decade, why new opportunities for funding CER have emerged, and why there is 
an ongoing need for CER to inform contemporary health care reform efforts and the 
transition from volume-based to value-based care models.

2.2	 �Efficacy vs Effectiveness

2.2.1	 �Efficacy

Randomized clinical trials (RCTs) remain the benchmark for data used to either 
change clinical practice or to drive evidence-based care. However, most RCTs typi-
cally address a very specific question when comparing interventions—what is the 
efficacy of one intervention over another? Simply defined, efficacy is a measure of 
the effect of a particular intervention under idealized circumstances. In addition to 
the cost and time needed for study initiation and completion (which are acknowl-
edged limitations of RCTs), the external validity (i.e.: generalizability) of findings 
from RCTs frequently create important challenges to the integration of data into 
practice. More specifically, because the patient populations included in RCTs are 
typically strictly defined with numerous inclusion and exclusion criteria (which may 
not reflect the population of patients providers see in actual practice) and because of 
the intensity of the care enrolled patients receive (which may not reflect the level of 
care or the type of practice where a patient is being treated), it is not clear that the 
findings from a given RCT will directly translate into real-world conditions.

2.2.2	 �Effectiveness

By comparison, effectiveness is defined as the effect of an intervention under real-
world conditions and includes an evaluation of not only the benefits, but also the 

N. N. Massarweh and G. J. Chang



13

harms. CER is important because what may demonstrate efficacy in the strictly 
controlled context of a clinical trial may not yield the same outcomes in everyday 
practice. In many respects, this type of data is much closer to what health care pro-
viders and patients need at the point of care when choosing between two different 
interventions. CER studies attempt to make comparisons between two or more 
treatment strategies within populations reflective of the types of patients a provider 
might see in his or her practice and, as importantly, to ensure the conditions under 
which the comparison is made reflect the varied practice environments in which 
care is delivered in the general community.

2.3	 �The Evolution of CER

Distilled to its primary goals, CER compares two or more treatment modalities or 
approaches to the care of patients or populations. Thus, CER is research comparing the 
effectiveness of two or more preventive, diagnostic, therapeutic, or care delivery strate-
gies using real-world approaches and under real-world conditions. The interventions 
compared in CER studies can be anything used in the care of patients or populations of 
patients including, health care interventions, treatment protocols, care delivery models, 
invasive procedures, medical devices, diagnostic tools, pharmaceuticals therapeutics, 
and any other strategies used for treatment, diagnosis, or prevention of illness or injury.

While the principles underlying CER have been around for a number of years, it is 
the recent emphasis on value in US healthcare and the transition from volume-based to 
value-based care that has brought the attention and support of policy makers for this type 
of research. Over the past decade, two important pieces of legislation have contributed 
to the growth of CER. The American Recovery and Reinvestment Act of 2009 allocated 
$1.1 billion to the Department of Health and Human Services, the National Institutes of 
Health, and the Agency for Healthcare Research and Quality stipulating that this fund-
ing should be used for the dual purpose of supporting research intended to compare the 
outcomes, effectiveness, and appropriateness of interventions for the prevention, diag-
nosis, or treatment of patients AND to encourage the development and use of more 
robust clinical data sources. This legislation also established the Federal Coordinating 
Council for Comparative Effectiveness Research whose charge was “to foster optimum 
coordination of CER conducted or supported by Federal departments and agencies”.

The second piece of legislation was The Patient Protection and Affordable Care 
Act passed by Congress and signed into law by President Obama in 2010 which 
established and funded the Patient-Centered Outcomes Research Institute (PCORI). 
Prior to the establishment of PCORI, there had been numerous efforts in both the 
private and public sectors to conduct CER studies and to generate comparative 
effectiveness data, but these efforts were limited by the lack of a unified definition 
for CER, variable funding priorities, and they lacked a robust means of tracking the 
types of studies being performed and on which topics. To fill these gaps, PCORI 
was created to become the primary funding agency for investigators performing 
CER. Since its inception, PCORI has:

•	 Provided $2.3 billion to help fund a broad portfolio of CER studies, develop 
research infrastructure, and disseminate and promote findings into actual practice.
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•	 Established a policy for funded researchers to share their data, documentation, 
and statistical programming to encourage data sharing through open science.

•	 Developed methodologic standards (through the Methodology Committee) for 
performing CER and patient-centered outcomes research.

•	 Created a national data platform to support and improve the efficiency of con-
ducting CER (i.e.: PCORnet).

PCORI has established National Priorities for Research in the following domains:

•	 Comparing the effectiveness and safety of alternative prevention, diagnosis, and 
treatment options to see which one works best for different people with a particu-
lar problem.

•	 Comparing health system–level approaches to improving access, supporting 
patient self-care, innovative use of health information technology, coordinating 
care for complex conditions, and deploying workforce effectively.

•	 Comparing approaches to providing comparative effectiveness research informa-
tion, empowering people to ask for and use the information, and supporting 
shared decision-making between patients and their providers.

•	 Identifying potential differences in prevention, diagnosis, or treatment effective-
ness, or preferred clinical outcomes across patient populations and the healthcare 
required to achieve best outcomes in each population.

•	 Improving the nation’s capacity to conduct patient-centered outcomes research 
by building data infrastructure, improving analytic methods, and training 
researchers, patients, and other stakeholders to participate in this research.

A major criticism of contemporary clinical research is that the findings from very 
few studies actually fill a practical knowledge gap that can impact everyday clinical 
practice. Because a principal goal of CER is to improve individuals’ ability to make 
informed healthcare decisions through the generation of data that can help patients, 
providers, and policy makers understand what treatment(s) will work best and for 
whom, a unique aspect of PCORI is the engagement of stakeholders such as patients, 
providers, and other decision-makers throughout the CER process. By involving 
stakeholders in the research process, the hope is that the most relevant questions and 
priorities can be identified, knowledge gaps can be better addressed, and approaches 
for dissemination and implementation of study findings can be optimized. It is this 
engagement that has led CER to be referred to at times as ‘patient-centered out-
comes research’ and is believed to be a previously under-appreciated avenue for 
enhancing dissemination of data and translation into practice.

2.4	 �Conducting CER

CER is intended to impact the care of either individual patients or patient popula-
tions and can be conducted from various stakeholder perspectives. It can also affect 
health policy decisions as well as how or why care is delivered, organized, and paid 
for by health care entities. As such, a key component of CER is the external validity 
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of the data or the ability to generalize the results to patients and clinical settings 
outside of the study population. Given the breadth of topics that can be addressed by 
CER, a variety of study designs and analytic methods are employed. However, prior 
to initiating a CER study, an understanding of the limitations of a given research 
question and specific study design are equally critical to the successful execution of 
a CER study with internal validity. In this regard, several important questions must 
be addressed during the study conception and design phase to ensure the right data 
source is selected, an appropriate study design is chosen, and appropriate statistical 
methods are employed.

•	 Is the intent of the study to compare the effect of an intervention at the individual 
patient-level or at the population-level?
–– Certain data allow for the analysis of patients clustered within hospitals, 

health systems, or geographic regions while others do not.
•	 Is the research question appropriate for CER methods?

–– The available data (or data that can be readily generated) must be able to 
answer the research question through the application of appropriate statistical 
methods.

•	 Is the data source appropriate to address the chosen research question?
–– Observational data sources used for CER often have important, unique, and 

inherent limitations that can create relevant sources of bias that must be con-
sidered and addressed either through the study design, the selection of the 
study population, and/or the methodology employed. In addition, for studies 
that truly seek to address a CER question, the data source should support the 
external validity of the findings.

•	 Will the chosen study design and/or analytic methods minimize bias and enhance 
the internal validity of the findings?
–– Investigators must have a working knowledge of available statistical tools and 

analytic approaches and understand the extent to which conclusions may (or 
may not) be supported by the data.

The EQUATOR (Enhancing the QUAlity and Transparency Of health Research) 
network is an organization that has developed a standardized set of reporting guide-
lines for many of the typical types of CER studies like RCTs and cohort studies. 
These guidelines were developed in a collaborative and multi-disciplinary fashion 
with input from funding agencies, journal editors, peer reviewers, and researchers 
with the primary goal being to elevate and improve the overall quality of contempo-
rary published research. These guidelines can be helpful to ensure the rigor and 
clarity of presentation for CER studies.

2.5	 �Types of CER Study Designs

There are four principal, broad categories of study design used to conduct CER, 
each with their own advantages and limitations. These can be applied to generate 
new data to fill knowledge gaps in current clinical practice or to evaluate the 
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existing evidence regarding benefits and harms of specific treatments when applied 
to different patients or populations. CER studies can either be prospective or retro-
spective and can be based on primary data collection or secondary analysis of exist-
ing data.

2.5.1	 �Randomized Clinical Trial

Data derived from RCTs remain the benchmark against which all other sources of 
data driving changes in clinical practice are compared. RCTs can span a spectrum 
from explanatory to pragmatic trials (Fig. 2.1). The majority of trials conducted 
and published are explanatory in nature and designed to address the issue of effi-
cacy. As such, most explanatory trials will have study protocols with stringent inclu-
sion and exclusion criteria. Not only are enrolled patients frequently extremely 
healthy, which may not reflect the real-world population of patients with a given 
condition, but the trial protocols also generally involve rigorous patient follow-up 
and monitoring, which also may not be indicative of typical day-to-day practice for 
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Fig. 2.1  Tool for determining where a given RCT protocol falls in the explanatory to pragmatic 
continuum. Each of 9 domains for a given trail are scored from 1 to 5 (1 = very explanatory and 
5 = very pragmatic) and then used to gauge where on that continuum it falls (taken from Loudon 
K, et al. BMJ. 2015)
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providers in most practice settings. These are important drawbacks that can have 
important ramifications for the external validity of these types of studies.

By comparison, and as the name would suggest, pragmatic trials are intended to 
define the effectiveness of a given intervention and are more in line with the goals 
of CER.  Whereas a strict study protocol and numerous inclusion and exclusion 
criteria are important for evaluating efficacy in an explanatory trial (as these fea-
tures help to minimize any possible impact of confounding on study findings) this 
creates a critical blind spot for patients and practitioners—namely, how will this 
therapy work in routine clinical practice? In line with the goals of CER, pragmatic 
trials are intended to compare the effectiveness of varying treatments or manage-
ment strategies with findings that can readily be generalized to most patients being 
treated in most clinical contexts or settings. To this end, the inclusion and exclusion 
criteria for such trials are typically more inclusive with study protocols that may 
even be flexible. In addition, study outcomes frequently only represent the most 
pertinent information required to address the research question and/or are the most 
easily assessed or adjudicated. A limitation of these studies is that the more parsi-
monious approach to data collection can limit the ability to conduct subgroup analy-
ses or to perform post-hoc secondary data analyses addressing related questions.

Cluster RCTs are an example of a pragmatic trial design. In cluster trials, ran-
domization is not performed at the individual level, but rather as a group, a practice, 
a clinic, or any other specified population. Within each cluster, patients receive 
usual care in addition to the experimental intervention and may not be aware they 
are participating in an RCT. This approach can markedly improve the external valid-
ity of study findings. However, a drawback to cluster trials is that because the unit 
of analysis is the cluster rather than the individual patient, the required sample size 
to ensure adequate statistical power may be larger and statistical methods, such as 
hierarchical models, must be used to address the within cluster correlation of the 
data (i.e.: patients treated within a given cluster are likely receiving similar care and 
thus are likely to have similar outcomes).

Stepped-wedge RCTs are another unique type of trial that can be considered a 
subtype of the cluster design. Whereas in cluster RCTs, each cluster is assigned to 
either the control or the intervention, in a stepped-wedge design all clusters initially 
start not being exposed to the intervention and will eventually receive the study 
intervention by the end of the trial, but the timing with which the intervention is 
administered is random. One of the benefits of these types of trials is that all study 
participants will receive the intervention. So, in cases where the intervention seems 
likely to be beneficial, this could enhance willingness for trial participation. Another 
benefit is the efficiency of the this design because the nature of the randomization 
process allows for each cluster to act as its own control. This also provides data that 
allows for both between and within cluster comparisons.

Adaptive RCTs are designed to allow changes to the protocol or the statistical 
analysis after trial initiation. Such changes are based on Bayesian analytic 
approaches as compared to the frequentist approaches typically employed in more 
traditional RCTs. This provides adaptive RCTs with a number of advantages. For 
example, protocol and/or procedural changes have already been approved as part of 
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the trial design and, as such, can be implemented more efficiently. Total accrual and 
even study outcomes can change during the conduct of the trial as data accumulate. 
In this regard, adaptive RCTs can actually allow for more rapid study completion. 
However, by their nature adaptive RCT designs are more complex and as the trial 
protocol changes Bayesian analytic approaches become compulsory. As such, 
investigators should be well-versed in Bayesian statistics and ensure they have bio-
statistical support to ensure the integrity of trail results.

2.5.2	 �Observational Studies

Observational studies constitute the majority of contemporary HSR and outcomes 
research. The availability of numerous data sources, the efficiency with which data 
can be obtained and analyzed, and the relatively low associated costs for conducting 
this type of research are all reasons why these also represent a very common form 
of CER. In comparison to the rigorous protocols often used in controlled trials, an 
important feature of observational studies, in particular those based on the second-
ary use of local, regional, or national data sources (e.g.: administrative claims, reg-
istry data, or electronic health record data), is that they frequently reflect the actual 
management patients received during a given episode of care. Whereas, the empha-
sis in RCTs is frequently on internal validity sometimes at the expense of external 
validity, observational studies often  implicitly emphasize external validity at the 
expense of internal validity. Specifically, although the data may reflect the type of 
care patients actually receive in real-world clinical practice settings and contexts, 
because of the non-controlled nature of observational studies, numerous sources of 
bias and confounding must be considered and either addressed through the study 
design, the selection of the study population, or through the application of various 
analytic and statistical approaches. Issues such as selection bias, confounding by 
indication, and missing data are all potential barriers to the internal validity of the 
findings from observational CER studies  that must be considered and addressed. 
The Strengthening the Reporting of Observational Studies in Epidemiology 
(STROBE) guidelines for reporting of observational studies can provide investiga-
tors with a useful list of considerations when preparing a manuscript of their study 
results.

2.5.3	 �Research Synthesis

In certain situations, there may be a body of literature regarding a given intervention 
or treatment approach, but the data from individual studies could either be discor-
dant or the sample size may not be large enough to clearly and definitively support 
a specific conclusion. In this context, systematic reviews, meta-analyses, and 
health technology assessments are valuable tools that can be used to synthesize the 
existing data. The goals of each of these three types of studies are distinct. In a sys-
tematic review, the goal is to provide an unbiased, comprehensive, clear summary 
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of the body of data on a given topic. In meta-analysis, the goal is to combine the 
results of available studies on a given topic through quantitative techniques in order 
to create a collective data set that is better powered than its component data sources. 
In a health technology assessment, the goal is to generate data (specifically regard-
ing a health technology) that can be used to inform clinical and policy-level decision 
making directed at the introduction and diffusion into practice of a given innovation. 
In all three types of research syntheses, the data used can be based on RCTs or on 
observational studies.

2.5.4	 �Decision Analysis

Decision analyses are informed by two types of data. The first is the probability of an 
outcome given a particular treatment or management pathway. The second is the 
patient’s current and future health status, which inherently considers both the benefits 
and harms attributable to that treatment or pathway. These two components are applied 
and used to perform model-based quantitative evaluations of the outcomes associated 
with specific management strategies in specific situations. These are central study 
designs for CER because the underlying goal is to help patients and providers derive 
the best treatment decision for a specific patient in a specified clinical context or from 
a specific health-care perspective. Cost-effectiveness analyses also integrate aspects of 
decision analytic techniques to incorporate cost and quality of life inputs to assess 
the  comparative value attributable  to a  given intervention or treatment approach. 
Through simulation modeling using best available data and assessing which parame-
ters impact the outcomes most, future areas of needed research (i.e. RCTs or other 
prospective designs) can be prioritized.

2.6	 �Commonly Used Statistical Methodology

For observational CER, the appropriate selection and use of statistical methodology 
is critical for ensuring the internal validity of the study and for addressing sources of 
bias and/or confounding. While different statistical approaches might be appropriate 
for a given study, often times the ‘correct’ choice is predicated on the data source, the 
nature of the research question, and the experience or expertise of the investigative 
team. Additionally, using a combination of these statistical approaches can be helpful 
to evaluate the robustness of study findings in the context of varying assumptions 
about the data. Similarly, carefully planned subgroup and sensitivity analyses can 
also help to bolster the robustness of study results to varying assumptions.

2.6.1	 �Methods to Address Confounding

One of the most common approaches for addressing confounding (Fig. 2.2) is the 
use of a multivariable model. Models are used to estimate the effect of a given 
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exposure (e.g.: treatment) on a specified outcome while adjusting this estimate for 
the effect of factors that can potentially confound (i.e.: obscure) this relationship. 
The type of model used in a given study depends largely on the nature of the out-
come of interest. For continuous outcomes (e.g.: post-operative length of stay), 
linear regression is most commonly applied. For binary outcomes (e.g.: periopera-
tive mortality), logistic regression is frequently used. For time-to-event outcomes 
(e.g.: time from diagnosis to death), Cox proportional hazard regression is used. 
The benefits of multivariable models are that they are efficient and familiar for 
most investigators. In addition, there are hierarchical versions of these models that 
can be used to evaluate correlated data (e.g.: clustering of patients within a pro-
vider or hospital), to explore between and within cluster variation, and to address 
potentially less reliable estimates due to small sample size. In some instances, 
model performance can be improved by the inclusion of one or more interaction 
terms between covariates. An interaction occurs when the effect of one variable 
on the outcome of interest is predicated on the value of a second variable—also 
known as effect modification. The value of including interaction terms can be 
assessed by evaluating the model fit both with and without the inclusion of the 
interaction. An important limitation and consideration when using a model is that 
the completeness of adjustment is entirely predicated on the availability of data 
regarding measured confounders as the model cannot adjust for factors which are 
not measured or observed in the dataset.

Instrumental
Variable

Exposure

Unmeasured
Confounders

Outcome

Measured
Confounders

Adjustment through
multivariable or

propensity based
methods

Fig. 2.2  Conceptual diagram of the association between exposure, outcome, confounders and 
potential instrumental variable in observational studies. Multivariable modeling and propensity 
score based adjustment can adjust for measured confounder, but neither approach is able to adjust 
for the effect of unmeasured confounders. Instrumental variables adjust for the effect of both mea-
sured and unmeasured confounders because they are only related to the outcome indirectly through 
the exposure and thus are not subject to confounders that may affect the association between expo-
sure and outcome
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The use of propensity score analyses has increased dramatically in recent years. In 
this type of analysis, the estimated probability (i.e.: propensity) for a patient to receive a 
given exposure relative to another is calculated. Propensity scores are most frequently 
used to estimate this probability when comparing the effect of two treatments on a given 
outcome. The score is derived by using a multivariable logistic regression model with 
the binary outcome of interest being the two possible treatments of interest. Other avail-
able factors that can potentially be associated with  the receipt of a given treatment, 
the outcome, or are believed to be confounders of the relationship between the exposure 
and outcome are included as covariates in the propensity model. This estimated proba-
bility of treatment assignment can then be used in several ways to address potential 
confounding when comparing the effect of the two treatments on the outcome(s) of 
interest. For example, the propensity scores can be included as a covariate in the model 
estimating the association between the exposure and outcome which can be an efficient 
way to address issues related to statistical power for infrequently occurring outcomes. A 
popular approach is to perform propensity matching (Fig.  2.3). In this case, the 
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Fig. 2.3  Graphical representation of standardized differences before and after propensity match-
ing of covariates (taken from Gayat E, et al. Intensive Care Med. 2010)
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propensity score is used to identify patients with an identical or very similar propensity 
for having received a given treatment. After matching, observed covariates are often 
well-balanced and can appear to simulate what might be observed in the context of ran-
domization. However, there are important limitations of propensity methods. A major 
limitation is that propensity score methods can only account for measured factors, while 
there may be a number of unmeasured factors that are important to treatment assignment 
(a.k.a. hidden bias) and can influence outcomes. While matching on propensity scores 
can result in a forced balance between observed covariates, it does not address con-
founding related to unmeasured factors and may actually exacerbate imbalance in such 
factors. In addition, matching can significantly reduce sample size and statistical power. 
As such, matching is often best applied in large datasets with numerous potential covari-
ates where sample size is less of a consideration. Finally, it is unclear that propensity 
scores achieve significantly different estimates as compared to multivariable modeling.

In instrumental variable (IV) analyses, a specific variable is chosen to serve as 
the “instrument” for comparing two interventions. An instrument is chosen such that 
it is the external cause of the intervention or exposure of interest, but by itself is unre-
lated to the outcome except through the causal pathway (Fig. 2.2). Randomization of 
patients in RCTs is an example of an instrument—the treatment a patient receives is 
entirely predicated on the randomization, but randomization has no effect on the out-
come except through the treatment the patient receives. As an example, a CER study 
might seek to utilize an existing data source to compare the effect of a minimally 
invasive surgical approach relative to an open approach on a given outcome. However, 
because a variety of factors play a role in a clinician’s decision regarding whether or 
not to recommend a minimally invasive approach (e.g.: prior surgery in the chest or 
abdomen; the patient’s body habitus; other anatomic considerations at the surgical 
site; concurrent co-morbidities), a simple comparison of patients treated with these 
two approaches could be biased because of confounding by indication (based on 
unmeasured factors). An IV for this comparison might be hospital-level or regional 
rates of minimally invasive surgery. When patients are categorized into groups based 
on the value of the instrument, the rates of treatment will differ, the probability of 
treatment is no longer affected by potential confounding characteristics of an indi-
vidual patient, and the comparison of interest becomes analogous to comparing ran-
domized groups. Relative to multivariable models and propensity scores, an important 
benefit of IV analyses is that they not only address imbalance in measured confound-
ers, but they are also believed to address imbalance in unmeasured variables as well. 
In this respect, estimates from IV analyses are believed to be better for addressing 
residual confounding (i.e.: confounding from unmeasured or unadjusted factors) and 
more accurately reflect the true association between a given exposure and outcome in 
observational studies.

2.6.2	 �Addressing Sources of Bias

While confounding is related to the effect of one or more measured or unmeasured 
factors that can obfuscate the association between an intervention and an outcome 
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of interest, bias is a form of error within the design or analysis of a study that can 
also distort the estimate of the exposure-outcome relationship. Whereas confound-
ers are typically addressed through model-based adjustment, bias is more effec-
tively dealt with through either study design, selection of the study population, or 
the use of specific statistical approaches.

Missing data is frequently an issue when using observational data sources. 
There are two main consequences of not adequately addressing missing values. The 
first, is that the sample size (and thus the power) of a study can be significantly 
decreased if case-complete (i.e.: analysis of only patients with non-missing data) 
approaches are selected. Methods such as imputation can be useful to address this 
issue. However, prior to doing so, it is important to consider the second issue which 
is the introduction of bias. It is important to consider which variables have missing 
data and why, how patients with missing data differ from those without missing 
data, and whether missing values can be predicted based on observed data. Multiple 
imputation methods are frequently used to address missing values and are believed 
to provide better powered, unbiased estimates in cases when data are missing com-
pletely at random or missing at random. In cases where data are missing not at 
random (i.e.: missing values are related to unmeasured, non-random, patient-level 
factors), any methods of addressing missing data will likely result in the introduc-
tion of bias.

Selection bias occurs when allocation of study subjects to a given interven-
tion does not accurately reflect what happens in actual practice. For example, an 
observational study might demonstrate a clear benefit associated with the use of 
adjuvant chemotherapy in patients with colon cancer. However, an important 
factor that could introduce selection bias into this analysis is whether the data 
source provides information on postoperative complications (like surgical site 
infections which are common after colorectal surgery). If patients were simply 
categorized based on whether or not they received adjuvant therapy without 
accounting for patients who may not have received adjuvant therapy because 
they had a postoperative complication, the observed benefit in patients who 
received adjuvant therapy could be explained by the better postoperative out-
come that would be expected when a complication does not occur rather than 
any effect attributable to the adjuvant therapy itself. Careful selection of the 
data source and the patients included in this type of study as well as well-
selected sensitivity analyses are useful approaches to mitigate, to the extent 
possible, the effect of selection bias.

Survivor treatment bias is a particularly important consideration in oncologic 
studies evaluating the survival benefit of adjuvant interventions occurring after sur-
gery. In order for a patient to receive a treatment after an operation, they must sur-
vive through the post-operative period. Put simply, patients who live longer after an 
operation have more of an opportunity to receive additional treatment. A landmark 
analysis can be a useful approach to address this issue. In landmark analyses, sur-
vival is estimated for groups of patients conditional on the fact that they have sur-
vived to at least a specified time point—the landmark (e.g.: all patients in the 
analysis survived at least 90-days beyond surgery).
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Lead-time and length-time bias are both relevant to studies evaluating screen-
ing interventions. Lead-time bias occurs when the survival benefit associated with a 
given intervention is due entirely to the earlier detection of a disease (as opposed to 
the patient presenting after it has become clinically apparent) rather than any actual 
effect of the intervention itself. Put differently, it is the time interval between when 
a disease is detected by an intervention relative to when it would be typically diag-
nosed. This type of bias can make cancer screening interventions appear to make 
patients live longer. By comparison, length-time bias occurs when slow progressing 
cases are detected more often and thus patients live longer.

2.7	 �Limitations of CER Studies

Conducting research studies that can provide meaningful, generalizable data while 
at the same time ensuring internal validity by anticipating relevant sources of bias 
and confounding can be a real challenge even for experienced investigators. This is 
one reason why RCTs remain the benchmark against which all other types of stud-
ies attempting to inform evidence-based practice are judged. However, RCTs can be 
prohibitively costly and time consuming. When done properly, the estimated effect 
sizes obtained from well-performed observational CER studies can be quite similar 
to those obtained from RCTs. There are considerations that both consumers of the 
peer reviewed literature and investigators should keep in mind when interpreting the 
findings from a CER study.

It is important to ask if the direction and size of the observed association is 
believable and consistent with what may already be known. In observational stud-
ies, there may be a tendency to believe that estimates derived from the use of 
advanced statistical techniques by themselves address all sources of bias and thus 
provide valid estimates of the association—this is simply not the case. Assuming a 
given statistical approach has been applied correctly and the analysis is sound, fre-
quently the data source used to conduct an observational study may have specific 
nuances or limitations that are not fully considered during the conduct of the study 
and can result in biased estimates. In cases where the size of the observed effect is 
too large relative to what is known from existing RCT data, the results should be 
viewed with a circumspect eye and consideration should be given to the manner in 
which relevant sources of bias may have affected the findings. On the other hand, if 
the findings are corroborated across a variety of data sources, patient populations, 
and/or using different statistical methodologies, this can lend credence to the study 
findings.

In observational studies, an association should not be immediately interpreted as 
causality. However, there are established criteria that can support the conclusion of 
causal inference for an observed association. Of the nine historically described cri-
teria, the following six are the most relevant to observational CER studies: strength; 
consistency; specificity; temporality; presence of a biological gradient; plausibility. 
The more of these criteria that are present for the findings of an observational study, 
the stronger the case that a true association exists.
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2.8	 �Barriers to the Conduct and Implementation 
of Findings from CER Studies

Although the mission and value of CER are well-established, important and existing 
barriers within the US healthcare system remain to the generation and implementa-
tion of new data. A wealth of data clearly demonstrates that there are national dis-
parities in care for certain populations, that there is ongoing variation in the quality 
and costs of care, and that health care in the US costs more and is of lower quality 
than in other comparable industrialized nations. Despite general agreement on the 
reasons that change is needed and, perhaps to a lesser extent, the manner in which 
this change should occur, there are numerous legislative obstacles to implementa-
tion of findings from CER studies that could inform the transition toward more 
value-based health care models.

Research supported by PCORI is intended to improve care quality, increase 
transparency, and increase access to better health care for all patients. However, 
PCORI is explicitly prohibited from funding research studies that evaluate or apply 
cost-effectiveness thresholds or utilize quality adjusted life years. There is also spe-
cific language in the act that the reports and research findings may not be construed 
as practice guidelines or policy recommendations and that the Secretary of Health 
and Human Services may not use the findings to deny coverage. These stipulations 
are likely based on societal and/or political fears that research findings could lead to 
the potential for health care rationing.

Current spending on prescription drugs is estimated at between $400–550 billion. 
Although many new and novel therapeutic drugs are brought to market, many provide 
only added costs with minimal clinical benefit. While CER studies (in particular cost-
effectiveness analyses) of various types of drugs would be of great value, at present 
there are statutory limitations in how these data could be used. The Medicare 
Modernization Act in 2003 established Medicare Part D to provide beneficiaries with 
prescription coverage. But, it also stipulated that the Secretary of Health and Human 
Services could neither establish a formulary or negotiate drug prices. The research 
community will need to work with policy makers and legislators to overcome hurdles 
such as these to ensure that data from CER studies can fulfill their intended mission 
and better inform the care of patients within the US healthcare system.

2.9	 �Conclusion

For policy makers, CER has become an important priority in an effort to identify 
ways to address the rising cost of healthcare and the shift toward more value-based 
care models. Acknowledged variation in quality and outcomes as well as an ever-
increasing number of new therapeutic options creates a need for a steady stream of 
data that can better inform patients, providers, and other stakeholders as to the 
incremental value of a given treatment in a real-world context and to identify and 
promote the most effective interventions. Because the goal of CER is ensure that 
individual patients, providers, and the US healthcare system as a whole make the 
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best healthcare decisions, it will be imperative for the health care and research com-
munities to work in tandem to conduct impactful CER studies on relevant topics 
and, even more importantly, break down barriers to the dissemination and imple-
mentation of data from these types of studies.
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3Understanding Variations in the  
Use of Surgery

Jesse A. Columbo and Philip P. Goodney

Abstract
This chapter details the origins of the study of variations in health care, with spe-
cial attention to variations in the use, indications, and outcomes in surgery. We 
review the initial studies that demonstrated the value of this methodology, describe 
how the study of variations allows insight into surgical practice, and how limiting 
variation can improve patient outcomes across a variety of surgical specialties. 
Finally, we note how the study of variation can be used to inform care for patients 
and be used for early outcome detection by device and drug regulators.

3.1	 �Introduction

Any surgeon “worth their salt” will attest that surgery can be technically difficult at 
certain times. Retro-hepatic vena cava exposure, penetrating trauma to Zone III of 
the neck, and drainage of a pancreatic pseudocyst are three examples of technically 
difficult surgical exercises that can test even the most experienced technicians.

But more often than not, the most challenging aspect of surgery is deciding 
when – and when not – to operate. Surgeons of all specialties face these difficult 
scenarios every day. A 60 year old man with an elevated prostate-specific antigen 
(PSA) test. A 75  year old woman with critical but asymptomatic carotid artery 
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stenosis. A 50 year old man with back pain. In each of these clinical settings, there 
are a variety of approaches that could be the “right” answer.

Some argue that each of these scenarios allows the practicing surgeon to empha-
size the “art” of surgery as much as the science of healthcare in deciding whom 
should be offered surgical treatment. A careful, informed conversation in the office, 
outlining the risks and benefits of a surgical approach, is a cornerstone of an effec-
tive clinic visit. Discussing the options with the patient and their family, and formu-
lating a plan that leaves both patients and physicians feeling like they are “making 
the best choice” can be both satisfying and rewarding.

But many of us approach different scenarios in different ways, and different 
approaches lead to different practice patterns. The study of the variation in these 
practice patterns is the focus of this chapter. This variation can be helpful – by 
introducing “natural experiments” wherein different approaches can be studied. 
But this variation can also be harmful, resulting in overuse or underuse of surgi-
cal treatments, with loss of their potential benefits or exacerbations of their 
potential harms.

This chapter will introduce the study of variation and its potential implications in 
surgery. In our current era of patient safety, some study surgical practice as they 
would other complex systematic processes, such as manufacturing an automobile. 
In automobile manufacturing, variations can produce remarkable results – such as 
an elegant, beautiful hand-made sports car. However, while beautiful and elegant, a 
Ferrari (for many reasons) would not serve as an ideal mode of transportation for 
large populations. Rather, many argue Henry Ford’s approach – standardization and 
eliminating variation – may be much better. By limiting variation and ensuring qual-
ity, Ford delivered a better car, at a lower price, to more drivers than any of his 
competitors around the world.

Surgery is certainly not an assembly line. However, there are shared characteris-
tics between complex processes in manufacturing, and complex processes in patient 
selection and process measure performance in surgery. Limiting variation in both 
settings leads to better results. In this chapter, we explore the beginnings of efforts 
to study variations in health care, examine the progression towards variations in 
surgery and subspecialty surgery, and finally outline how attempts to limit variation 
have – and will – affect health policy in the United States.

3.2	 �The First Classic Papers: In the Beginning

The study of variation in health care, and surgery in particular, began in the early 
1970’s, when J.P. Bunker examined differences in the numbers of surgeons and the 
number of operations between the United States [1]. This overview studied relation-
ships between the supply of surgeons, the number of procedures, and health policy 
in a nationalized health care setting (England) and a fee-for-service environment 
(the United States). These insights prompted early interest. But subsequent work by 
John Wennberg, an internist and nephrologist with public health training, prompted 
the first real interest and excitement surrounding the variation in patient care. 
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Interestingly, this work was not published in JAMA or the New England Journal, 
but in a journal with an even broader impact – Science [2].

This landmark paper was not a broad, sweeping analysis comparing entire health 
systems, as the Bunker analysis had done a few years earlier. Rather, Wennberg’s 
approach was exactly the opposite. He chose to approach the problem from a differ-
ent, and entirely novel, perspective – by studying small area variation. Instead of 
examining practice patterns across the country, he examined them across an entire 
state, and a small one at that – Vermont, which was (and still is) a small state, with 
a population of around 600,000 residents. As shown in Fig. 3.1, Dr. Wennberg stud-
ied patterns of care by creating a new “unit of analysis” - the hospital service area. 
Wennberg and his colleague, Alan Gittleson, painstakingly examined each commu-
nity in Vermont, and studied where patients sought surgical care. He categorized the 

Fig. 3.1  Map of Vermont 
demonstrating hospital 
services areas. 
(Reproduced with 
permission according to 
JSTOR, Science , Vol 182, 
No 4117 (Dec 14, 1973, 
pp 1102-108.)
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state into thirteen distinct regions – terms hospital service areas – where each ser-
vice area represented the population of patients served by a community or academic 
hospital or group of hospitals. Using these methods, Wennberg was able to study 
variation in patients, utilization, and outcomes across these service areas.

Wennberg’s findings were striking. Tonsillectomy rates per 10,000 persons, 
adjusted for age, varied from 13 in some regions to 151 in others. Similar extent of 
variation was seen in appendectomy (10–32 per 10,000 population), prostatectomy 
(11–38 per 10,000 population), and hysterectomy (20–60 per 10,000 population). 
And when Wennberg looked for explanations for these striking variations, he found 
a simple but elegant explanation. The more physicians and hospitals in a service 
area, the more services they provided. These relationships held fast across a broad 
variety of measures – number of procedures, population size, and number and type 
of specialists. What Wennberg did not find was large differences in patients across 
the communities in Vermont. Patients, overall, were similar – but the amount of care 
they received was not.

Wennberg concluded, in this early work, that there are wide variations in resource 
input, utilization of services, and expenditures – even in neighboring communities. 
Further, these variations in utilization seemed to be directly related to considerable 
uncertainty about the effectiveness of specific health services. His “prescription” for 
these uncertainties was to spend the next 40 years attempting to use informed choice 
to leverage patient decision-making towards trying to limit variations in care.

3.3	 �Gaining Momentum: Bigger Is Better

Building on these initial analyses, Wennberg and colleagues sought to broaden their 
work from a small state in New England to more representative – and generaliz-
able  – insights about the extent of variation occurring across the United States. 
Accordingly, Wennberg, John Birkmeyer, and colleagues used an aggregate of the 
hospital service area – called the hospital referral region – to study variation in com-
mon surgical procedures [3]. While the hospital service area studied care at the level 
of neighborhoods and communities, the hospital referral region (n = 306 across the 
United States) studied care at the level of a regional referral center. And, instead of 
using data from one state, Medicare claims were selected to provide a national, 
generalizable view of variations in surgical care.

Birkmeyer’s findings centered around two important principles. First, just as 
Wennberg found dramatic variation across different – and sometimes neighboring 
communities in Vermont, Birkmeyer found dramatic variation across different hos-
pital referral regions across the United States. For example, as shown in Fig. 3.2, 
rates of carotid endarterectomy varied nearly three-fold across different regions of 
the United States. Maps demonstrating region variation, inspired by the work of 
investigators in the Dartmouth Atlas, became universal in terms of a way to demon-
strate regional differences in utilization. Darker areas represented areas where pro-
cedures were performed more commonly, and lighter areas represented the areas 
where procedures were performed less commonly. These representations brought 
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these differences to stark contrast, and one cannot help looking at the map and see-
ing what color – and utilization rate – is reflected in the region you call home.

The second important finding this work demonstrated was that the extent of vari-
ation was different across different types of operations. As shown in Fig. 3.3, there 
were certain operations where consensus existed, in terms of when to proceed with 
surgery. Hip fracture demonstrated this axiom quite nicely, and unsurprisingly so. 
The indication for surgery is clear in this setting, as a hip fracture is easy to diag-
nose. The benefits are easily seen as well, as all but the most moribund patients do 
better with surgery than with non-operative care. Therefore, there is little variation 
across the United States in terms of the utilization of hip fracture surgery. Figure 3.3 
demonstrates this concept by showing each hospital referral region (HRR) as a dot, 
and listing the procedures across the x-axis. All HRRs cluster closely together for 
procedures like hip fracture.

However, for procedures like carotid endarterectomy, back surgery, and radical 
prostatectomy, the HRRs spread over a much wider range. These procedures, unlike 
hip fracture, are much more discretionary in their utilization. In general, it is evident 
that procedures with the highest degree of variation reflect areas of substantial dis-
agreement about both diagnosis (what does an elevated PSA really mean) and 

Ratio of HRR Rate of Carotid Endarterectomy to U.S. Average (1994-95)

1.30 to 2.39 (60)
1.10 to < 1.30 (60)
0.90 to < 1.10 (76)
0.75 to < 0.90 (54)
0.33 to < 0.75 (56)
Not Populated

Fig. 3.2  Map demonstrating variation in rates of carotid endarterectomy across the 306 hospital 
referral regions of the United States. (Reproduced with permission from Elseivier, Surgery 1998 
124:917-923.)
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treatment (is back surgery really better than conservative treatment)? Dealing with 
this variation will require, Birkmeyer argues, better understanding of surgical effec-
tiveness, patient-specific outcome assessment, and a more thorough understanding 
of patient preferences. Patients, clinicians, payers, and policymakers all will need to 
work together, he argues, to determine “which rate is right.”

3.4	 �Innovating Approaches, and Integrating Ideas – 
From Medicine to Surgery

After these publications in the early 1990s, Wennberg and his colleagues spent 
the next decade refining analytic methods, and incorporating what seemed to be 
a recurrent theme in their work: that there was significant variation in the 
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provision of medical care, and more care was not necessarily associated with 
better outcomes. But critics wondered if this work, limited in clinical detail, 
actually reflected different care on similar patients – because clinical variables 
for risk adjustment were commonly unavailable. To deal with these limitations, 
researchers began to use clinical events – such as death to create cohorts similar 
in risk strata.

In the most prominent of these approaches, Wennberg and Fisher created cohorts 
of patients who were undergoing care – medical, surgical and otherwise – at the end 
of life [4, 5]. By studying care provided in the last year of life, they argued, all 
patients in the cohort had similar 1-year mortality – 100%—therefore limiting the 
effect of any un-measurable confounders. This research, published in 2003 and 
widely referenced, concluded that nearly 30% of spending on end of life care offers 
little benefit, and may in fact be harmful.

Surgeons were quick to translate these innovative approaches, and integrate these 
ideas into surgical analyses. In a manuscript published in the Lancet in 2011, 
Gawande, Jha and colleagues adopted this technique and studied surgical care in the 
last year of life [6]. They had two basic questions. First, they asked if regional 
“intensity” of surgical care varied by the number of hospital beds, or by the number 
of surgeons in a region. And second, they examined relationships between regional 
surgical intensity and its mortality and spending rate.

Their team found that nearly one in three Medicare patients underwent a surgical 
procedure in the last year of life, and that this proportion was related to patient age 
(Fig. 3.4). Regions with the highest number of beds were mostly likely to operate on 
patients in the last year of life (R = 0.37), as were regions where overall spending in 
the last year of life was highest (R = 0.50). These findings reinforced earlier consid-
erations about the need for patient-specific outcomes, and patient preferences in the 
provision of care at the end of life.
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3.5	 �Specialty Surgeons and their Efforts in Describing 
and Limiting Variation

Many of the previously described investigations approached the subject of surgical 
variation using broad strokes – studying procedures as diverse as hip fracture, lower 
extremity bypass, and hernia repair, all within in the same cohorts. These approaches 
garnered effective, “big-picture” results, and surgeons grew interested in studying 
variation. Just as Wennberg sought to establish precise detail in the level of varia-
tion, surgeons now grew interested in exploring the different extent and drivers of 
variation across different specialties. In this section, we discuss three areas of sub-
specialty variation spine surgery and vascular surgery.

3.5.1	 �Variation in Spine Surgery

Patients presenting with back pain are a diverse cohort, and treatment with surgery 
is used at different rates in different parts of the country. As interest in studying the 
extent of variation and its causes began to build momentum, Weinstein and col-
leagues explored variation in the use of spine surgery for lumbar fusion [7]. These 
interests were brought to the fore with the development of devices such as prosthetic 
vertebral implants and biologics such as bone morphogenetic protein, all placed into 
everyday practice with a dearth of high quality evidence from randomized trials.

Weinstein and colleagues saw these changes occurring in “real-time”, in the con-
text of their clinical interests as spine surgery specialists. They found that rates of 
spine surgery rose dramatically over between 1993 and 2003. By 2003, Medicare 
spent more than 1 billion dollars on spine surgery. In 1992, lumbar fusion accounted 
for 14% of this spending, and by 2004, fusion accounted for almost half of total 
spending on spine surgery (Fig. 3.5). These observations led them to investigate the 
extent of this variation. What they found was truly remarkable. As shown in Figure 
x, there was nearly a 20-fold range in the rates of lumbar fusion across different 
hospital referral regions – the largest coefficient of variation reported with any sur-
gical procedure to that date, a value five-fold greater than any variation seen in 
patients undergoing hip fracture. These data served to motivate extensive funding 
for the SPORT (Spine Patient Outcomes Research Trial), one of the largest continu-
ally funded randomized trials funded by the National Institutes of Health [8].

3.5.2	 �Variation in Vascular Surgery

Clinical changes have motivated research into variation in other areas as well, espe-
cially in patients with lower extremity vascular disease. Much like cages and bone 
proteins revolutionized spine surgery, the development of endovascular techniques 
revolutionized the treatment of lower extremity and cerebrovascular occlusive dis-
ease. Before the mid-1990s, patients with carotid stenosis or lower extremity vascu-
lar disease, for the most part, had only surgical options for revascularization. 

J. A. Columbo and P. P. Goodney



35

However, with the endovascular revolution, dramatic changes occurred in two 
important ways.

Given a less invasive endovascular option, many patients who were not candi-
dates for open surgery could now undergo less-invasive endovascular surgery. And, 
because these approaches no longer required a surgical approach, the pool of poten-
tial practitioners now grew instantly – from surgeons alone, to surgeons, radiolo-
gists, interventional cardiologists, and a variety of catheter-trained specialists.

Motivated by these changes, Goodney and colleagues explored trends in lower 
extremity revascularization [9], aortic aneurysm repair [10], and carotid revascular-
ization [11]. They found that temporal changes occurred in the national utilization 
of open surgical repair and endovascular interventions for all of these procedures 
(Fig. 3.6). And moreover, changes in specialty profile often were linked directly to 
changes in the utilization of these procedures. For example, cardiologists and vas-
cular surgeons, over the last decade, came to supplant interventional radiologists as 
the principal providers of lower extremity revascularization (Fig. 3.7). Therefore, 
changes in the types of providers, as well as the types of procedures, often contrib-
ute to variation in utilization.

3.6	 �Informing Health Policy – Limiting Variation in  
Surgical Care

Over the last decade, the evidence became irrefutable that unwarranted variation was 
present in many aspects of surgery, especially in settings where new technology and 
uncertainty in indications cross paths. Upon these foundations, surgeons began to 
study the effect of these variations on outcomes. In this section, we will review the 
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manner in which variation in care can create “natural experiments” – settings where 
patients receive different care because of variation, and where these differences can 
be used to examine the effect of different exposures on outcomes (Fig. 3.8).

In our first example, Ghaferi and colleagues studied variation in surgical mortal-
ity after several common general and vascular surgery procedures [12]. Using data 
from the National Surgical Quality Improvement Program (NSQIP), they catego-
rized hospitals according to their mortality rates, and found significant variation in 
mortality across hospitals. While this was interesting in and of itself, they also noted 
key differences between hospitals when they studied surgical complication rates, in 
hospitals with low mortality rates, as well as in hospitals with high mortality rates. 
Their study noted that while complication rates were similar across mortality risk, 
those patients treated at hospitals with the highest mortality were most likely to die 
following complications  – unlike patients in low mortality hospitals, who were 
likely to be “rescued’ following a surgical complication and were unlikely to die 
from it (Fig.  3.9). These data provided powerful evidence, and a guideline for 
national quality improvement efforts aimed at limiting mortality with inpatient sur-
gery. To address hospitals with high mortality rates, the most effective strategies 
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may not be to simply try to limit complications, but instead may try to teach physi-
cians and hospitals how to better deal with complications after they occur.

In our second example, Goodney et al. examined the effect of different levels of 
intensity of vascular care on outcomes in patients with severe lower extremity 
peripheral arterial disease [13]. Using the regional rates of intensity of vascular care 
as an exposure variable, their study noted that those regions most likely to perform 
invasive vascular care tended to have lower population-based rates of amputation. In 
other words, no matter how you measured it – diagnostic vascular care, invasive 
endovascular procedures, or open surgical reconstructions, more vascular care was 
closely correlated with lower rates of amputation for population in those regions 
(Fig.  3.10). These data were vital in arguing that patients at risk for amputation 
require attention and identification for more care, unlike other areas in surgery 
where variation has primarily focused on under-treatment.

3.7	 �Informing Health Policy – Understanding Variation 
and Implementing Change

Simply identifying variation in surgical care is not enough. For improvements in 
health care to be made, patients, policymakers, and stakeholders, must understand 
what variation means, and how this information can be used to inform changes that 
will benefit patients.

Hospital Mortality (quintiles)

Very low Very highLow Medium High

24.6

27.6

23.5

26.9 26.9

16.2
18.4

14.9

18.0 18.2

12.5

14.7

17.5
19.3

21.4

All Complications

P
at

ie
n

ts
 (

%
)

Major Complications Death after Major 
Complications

35

30

25

20

15

10

5

0

Fig. 3.9  Rates of all complications, major complications, and death after major complications, by 
hospital quintile of mortality. (Reproduced with permission, personal communications Dr. Dimick, 
New England Journal of Medicine 2009; 361: 1368–1375.)

J. A. Columbo and P. P. Goodney



39

The United States Food and Drug Administration has recently made an effort to 
do this. Realizing the value of “Real World Evidence” – data which is collected 
about procedures and devices outside of clinical trials, therefore representing results 
that can be expected in clinical practice – the FDA has made studies using Real 
World Evidence a priority. This type of data is precisely the kind of data used in the 
studies described above by Wennberg, Birkmeyer, and Goodney, highlighting the 
importance of this type of work.

Such “Real World Evidence” can be used in important ways. Ibrahim and Dimick 
in 2018 demonstrated the failing safety of gastric bands used in bariatric surgery for 
weight loss [14]. They noted a transition point in annual payments for gastric bands, 
a point where more than 50% of annual payments for gastric bands were allocated to 
reoperations for failing devices instead of new placement procedures (Fig.  3.11). 
Interestingly, they found that payment data clearly documented failing devices years 
prior to gastric bands falling out of favor in clinical practice. Their findings highlight 
the importance of using available evidence to monitor device performance.

A more recent advance in the collection of such data has been combining two 
different – but complementary – types of data. The studies mentioned above have 
primarily focused on administrative billing claims data. These powerful data 
sources, most commonly Medicare, allow for long-term outcome assessment 
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through insurance claims, but have little clinical granularity. Linking administrative 
claims directly to more granular clinical registry data creates a more thorough 
understanding of device performance [15, 16]. Leveraging granular clinical data 
along with long-term outcome assessment after device implantation is currently a 
burgeoning field that promises to improve the assessment of implantable devices for 
both patients and policy makers [17, 18].

3.8	 �A Unique Tool in Implementing Change:  
The Dartmouth Atlas

The description of variations in healthcare began more than 30 years ago, and evi-
dence surrounding these scope and impact of these variations has been building for 
more than three decades. Publications in major journals, attention from task forces 
and leaders in health policy, and lengthy consensus opinions have all stated that 
variation in health care delivery, especially surgical care, is not helpful, and poten-
tially harmful. So why, then, has this trend continued?

Undoubtedly, translating this evidence to effective health policy has been chal-
lenging. Measuring variation is difficult, as is defining the implications of variation. 
The data involved can make an accountant’s head spin, and often the clearest mes-
sages only emerge after careful study of reams and reams of data.

To help increase the visibility of the difficulties surrounding variation in the pro-
vision of health care, and to help those in health policy grasp its true impact, Dr. 
Wennberg conceived an “atlas” of health care that would graphically convey this 
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message to broad audiences. First published in 1996, the original edition of the 
Dartmouth Atlas of HealthCare used maps, charts, and tables to illustrate the rela-
tionships between geography, variation, and healthcare (Fig. 3.12) [19].

These compendiums, rather than simply aimed at medical audiences, were writ-
ten for a broader appeal. Wennberg felt that health policy had to be understood not 
just by physicians, but by patients, payers, and policymakers to have the greatest 
impact. And, given the success of the original edition, several subsequent Atlases 
and reports have followed. These reports have garnered attention from leaders in 

Fig. 3.12  The Dartmouth Atlas of healthcare. (Reproduced with permission, personal communi-
cation, John Wennberg, AHA Publishing, Inc.)
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health policy both nationally and internationally, and have served as a blueprint for 
health care reform aimed at limiting variation and unnecessary spending in the US 
health care system.
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Abstract
The purpose of this chapter is to provide an overview of health policy research in 
surgery. We will begin by considering common pitfalls in conducting health pol-
icy research. We will then provide research examples from two key areas: (1) 
Physician and hospital payment reform and (2) Surgical training and workforce 
policy. For each area of research, recent and impending policy changes will be 
discussed; examples of studies that have answered important questions provided; 
and important research questions that are not yet answered will be highlighted. 
Finally, we will close with a brief discussion of the research tools necessary to 
generate the right answers and where to find collaborators for those interested in 
pursuing research in this field.

4.1	 �Introduction

Despite being largely invisible to most practicing surgeons, health policy shapes 
every detail of the context in which we work, including (1) how we are paid, (2) how 
we are trained, and (3) whether we are incentivized for volume or value.
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However, despite shaping our environment, health policy is hard to see. Surgical 
researchers are often drawn to topics that have immediate relevance to their prac-
tice. Surgeons are therefore naturally drawn to research that compares the effective-
ness of different approaches to managing disease. After all, most of us chose surgery 
over other specialties because of how tightly linked outcomes are to our interven-
tions. Surgeons thrive on immediacy.

Nonetheless, the decisions made by policymakers create the reality in which we 
live, however remote these decisions are from our daily practice. Moreover, policy-
makers often make such decisions without good evidence. There is very little 
research on health policy in surgery and consequently, very little “evidence-based 
policymaking”. But many important policies uniquely target surgeons and their 
patients, such as Medicare coverage decisions, payment reforms (readmissions pen-
alties and bundled payments), and duty hour restrictions. We need surgeons focused 
on evaluating the effectiveness of health policy to better inform these decisions.

The purpose of this chapter is to provide an overview of health policy research in 
surgery. We will begin by considering common pitfalls in conducting health policy 
research. We will then provide research examples from two key areas: (1) Physician 
and hospital payment reform and (2) Surgical training and workforce policy. For 
each area of research, recent and impending policy changes will be discussed; exam-
ples of studies that have answered important questions provided; and important 
research questions that are not yet answered are identified. Finally, we will close with 
a brief discussion of the research tools necessary to generate the right answers and 
where to find collaborators for those interested in pursuing research in this field.

4.1.1	 �Common Pitfalls in Health Policy Research

There are several common pitfalls to be aware of when conducting health policy 
research. Because it is difficult (or nearly impossible) to randomize hospitals to dif-
ferent policy options, health care delivery system research often uses observational 
studies and so-called “natural experiments”.

Ignoring the “Counterfactual”. One important flaw of many policy evaluation 
studies is to fail to consider what economists call the counterfactual—what would 
have happened had the policy not been implemented. It is tempting to simply com-
pare outcomes before vs. after implementation of a policy. Such “pre-post” studies 
may incorrectly attribute a significant improvement in outcomes to the policy when 
outcomes would have improved without the policy (i.e., if there was a trend towards 
improved outcomes that was not adjusted for). Techniques for overcoming this pit-
fall include differences-in-differences (DID) and interrupted time-series analysis 
(ITSA), both discussed below. If you are not familiar with these methods, it is 
extremely important to consult an economist (or econometrician) when performing 
these complex regression analyses.

Not Considering Unintended Consequences. Another opportunity for surgical 
health services researchers is to evaluate policy changes’ unintended consequences. 
These can take the form of positive or negative “spillover” effects to other clinical 
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areas. Positive spillover effects would be when a policy aimed at improving care in 
one clinical area (or one outcome) results in improvements for other areas (or out-
comes). For example, policies aimed at reducing readmissions for vascular surgery 
could also result in fewer readmissions for other procedures (e.g., general surgery) 
as these patients are often cared for by the same nurses and on the same floors. 
Negative spillover effects, often called “multi-tasking” in the economics literature, 
result when resources are shifted to a targeted condition and care deteriorates in 
another clinical area. For example, policies aimed at reducing readmissions for vas-
cular surgery could inadvertently increase readmissions for other surgical condi-
tions if resources are taken from other surgical patients and care is improved only 
for the patients targeted by the policy. As clinicians on the front lines of patient care, 
surgeon-researchers are uniquely well-positioned to evaluate for potential spillover 
effects and other potential unintended consequences.

4.1.2	 �Key Research Methods in Health Policy

As mentioned above, one of the key challenges in policy research is drawing causal 
links between policy and changes in outcomes. Without randomization, it is often 
difficult to know the counterfactual change in outcomes (i.e. if a policy were not 
implemented).

Differences in Differences. The best way to avoid this pitfall is to include a con-
trol group of patients (or hospitals) that is unaffected by the policy. The control 
group represents the counterfactual and can be used to account for background 
trends. This is known as a “differences in differences” (DID) design. In DID analy-
ses, the first difference is the change in the group exposed to the policy. The second 
difference is the change in the control group, i.e. the one not exposed to the policy. 
The change in the control group is subtracted from the change in the exposure group 
to achieve the DID estimate. Conceptually, this can be expressed as follows:

	
DID post pre post preexposed exposed control control= ( ) ( )− − −_ . 	

In reality, health policy research uses regression models rather than simple sub-
traction to calculate DID estimates, as models allow us to perform risk-adjustment 
and compute statistical significance.

One key assumption for this method is that the trends are parallel prior to the 
implementation of the policy, which should be directly tested prior to using this 
approach. If the trends are not parallel, then a DID approach will not yield the cor-
rect inference. Another important assumption is that of “common shocks”: that is, 
any unpredictable events (outside of the policy) would affect both groups equally. 
Finally, one must consider spillover effects; if the policy also spilled over and influ-
enced the control group, then DID analysis may be inappropriate. These limitations 
show the challenge of finding an ideal control group to allow DID analysis.

Interrupted Time Series Analysis. An alternative approach is needed when there 
is no suitable control group. In this setting, an interrupted time-series model (ITSA) 
is often useful. ITSAs generally model the slope, or the rate of change, of an 
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outcome such as mortality or readmissions rates. They can also measure whether 
the intercept, or absolute level of an outcome, abruptly changes after an interven-
tion. These models treat the slope before the intervention as the counterfactual 
trend, assuming that if the intervention had not taken place, the same trend would 
have continued. ITSA models can also incorporate a control group. A positive find-
ing is when there is a statistically significant difference in slopes between the pre- 
and post- periods, and/or between the exposure and control group.

A table outlining the differences between ITSA and DID is below (Table 4.1).

4.1.3	 �Physician and Hospital Payment Reform

For young surgeons entering practice right now, rising health care costs and conse-
quent reform to “bend the cost curve” will be the single driving policy force of their 
professional lives. For decades, rising health care expenditures have been called 
unsustainable, and it appears that they are finally living up to that reality.

The Affordable Care Act (ACA) brought about several changes that fundamen-
tally changed how physicians and hospitals are paid by Medicare as well as major 
insurers. Most of these changes aim to move from a volume based payment system 
to one that pays for value. One of the dominant features of these reforms is to shift 
financial risk to providers. Such “at risk” payment models fundamentally change the 
incentives for improving quality of care. In traditional payment models, the payer 
bears most of the financial risk of complications. Payers would foot the bill for com-
plications and the subsequent health care, including prolonged length of stay, physi-
cian consultations, home health care, and skilled nursing care after discharge.

The Center for Medicare and Medicaid Services (CMS), the US’s largest health-
care payer, has several candidate policies that aim to improve quality and reduce 
costs in surgery, including selective referral, pay-for-performance, non-payment for 
adverse events (e.g., hospital acquired infections and readmissions), episode bun-
dled payments, and accountable care organizations (Table 4.2). It is essential that 
researchers thoroughly evaluate the benefits and harms of these policy changes. 
Without such research, policymakers will not know what works, and what doesn’t, 
as we move forward with future iterations of payment reform.

Below we include several examples from the literature that evaluate health care 
policies. These illustrate many of the concepts discussed above, including how 
these studies addressed common pitfalls in health policy research.

Example 1  Bariatric surgery complications before vs after implementation of a 
national policy restricting coverage to centers of excellence. Dimick JB, Nicholas 
LH, Ryan AM, Thumma JR, Birkmeyer JD. JAMA 2013;309:792–799.

This study from our research group evaluated the impact of the CMS national 
coverage decision for bariatric surgery, which was the most ambitious selective 
referral program in surgery to date. In 2006, CMS limited coverage of bariatric 
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Table 4.1  Key differences between differences-in-differences and interrupted time-series 
analysis

Differences-in-differences 
(DID)

Interrupted time-series analysis 
(ITSA)

Counterfactual (i.e., 
what would happen 
without policy)

Pre-post difference in control 
group

Slope of outcome prior to 
intervention

Key assumptions  � 1. � Parallel trends between 
exposure and control 
groups in pre- period

 � 2. � Common shocks after 
policy implementation

 � 3. � No major spillovers 
between exposure and 
control groups

 � 1. � Pre-intervention trend would 
continue if policy had not 
occurred

 � 2. � Intervention introduced at a 
single time point

 � 3. � Population characteristics do 
not change over time

Advantages Highly rigorous when a control 
group is available
Can combine other techniques 
for minimizing confounding 
(e.g. propensity score matching)

Easy to model more than 2 time 
periods (e.g. can incorporate an 
“implementation” period)
Control group is possible but not 
required

Disadvantages Requires a control group that 
satisfies assumptions

Results highly affected by choice 
of time points
Seasonal fluctuations may require 
complex adjustments

Table 4.2  Center for Medicare and Medicaid Services (CMS) Policies aimed at improving quality 
and reducing costs in surgery

Policy option CMS adoption
Selective referral National coverage decisions for selected procedures
Refer patients to specific providers, i.e., 
“centers of excellence”

Example: Bariatric surgery coverage linked to 
“center of excellence status”

Non-payment for adverse events National programs already in place
Incentivize quality improvement by 
withholding payment for certain adverse 
outcomes

Examples: In October 2008, CMS discontinued 
additional payments for certain hospital-acquired 
conditions that were deemed preventable

Pay for performance Multiple large pilot programs
Reward providers for high quality or low 
cost care

Example: Hospital readmissions reduction program 
(HRRP)

Bundled payment Regional and national pilot programs
Incentivize efficient, coordinated care by 
bundling payments around an episode

Examples: Comprehensive Care for Joint 
Replacement (CJR), bundled payments for care 
initiative (BPCI)

Accountable care organizations Pilot programs
Health care providers accept risk for 
reducing health care expenditure growth 
for population of Medicare beneficiaries

Examples: Pioneer accountable care organization 
(ACO) demonstration program; Medicare shared 
savings accountable care organization (ACO) 
program
Multiple commercial insurance pilots
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surgery to so-called centers of excellence (COEs) as defined by the American 
College of Surgeons (ACS) and American Society for Metabolic and Bariatric 
Surgery (ASMBS). Prior studies evaluating the program had shown benefits, with 
reductions in morbidity and mortality. However, these studies had failed to ade-
quately account for pre-existing trends towards improved outcomes in bariatric sur-
gery. In our study, a control group of non-Medicare patients undergoing bariatric 
surgery was used to adequately account for these trends. In this differences-in-
differences analysis (discussed in detail above), there was no independent effect of 
the CMS policy on overall complications, serious complications, or reoperations. 
This study demonstrates the importance of adequately adjusting for pre-existing 
time trends. Without such an adjustment, policymakers would mistakenly attribute 
the improved outcomes to the policy.

Key Unanswered Questions  Further research needs to demonstrate the extent to 
which this policy limited access for Medicare beneficiaries in need of bariatric sur-
gery. It is possible that Medicare patients had to travel further for surgery. Vulnerable 
populations may experience a decline in availability of surgery if they could not afford 
to travel away from their homes. Since the policy had no measurable benefit, research 
demonstrating such harms should strongly motivate CMS to reconsider this policy.

Example 2  Changes in hospital quality associated with hospital value-based pur-
chasing. Ryan AM, Krinsky S, Maurer KA, Dimick JB. N Engl J Med 
2017;376:2358–66.

This study evaluated the impact of Medicare’s largest pay-for-performance pro-
gram, the Hospital Value-Based Purchasing (HVBP) program, on patient outcomes. 
HVBP adjusts hospitals’ Medicare payments based on a complex formula incorpo-
rating both improvement and maintenance of an array of patient experience, pro-
cess, and outcome measures. Prior studies at 9 and 30  months after program 
implementation had demonstrated null effects, but its longer-term impact on risk-
adjusted outcomes had not been explored. We evaluated patient experience, process 
measures, and mortality at acute care hospitals subject to HVBP. Since most tradi-
tional inpatient hospitals were subject to this program, this study used an unconven-
tional control group: critical access hospitals, which are small rural facilities exempt 
from many Medicare payment reforms. Though these hospitals are considerably 
different from HVBP-participating hospitals, this study used matching techniques 
to compare hospitals with similar trends in each study outcome prior to implemen-
tation of HVBP. This study also used a differences-in-differences design, enabled 
by the development of a control group, to ensure that temporal differences in out-
comes were taken into account. It found no consistent improvement in outcomes 
with the implementation of HVBP.

Key Unanswered Questions  The important questions around pay-for-performance 
include whether programs with larger incentives will have an impact on outcomes. 
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This study showed relatively small, yet complex payment incentives like HVBP 
may not have important effects on clinical quality. Analysis of larger, simpler incen-
tives such as the Hospital Readmissions Reduction program has shown more pro-
found effects. With programs that penalize hospitals for poor outcomes, it will be 
important to conduct studies to understand whether such policies improve or exac-
erbate racial and socioeconomic disparities in surgical outcomes. New physician-
focused pay-for-performance programs have also recently been introduced, 
including the Medicare Access and CHIP Re-Authorization Act (MACRA) and the 
Merit-Based Incentive Payment System (MIPS) in 2015. Surgeon-researchers have 
an opportunity to study their impact on surgical quality and costs.

4.1.4	 �Surgical Training and Workforce Policy

Policy around surgical training, including duty hour restrictions, has dramatically 
changed how we train surgeons in the United States. The motivation for this policy 
change, beginning with the 80-hour workweek, was the perception that longer days 
and weeks lead to more fatigued surgical trainees who make more errors that 
threaten patient safety. This was followed by further reforms in 2011 that, among 
other changes, restricted interns to 16-hour in-house shifts. But relatively few stud-
ies have addressed the key question: Did this policy have the intended consequences 
of improving patient safety? We will discuss an example of a paper that examined 
this question below. However, it is also important to also ask whether the policy had 
any unintended consequences. For this particular policy, unintended consequences 
include the potential to make patient safety worse, by increasing hand-offs, or by 
impacting surgical education in way that makes surgical trainees less prepared for 
independent clinical practice.

Example 3  Association of the 2011 ACGME Resident Duty Hour Reform With 
General Surgery Patient Outcomes and With Resident Examination Performance. 
Rajaram R, Chung JW, Jones AT, Cohen ME, Dahlke AR, Ko CY, Tarpley JL, Lewis 
FR, Hoyt DB, Bilimoria KY. JAMA 2014;312:2374–84.

To assess whether the implementation of the 80-hour workweek was associated 
with improved patient safety, Rajaram and colleagues conducted this large quasi-
experimental study using the American College of Surgeons National Surgical 
Quality Improvement Program (ACS NSQIP) database. These studies compared 
mortality rates before vs. after implementation of the 2011 duty hour restrictions. 
They found no changes in 30-day morbidity or mortality after implementation of the 
policy. Rather than simply using a pre-post design, comparing outcomes before vs. 
after the policy was implemented, this study employed a differences-in-differences 
approach that used the percentage of operations involving a resident as an elegant 
proxy for hospital teaching status. Specifically, they deemed hospitals with ≥95% 
of cases involving a resident to be “teaching,” and those with ≤1% of cases involv-
ing a resident “nonteaching.” Since the policy should have a larger impact on 

4  Health Policy Research in Surgery



52

teaching hospitals, they were able to evaluate the impact of the policy on safety in a 
controlled fashion, with nonteaching hospitals representing the counterfactual trend 
in surgical outcomes.

Key Questions Left Unanswered  This study was important and widely cited but 
did not definitively answer the question of whether the 2011 duty hour restrictions 
impacted the quality of surgical training. However, its findings were echoed by a 
cluster-randomized study called the Flexibility In Duty Hour Requirements for 
Surgical Trainees (FIRST) Trial, which randomly assigned residency programs to 
the 2011 restrictions vs. more flexible duty hours. The FIRST Trial similarly found 
no improvement in mortality at programs subject to the 2011 restrictions, and thus 
led to their reversal. This is an example of high-quality research using secondary 
data with results mirroring that of a far more resource-intensive policy randomized 
trial—both of which led to major policy change.

Another key health policy issue is the adequacy of the surgical workforce. There 
is active, passionate debate about whether there is an impending shortage of general 
surgeons. Many believe the aging baby boomer population and the increased need 
for surgery will lead to a shortage of surgeons. This conclusion is logical. However, 
there is another school of thought that thinks we already have too many surgeons 
and this leads to overutilization of surgical procedures, especially discretionary pro-
cedures. This theory of “supply sensitive care” has been popularized by the 
Dartmouth Atlas of Healthcare, and argues that we should not be concerned about a 
10% shortage of surgeons when we have more than two-fold (100% differences) 
variations across regions of the United States. It is likely there are an oversupply in 
certain regions and an undersupply in others.

These diverging schools of thought are more than theoretical musing. The practical 
implications of fixing the problem using available policy levers bring about an impor-
tant issue. If we try and fix the projected shortage by increasing the number of sur-
geons we train, it is very likely that we will exacerbate the distribution problems rather 
than alleviate the shortage-i.e., the surgeons we train will no doubt choose to live in 
the most desirable areas and the regions that are currently underserved will continue 
to be that way. In other words, increasing the overall supply of surgeons is a very blunt 
tool for fixing a shortage that only exists in a few regions. Once again, there have been 
numerous studies written that use various models to make workforce predictions in 
surgery. But very few have assessed the key question: How many surgeons are actu-
ally needed to provide adequate care within a region? Below we review one of the few 
studies that address this important question, albeit from an indirect perspective.

Example 4  Perforated appendicitis among rural and urban patients: implications 
of access to care. Paquette IM, Zuckerman R, Finlayson SR.  Ann Surg 
2011;253:534–538.

This study evaluated rates of perforated appendicitis in rural as compared to 
urban areas. Perforation was used as a proxy for delayed access to care in rural 
areas. Paquette and colleagues used the Nationwide Inpatient Sample (NIS) to 
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compare rates of perforation across regions with different population density. They 
found that patients living in rural areas were more likely than those living in urban 
areas to present with perforated appendicitis (36% vs. 31%). Although this is indi-
rect evidence, it suggests there may not be enough general surgeons in rural regions.

Key Question Left Unanswered  There is very little research to guide evidence-
based policymaking in decisions about surgical workforce. Future research needs to 
focus on better understanding how many surgeons are needed to provide access to 
all necessary care in a region. The study by Finlayson and colleagues is a good start 
but this work needs to be extended to a broader range of clinical conditions. In addi-
tion, research aimed at evaluating the impact of policies for increasing the supply of 
surgeons in underserved regions should be pursued. For example, it is unclear if 
incentives such as loan forgiveness to work in these areas translate into a long-term 
increase in the supply of surgeons in these areas.

4.2	 �What Research Tools Are Needed for Health  
Policy Research?

One key challenge to evaluating health policy is that it is nearly impossible to con-
duct true randomized experiments. It is very difficult to randomize hospitals and 
physicians to different payment structures. As discussed above, it is necessary to 
draw inferences about the effectiveness of policy changes from quasi-experimental 
or observational studies. Economics and econometrics (this is what economists call 
statistics) provides robust methodological tools for designing these studies. 
Longitudinal study designs, including differences-in-differences, and other panel 
data approaches are widely used in policy evaluation. These build on standard lin-
ear and logistic regression models that can be learned in any basic statistics class. 
Many of these econometric models (e.g., differences-in-differences) can be imple-
mented in multivariate regression models as a simple interaction term. For example, 
in a study evaluating outcomes pre vs. post in an exposed and non-exposed group of 
hospitals, the difference-in-difference can be estimated as the interaction term 
post∗exposed (where post = 1 after implementation and exposed = 1 if the policy 
targeted the hospital where the patient had surgery).

4.3	 �Where Can I Find Collaborators for Health  
Policy Research?

For policy evaluation, the most natural collaborators are often health economists, 
which you may find in the medical school health services research department, a 
health management and policy department in a school of public health, or in the 
undergraduate department of economics. Collaborators from political science, pol-
icy analysis, and health policy will provide the policy context, advice about looking 
for the impact of unintended consequences, and will often also have quantitative 
skills in econometrics.
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4.4	 �Where Should I Get Started in Health Policy Research?

The best place to start is to keep up with health policy. The New York Times, Wall 
Street Journal, and Washington Post provide robust coverage of health policy, and 
importantly, its impact on patients. If you want information early you may have to 
visit the Federal Register or directly read the legislation to find the important details 
of a policy.

The most relevant journals include Health Affairs, NEJM, and JAMA.  Health 
Affairs is entirely focused on health policy and innovation in health care delivery, 
and has a health policy blog that is a good source of information. NEJM and JAMA 
often publish policy-relevant articles, including editorials (Perspectives in NEJM 
and Viewpoints in JAMA). NEJM also has a special section of its website dedicated 
to health policy and reform. Other journals that demonstrate rigorous methodology 
for policy evaluation but tend to have a broader focus include Health Services 
Research and Medical Care.

As discussed in other chapters, the key to developing a career in any research 
discipline is to find a mentor. Mentors who do health policy research in surgery are 
rare, and you may find greater success looking for non-surgeons (maybe even 
non-physicians).

4.5	 �Conclusion

Health policy is often invisible but shapes every detail of how we work. Because of 
unsustainable growth in health care expenditures, the pace of policy change is 
accelerating. The careers of surgeons training today will be characterized by con-
stant innovation in our delivery system, particularly in how we get paid by Medicare 
and private payers. Sophisticated research on the effectiveness of these policy 
changes is needed to help policymakers make evidence based decisions. Despite 
the importance of this area of research, there are very few surgeons involved in 
rigorous policy evaluation, which provides a great opportunity for young surgeons 
to fill this void.
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Abstract
Over the past several years, there has been an explosion of publications describ-
ing disparities in virtually all aspects of our healthcare system. Surgery is no 
exception, with recent studies reporting inequities in surgical care and outcomes 
related to race, gender, age, socioeconomic status, education, and geographic 
location. Progress, however, has remained slow, likely due to an inadequate 
understanding of the mechanisms that lead to these disparities. To effectively 
address health care disparities, it is imperative to differentiate between modifi-
able and non-modifiable factors and focus primarily on addressing the former. 
Since most people who will be reading this chapter are current or future sur-
geons, we would strongly recommend you focus on identifying modifiable 
causes of disparities that affect your patient population, followed by devising and 
testing innovative approaches that can reduce them in your practice and the 
healthcare system as a whole.

5.1	 �Introduction

Health care disparities are a popular and important topic of research, discussion, 
and policy implementation in all medical fields—including surgical care. Before we 
dive into our discussion about disparities, a few basic definitions are necessary to 
provide context for the reader. First, health disparities are differences in “health 
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status that result from social disadvantage that is itself associated with characteris-
tics such as race or ethnicity and socioeconomic status (SES)”. On the other hand, 
health care disparities are differences in the “quality of health care experienced by 
those with social disadvantage” [1]. Lastly, health equity is “the attainment of the 
highest level of health for all people…with focused and ongoing societal efforts to 
address avoidable inequalities, historical and contemporary injustices, and the elim-
ination of health and health care disparities” [2]. There exists a large body of litera-
ture documenting differences in treatment and clinical decisions related to race, sex, 
insurance, SES, and geographic setting/location, which lead to disparate access to 
and quality of surgical care, and ultimate disparate outcomes [3–7]. The focus of 
this chapter is not to be comprehensive but rather to highlight essential gaps in our 
current approach.

5.1.1	 �Brief History

Interest in surgical disparities is not a novel phenomenon. In fact, an article pub-
lished in the New England Journal of Medicine in 1977 reported black patients at 
Johns Hopkins were four times more likely than white patients to be operated on by 
residents without appropriate supervision, while white patients undergoing similar 
operations were more often cared for by attending surgeons [8]. Some of the first 
policy initiatives in this field date as far back as 1985, when the seminal “Report of 
the Secretary’s Task Force on Black & Minority Health” (a.k.a. Heckler report) was 
published, giving rise to the creation of the U.S. Department of Health and Human 
Services Office of Minority Health. In 1990, a similar change took place at the 
National Institutes of Health, leading to the establishment of the Office of Minority 
Programs. This was followed in 1998 by the Clinton administration’s report titled 
“One America in the 21st Century: The President’s Initiative on Race.” The report 
explicitly targeted the elimination of health care disparities as a key goal [9]. This 
catapulted the passage of the Minority Health and Health Disparities Research and 
Education Act in 2000, leading to the creation of the National Center on Minority 
Health and Health Disparities, which later became the National Institute of Minority 
Health and Disparities (NIMHD). More recently in 2015, the NIMHD and the 
American College of Surgeons (ACS) hosted a “Symposium on Disparities in 
Surgical Care and Outcomes” that created a specific research agenda for addressing 
disparities in surgical care, outcomes, and treatment of our patients [10].

5.2	 �Concept of Modifiable Risk Factors

Despite considerable advances over the past decade in highlighting health care dis-
parities, progress in creating actionable solutions remains slow. Britton et al. found 
that less than a quarter of surgeons take efforts to analyze, investigate, and address 
disparities within their own practices [11]. A primary reason for this is that much of 
surgical disparities research has focused on non-modifiable factors, such as patient 
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age, gender, race, insurance, and geographic location (i.e. health disparities), while 
disregarding how providers and healthcare systems interact with such factors. This 
perspective, unfortunately, engenders a sense of futility. In fact, if we are thoughtful 
about the way we approach health care disparities, we are likely to realize non-
modifiable and modifiable factors are generally two sides of the same coin, the main 
difference being to whom the burden of responsibility is assigned. For example, an 
access to care issue can be easily reframed as a system allocation problem; patient 
health literacy limitations can be rethought as deficiencies in the ability of providers 
to create rapport and educate their patients. Hence, it would be more productive if 
researchers focused their efforts on modifiable factors such as provider practice pat-
terns and system-level barriers (i.e. health care disparities) that affect our patients in 
the context of the aforementioned non-modifiable features. This framework is more 
likely to lead to actionable solutions that can generate broad changes in practice, 
which can ultimately contribute to decreasing the disparity gap. Hereon, we will 
divide and examine modifiable factors into two main categories: factors related to 
access to care, and factors related to the quality of care.

5.2.1	 �Access to Care Factors

Inequitable access to care is a crucial, and perhaps the most important, determinant 
of health care disparities. Access is “the timely use of personal health services to 
achieve the best possible outcomes” [12]. In fact, several studies have demonstrated 
that under disparate access, advances in surveillance and treatment of diseases such 
as breast and colon cancer can actually widen the disparity gap, by improving out-
comes preferentially for white and higher SES patients [13]. On the other hand, 
when access to care is equal, disparities can be reduced or eliminated entirely [14]. 
For example, Lee et al. evaluated pediatric patients in an integrated health system 
that provides equal access to all its patients and found no significant difference by 
race or income in appendiceal perforation rates [15]. This finding has been repli-
cated in numerous further studies, as described in a review article published in 2013, 
which examined surgical outcomes disparities and found that when there is equal 
access to care across minority populations, the disparity gap decreases [3]. In fact, 
the ACS further highlighted this in a statement released in 2013, which affirms that 
“[o]ptimal access is the key to quality of care. Efforts to increase surgical presence 
and availability are crucial to providing the right care, at the right time, in the right 
place. Optimal quality, the centerpiece of the mission of the American College of 
Surgeons, is not achievable without optimal access” [16].

In keeping with the philosophy of focusing on modifiable risk factors, we believe 
it is important to change the way we think about access disparities, not as a “resource 
scarcity” problem, but instead as a “resource misallocation” problem.

5.2.1.1	 �Race-Based Disparities in Access to Care
Race has been one of the most studied factors as it pertains to access to care, but 
conflicting data exist on whether race-based disparities are due to race-alone or 
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whether they reflect inherent differences in socioeconomic factors such as income 
and insurance coverage. For example, Taioli and Flores used the National Cancer 
Institute Surveillance, Epidemiology, and End Results (SEER) database to study the 
likelihood of undergoing surgical resection for lung cancer and found black patients 
were 30% less likely than their white counterparts to undergo surgery, despite 
adjusting for age and insurance [17]. Similarly, Wilson et al. found black Medicare 
recipients are less likely to undergo elective repair of abdominal aortic aneurysms 
(AAA) when compared to whites but are conversely more likely to undergo an 
urgent repair [18]. In 2015, Wang et  al. used the Pediatric Health Information 
System (PHIS), a database of 43 tertiary children’s hospitals, and found black and 
lower income children were significantly less likely to undergo abdominal imaging 
when presenting to the ED with abdominal pain and were conversely more likely to 
have perforated appendicitis [19, 20]. Moreover, the combined effect of race and 
income was greater than either of them alone.

We would argue that discussion about racial disparities, and debates about 
whether these disparities are due to race alone, or whether they reflect a combina-
tion of other differences in socioeconomic factors, is not very helpful, as they are all 
non-mutable factors. We argue that it would be more productive to focus on examin-
ing the potential mechanisms behind them, for example, provider referral patterns, 
or patient insurance coverage.

5.2.1.2	 �Provider Referral Patterns
As specialists, surgeons are rarely the first providers to interact with a patient during 
the workup and diagnosis process. Even when the possibility exists that a patient’s 
illness requires surgical intervention, the screening and initial detection process was 
likely carried out by a primary care provider, who was then tasked with referring the 
patient for surgical evaluation. Therefore, it stands to reason that one of the first 
steps in the process where disparities in access to surgical care could arise would be 
at the provider referral stage. For example, Murphy and colleagues used the SEER 
database to study patient with pancreatic adenocarcinoma and found black patients 
were less likely to be referred for consultation to medical, radiation, and surgical 
oncologists, despite accounting for age, sex, marital status, SES, and Charlson 
Comorbidity Score (CCS) [21]. Simpson and colleagues identified similar dispari-
ties in multidisciplinary oncologic evaluation for black patients with metastatic 
colorectal cancer [22].

Though many factors likely contribute to disparate referral patterns, implicit 
racial bias on the part of providers is one with increasing evidence. Implicit biases 
are the attitudes or stereotypes that affect our understanding, actions, and decisions 
unconsciously, producing behavior that can markedly diverge from an individual’s 
endorsed principles and beliefs [23]. Research has shown that implicit biases are 
more likely to manifest when individuals rely on System 1 mode of thinking, which 
is fast, automatic, and unconscious. Though physicians are generally expected to 
have lower rates of explicit bias than the general population, implicit bias is cer-
tainly prevalent within the field [24]. Given the fast-paced, stressful nature of sur-
gery, it stands to reason that surgeons would be even more vulnerable to implicit 
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biases than other specialists. Several clinical vignette-based studies have identified 
correlations between implicit bias and disparate treatment recommendations for a 
host of adult and pediatric conditions [25, 26]. Similarly, evidence of the existence 
of implicit biases has been found in referral patterns for bariatric surgery as well as 
prescription of narcotic pain medications for conditions otherwise commonly asso-
ciated with drug abuse [27, 28]. Addressing implicit biases and their effects on clini-
cal decision making should thus be of the utmost importance for addressing 
disparities in access to surgical care.

On the other hand, studies have found differences in patient perceptions of sur-
gery that can certainly affect their likelihood of seeking surgical care. For example, 
black patients who suffer from morbid obesity have been found to be less likely to 
have considered metabolic and bariatric surgery (MBS) prior to presenting to their 
primary care office, primarily due to a view of surgery as a high-risk option of last 
resort [27]. However, sticking to the framework that for every patient factor there 
are potential solutions on the provider side, we could imagine improvements in 
provider communication and rapport could ameliorate potential differences in 
patient preferences and views of surgery.

5.2.1.3	 �Patient Insurance Coverage
Insurance is another potentially modifiable risk factor to mitigate documented 
access disparities, with some studies finding racial disparities are indeed mitigated 
by accounting for insurance coverage [15, 29–31]. Insurance affects access to care 
in two distinct ways: by impeding access altogether hence causing progression of 
disease and by limiting access to high volume surgeons/centers. For example, 
Garner et  al. found that children with public insurance or uninsured, were more 
likely to be diagnosed with well-differentiated thyroid cancer at a significantly 
higher stage of disease when compared to their privately insured counterparts. 
Furthermore, children who were uninsured at the time of diagnosis experienced a 
10-day delay in treatment initiation (28 days vs. 18 days) when compared to chil-
dren who had private insurance [32]. Similar findings have been reported among 
adults with well-differentiated thyroid cancer, rectal cancer, breast cancer, carotid 
artery disease, and peripheral vascular disease [33–37].

Even when individuals who are underinsured are diagnosed and referred for sur-
gical intervention, they often do not have access to the same hospitals and providers 
as their privately insured counterparts. For example, Huang et al. studied patients in 
the state of California who were diagnosed and treated for colorectal cancer from 
1996 to 2006 and found individuals with public or no insurance were significantly 
less likely to be treated at high volume centers. Importantly, treatment at a high 
volume center was independently associated with an 8% decrease in the chance of 
dying compared to other settings [38]. Similar findings have been reported for the 
treatment of esophageal, gastric, lung, and pancreatic cancer, as well as critical limb 
ischemia, and mechanical thrombectomy after stroke [18, 39–41].

Over the past decade, efforts at the national and state level to drive insurance 
expansion and ameliorate the aforementioned access disparities have been under-
way, but data regarding their effects have so far presented conflicting results. For 

5  Surgical Disparities: Beyond Non-Modifiable Patient Factors



62

instance, studies examining the effects of the Affordable Care Act (ACA) insurance 
expansion found it led to improved access to care, earlier in the course of disease, 
with a higher likelihood of receiving optimal care [42]. Similar findings were 
reported by Loehrer and colleagues, who examined the effects of the Medicaid 
expansion in the state of Massachusetts, and found underinsured patients were more 
likely to undergo a number of complex cancer operations after the expansion, but 
were no more likely to undergo these operations at high volume hospitals than 
before the expansion [43].

Despite these conflicting results, efforts at the state and national level to address 
these insurance-based access disparities should continue and should include a close 
examination of the way hospitals negotiate reimbursements with both private and 
public insurers, focusing primarily on quality-based and not procedural metrics to 
justify such reimbursements [44].

5.2.2	 �Quality Factors

Differences in quality of care and surgical outcomes have been identified related to 
several factors such as race, insurance, and SES.  Staying with the mindset that 
rather than capitulating these disparities out of context, it is best to attempt to place 
them within the mechanisms at the provider and system level that may contribute to 
them, we will divide surgical quality disparities into three categories: provision of 
quality care, provision of equitable care, and provision of appropriate care.

5.2.2.1	 �Provision of Quality Care
As mentioned above, minority patients often have less access to high volume, high-
quality surgeons, which can ultimately affect their outcomes. For example, in 2016 
Mehta et  al. used a national database to evaluate outcomes after coronary artery 
bypass graft (CABG) and reported that black patients were more likely to be oper-
ated on by surgeons with higher risk-adjusted mortality rates, which resulted in 
higher overall postoperative morbidity and mortality [45]. In 2014, Hauch et  al. 
used the National (Nationwide) Inpatient Sample (NIS) to study outcomes after 
thyroid surgery. They found Hispanic patients were more likely to be operated on by 
low-volume surgeons, and in certain regions throughout the United States, so did 
black patients. These low-volume surgeons had significantly longer LOS and higher 
complications rates. Similarly, patients with Medicare and lower income were more 
likely to be treated at low-volume centers [46]. In trauma care, younger black 
patients were found to be more likely than young white patients to be treated at low-
performing facilities, which led to higher mortality [47].

This clustering effect of minority patients receiving care at lower volume centers 
is likely a substantial determinant of these observed health disparities. Popescu 
et al., found that physicians who tend to care for low-income and minority cancer 
patients generally have lower rates of compliance with guidelines [48].

In the end, surgical expertise can only be achieved through surgical experience, 
so the answer to this problem is not to bypass low-volume providers. Instead, we 
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must focus our efforts towards developing practice guidelines that drive quality 
improvement and standardize care. One great example of this is the Enhanced 
Recovery After Surgery (ERAS) programs, which have now been applied to a wide 
array of surgical specialties to include colorectal surgery, gynecology, thoracic sur-
gery, orthopedic surgery, urology, etc. ERAS uses standardized perioperative strat-
egies to decrease the physiological stress invoked by surgery and to encourage 
early recovery. Wahl et al. demonstrated that using ERAS decreased the postopera-
tive length of stay for black patients, which eliminated previously observed racial 
disparities [49]. These findings suggest that ERAS and other methods of standard-
ization may provide a way to decrease surgical outcome disparities, as long as 
disparities related to access to care are simultaneously addressed. Further work 
should be done focusing on standardization of care beyond ERAS, to eliminate 
ongoing disparities in quality of care.

5.2.2.2	 �Provision of Equitable Care
Once a patient presents for surgical evaluation, one would expect providers to issue 
similar treatment recommendations to patients of similar surgical risk and disease 
state, but several studies have demonstrated otherwise. In 2018, Stapleton and col-
leagues used the New York Statewide Planning and Research Cooperative Systems 
(SPARCS) database to study treatment differences among patients with peripheral 
vascular disease, and found black patients were 45% more likely to receive an 
amputation than white patients, despite adjusting for other patient demographics, 
comorbidities, disease severity and year of procedure. Interestingly, this difference 
was more pronounced among hospitals and surgeons with higher overall volumes, 
as well as among surgeons who treat less black patients [7]. Downing et al. reported 
lower rates of limb salvage similarly after extremity sarcoma surgery for black 
patients when compared to whites [50]. Black et al. reported lower rates of axillary 
sentinel lymph node biopsy for pathologically node-negative breast cancer among 
black patients compared to whites, as well as among Medicaid patients and those 
with lower educational or income level. This resulted in higher rates of axillary 
lymph node dissection and lymphedema for these women [51]. Dubecz et al. found 
higher rates of inadequate lymphadenectomy after gastrointestinal cancer surgery 
for patients with lower income [52]. Lastly, race and socioeconomic based dispari-
ties have been identified regarding access to minimally invasive routes of a wide 
range of procedures to include appendectomy, cholecystectomy, colon surgery and 
AAA repair [53–57].

As described in the previous section concerning disparities in access to care, 
implicit bias on the part of the provider has been found to be associated with dispa-
rate treatment recommendations for different patient populations, at least using 
clinical vignette studies. No studies to date have been conducted to identify specific 
relationships between provider implicit bias and disparate real-life treatment deci-
sions and clinical outcomes, though studies like those mentioned in the previous 
paragraph at the very least hint at its existence.

However, these disparate treatment recommendations may not always origi-
nate with the surgeon and may instead be heavily influenced by differences in 
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insurance reimbursement rates and policies. For example, Patel el at. found sig-
nificant disparities in the receipt of recommended radiation and/or chemotherapy 
after diagnosis or surgery for breast, endometrial, and colon cancer related to 
government-sponsored health insurance, which persisted despite adjustment for 
patient demographics [58]. Loehrer et al. studied the effects of insurance coverage 
on the timely provision of appropriate care for patients with acute cholecystitis 
and found that the Medicaid expansion in the state of Massachusetts led to an 
elimination of racial disparities in the receipt of immediate cholecystectomy 
observed prior to the expansion, which persisted in control states that did not 
undergo an insurance reform [59]. Nevertheless, a study published in 2015 by 
Mahmoudi et al. revealed the complex interaction between race, insurance, and 
disparities in the provision of care. They studied the effects of Medicaid expan-
sion in the state of New  York, which took place in 2001, on the likelihood of 
breast reconstruction after mastectomy. They found that despite an overall increase 
in the probability of patients undergoing immediate post-mastectomy breast 
reconstruction, the gap between white patients and both black and Hispanic 
patients increased by 6% and 5% respectively. This gap highlights the fact that 
ameliorating the barriers to care caused by lack of or underinsurance must be 
accompanied by intentional measures to address racial differences in patient edu-
cation and access to pertinent consultation services (i.e. plastic surgeon) [60].

5.2.2.3	 �Provision of Appropriate Care
Speaking of equitable care requires addressing the concept of appropriate care. 
According to the RAND/UCLA Appropriateness Method, “[a]n appropriate proce-
dure is one in which “the expected health benefit (e.g., increased life expectancy, 
relief of pain, reduction in anxiety, improved functional capacity) exceeds the 
expected negative consequences (e.g., mortality, morbidity, anxiety, pain, time lost 
from work) by a sufficiently wide margin that the procedure is worth doing, exclu-
sive of cost” [61]. The concept of appropriateness of care thus attempts to address 
both the overuse and underuse of surgical procedures, with disparities related to 
both identified in current literature. Halm et  al. used the RAND/UCLA 
Appropriateness Method to study patients in New York State who underwent carotid 
endarterectomies (CEA) between 1998 and 1999 and found black and Hispanic 
patients had higher rates of inappropriate CEA as well as lower rates of CEA being 
performed for appropriate indications. The excess in inappropriate CEAs for non-
white patients was explained primarily by the fact that they had higher levels of 
preoperative comorbidities [50]. Conversely, a systematic review published in 2015 
reported opposite findings to the Halm study and identified 59 unique studies, a 
substantial proportion of which (32) found evidence of more overuse of inappropri-
ate care by whites than racial/ethnic minorities [62].

As surgeons, it is imperative we strive to provide care that is appropriate, as 
determined by national standards and best-practice guidelines, to all our patients 
alike, incorporating conscious checks and balances to combat our own inherent 
implicit biases.
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5.3	 �Culturally Competent Science

While most of the work in disparity research has been focused on the care delivery 
process, much less attention has been directed to the scientific bases of our current 
clinical knowledge [63]. However, lack of awareness of disparities in the scientific 
process may lead to greater harms to patients than flaws in the delivery process. 
Problems can range from defining a treatment guideline that is not generalizable 
and applicable to non-white populations, to inappropriate definition of normal ver-
sus disease states. For example, the breast cancer screening guideline, as defined in 
the U.S. and based on a majority white population, has been shown to miss the peak 
incidence of all other non-white patient groups, raising the concern that a physician 
could be delivering appropriate care according to published guidelines, and still 
cause harms to non-white patients [64]. Another example of this Eurocentric 
approach when creating guidelines is the perception that certain foods from non-
white populations are “not healthy”, while most “healthy” foods come from the 
European diet. Problems with definitions can also go in the other direction and 
potentially mask clinically significant concerns. For example, African American 
patients are known to have lower white blood cell counts at baseline than white 
patients, hence the current definition of leukocytosis could under-diagnose it among 
African American trauma patients [65]. Similar concerns could be raised regarding 
the concept of “normal” pelvic anatomy, and how it may influence management of 
normal deliveries in non-white mothers [66].

One of the root causes of the problem may be an assumption that science is 
objective. However, while data themselves may be objective, their interpretations 
are not, and this subjectivity in the scientific process is likely surprising to many. 
Subtle biases, likely unintentional, can lead to dramatically different interpretations 
of the same objective data. For example, the majority population may be subtly 
considered to be the “normal” group, and trends in non-white groups considered 
“abnormal”, such that the prevalence of ADHD can alternatively be judged as being 
under-diagnosed in non-white populations, instead of over-diagnosed in whites. It is 
imperative, therefore, that we remain aware of cultural competency issues, not just 
in the healthcare delivery process, but also in the scientific process.

Another important contributor to this bias is the lack of diversity in the scientific 
community. Modern science in the last two centuries has taken place mostly in the 
U.S. and Europe, where the majority population is white. The long-term solution to 
this problem will likely only come when we encourage students from diverse back-
grounds from around the world to not just become physicians, but become physician-
scientists [63].

As a surgeon-scientist today, there are certain steps you can take to move towards 
culturally competent science, for example diversifying your study populations. 
However, this change alone will not address the problem of generalizability because 
we often try to come to a single conclusion in our studies, which can result in trends 
in non-white populations getting “averaged out”. It is more important to incorporate 
the concept of heterogeneity of treatment effects, and consider multiple analyses 
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and multiple conclusions, each tailored to a different patient population. We need to 
keep in mind that what works for one population, or for one health system, may not 
work for another. One approach to drive home this point is to consider using differ-
ent reference groups in statistical analyses, rather than the default group of white 
male patients. Another approach could be to stratify on non-modifiable risk factors 
such as race, and avoid merely adjusting for them in a regression model.

5.3.1	 �Final Comment

Considerable progress has been made over the past decade in highlighting health 
care disparities. However, there is still a long way to go until we have a healthcare 
system that eliminates undesirable variations in patient outcomes. We need to move 
beyond descriptive studies of disparities. For every description of disparities along 
non-modifiable risk factors we need to challenge ourselves to think of a different 
perspective that would shed light on modifiable ones. Lastly, we need to challenge 
the root causes beyond the care delivery process, and examine the lack of diversity 
in the scientific process and how these factors contribute to disparity.
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Abstract
Surgery is a high stakes area of medicine where the actual care provided (i.e., 
the procedure performed) places patients at risk for significant morbidity and 
mortality. Measuring and improving surgical care in the U.S. is increasingly 
the focus of various stakeholders of healthcare quality, including payers, over-
sight organizations, hospitals, clinicians, and most importantly patients. 
However, measuring surgical quality is not straightforward. In this chapter, we 
will define concepts underlying surgical quality measurement, and highlight 
many of the important considerations that should be understood and adopted 
when studying surgical quality. Finally, we discuss future areas that we believe 
are important to further move surgical quality measurement and improvement 
forward.

Surgical services represents over 40% of all health care spending in the United 
States with over 50 million inpatient procedures performed annually [1, 2]. With the 
aging population requiring more surgical procedures, adoption of new, less invasive 
surgical techniques (e.g., robotics), and as surgical indications expand, the annual 
number of procedures performed will continue to increase. However, surgery is a 
high stakes area of medicine where the actual care provided (i.e., the procedure 
performed) places patients at risk for significant morbidity and mortality. Decades 
of data has repeatedly demonstrated that the risks and benefits are largely driven by 
differences in patient selection, the hospital in which the patient receives care, and 
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the experience of the individual care providers (e.g., the surgeon). In addition, the 
occurrence of a single postoperative complication can result in a dramatic differ-
ence in cost [3, 4].

Therefore, it is not surprising that over the last decade a growing national interest 
in surgical quality measurement and improvement has occurred. Although current 
methods evaluating surgical quality have relevance, new concepts and strategies are 
also emerging to more efficiently measure and translate identifiable problems in 
quality in to actual real time improvements. In this chapter, we will review the basic 
quality measurement framework and explore new areas of surgical quality measure-
ment and improvement.

6.1	 �Surgical Quality Measurement Framework

The conventional approach when evaluating quality is classically based on 
Donabedian’s conceptual framework: structure, process, and outcomes [5, 6]. Care 
can be evaluated based on the setting in which it is delivered (structure), the actual 
care delivered (process), or its end points (outcomes). Each pillar of quality assess-
ment has distinct pros and cons, and it is becoming clear that no program should 
focus on only one type of measurement tool to improve and sustain surgical quality.

Early approaches to surgical quality measurement and improvement focused on 
structure and process of care such as the volume-outcome relationship or the delivery 
of guideline recommended treatment (e.g., adjuvant chemotherapy in stage III colon 
cancer). The primary benefits in using these indicators is they are more easily mea-
surable, and do not require sophisticated risk adjustment to control for differences in 
case-mix. However, alone, these approaches have a number of shortcomings. First, 
they are based on the assumption that a direct link exists to improved outcomes. Yet, 
in real-world practice, this assumption has been challenging to consistently demon-
strate, and it is unclear how to interpret the soft links [7]. For example, a variety of 
stakeholders of healthcare quality have used surgical volume for purposes of surgical 
quality assessment. On average, there may be an association between volume and 
performance, but the true factors leading to high-quality care remain undefined. 
Other process measures, such as the SCIP measures, were shown to lack a direct link 
for individual measures, but when taken as a bundle of care, there was in fact an 
association with improved outcomes. This has also been demonstrated repeatedly 
with the expansion of enhanced recovery pathways in colorectal surgery [8].

It should also be emphasized that a direct link to improved outcomes may not be 
necessary for a structural or process measure to be considered important. For exam-
ple, having the necessary structural resources (e.g., imaging modalities, specialists, 
multidisciplinary conferences) available to provide complex cancer care is consid-
ered standard without the need for any outcome linkages [9, 10].

The last of Donabedian’s three part framework is studying the end points, or 
outcomes, of surgical quality. This approach has obvious face validity for stakehold-
ers of surgical quality. Outcomes are generally straightforward to interpret, particu-
larly for patients who are increasingly being provided with performance data to 
make decisions on where to go for their treatment. Moreover, health care providers 
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can unambiguously assess how their care compares with their peers, as well as the 
success of their process-improvement efforts. Nevertheless, outcomes assessment 
also has a number of shortcomings that should be considered [11].

First, it is not always clear what outcomes should be used to measure surgical 
quality. Although outcomes represent the end point of care, they must also be mean-
ingful surrogate measures of quality. For example, many outcomes- based initia-
tives focus solely on inpatient mortality rates owing to its low data collection burden, 
limited need for definition standardization, and accessibility from administrative 
data sources. However, inpatient mortality alone is a rare event and does not capture 
other relevant and perhaps more preventable complications such as 30-day surgical 
site infections. Other outcomes, such as venous thromboembolism, may be more 
reflective of how vigilant a hospital is at identifying events (i.e., surveillance bias) 
and therefore may not represent a true marker of surgical quality [12]. Other meth-
odological considerations also exist. For example, outcomes require robust risk 
adjustment such that outcomes can be fairly compared between providers and hos-
pitals that may take care of sicker patients [13]. However, it is not always clear what 
risk-adjustment variables should be included, or what patient cohort should make 
up the denominator. The answers are highly relevant, particularly to assure health 
care providers that their performance is being accurately assessed. A recent example 
is whether or not socioeconomic status should be included when measuring hospital 
performance based on readmissions [14].

An additional concern when assessing outcomes relates to reliability, which rep-
resents the amount of variability in an assessment that is due to a real difference in 
performance compared with variability due to measurement error [15]. Uncommon 
events (e.g., mortality) and procedures that are performed infrequently (e.g., esoph-
agectomy) have low reliability, making accurate quality measurements challenging. 
This issue is particularly relevant to the measurement of individual surgeon quality 
assessment.

A final consideration is the source and expense of outcomes information. Clinical 
data has obvious advantages over administrative claims sources; however, it is also 
more expensive and requires substantially more resources and expertise to collect. 
However, it is particularly well suited for collaboratives and patient safety organiza-
tions. Nevertheless, many hospitals that have the greatest need for high-quality clini-
cal outcomes assessment simply cannot afford it. Funding partnerships with insurance 
companies has demonstrated feasibility in several states. On the other hand, admin-
istrative data are not standardized and are generated as a result of billing for health 
care services. However, administrative data has a number of strengths including the 
ability to study patients longitudinally over time, measure and compare health care 
payments, and evaluate larger populations of patients and hospitals.

6.2	 �Data Sources

There are several data sources available to assess surgical quality. Data sources can 
be organized into two broad groups: clinical and administrative. Clinical data is 
considered the gold standard as it is generally collected by trained and audited 
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personnel for the purposes of quality assessment. Therefore, the variables collected 
will be standardized and uniform. For example, the definition of a surgical site 
infection may vary widely between surgeons. Without a standard definition, it may 
not be valid to compared surgeons or hospitals. The best example of clinical data is 
the American College of Surgeons National Surgical Quality Improvement Program 
(ACS NSQIP) [16]. Administrative data is generally collected as a result of another 
process, such as billing, such as Medicare data [17]. This data is not standardized 
and there are important biases that impact the collection and reporting of surgeon 
and hospital quality using this data source.

Nevertheless, both types of data have important pros and cons. Clinical data is 
often expensive to collect, and outcomes such as mortality and readmission are 
probably collected just as well by administrative data. Moreover, many hospitals 
that have the greatest need for high-quality clinical outcomes assessment simply 
cannot afford it. Funding partnerships within the context of collaborative and/or 
with insurance companies has demonstrated feasibility in several states. 
Administrative data only reliably identifies outcomes that can be billed for. For 
example, superficial surgical site infection is poorly reported as there are few oppor-
tunities to bill for this complication, whereas readmission is almost always captured 
in administrative data. Administrative data has additional strengths including the 
ability to study patients longitudinally over time, measure and compare health care 
payments, and evaluate larger populations of patients and hospitals. These limita-
tions and others must be considered when measuring surgical quality.

6.3	 �Statistical Considerations

Prior to analyzing data, the researchers’ objectives and analytic strategy should be 
planned and discussed both for clinical relevance and statistical appropriateness 
[18]. Two of the most important concerns is managing confounding and bias when 
measuring surgical quality. Confounding is generally easier to manage as it can be 
more easily tested for and addressed with appropriate risk adjustment and tech-
niques such as hierarchical modeling. Selection bias is significantly more challeng-
ing to address. It is often impossible to know the magnitude and direction of this 
type of bias in observational research. For example, when comparing two procedure 
techniques, it is impossible to go back in time to determine whether patients were 
selected for one procedure or the other for any particular reason. Propensity score 
analyses, a statistical tool which helps balance comparative groups based on known 
confounding variables may minimize selection bias, however can never completely 
address differences in selection.

A second important consideration when measuring surgical quality is handling 
missing data. Certain variables, particularly in administrative datasets, may be 
missing in over 50% of observations. These variables should generally be dis-
carded. Other variables may have substantial amounts of missing information 
(greater than 10% but less than 50%) but may still be informative. Options for 
managing missing data include coding dummy variables, excluding observations 
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with missing data, simply not using the variable in the analysis or the preferred 
method of imputation [19].

Estimating hospital level practice patterns and outcomes is another important 
consideration. Deciphering statistical noise from actual meaningful differences 
between hospitals is not straightforward, particularly for lower volume hospitals. 
Such imbalances in the signal to noise ratio, even after risk adjustment, makes inter-
preting results challenging [20]. A statistical technique using hierarchical modeling 
allows for more fair and reliable estimates as it accounts for instances in which the 
“second level” (usually the hospital) has very few cases by adjusting to the grand 
mean of the particular outcome of interest. Hierarchical modeling is considered 
standard when the “second level” of interest can be assigned [15].

6.4	 �New Approaches to Surgical Quality Measurement

Other Measurement strategies in recent years have brought new insights to surgical 
quality assessment. One of the most interesting new advances is the idea that quality 
of care should include the individual patient’s perspective, or patient reported out-
comes (PROs) [21]. For example, a cancer surgeon may judge quality based on 
whether the surgical margins were free of tumor or whether an adequate lymph 
node dissection was achieved. An orthopedic surgeon may judge the success of the 
operation based on device failure or wound infection rates. The individual patient 
may be equally or more concerned about their overall quality of life, functional 
outcome, and/or pain control. Development of patient-reported outcome methodol-
ogy is now underway and has clear importance in surgery.

Other important aspects of quality include the appropriateness [22], accessibility 
and timeliness of care [23]. Hospitals may have better-than-expected outcomes; how-
ever, if patients have to wait months for definitive treatment and do not receive the 
right care at the right time, it can be easily argued that surgical quality is deficient.

The value, or quality per unit cost, of care should also be implemented into com-
parative assessment programs. Currently, there is no mechanism in place that allows 
hospitals to fairly compare their surgical value with other hospitals in a standardized 
fashion [24]. One significant barrier is there is limited available data on the actual 
cost of complications. Most analyses to date use hospital charges or insurance pay-
ments. Charges have little association with actual costs of care and are not able to 
provide meaningful comparative data. Insurance payments may more closely 
approximate actual costs of care, however, are widely variable depending on payer 
and are influenced by hospital and patient specific factors (e.g., insurance coverage) 
that limit its utility in cost analyses. Medicare payments are additionally limited in 
that they are based on diagnosis-related groups, blunting the relationship between 
individual complications and costs.

Finally, many strategies exist to measure surgical quality; however, taken sepa-
rately, each individual metric may have a limited or weak relationship on overall 
surgical quality. One approach is to combine a diverse set of measures spanning all 
aspects of quality into a composite index. True composite measures are powerful 
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tools—they derive the reliability necessary from each component and may better 
forecast future performance. For example, measuring mortality alone may not pro-
duce a reliable estimate of surgical quality; however, a composite index that included 
mortality, other serious complications, a select number of important process of care 
and structural measures, patient-centered outcomes, and standardized costs may 
better reflect true health care provider performance. Although there are certainly 
major limitations to this approach, including how to weight the different compo-
nents, composite indices should be considered in future measurement strategies.

6.5	 �Conclusion

Reliable and accurate surgical quality measurement is necessary to improve care 
and reduce costs. Surgical quality assessment has unquestionably improved over the 
past several decades; however, to make substantive and sustainable improvements, 
measurement approaches must continue to evolve. With the growing focus on surgi-
cal quality and value by all stakeholders, we are hopeful about the future of surgical 
quality measurement and improvement.
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7Using Data for Local Quality 
Improvement

Caroline E. Reinke and Rachel R. Kelz

Abstract
Effective quality improvement requires identification of a problem, highly 
reliable and valid data, and stakeholder engagement. Using best practices to 
improve care has been successful at local and regional levels. This chapter pro-
vides a high-level overview of data sources and quality improvement tools that 
can be utilized for local quality improvement.

7.1	 �Introduction

Achieving the best outcome for each surgical patient is dependent on providing 
excellent, comprehensive and coordinated care across the five phases of surgical 
care: preoperative (consultation and evaluation), immediate preoperative (24–
48 h prior to the operation), intraoperative, postoperative, and postdischarge [1]. 
The concept of quality improvement has been critical to the surgical community, 
dating back a century to the days of Codman [2, 3]. While there have been many 
advancements in surgical outcomes over time in local, regional, and national set-
tings, quality improvement is a continuous process with ample opportunity for 
continued progress.

Skeptics condemn the term quality improvement dismissing it as a process 
where both improvement and setbacks can occur. However, this amplifies the great 
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misunderstanding about quality improvement methodology and underlines the 
need for additional education in this domain. Regardless of the chosen methodol-
ogy, all quality improvement protocols include measurement of the intended goals 
and balancing measures to minimize or eliminate adverse outcomes that transpire 
unexpectedly. This ensures that the net gain from each initiative is positive or the 
process is halted.

This chapter will provide a brief overview of quality improvement, different data 
sources and their structure, and how to use the data to identify the problem, engage 
stakeholders, and track the net impact of quality improvement initiatives at the local 
level. A detailed understanding of the data is important for successful quality 
improvement. Data are plentiful in the modern age of healthcare, but each data 
source has nuances that must be well understood in order for it to be used correctly 
and effectively. None of the data can provide the whole picture, and most commonly 
a combination of data sources will be needed to inform quality improvement initia-
tives and track improvements.

7.2	 �Quality Improvement

The U.S.  Department of Health and Human Services Health Resources and 
Services Administration defines quality improvement as “systematic and continu-
ous actions that lead to measurable improvement in health care services and the 
health status of targeted patient groups.” [4] Quality improvement efforts require 
utilization of data to inform the process and an engaged team to share data and lead 
changes, and, therefore, is often most effective at the local level. With the develop-
ment of larger surgical quality collaboratives, often statewide or regional, there has 
been increased efforts and successes at leading quality improvement efforts at the 
higher level [5–9]. These quality improvement efforts are lead and supported at a 
regional level by providing best practices resources, guides, and data collection/
reporting support. However, the implementation of the work requires leaders and 
stakeholders familiar with the individual culture and resources at the local level to 
successfully implement changes.

The Surgical Care Improvement Project (SCIP) was one of the largest efforts 
at improving surgical care at the national level [10]. It began in 2002 as the 
Surgical Infection Prevention Project (SIP) and in 2006 was expanded to include 
measures aimed at reducing venous thromboembolism and cardiac events [11]. 
The goal was to standardize surgical quality improvement measures in a way that 
could be implemented on a national level. Although the SCIP may not have 
reached its goal of a reduction in surgical complications by 25% by 2010, it cer-
tainly increased awareness and changed practice across many hospitals in the 
United States.
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7.3	 �Data

Structures of
Care

Processes of
Care

Health
Outcomes

setting
care delivery and
care coordination

 

Donabedian classified measures used to assess and compare quality as a structure, 
process, or outcome [12, 13].

Structures of care reference the physical resources available at a certain location 
for patient care. For surgical patients, structures include hospital resources (critical 
care beds, operating room supplies, etc.), available personnel (surgical sub-
specialists, consultants, ancillary staff) and surgical volume. Processes of care refer 
to how things are done and are often the most easily impacted by providers. 
Outcomes are the results the patients experience after undergoing care. Table 7.1 
outlines examples of each, as well as advantages and disadvantages [14].

7.3.1	 �Data Sources

For local quality improvement initiatives, local data will be needed to best under-
stand the care provided and the outcomes achieved. The most common data sources 
are administrative data (sometimes referred to as billing or discharge data), quality 
registry data, and data available through the medical record. Some facilities have the 
capacity to mine their electronic health records while others must gather this infor-
mation by hand.

Administrative data is collected by the hospital as part of its routine business of 
providing hospital-based care. Information available through this type of data includes 
patient demographics, International Classification of Diseases (ICD) diagnoses, ICD 
procedure codes, relevant dates (admission, discharge, procedure) and charges. 
Administrative data are relatively easy to analyze and often serve a critical role at 
determining the magnitude of a problem within a local setting. Administrative data 
notably lacks some patient characteristics that are often of interest for quality improve-
ment such as body mass index (BMI), Do Not Resuscitate (DNR) status, and social 
determinants of health. The discharge or claims data also do not include process mea-
sures although, with some clever manipulation, proxies for some measures can be 
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abstracted. For example, while you cannot determine if a patient received chemo-
therapy, you can often tell if there was a bill generated for its administration. Some 
outcomes are easily identifiable and highly accurate in this data, such as inpatient 
death and length of stay. Other outcomes -identified by an ICD diagnosis code - are 
only identifiable if they happen during a hospital stay and with variable accuracy [15].

Many hospitals upload their administrative data to a national organization, such 
as Vizient (https://www.vizientinc.com/) or Premier (https://www.premierinc.
com/), to receive comparative statistics on their performance. These companies 
allow hospitals to leverage risk-adjusted comparison of their local data to other 
hospitals, including outcomes and cost, to better understand where there may be 
opportunities for improving the value of care delivery. Benchmarking administra-
tive data, as well as collaborative relationships built through such data sharing, are 
useful for learning about successes that other hospitals have had and sharing knowl-
edge. These data are often shared through government agencies to eventually 
become publicly available in datasets such as the Nationwide Inpatient Sample [16]. 

Table 7.1  Using structure, process, and outcomes to measure surgical quality with examples, 
advantages, and disadvantages of each [14] (used with permission)

Structure Process Outcomes
Examples Procedure volume Perioperative 

β-blockers in 
high-risk surgical 
patients

Morbidity and mortality 
rates

Fellowship-trained 
surgeons

Use of internal 
mammary graft 
during coronary 
artery bypass graft

Functional health status

“Closed” intensive care 
units

Patient satisfaction
Cost

Primary 
advantage(s)

Expedient, inexpensive 
proxies of surgical 
outcomes

Reflect care that 
patients actually 
receive—may seem 
“fairer” to providers

Buy-in from surgeons—
the “bottom line” of what 
they do

Actionable from 
provider perspective, 
clear link to quality 
improvement 
activities

Outcomes measurement 
alone may improve 
outcomes

Disadvantages Most variables not 
actionable from 
provider perspective

Little information 
about which 
processes are 
important for specific 
procedures

Numbers too small to 
measure with adequate 
precision procedure-
specific outcomes for most 
hospitals and procedures

Imperfect proxies for 
outcomes—reflect 
average results for 
large groups of 
providers, not 
individuals

Outcomes measures that 
are not procedure-specific 
less useful for purposes of 
quality improvement
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In the aggregated form, the administrative data becomes useful for researchers. 
However, the NIS cannot be used for local quality improvement efforts as critical 
identifiers are stripped from the dataset to prevent the identification of individuals.

There are also a variety of sources of data available for other analysis. Many 
common datasets used for research are available through governmental agencies 
and describe various aspects of health and healthcare across the United States. 
Examples include the Nationwide Inpatient Sample, the Medicare, Surveillance, 
Epidemiology and End Results Program (SEER), and the National Health and 
Nutrition Examination Survey (NHANES). These datasets provide information 
about patient demographics and outcomes at a national level, and occasionally 
can even provide some process measures (SEER). However, due to the de-iden-
tified nature of these datasets they cannot be used to study outcomes and prac-
tices at a local level. A checklist for improving the use of surgical databases for 
research and detail on individual databases was recently published in JAMA 
Surgery [17].

Quality registries are increasingly used for tracking outcomes after surgical care. 
The data included in quality registries are obtained and entered by trained chart 
reviewers. The most well-known of these is the National Surgery Quality Improvement 
Program (NSQIP), which began in the Veterans Affairs hospitals in 1991 [18]. There 
are currently more than 700 hospitals enrolled in NSQIP across multiple countries 
[16]. NSQIP participants get Semi-Annual Reports providing detailed risk-adjusted 
benchmarking to similar hospitals across the program. The NSQIP Participant User 
File (PUF) is frequently used for research and the PUF User Guides provide detailed 
information about the variables collected [19]. Collection of NSQIP outcomes and 
use of this information to impact local care has been shown to have a positive impact 
in many different settings [20, 21]. One notable limitation of the NSQIP is the lack 
of process measures. While many sites have incorporated the measurement of these 
into the “custom fields” option in NSQIP, other options, such as studying process 
measures through merged data with a computerized physician order entry (CPOE) 
dataset, exist. There are a number of other quality registries available, which are typi-
cally procedure-focused. Examples include the Vascular Quality Initiative (VQI/
M2S), Collaborative Endocrine Surgery Quality Improvement Program (CESQIP), 
Scientific Registry of Transplant Recipients (SRTR), and the American Urological 
Association Quality Registry (AQUA), each focused on outcomes (and sometimes 
process measures) specific to their field.

Two additional quality registries are notable for their focus on process measures 
in additional to outcomes –the AHRQ Safety Program for Improving Surgical Care 
and Recovery (ISCR) and the ERAS® Interactive Audit System (EIAS). A recent 
collaboration between the Agency for Healthcare Research and Quality and the 
Johns Hopkins Medicine Armstrong Institute for Patient Safety and Quality created 
the Improving Surgical Care and Recovery (ISCR) program. [22] The ISCR pro-
gram implements evidence-based pathways and includes education to facilitate 
implementation as well as the collection of both process and outcomes measures. 
The ERAS Society is an international society with a USA Chapter [23]. Both pro-
grams focus on implementation of evidence-based practice and tracking of process 
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measures, yet are similar to the other quality registries that rely on chart review for 
identification of compliance with the measures.

The National Healthcare Safety Network (NHSN) is another dataset used by 
many hospitals to track healthcare acquired infections (HAI). Outcomes are reported 
to the Centers for Disease Control and Prevention (CDC) and standardized rates are 
tracked. Acute care hospitals that participate in the NHSN can track multiple health-
care acquired infections, including surgical site infections after multiple specific 
procedures, based on ICD-10-PCS codes (https://www.cdc.gov/nhsn/faqs/faq-ssi-
proc-codes.html - accessed 12/26/2018). Currently, over 17,000 facilities use NHSN 
to evaluate and track their progress in prevention of healthcare acquired infections. 
As with other data sources, understanding how occurrences are identified and 
nuances of the definitions are critical, particularly at your individual hospital. 
Hospitals may identify surgical site infections by chart review of all cases or may 
choose specific triggers to identify an event (such a positive cultures or readmis-
sions). As always, understanding the definitions are critical to understanding the 
results, especially when investigating discrepancies in data sources. Using colon 
surgical site infection as an example, “stool in the abdomen, without pus or abscess” 
is not counted as an intraabdominal (IAB) infection in this dataset (https://www.
cdc.gov/nhsn/faqs/faq-ssi.html - Q14).Variation in definitions across different data-
sets reflects the real-world ambiguity that can be present in monitoring outcomes. 
Tracking progress over time within a single data source and understanding the spe-
cifics of inclusion criteria, case identification, and outcome definitions will aid in 
adequate characterization of the problem and allocation of resources for individual 
quality improvement efforts.

The other type of data commonly used for local quality improvement projects is 
data available from the Computer Physician Order Entry (CPOE) and/or the 
Electronic Medical Record (EMR). With the implementation of the Health 
Information Technology for Economic and Clinical Health (HITECH) Act in 2009, 
many hospitals made the transition to electronic order entry with the additional 
incentive available [24]. These data sources are typically quite abundant and 
detailed, which can have significant limitations. Depending on the information tech-
nology (IT) resources at an individual facility, the richness of the data may prohibit 
the ability to easily query the database for a particular question. However, with 
substantial IT support, the EMR can provide data on most process measures of 
interest in surgical patients.

Understanding the data currently available and available in a future state is criti-
cal to assessing current performance, establishing need, informing the intervention, 
and tracking progress as outlined in the next section.

7.4	 �Identifying the Problem and Engaging Stakeholders

To begin a local quality improvement project, it’s important to both identify the area 
of focus and understand the data available to assess current performance. The area 
of focus can be chosen by many different methods. Sometimes an opportunity for 
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improvement will be shared by hospital administrators based on governmental 
agency priorities (mortality, length of stay, cost, readmission, surgical site infec-
tion). For sites already participating in a data registry, it may be identified based on 
review of risk-adjusted benchmarked reports. Areas for improvement can also be 
identified based on clinical experience (e.g., provider perception of having more 
than expected surgical site infections). Once a topic has been chosen, it is important 
to assess current performance and establish a baseline. If the area of improvement 
was chosen based on already available data, this has been done for you! If it’s a need 
identified by front-line providers, a conversation will need to be held with local 
administrators and leaders to identify data sources available to establish current 
performance. This data will allow you to establish the need for an intervention and 
create your “burning platform” for change.

Next, it is important to understand best practices around the topic you choose. 
Best practice guidelines are available for many topics. NSQIP has specific guide-
lines on their website for current participants, and the American College of Surgeons 
provides guidelines for management of geriatric patients [25]. Review of best prac-
tices will help identify specific processes that impact outcomes. Once process mea-
sures are identified, you must determine how you will track these. Some may require 
chart review, while others may be able to be pulled from the EMR. Reviewing your 
current processes, and any gaps in compliance with recommended processes, will 
inform your intervention. Finally, once an intervention has been chosen, the plan 
must be implemented, and progress tracked.

There are many different structures used to formalize the process described 
above. One of the most commonly used is the Plan-Do-Study-Act cycle. This 
process is elegant in its simplicity and insightful in its acknowledgement that 
quality improvement is an ongoing process, not a one-time activity [26]. A very 
similar structure is used in Six Sigma work and is referred to as the DMAIC 
(Define, Measure, Analyze, Improve, Control) process [27]. Most healthcare sys-
tems will have someone on the quality improvement team that is well-versed in 
one or more of these techniques. All the structures work well, and it is most 
important to have a shared language between team members. For additional edu-
cation and training in the PDSA cycle, the Institute for Healthcare Improvement 
has excellent resources [28].

Ultimately, what will make a local quality improvement project successful is 
meaningful data, engagement of stakeholders, support from the organization, and an 
unwavering focus on the patient.

7.5	 �Future Directions

Quality improvement has always been critical to the care of surgical patients, but 
our knowledge and skill around quality improvement continues to improve. Despite 
the years of experience, the work is not done. As individual organizations continue 
their quality improvement work, risk-adjusted national comparisons will continue 
to raise the bar. Many quality registries have focused on 30-day outcomes, but for 
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some surgical diseases (e.g. hernia repair or oncologic procedures) a much longer 
time period for tracking outcomes is likely to be most important to patients [29]. 
There is increasing interest in patient-reported outcomes as well as quality of life 
measurement [29, 30]. Outcomes after non-operative management of surgical dis-
eases remains poorly understood [31]. Additionally, recent work to improve quality 
has focused on the use of video-based coaching to improve surgical technique in the 
operating room, and area that was previously difficult to measure [32].

In addition to novel outcomes measures, future quality improvement work will 
likely increasingly be supported by regional infrastructures. While quality improve-
ment will always need to be shared and implemented on a local level, the ability of 
regional structures to do the work of reviewing and agreeing upon best practices and 
sharing that with multidisciplinary teams is of value. This has been demonstrated by 
the work of the Michigan Collaborative as well as Illinois Surgical Quality 
Improvement Collaborative. As accountable care organizations (ACOs) and clini-
cally integrated networks (CINs) grow, these are other platforms in which data-
sharing and engagement of a wide range of stakeholders may greatly enhance the 
ability to successfully implement quality improvement projects.
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8Dissemination and  
Implementation Science

Lesly A. Dossett and Dana A. Telem

8.1	 �The  Rationale for Dissemination and  
Implementation Science

Although evidence-based interventions are recognized to minimize unwarranted 
healthcare variation and promote best practices, trial results or guideline publica-
tion alone does not guarantee practice change [1]. Many gaps exist between 
evidence-based recommendations and real-world practices. The reasons for this 
are likely multifactorial. Providers may be unaware of recommendations, struggle 
with overcoming local barriers to their implementation, or even disagree with the 
relevance to their patient populations. As such, the intended impact of guidelines is 
often suboptimal, failing to lead to measurable and sustainable behavior change. 
Thus, the need for innovative, evidence-based dissemination and implementation 
strategies designed to eliminate the differences between theoretical and actual 
practice is clear [2].

The National Institutes of Health (NIH) defines implementation as ‘the use of 
strategies to adopt and integrate evidence-based health interventions and change 
practice patterns within specific settings. Dissemination is the process of spreading 
information and knowledge to these settings. Implementation and dissemination 
(D&I) science is therefore the study of methods to promote the integrations of 
research findings and evidence into healthcare policy and practice. D&I exists at the 
intersection of health services, translational and basic science research, and the 
intended stakeholders, including providers. Effective implementation bridges the 
gap between science and practice through the development of strategic interven-
tions aimed at overcoming identified barriers to practice change by taking individ-
ual and organizational behaviors into account as demonstrated in Fig. 8.1.
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8.2	 �Dissemination and Implementation Terms 
and Definitions

One challenging aspect of D&I research is a lack of standardized terms and defini-
tions, which vary not only by field, but by country. In this chapter we use the term 
D&I which is consistent with the growing field within the US.  In Canada and 
Europe, “knowledge translation” or “scaling up” are often used to describe similar 
processes [3].

The subjects of D&I activities are interventions with proven efficacy and effec-
tiveness (i.e. evidenced-based interventions, EBI). These may include programs, 
policies, processes or guidelines. Rogers identifies five perceived attributes of an 
innovation that are likely to influence the speed and extent of its adoption—(1) rela-
tive advantage, (2) compatibility, (3) observability, (4) trialability and (5) complex-
ity [4]. Relative advantage refers to the degree to which the stakeholders view the 
EBI as compared to the process it replaces while compatibility is the perceived fit of 
the EBI into the adopting setting.

Processes for D&I include diffusion, dissemination, implementation and de-
implementation. Diffusion is the passive, untargeted, unplanned and uncontrolled 
spread of new intervention. In contrast, dissemination is an active approach of 
spreading EBIs to the target audience via determined channels using planned strate-
gies. Implementation is the process of putting to use or integrating EBIs within a 
setting. De-implementation is defined as stopping or abandoning practices that have 
not been proven effective or have proven harmful.

8.3	 �Conceptual Models and Frameworks

A variety of D&I models, which includes frameworks and theories, exist. A theory 
is a systematic way of understanding events or behaviors by indicating relationships 
between constructs and concepts. A theory common in D&I health research is 
Rogers Diffusion on Innovations theory. Frameworks guide investigators to con-
sider constructs in systemic ways to develop and evaluate interventions. One com-
monly used framework in D&I research is the Consolidated Framework for 
Implementation Research (CFIR) [5].

Health Services
Research

Dissemination &
Implementation Science Clinical Practice

Evidence-based practice Identify practice gap
Determine motivations and behaviors
Design behavioral interventions

Behavior Change

Fig. 8.1  Conceptual model of dissemination and implementation research
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The selection of a model or theory should best fit the research question by taking 
into account three main criteria (Table 8.1). Broadly, when considering a model one 
must account for whether the research will require dissemination and/or implemen-
tation, the socio-ecological level of the desired change, and the measurement con-
structs. Over 60 models are described for D&I research and many benefits are 
garnered from using an existing, validated model. Adaptations of models; however, 
are often required to improve the appropriateness of the selected model to the popu-
lation or setting of interest. D&I models are dynamic entities and should be refined 
based on relevant factors needed for delivery of evidence based interventions. For 
instance, if planning for a technology based intervention, considerations to mecha-
nisms such as availability of internet connection, technical ability of the target pop-
ulation, and availability of technology are critical.

Examples of commonly used frameworks in public health include, but are not 
limited to, the Framework for Reach, Effectiveness, Adoption, Implementation and 

Table 8.1  Dissemination and implementation model selection based on individual criteria

Category
Socio-ecological 
level Measurement construct(s)

Dissemination and 
implementation

Individual Acceptability/feasibility

Implementation only Community Adopter/decision maker 
characteristics

Dissemination only Policy Awareness
Organization Champion/field agent
System Compatibility

Context
Intervention development
Engagement
External validity/generalizability
Fit
Identification
Knowledge and knowledge synthesis
Maintenance and sustainability
Pre-implementation
Reach
Outcomes—health, clinical, 
satisfaction
Strategies
Adaptation and evaluation
Adoption
Barriers and facilitators
Dose
Cost
Evaluation
Fidelity
Goals
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Maintenance (RE-AIM) which is a dissemination and implementation framework 
targeting change at the individual, organizational and community level; the Precede-
Proceed; Dynamic Sustainability; Practical; Robust Implementation Sustainability 
Model (PRISM) which represents and implementation dominant framework target-
ing the individual and organizational level; the Consolidated Framework for 
Implementation Research (CFIR) which is an implementation only framework 
addressing organizational and community change; and the Theoretical Domains 
Framework (TDF) which is an excellent instrument to comprehensively understand 
and assess the facilitators and barriers of change at the individual level. The NIH 
provides an excellent and comprehensive online tool to aid researchers in selecting 
an appropriate model and can be found at: https://prevention.nih.gov/research-pri-
orities/dissemination-implementation.

8.4	 �Study Design in D&I Research

D&I studies are the last stage of research in the science to practice continuum, 
preceded by the efficacy and effectiveness studies that are distinct and address 
different questions than D&I studies which focus on making programs work. 
Critical in understanding this distinction is the concept of implementation strat-
egies—typically multi-level and multi-component on and within a delivery sys-
tem that aim to increase the adoption of an EBI into routine use or care. 
Implementation strategies are broadly categorized into nine domains—engage 
consumers, use evaluative and iterative strategies, change infrastructure, adapt 
and tailor to the context, develop stakeholder interrelationships, utilize financial 
strategies, support clinicians, provide interactive assistance and train and edu-
cate stakeholders. It is rare that a single discrete domain would be used; rather 
a package of components is typically selected to address multiple barriers to 
implementation.

Several distinct phases exist within D&I including exploration, adoption/
preparation, implementation and sustainment and these phases typically cor-
respond to distinct research questions. The process of implementing new EBI 
in the real world can be complex and involve numerous decisions on the part of 
the evaluators and key decision makers in the system. The exploration and 
adoption/preparation phases (also called pre-implementation) include selection 
of the EBI to be used, the target stakeholders, the expected reach of an EBI 
within a particular setting, and other resources being allocated. Given this 
range of options and decisions for implementers, the pre-implementation phase 
offers a number of study design options to evaluate needs and capacities for 
different alternatives including decision analysis, economic analysis and simu-
lation. In the adoption/preparation, implementation and sustainment phases, 
there are three main categories of designs based on the type of comparison—
(1) within-site design, (2) between-site design and (3) within- and between-site 
design.
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8.4.1	 �Hybrid Designs

The concept of hybrid designs, which combine effectiveness and implementation, 
was proposed as a way to more quickly move interventions into routine adoption. 
The concept also encourages consideration of building intervention for implementa-
tion as early as possible by seeking end-user input into the intervention before its 
effectiveness is completely known. When considering hybrid designs, the “interven-
tion” refers to the clinical or prevention practice while “strategy” refers to the 
implementation-support activities or tools. Curran and colleagues originally pro-
posed three types of hybrid designs—type 1, 2 and 3. Type 1 test intervention effec-
tiveness while gathering information on implementation and Type 3 tests 
implementation strategies while gathering information on intervention effective-
ness. Type 2 tests the intervention while also studying an implementation strategy. 
In these designs, the emphasis on intervention effectiveness outcomes is strongest 
in Type 1 and becomes a secondary objective in Type 3, whereas implementation 
strategy is a secondary aim in Type 1 and becomes the focus in Type 3.

8.5	 �Measurement in D&I Research

The constructs for measurement in D&I research are derived from conceptual mod-
els and these models distinguish between the evidenced based interventions (EBI) 
being introduced and the dissemination and implementation strategies being used to 
introduced them. D&I outcomes serve as intermediate outcomes proximal to the 
changes in behavior or health the EBI is intended to produce. Distinguishing D&I 
effectiveness from EBI effectiveness is critical—if interventions fail to produce the 
desired outcome we must be able to determine if this is a result of an ineffective 
intervention or if an effective intervention was poorly deployed.

The most commonly used taxonomy of outcomes was developed by Proctor and 
colleagues which puts forward eight conceptually distinct implementation out-
comes—acceptability, appropriateness, feasibility, adoption, fidelity, implementa-
tion cost, penetration and sustainability [6]. Acceptability is the perception among 
stakeholders that a given intervention is agreeable, palatable or satisfactory. It 
should be assessed based on the stakeholder’s knowledge or experience with an 
EBI, and can be measured from the perspective of multiple stakeholders. 
Appropriateness is the perceived fit, relevance or compatibility of the EBI for a 
given practice setting, provider or consumer. Although it is conceptually distinct to 
acceptability, the two outcomes are rarely meaningfully different—that is, rarely 
would an EBI be acceptable but not appropriate and visa versa. Feasibility is the 
extent to which a new program or policy can be used or carried out within a certain 
setting or population. This outcome is often considered in retrospect as a reason for 
implementation success or failure, often reflecting the feasibility of required imple-
mentation resources. Adoption is the intention, decision or action to try and employ 
an EBI.  It is often referred to as “uptake” and can be measured at the either the 

8  Dissemination and Implementation Science



96

organizational or individual level. Fidelity is the degree to which and EBI was 
implemented as originally intended. It is typically described in terms of adherence 
to the programs protocol, the amount of the program delivered and the quality of 
delivery. Implementation cost is the incremental or additional expense of imple-
menting the EBI and is most useful when comparing multiple D&I strategies. 
Penetration is the integration of a practice within a setting, for example, the number 
of persons using a service divided by the persons eligible for the service. Penetration 
can also be measured at the level of the provider. Sustainability is the extent to 
which a newly implemented EBI is maintained or institutionalized.

When considering implementation outcomes several other factors are important 
to consider including (a) the level of analysis, (b) the salient D&I phase and (c) the 
measurement approach. The level of analysis is important for its implications for the 
measure’s target stakeholders, source of data and unit of analysis. These include 
analysis at the level of the individual, organization or policy. The phase of D&I for 
which an outcome may be measured includes the exploration, preparation, imple-
mentation, or sustainment phases. Some outcomes may need to be measured in 
multiple phases of the implementation. Finally, a variety of measurement approaches 
may be used including qualitative interviews or focus groups, quantitative surveys, 
mixed methods approaches, record archives and administrative data.
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9Studying Organizational Culture 
in Surgery

Nikhil Panda and Alex B. Haynes

Abstract
Organizational culture encompasses the shared ethos of a group of individuals 
that guide how they achieve a common goal. The study of organizational culture 
originated in industries outside of medicine and surgery; however, there is a 
growing focus on studying the culture within complex organizations in the deliv-
ery of safe and high-quality patient care. In this chapter, we review methods to 
study and understand organizational culture, specifically safety culture, in sur-
gery and highlight potential impact on patient outcomes.

9.1	 �Introduction

Organizations have long been noted to have an ambiguous, yet specific culture, 
reflecting “the customary and traditional way of thinking and doing things [1].” 
Perhaps because organizational culture is in itself conceptually enigmatic, or has 
been historically challenging to quantify as a single metric, studies of and tools for 
measuring organizational culture are relatively contemporary. Originating outside 
of medicine and surgery in the business fields of industry, manufacturing, and com-
merce, careful evaluations of culture quickly revealed its critical role in the ability 
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of an organization to perform effectively and efficiently. When strong, organiza-
tional culture can be a crucible of innovation; when weak, it may represent the 
greatest liability to progress [2]. These reflections have led to an even greater 
emphasis on the study of organizational culture in many fields, especially health 
care. How does one define ‘good’ or ‘strong’ culture within a health care organiza-
tion or hospital system? How does culture evolve and change over time?

9.2	 �Organizational Culture in Health Care

While the study of culture originated outside of medicine and surgery, modern 
health care is delivered within a complex system and health care organizations 
manifest their own unique cultures. The interactions of the delivery system (itself 
comprised of a blend of institutions, individual providers, patients, and other 
stakeholders) with the payment and regulatory systems can have a profound influ-
ence on the delivery of care. The structure and organization of health care delivery 
systems has evolved over time and with it, the understanding of how clinical pro-
cesses and outcomes are affected by these structures. Surgical care delivery is no 
exception. The most illustrative example is the environment of the operating 
room, which is among the most complex in the hospital. Here, a multidisciplinary 
team assembles to provide high-acuity patient care. This team may consist of 
individual clinicians who work together regularly, or who may be meeting each 
other for the first time at the beginning of or even during a surgical procedure. 
New members are brought on board on a regular basis and integrated into the 
workflow as other members exit. The intensity of the surgical care delivery in the 
operating room rarely provides an opportunity for any of these individuals to 
parse out the beliefs, values, and preferences of the others. The “glue” that holds 
this system together is culture.

There is a nascent, but growing body of literature that describes the importance 
of certain organizational cultural characteristics in regard to the delivery of consis-
tent, high-quality surgical care. This can include factors related to hospital leader-
ship and its vision, including board composition and prioritization of initiatives. It 
may relate to the characteristics of individual leaders within the surgical divisions or 
entire health care systems. There are factors associated with the ways that manage-
ment flows from these upper level leaders to the front-line clinical workers. Among 
care teams in the operating room and elsewhere, there are cultural factors related to 
the way that members of these teams interact and care is delivered. As academic 
surgeons interested in health services research, an understanding of organizational 
culture can be helpful when investigating variation in the quality and delivery of 
surgical care, the processes of implementation or de-implementation, the introduc-
tion of safety initiatives, patient and provider experiences, and a host of other areas 
of study. In order to integrate the study of this culture into an individual’s academic 
portfolio, one must first understand what surgical organizational culture describes, 
the tools available to measure culture within organizations, and the potential bene-
fits in terms of patient outcomes.
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9.3	 �What Is Surgical Organizational Culture?

Surgical organizational culture can refer to many things, from ethnographic obser-
vations of the interpersonal psychosocial dynamics of surgeons and surgical train-
ees to norms of communication and practice in hospitals. For the purposes of this 
chapter, we will be focusing on those aspects of culture that can be attributed to the 
organization itself and studied in an empiric fashion. In particular, the focus here 
will be on the culture surrounding the processes of direct care provided to patients. 
Often, this is defined specifically as safety culture. The definition of safety culture 
adopted by the Agency for Healthcare Research and Quality (AHRQ), derived from 
the nuclear power industry, is, “the product of individual and group values, atti-
tudes, perceptions, competencies, and patterns of behavior that determine the com-
mitment to, and the style and proficiency of, an organization’s health and safety 
management. Organizations with a positive safety culture are characterized by com-
munications founded on mutual trust, by shared perceptions of the importance of 
safety, and by confidence in the efficacy of preventive measures [3].”

One can sense from this definition that safety culture, like other dimensions of 
organizational culture, is generally vague, referring to the often intangible and 
nearly unquantifiable drivers of an organization’s behaviors. Amir Ghaferi, a leader 
in the field of organizational culture, describes culture as the, “forces in an organiza-
tion that operate in the background – it’s ‘context’ [4].” Therefore, surgical safety 
culture is understandably challenging to measure. How does one quantify a group’s 
set of values, how these values drive certain actions rather than others, and how this 
evolves? Additionally, and similarly difficult, is designing and implementing initia-
tives to change culture, as this requires changing a group of individuals’ behaviors. 
In the next section, we introduce several methods that have been developed to mea-
sure safety culture and ways these have been used to improve patient outcomes.

9.4	 �Qualitative and Quantitative Tools for Measuring  
Safety Culture

Approaches to studying organizational culture can include both qualitative and quan-
titative methodologies. Qualitative research typically involves ethnographic field 
observations, interviews, focus groups, among other techniques for understanding 
the interactions of the complex surgical ecosystem. There are many examples of this 
type of work in health care and specifically in surgery, ranging from Charles Bosk’s 
seminal book, Forgive and Remember [5], to more contemporary studies of imple-
mentation of safety programs, such as Mary Dixon-Woods’ investigation of how 
culture in English intensive care units shaped the ability to implement a central line 
safety initiative [6]. These approaches can yield incredibly vivid and specific expla-
nations of organizational culture and subcultures, and can be especially powerful 
when linked to empiric studies. The skillset and resources needed for this work are 
possessed by relatively few surgeon-scientists, but is more commonly achieved 
through collaborations with other experienced researchers with backgrounds in 
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sociology, anthropology, and qualitative evaluation. These interdisciplinary collabo-
rations can be very fruitful, not only for the research output, but also for the experi-
ence with qualitative methodology gained by the surgical researcher.

While qualitative methods can yield granular data and rich content, they are 
often impractical to utilize on a large scale or on repeated basis. It can also be dif-
ficult to empirically correlate the findings of this type of work with quantitative 
datasets on surgical processes and outcomes. This has created an appetite for instru-
ments that can be repeatedly administered and compared between organizations in 
an empiric fashion. One such tool is the Safety Attitudes Questionnaire (SAQ), an 
AHRQ-funded instrument developed and validated by Brian Sexton, Eric Thomas, 
and Robert Helmreich [7]. The SAQ is partially derived from a tool used in the avia-
tion industry. Modified for the healthcare environment, it is comprised of 60 items 
scored on a five-point Likert scale spanning six domains: (1) Teamwork Climate, 
(2) Safety Climate, (3) Perceptions of Management, (4) Job Satisfaction, (5) 
Working Conditions, and (6) Stress Recognition. The tool has been tested in a vari-
ety of healthcare environments, including intensive care units, inpatient wards, 
ambulatory clinics, and operating rooms, and has demonstrated good psychometric 
properties. There is also a 36-item short form, as well as specific versions for the 
operating room and labor and delivery suite, although the formal testing of these 
modifications has been less rigorous.

Another similar tool is the Hospital Survey on Patient Safety (HSOPS), developed 
directly by AHRQ [8]. Similarly composed of Likert-scored items and responses, the 
HSOPS has 42 items grouped into 12 composite measures. This tool is intended for 
the hospital-setting, although there are related surveys for other settings including the 
outpatient clinic and ambulatory surgical units. Other surveys, such as that developed 
by Sara Singer and colleagues, look specifically at some of the actions that frontline 
workers perceive as creating a climate of safe care delivery [9].

9.5	 �Safety Culture and Surgical Outcomes

Understanding the safety culture of surgical organization and the ability to measure 
this empirically is only a first step. There is now a growing body of literature that 
links safety culture with outcomes after surgery. For example, one study used the 
HSOPS tool in seven hospitals participating in a colorectal surgery improvement 
project, finding that there was an association between surgical site infection rate and 
perceived safety culture in 9 of 12 domains of the survey [10]. Another study, 
embedded within the Safe Surgery 2015 South Carolina collaborative, identified an 
association between perception of safe surgical practice using the instrument devel-
oped by Singer et al., with risk-adjusted postoperative mortality after inpatient sur-
gery [11]. For each one point difference (on a 7 point Likert scale) in the domains 
of respect, clinical leadership, and assertiveness, there was a 14–29% difference in 
risk-adjusted mortality. Another recent study looked at a single institution’s changes 
in safety culture, as measured by a modified version of the SAQ, after a program to 
improve culture and outcomes. The authors found that there was a sustained 
improvement in SAQ scores after implementation of this program, which paralleled 
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an improvement in outcomes reflected in National Surgical Quality Improvement 
Program (NSQIP) measures [12].

9.6	 �Next Steps: Opportunities for Health  
Services Researchers

These studies represent the insights that can be gained from studying and under-
standing safety culture and surgical outcomes. There is much further work that can 
be done to examine this phenomenon in a more granular fashion. Identifying links 
between processes of care delivery and safety culture could help to understand the 
reasons for failure to rescue, thought to be a major contributor to variations in 
postoperative mortality [13]. Attention is needed to develop scalable interventions 
to improve the safety culture within diverse surgical organizations with various 
levels of resources, such that patient outcomes are improved. This will necessitate 
engagement with implementation science, communication, education, and others 
along with the study of culture. Mixed-methods approaches will be particularly 
valuable in these studies, and represents a critical opportunity for academic sur-
geons to lead investigations.

Additionally, there are opportunities to draw from the studies in other industries, 
such as business and education, to better understand other areas of culture beyond 
safety within health care organizations. For example, the World Management 
Survey group is evaluating management culture and hospital performance, includ-
ing linking this aspect of organizational culture with clinical processes and patient 
outcomes, mirroring previous work been done in manufacturing [14]. Finally, and 
perhaps the area of greatest potential, is introducing opportunities for continuing 
education and training in organizational culture to various front-line stakeholders 
(e.g., clinicians, trainees, and other staff) within complex health care systems.

9.7	 �Conclusion

Ultimately, studying and understanding the various dimensions of organizational 
culture, coupled with intentional efforts to improve it, can lead to innovation that 
will improve the quality and safety of surgical care delivery. For the surgeon-
scientist focusing on health services research, much further work is needed to iden-
tify scalable tools to measure surgical cultures and subcultures, design interventions 
to enhance culture and educate others, and study the complex interplay between 
surgical processes, culture, and patient outcomes.
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Abstract
Patient reported outcomes (PROs) are defined as the outcomes of treatment reported 
directly by patients and thereby reflect the results of treatment that are most mean-
ingful to patients. As a critical component of Patient Centered Care, PROs are 
increasingly important to clinical care, quality assessment and improvement, and 
health services research (HSR). Most of the formative assessment of PROs focuses 
on accuracy and validity—most importantly, does the instrument measure what it is 
intended to measure? Does it comprehensively measure the critical domains in the 
area of inquiry, is it as parsimonious as possible to reduce respondent burden, do the 
results generalize to the represented population? In short, how close does the PRO 
come to truly answering the research question? The current chapter explores such 
questions and offers keys to selection and management of PROs, establishment of 
internal and external validity, and interpretation of findings.

10.1	 �Patient Reported Outcomes: A Critical Component 
of Patient Centered Care

Patient reported outcomes (PROs) are defined as the outcomes of treatment 
reported directly by patients and thereby reflect the results of treatment that are 
most meaningful to patients. As a critical component of Patient Centered Care, 
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PROs are increasingly important to clinical care, quality assessment and improve-
ment, and health services research (HSR). PROs can be categorized traditionally as 
health related quality of life, symptoms, experiences of care (i.e., Patient Reported 
Experiences), and as health behaviors (Table 10.1). All are meant to directly reflect 
the patient perspective and to provide a counter-balance to the more dominant cli-
nician perspective in the medical record or the investigator perspective in the 
research record. In extensive previous work among patients with cancer, for exam-
ple, clinician-reported patient symptoms are typically downgraded in frequency 
and intensity relative to patient-reported symptoms. However, when randomized to 
an intervention that allowed regular and direct patient reporting of symptoms, 
patients required significantly fewer emergency department visits and unplanned 
hospitalizations and were able to remain on chemotherapy longer than patients in 
the usual care control group [1]. These findings indicate that understanding patient 
experiences and perspectives without a clinician/investigator filter may have sub-
stantial clinical implications. PROs should affect how we weigh treatment effec-
tiveness against toxicity in clinical trials and in HSR. In particular, the power of 
merging PROs with clinical data embodies the fundamental goals of patient cen-
teredness. Ultimately, without capturing PROs, it is not possible to understand 
comprehensively the value of surgical care to the end users - that is, to the patients 
who undergo it.

In clinical and health services research over the past 10 years, methods to mea-
sure PROs have seen tremendous advancement. The National Quality Forum has 
outlined a hierarchy of methodological rigor for selection of PROs (Fig. 10.1) [2]. 
At their most simple, PROs are received directly from patients and need not have 
any formal measurement properties, as demonstrated by Likert scale questions often 
appended to studies. By contrast, PRO-Measures (PRO-Ms) require establishment 
of psychometric properties to demonstrate reliability and validity and can (should) 
be used in research, but first must undergo more formalized interpretation by devel-
opers. PRO-Performance Measures (PRO-PM) should demonstrate the ability to 
delineate differences in PROs based upon provider and/or hospital systems. PRO-
PMs must be even more rigorously developed and tested given the intended purpose 
of differentiating quality of care and potentially used for accountability.

Measures of PROs, and patient reported experiences under the PRO umbrella, 
capture many domains and may be generic and/or specific to an outcome related to 
an intervention and/or a specific disease. Generic measures (i.e. symptoms, func-
tion, quality of life) permit comparison among diverse diseases and establishment 

Table 10.1  A typology of patient reported outcomes

Category Dimensions Exemplar instrument
Health related quality of life Well-being, function, role SF36
Symptoms Pain, fatigue Visual acuity scale
Patient reported experiences Satisfaction with surgical care S-CAHPS
Health behaviors Harmful or beneficial activities CAGE questionnaire

SF-36: Short Form 36; S-CAHPS: Consumer Assessment of Healthcare Providers and Systems 
Surgical Care Survey; CAGE: Cut-Annoyed-Guilty-Eye
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of construct validity. Unique outcomes associated with disease processes and/or 
treatments, however, may not be detected without disease-specific measures.

10.2	 �Development of Patient Reported Outcomes

The first step in design of a study or program that includes PROs involves decision 
making about the use of existing scales versus development of new measures. Such 
a determination is informed first by the study question and design but also must take 
into account pragmatic realities related to time, financial costs, and other research 
team resources. Use of existing measures decreases the planning and preparation 
time, facilitates sample size calculations, and enables comparisons of data. However, 
if the pre-existing measure that has been selected is not responsive to the actual 
research question, the data will be meaningless. While development of a new mea-
sure may ensure that the items included are responsive to the research question, 
measure development is time intensive and laborious, and the new measure will 
require extensive validation before it can be appropriately incorporated into a study 
as a primary outcome. Therefore, investigators must carefully consider the financial 
and opportunity costs to the use of newly developed vs. established measures.

Regardless of whether PROs are to be developed or selected, preparation for a 
PRO study begins with an exhaustive literature search of existing measures as well 
as non-validated measures. If a PRO is to be developed, patient engagement from the 
time of inception is critical—and sometimes under-appreciated. Ideally, patients 
should be involved in every step of the PRO or PROM development process in order 
to ensure relevance of the question and outcome, fidelity to the patient perspective, 
and comprehensibility of the instrument, and to assist in interpretability by the inves-
tigator (Table 10.2). All too often, however, the study team lacks resources and time 
for an ideal PRO-M development process. A recent study of PRO-M developers 

Patient Reported 
Outcome (PRO)

Patient Reported 
Outcome-Measure 

(PROM)

Patient Reported 
Outcome-Performance 

Measure (PRO-PM)

Identify the gap in 
knowledge.

Identify the 
outcomes 
meaningful to the 
target patients.

Determine whether 
PRO can address 
the gap in 
knowledge.

Identify PROMs for 
the target patients.

Select PROMs with 
suitable 
psychometrics.

Use selected 
PROMs with the 
target patients in 
the target setting.

1. Specify the change in  
measurement.

2. Test the PRO-PM for 
reliability, validity, 
threats to validity.

Fig. 10.1  A Hierarchy of Methodological Rigor for Selection of Patient Reported Outcomes. 
Adapted from the National Quality Forum (www.qualityforum.org)
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suggested that more than 25% included no patient input whatsoever [3]. Among 
those that did, patients were primarily involved through interviews or focus groups 
seeking feedback only on item development and comprehensibility. Engagement of 
the broader community of stakeholders is also critical to development of PROs. 
Depending upon the study question and intended purpose of the PRO, stakeholders 
may include patients, physicians, health care systems and/or payers.

As a next step in measure development after the literature review, many research 
teams will create a document of the domains to be included in the PRO-M drawn 
directly from the literature search, the underlying conceptual model, research ques-
tion, and patient and stakeholder input. Items for a survey can be developed directly 
from such a “domains document”, often taking the form of a Likert or Likert-type 
scale. Likert and Likert-type scales are ordinal scales that measure agreement with 
a statement or the intensity of an experience on a linear continuum. The Likert-type 
scale for patient reported outcomes or survey items is popular due to ease of com-
prehension by the respondent and analysis by the research team. After creating a 
preliminary draft of items for the PRO or PRO-M, investigators ascertain inclusion 
of all relevant domains by conducting qualitative interviews to collect additional 
items from a representative sample of patients for whom the PRO is intended. Then, 
after the identification of items and question creation, internal validity should be 
assessed through cognitive interviewing of patient respondents. In this way, investi-
gators can ensure that patients’ interpretations of the items in the PROM truly reflect 
the questions of the study team. Finally, some form of item reduction, such as factor 
analysis [4], should be performed to minimize respondent burden.

While laborious and expensive, the development of a PRO may provide tremen-
dous advances in understanding surgical outcomes under the right circumstances. 
Moreover, rapid advances in the development of PROs within the last 10 years have 
eased the burden on research teams and patient respondents [5]. In addition to semi-
structured interviews, item generation can be augmented by crowdsourcing, which 
is increasingly used in an online format [6].

Table 10.2  Steps in development of patient reported outcomes

Action Purpose Participants
Question development Motivate the study Research team and 

stakeholders
Literature review Identify and review existing 

measures
Research team

Develop domains 
document

Map the areas of inquiry Research team and 
stakeholders

Qualitative interviews 
or focus groups

Ensure complete capture of 
important domains

Research team, stakeholders, 
patients

Question development Generate a preliminary draft of the 
survey

Research team and 
stakeholders

Cognitive testing and 
survey refinement

Ensure readability, 
comprehensibility, fidelity to 
domains

Research team and patients 
with the target condition

Item reduction Minimize respondent burden Research team
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10.3	 �Pre-Existing Patient Reported Outcomes

Given the effort required for development, many investigators instead ultimately 
select PROs that have been previously developed, tested, and published. PRO 
researchers may be tempted to pull items from different PROs to create a piece-
meal measure; however, the psychometric validity of an extant PRO only applies to 
use of the measure as it was developed. An instrument with variations in the order 
or wording of items may perform differently from the original. As well, the items 
in measures developed with item response theory (IRT) [7] may be “pulled” from 
a statistical perspective but few studies that have examined how to score these 
items in isolation. Therefore, whenever possible, we recommend use of existing 
measures as they were designed. As well, research teams are wise to address, up 
front, any copyright issues and to obtain the scoring manual before implementing 
a PRO or PRO-M.

As noted above, if existing PROs are available and appropriate to the research 
question, the researcher must make explicit decisions about whether to use generic 
or disease-specific PROs. Disease- specific PROs focus on the disease and patient 
population of interest and, therefore, provide data that is germane to affected 
patients and their providers. By contrast, generic measures are useful to compare 
across populations and treatments, to compare different populations across a similar 
treatment, and to establish benchmarks. Initiatives like PROMIS (http://www.
healthmeasures.net/explore-measurement-systems/promis), suggest a broad desire 
to use generic measures to evaluate disease states. Alternatively, initiatives like the 
International Consortium for Health Outcomes Measurement (www.ichom.org) 
demonstrate the validity of disease-specific measurement, which may be more 
actionable for specific patients but don’t have the same potential for quality or per-
formance improvement that generic measures have. Depending on the research 
goals, many PRO researchers use a combination of generic and disease specific 
measures. Similar to factor analysis noted above, item reduction and validation can 
be facilitated by use of innovative psychometric techniques such as IRT, which 
models the relationship between item responses and latent constructs to develop the 
most parsimonious, least burdensome PRO-M instrument.

10.4	 �Psychometric Issues

The psychometric properties of a PRO speak to its soundness or internal validity, 
which is critical to the collection of meaningful data [8]. The psychometric proper-
ties of the measure are most likely to be optimized using a mixed methods approach 
with both qualitative and quantitative research methods. A qualitative approach is 
particularly helpful to establish face and content validity. Face validity simply indi-
cates the degree to which the PRO actually measures what it claims to measure; 
content validity indicates the degree to which all the relevant items based on under-
lying theoretical concepts are included in the PRO. Of note, several measures have 
been developed using items from long standing “legacy measures” based on the 
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argument that the items have been vetted previously and therefore face and content 
validity have been established. It is possible, however, that legacy measures may be 
missing important items and/or updates are warranted.

Several important psychometric components of PROs must be addressed quanti-
tatively. Reliability refers to the measure’s ability to distinguish true differences 
between groups and/or changes over time. Establishment of the simplest form of 
reliability, test-retest reliability, is a minimum standard in measure development. 
Specifically, test-retest reliability involves application of the PRO on more than one 
occasion when responses are expected to be consistent and determination of stabil-
ity of responses with Crohnbach’s alpha. Criterion validity is an assessment of a 
PROs actual performance and measured two ways. First, concurrent validity refers 
to a measure’s relationship to benchmark instruments that purport to measure the 
same construct or domains. Ideally results from a newly developed measure corre-
late closely with results from a gold standard (or criterion) measure if one exists. 
Second, predictive validity indicates how well a measure deployed at one point in 
time can predict results at a future point in time.

Construct validity, indicating how well a PRO captures a theoretical trait, is a 
more complex psychometric property. While content validity described above refers 
to whether the content of a measure reflects the important concepts of a trait, con-
struct validity refers to whether a measure accurately reflects the central theoretical 
phenomenon under study and does not inadvertently measure other related phenom-
ena. Establishment of construct validity is not possible with a single test. Instead, it 
requires a body of work to be developed that demonstrates the utility of the PRO. The 
most important two considerations within construct validity are convergent valid-
ity—indicating that constructs that are expected to be related actually are related—
and discriminant validity—indicating that two constructs that are unrelated actually 
are unrelated. In testing discriminant validity, the researcher also must evaluate how 
the measure distinguishes between groups of patients, for example by comparing 
scores of patients believed a priori to be different. Finally, depending on the PRO, 
it is important to show that the PRO is sensitive to change over time.

The majority of PRO-Ms are still developed using classic psychometric theory. 
It is important, however, to appreciate that there are newer psychometric methods 
for PRO development, such as previously mentioned IRT and Rasch modeling [7]. 
As noted, both are useful in computer adaptive testing which enables surveys to 
increase precision without adding questions. Unlike classical techniques, reliability 
and validity in this context rests on the individual items rather than the overall 
instrument. By contrast to IRT, which doesn’t calibrate between the items, Rasch 
techniques employ a hierarchical calibration. Although the statistical theory behind 
IRT and Rasch differ, both are designed to optimize precision and minimize survey 
burden, thereby increasing response rates.

Ultimately, in developing or choosing a measure, PRO researchers must accept 
that at least some psychometric properties will be imperfect and as in all research, 
compromises are unavoidable. The study team decisions and assumptions therefore 
should be made explicit and contingencies considered for the possibility that the 
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PRO does not work as expected. As well, it is important to note that sometimes the 
null hypothesis cannot be rejected; that is, the hypothesized outcome differences 
may not exist between the subject groups.

10.5	 �External Validity

The external validity of a PRO refers to how well the results can be generalized to a 
population of interest, other settings, or other points in time. The most important 
first step to optimize external validity, or generalizability, occurs during selection of 
respondents. The subject group should be compared in multiple ways against the 
target population to ensure similarity, or alternatively, can be selected from the tar-
get population in a random fashion. The research team should always determine a 
sampling strategy explicitly and in advance of instrument deployment, accounting 
for financial and other resources.

The most important second step to optimize external validity is to achieve ade-
quate response rates. Even the best sampling strategy can be compromised by poor 
response rates. Poor response rates threaten external validity because of potential 
differences between those who respond and those who do not. In this way, although 
the sampling strategy may identify an outstanding representation of the population 
of interest, the actual data collected may not.

Pre-testing the content and format of a PRO-M is critical to ensure the best pos-
sible survey design and usability. In general, once a patient starts a survey, she is 
likely to finish the survey. Advance planning by the study team can help in several 
ways. Patients that are reporting outcomes should feel that the PRO items are impor-
tant and have the potential to improve their care—the survey should reflect what the 
patient is experiencing. Particularly in clinical care, opportunities for respondent 
feedback to the research team will increase patients’ willingness to complete a 
PRO. For example, embedding the PRO data collection and discussion of the results 
with patients as part of their clinical care has been shown to improve patient satis-
faction with the visit [1]. More recent data demonstrate that pre-notification and/or 
incentives may no longer be as important as they once were and that appropriate 
incentives for specific cohort may vary [9, 10].

Historically, survey response rates have been optimized using Dillman strategies 
with repeated attempts at contact through several modes [11]. Paper and pencil sur-
veys, for example, appear to be more highly endorsed with a personalized letter, 
incentives, and a planned strategy for repeated mailings. In the current era of infor-
mation overload, surveys must stand out—and response rates for electronic surveys 
depend on user-friendly formatting and personalization. PRO-Ms should take less 
than 10 minutes to complete and should have a very easy user interface. They should 
be adaptable to completion on various electronic modalities. Alternative back-up 
modes (i.e. telephone, paper) should be considered to improve data collection from 
otherwise under-represented groups. Using available technology to decrease the 
respondent burden will likely improve data collection.
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10.6	 �Interpretation of Patient Reported Outcomes

Interpretation of the data is the last major task in a PRO research project—this is the 
critical transition between acquiring data and generating new knowledge. In their 
simplest form, PROs have been reported as mean scores and absolute or relative 
differences between groups. CONSORT guidelines [12] acknowledge that for com-
parison across studies, absolute differences may be more meaningful than relative 
differences because absolute differences do not rely on baseline measures, which 
may be different among groups.

Presentation of mean scores has been supplanted more recently by the concept of 
minimum clinically important difference (MCID), based on important work from 
early evidence-based medicine researchers [13]. The minimum clinically important 
difference refers to the smallest difference between scores that patients themselves 
perceive to be beneficial or harmful. The MCID can be determined in two ways—
the distribution method based on the standard deviation (e.g., standardized effect 
sizes) among measurements or the anchor-based method which relies on compari-
son against other previously established benchmarks (e.g., generic quality of life 
measures). Each method has advantages—for example, the distribution method is 
relatively quick and easy to calculate—however, only the anchor-based method 
considers the patients’ perceptions and therefore is preferred by the PRO research 
community. To encompass the spectrum of patient experiences and perceptions, 
researchers who use the anchor-based method should compare against multiple 
instruments. The study team then must decide which anchor to use to calculate 
MCID based on the mean score of patients who report a minimum detectable differ-
ence. Some research teams have reconciled the distribution- and anchor-based 
methods, for example through standardizing the anchor-based MCID by dividing by 
the pooled standard deviation [14].

Once the effect sizes have been determined and MCID established, they can be 
compared across groups or studies based on Cohen’s guidelines for interpreting 
effect size estimates with small, medium, and large effect sizes corresponding to 
D = 0.2, 0.5 and 0.8. This numerical distinction may be somewhat arbitrary and the 
onus is on the researcher to ensure during interpretation that the findings are salient 
for patients and their clinicians.

10.7	 �Conclusion

Ideally, patient reported outcomes should be included in any study that pertains to 
the processes and outcomes of care of patients. Reliable PRO data can facilitate the 
accuracy of predictions, can provide a foundation for patient and clinician expecta-
tions, and are fundamental to engagement in authentic shared decision making for 
treatment. PROs are also necessarily imperfect. They attempt to pin down an experi-
ence, perspective, or value at one point in time and, as in any discipline, are merely 
proxies for the real-life experience or outcome that is being measured. Nonetheless, 
based on their critical importance to patient centered care and the new, sophisticated 
methods under development to enhance accuracy and precision and reduce burden, 

L. K. F. Temple and A. M. Morris



111

we can expect that PROs will have an increasingly central position in health ser-
vices and clinical research.
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11Studying What Happens in the 
Operating Room

Yue-Yung Hu and Caprice C. Greenberg

Abstract

The majority of surgical adverse events may be traced to the operating room (OR). 
However, traditional surgical health services research approaches are limited in 
their ability to assess what is happening in the OR. In this chapter, we present an 
overview of point-of-care research, including strategies for data collection and 
analysis. Seminal papers in the field of intraoperative research are discussed.

11.1	 �Why Study What Happens in the OR?

In 1999, the Institute of Medicine published To Err is Human: Building a Safer 
Health System [1], reporting that 44,000–98,000 patients die annually in the United 
States as a result of preventable medical errors – more than motor vehicle collisions, 
breast cancer, and AIDS. Adverse events are estimated to cost Americans $393–
$958 billion dollars a year, representing 45% of our healthcare expenditures [2].

Between half and two-thirds of inpatient adverse events are attributable to surgi-
cal care [3–5], and 75% percent of these errors occur intraoperatively [6]. Yet, the 
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vast majority of research addressing surgical quality and safety does not give spe-
cific attention to the highest risk point-of-care: the operating room (OR).

The most commonly assessed risk factors – patient characteristics (e.g., comor-
bidities), operative risk factors (e.g., procedural complexity), surgeon volume, insti-
tutional volume, institutional infrastructure (e.g., availability of resources like 
critical care or pediatric anesthesiology) – are all fixed in place before a patient’s 
operation begins; as such, they do not speak to what is happening in the OR. Moreover, 
they present few opportunities for modification.

Safety has been traditionally equated with the absence of postoperative morbidity 
or mortality. Using administrative (e.g., Medicare claims) or clinical (e.g., American 
College of Surgeons National Surgical Quality Improvement Project medical chart 
abstraction) data, the incidence of surgical complications may be estimated, from 
which the quality of care is inferred. However, in characterizing care as binary – the 
presence or absence of complications, and therefore, of quality – we lose information 
that may be used to prevent or mitigate them. Such studies are unable to discern the 
impact of individual events on outcomes and/or whether they occurred pre-, intra-, or 
postoperatively. They also overlook adverse events that have been compensated (e.g., 
near misses). Because not all complications are preventable, studying such resilience 
is of particular interest to those dedicated to improving care.

11.2	 �What Is There to Study in the OR?

11.2.1	 �Complexity of Intraoperative Care

Point-of-care research has been underutilized in surgery, likely due to the complex-
ity of the OR. A safe operation depends upon the performance of individuals – sur-
geons, anesthesiologists, nurses – who work against time and production pressures, 
fatigue, and an ever-expanding body of medical knowledge. These individuals must 
function within intra- and inter-disciplinary teams in the OR, and to do so, they must 
overcome disparate levels of experience, competing priorities, ad hoc rather than 
fixed team membership, and institutional and/or professional cultures that may dic-
tate behavioral and/or communication norms. Finally, these individuals and teams 
in the OR depend upon accurate and timely transfer of information and equipment 
from other locations within the hospital, often after a period of time has elapsed 
(e.g. preoperative anesthesia testing) [7].

11.2.2	 �Human Factors Engineering

Because of this complexity, the OR is particularly amenable to human factors 
research. Human factors is a field of engineering concerned with the “understanding 
of interactions among humans and other elements of a system,” including physical, 
cognitive, social, and organizational aspects. It is responsible for safety advances in 
other complex work domains requiring high reliability, such as aviation and nuclear 
reactor control [8].
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11.2.3	 �Conceptual Models

James Reason’s Swiss cheese model (Fig. 11.1) conceptualizes a system as a stack 
of Swiss cheese slices. Each slice represents a layer of defense against error (active 
failures), and the holes in each slice represent unique vulnerabilities (latent failures) 
in each layer of defense. Errors are mitigated by multiple layers of defense; only 
when vulnerabilities align between layers does risk materialize into harm [9].

The Donabedian model describes three sequential categories for examining care 
quality: structure (the context in which healthcare is delivered, e.g., facilities, 
financing, staff, equipment), process (the interaction between patients and provid-
ers), and outcomes (the effects of care on patients and populations) [10]. These 
concepts have been foundational to health care quality research; however, the model 
has been criticized as overly linear.

The Systems Engineering Initiative for Patient Safety (SEIPS) model (Fig. 11.2) 
builds on the Donabedian platform and describes five domains: tools/technology, 

Losses

Hazards

Fig. 11.1  James Reason’s 
Swiss cheese model [9]
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Fig. 11.2  SIEPS 2.0 model [11]
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organization, tasks, environment, and people. Three concepts added in the SEIPS 
2.0 model – configuring (dynamic, hierarchical, and interactive properties), engage-
ment (individuals and teams may perform activities separately and collaboratively), 
and adaptation (a feedback mechanism explaining how dynamic systems evolve in 
both planned and unplanned ways) – address concerns about over-linearity in the 
Donabedian model [11].

11.3	 �How Do We Study What Happens in the OR?

11.3.1	 �Data Sources

Questionnaires allow researchers to obtain answers to specific questions from 
large numbers of subjects, anonymously (which may increase honesty), expedi-
tiously, and inexpensively. They must be rigorously designed and tested prior to 
deployment to optimize psychometric properties. If the intent of the question is not 
clear and/or the response options inadequately inclusive, the resultant data is unin-
terpretable. We therefore recommend using previously validated instruments 
whenever possible. For example, the Safety Attitudes Questionnaire assesses per-
ceptions of teamwork in the OR [12]. Occasionally, no existing validated tool 
exists, and one must develop a new instrument, taking care to perform rigorous 
pilot and validity testing to ensure reliability and accuracy. A major limitation of 
even well-constructed surveys is the difficulty in investigating new questions or 
research themes that arise. Follow-up questions require administration of a second 
survey, and paired analysis requires two identical subject populations as well as 
identifiers to link them.

Interviews of key informants are a rich source of data, as respondents may 
elaborate on their experiences and perspectives in great detail. The interaction 
between interviewer and interviewee allows for new themes to be further 
explored as they emerge. Because they are conducted individually, confidential-
ity may be easier to assure. Focus groups are essentially group interviews. The 
added interaction between focus group members allows for disparate opinions 
and experiences to be explored in depth. However, the lack of anonymity in 
challenging cultural norms and/or the views of thought leaders may prevent 
individuals from being forthcoming. Finally, both interviews and focus groups 
are subject to recall bias, and it may be difficult or impossible to ascertain 
respondents’ accounts of events.

Field observation, in which research personnel embed themselves in vivo in the 
work environment, allows prospective data collection at the point-of-care. Several 
validated instruments exist to enable observers to measure communication [13], 
teamwork (NOTECHS [14], OTAS [15]), and disruptions [16] in the OR. However, 
the Hawthorne effect may limit the authenticity of the events that are observed. 
Recall bias, although likely lessened by the third party perspective (vs. first person 
narrative obtained in interviews/focus groups), may still exist. Because multiple 
events occur rapidly and often simultaneously, they may be difficult to fully observe. 
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Physical constraints prevent multiple observers from being present, and the observ-
ers selected may have limited comprehension of unfolding events, depending on the 
scope of their domain knowledge.

Video recording addresses some of the challenges inherent to field observation. 
It generates a comprehensive record that allows for repeated viewing by multiple 
observers, minimizing data loss and/or misinterpretation. By replacing observers 
with equipment, the Hawthorne effect may be minimized, but not eliminated. Other 
disadvantages include the expense, a time-consuming analysis, and sensitivity 
around confidentiality/medicolegal discoverability issues.

11.3.2	 �Sampling

The sampling schema chosen depends upon the study objectives. If the goal is to 
make a statistical generalization, then the sample should be representative of the 
relevant population. For this reason, random sampling is typically used for quantita-
tive research. In contrast, analytic generalizations, which relate to conceptual power 
rather than representativeness, has historically been linked to non-random sampling. 
However, these are not inviolable rules; non-random sampling may be appropriate 
for some quantitative research projects, just as random sampling may be best for 
some qualitative research projects.

There are five random, probabilistic sampling schema: simple, stratified, cluster, 
systematic, and multi-stage. Non-random, purposive sampling techniques include 
maximum variation, homogenous, critical case, theory-based, confirming/disconfirm-
ing, snowball/chain, extreme case, typical case, intensity, politically important case, 
random purposeful, stratified purposeful, criterion, opportunistic, mixed purposeful, 
convenience, quota, and multi-stage purposeful [17]. See Table 11.1 for a concise 
explanation of these sampling schema. Examples are given in Sect. 11.4 of this text.

Table 11.1  Major Sampling Schemes in Mixed-Methods Research [17]

Sampling scheme Description
Simplea Every individual in the sampling frame (i.e., desired population) has an 

equal and independent chance of being chosen for the study.
Stratifieda Sampling frame is divided into sub-sections comprising groups that are 

relatively homogeneous with respect to one or more characteristics and a 
random sample from each stratum is selected.

Clustera Selecting intact groups representing clusters of individuals rather than 
choosing individuals one at a time.

Systematica Choosing individuals from a list by selecting every kth sampling frame 
member, where k typifies the population divided by the preferred sample 
size.

Multi-Stage 
Randoma

Choosing a sample from the random sampling schemes in multiple stages.

Maximum 
Variation

Choosing settings, groups, and/or individuals to maximize the range of 
perspectives investigated in the study.

(continued)
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11.3.3	 �Analysis

Surgical health services researchers have long performed quantitative research, to 
which numerical measurement and statistical analysis are central. Certain features 
of intraoperative care are amenable to such techniques. For example, the number of 
exits/entries into the OR, the number of interdisciplinary communications, and the 

Table 11.1  (continued)

Sampling scheme Description
Homogenous Choosing settings, groups, and/or individuals based on similar or specific 

characteristics.
Critical Case Choosing settings, groups, and/or individuals based on specific 

characteristic(s) because their inclusion provides the researcher with 
compelling insight about a phenomenon of interest.

Theory-Based Choosing settings, groups, and/or individuals because their helps the 
researcher to develop a theory.

Confirming/
Disconfirming

After beginning data collection, the researcher conducts subsequent 
analyses to verify or contradict initial results.

Snowball/Chain Participants are asked to recruit individuals to join the study.
Extreme Case Selecting outlying cases and conducting comparative analyses.
Typical Case Selecting and analyzing average or normal cases.
Intensity Choosing settings, groups, and/or individuals because their experiences 

relative to the phenomena of interest are viewed as intense but not 
extreme.

Politically 
Important Case

Choosing settings, groups, and/or individuals to be included or excluded 
based on their political connections to the phenomena of interest. 

Random 
Purposeful

Selecting random cases from the sampling frame and randomly choosing 
a desired number of individuals to participate in the study.

Stratified 
Purposeful

Sampling frame is divided into strata to obtain relatively homogeneous 
sub-groups and a purposeful sample is selected from each stratum.

Criterion Choosing settings, groups, and/or individuals because they represent one 
or more criteria.

Opportunistic Researcher selects a case based on specific characteristics (i.e., typical, 
negative, or extreme) to capitalize on developing events occurring during 
data collection.

Mixed Purposeful Choosing more than one sampling strategy and comparing the results 
emerging from both samples.

Convenience Choosing settings, groups, and/or individuals that are conveniently 
available and willing to participate in the study.

Quota Researcher identifies desired characteristics and quotas of sample 
members to be included in the study.

Multi-Stage 
Purposeful 
Random

Choosing settings, groups, and/or individuals representing a sample in 
two or more stages. The first stage is random selection and the following 
stages are purposive selection of participants.

Multi-Stage 
Purposeful

Choosing settings, groups, and/or individuals representing a sample in 
two or more stages in which all stages reflect purposive sampling of 
participants.

aRepresent random (i.e., probabilistic) sampling schemes
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amount of time spent answering pages may all be counted or calculated and ana-
lyzed for an association – most frequently using mathematical modeling – with an 
outcome of interest (e.g., the number of adverse events).

Many aspects of intraoperative care are inadequately described in quantitative 
terms. Often, the etiology of a complication is multifactorial and therefore not mea-
surable in a straightforward way. We previously described [18] a scenario in which 
a patient undergoing a massive retroperitoneal sarcoma resection had unrecognized 
blood losses, was under-resuscitated, and suffered cardiac ischemia. Although on 
the surface, the error seems simple, the underlying factors were many, varied, and 
layered. The anesthesiology resident was left unsupervised for a period of time, as 
the attending anesthesiologist had supervisory responsibilities in other ORs (coor-
dination). Seeing the suction canisters, the anesthesiology resident asked the surgi-
cal attending if there was bleeding. The surgeons denied “surgical bleeding,” by 
which they meant there was continuous oozing, but no single source on which to 
intervene (communication). The surgeons did not seek information about the 
patient’s hemodynamic status, and the anesthesiology resident did not hear their 
discussion about the changing demands of the case (monitoring/vigilance). Further 
probing by the anesthesiology resident was likely inhibited by the culture of hierar-
chy in the OR (status asymmetry). The urgency of the situation was not recognized 
and resuscitation did not begin until the anesthesiology attending returned (knowl-
edge/training). Such non-structured data is better analyzed using qualitative 
research techniques. Qualitative researchers strive to make sense of phenomena in 
the real, uncontrolled world – in particular, how people understand them and the 
meaning they attribute to them. Qualitative techniques may be appropriate for 
exploratory, hypothesis-generating work; these findings may then be further inves-
tigated using traditional quantitative techniques.

Mixed-methods researchers may utilize both quantitative and qualitative tech-
niques to triangulate a research question. This powerful combination is commonly 
encountered in point-of-care research.

11.3.4	 �Practical Considerations

Those seeking to perform point-of-care research may benefit from collaboration 
with research experts from relevant fields, e.g., human factors engineers, cognitive 
psychologists, business psychologists, psychometricians, and qualitative research-
ers. Ideally, these collaborators should be involved early in the study design process, 
as their input may significantly alter and improve the quality of data collected as 
well as its analysis and interpretation.

Additionally, as the OR is a high-stress environment in which workers have been 
subject to observation or monitoring only as a regulatory function, intraoperative 
event analysis may constitute a sensitive research activity. To ensure provider par-
ticipation, engagement is critical. Key administrative and clinical collaborators 
should be identified and involved early to design research protocols that minimally 
disrupt workflow and/or inconvenience providers. The support of these 
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collaborators will provide face validity for the project at the time of review, as well 
as ensure up-to-date and rigorous methodological considerations.

Medicolegal risk is an oft-cited barrier to provider participation in point-of-
care research. In our discussions with legal experts, such documentation is more 
likely to provide evidence that the standard of care was delivered than the con-
trary. On the other hand, if the standard of care was violated, settling without a 
lengthy trial would be better for all involved. In either case, video may function in 
the best interest of healthcare providers. Nevertheless, those concerned about liti-
gation will require further reassurance. For our study using intraoperative video, 
we instituted the following: (a) video recordings were intentionally low-resolu-
tion to limit provider identifiability; (b) videos were transcribed, eliminating pro-
vider identifiers, then destroyed within 90 days, as per study protocol; (c) case 
identifiers were maintained in a coded fashion to allow for chart review at 30 days, 
then destroyed, as per protocol, (d) a Certificate of Confidentiality was obtained 
from the Department of Health and Human services to protect against involuntary 
disclosure [18].

11.4	 �Seminal Papers on What Happens in the OR

11.4.1	 �deLeval MR, Carthey J, Wright DJ, Farewell VT, Reason 
JT. Human Factors and Cardiac Surgery: A Multicenter 
Study. Journal of Thoracic and Cardiovascular Surgery 
2000;119(4Pt1):661–72

Data Sources: Quantitative (surgeon volume), questionnaire (Surgical Team 
Assessment Record), and direct field observation.

Sampling: Homogeneous & Critical Case – 243 neonatal arterial switch opera-
tions performed by all 21 cardiac surgeons in the United Kingdom during an 
18  month study period were included. Convenience  – 50 of the cases were not 
observed due to concurrent scheduling. 20 observed cases were removed from anal-
ysis because the observer had insufficient domain knowledge.

Analysis: Human factors observers noted individual and team performance, 
intra- and inter-disciplinary team communication, situational and organizational 
data, major events (“likely to have serious consequences for the safety of the 
patient”), minor events (“disrupted the ‘surgical flow’ of the procedure but…not 
expected to have serious consequences for the safety of the patient”), and compen-
sation or lack thereof. Multivariable logistic regression was performed to predict 
death and/or near misses. Examples of major and minor events are given.

Findings: Neither the STAR questionnaire nor surgeon volume were significant 
predictors of death and/or near misses. The odds of death and/or a near miss 
increased by a factor of 6.2 for a compensated major event and by a factor of 40 for 
an uncompensated major event. Minor events, whether compensated or not, 
increased the risk by a factor of 1.4 and had a multiplicative effect.
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11.4.2	 �Pisano GP, Bohmer RMJ, Edmondson AC. Organizational 
Differences in Rates of Learning: Evidence 
from the Adoption of Minimally Invasive Cardiac Surgery. 
Management Science 2001;47 (6);752–68

Data Sources: Quantitative (type of operation, number of CABG grafts, Higgins 
score, procedural volume) and interviews (of cardiac surgeons, cardiologists, anes-
thesiologists, nurses, perfusionists, and administrators).

Sampling: Homogeneous & Critical Case  – 660 cases across 16 hospitals in 
which a new minimally invasive cardiac surgical technology was deployed.

Analysis: A multivariable linear regression model was constructed to predict 
procedure time. Interviews were used to obtain data on each site’s approach to 
adoption, management practices, and organizational climate. Two hospitals, one 
fast-learning and one slow-learning, are described.

Findings: Despite receiving highly standardized training on the new technol-
ogy, there was substantial variation between institutions in both initial operative 
time and the rate of change in operative time. Interviews revealed that differences 
in learning could be attributed to differences in organizational processes. The fast-
learning hospital sent a team with a history of working together to be trained and 
kept that team intact for the first 30 cases. Prior to introduction of the procedure, 
meetings were held to standardize terminology and clarify individual roles. 
Preoperative briefings and postoperative debriefings were instituted for the first 10 
and 20 cases, respectively. The surgeon was noted to encourage “a high degree of 
cooperation among members of the team.” The slow-learning hospital sent a team 
for training based on staff availability. The operative team was inconstant for the 
first six cases, and members had little advanced notice for preparation. The sur-
geon indicated that his focus was on “mastering the technical aspects of the opera-
tion rather than managing the overall adoption process.”

11.4.3	 �Catchpole K, Mishra a, Handa a, Mcculloch P. Teamwork 
and Error in the Operating Room: Analysis of Skills 
and Roles. Annals of Surgery 2008;247:699–706

Data Sources: Direct field observation.
Sampling: Typical Case & Opportunistic – 26 laparoscopic cholecystectomies 

and 22 carotid endarterectomies were selected for observation because “the opera-
tions are common enough to allow data collection on frequent occasions, are mod-
erately complex, have recognizable complications that can be monitored, and all 
involve surgeons, nurses, and anesthetists.”

Analysis: Observers scored team performance using the Oxford NOTECHS sys-
tem. Outcomes recorded included errors in surgical technique, errors/problems out-
side of the operative field, and events with potential or actualized harm to patients 
or staff. Multivariable regression models were constructed.

11  Studying What Happens in the Operating Room



122

Findings: Improvements in surgeons’ leadership and management scores were 
associated with reduced operative time, while improvements in anesthetists’ leader-
ship and management scores were associated with increased operative time. 
Improved nursing leadership and management scores were associated with lower 
other procedural problems/errors. Higher surgical situational awareness resulted in 
fewer surgical technical errors.

11.4.4	 �Hu YY, Arriaga AF, Roth EM, Peyre SE, Corso KA, Swanson 
RS, Osteen RT, Schmitt P, Bader AM, Zinner MJ, Greenberg 
CC. Protecting Patients from an Unsafe System: 
The Etiology and Recovery of Intraoperative Deviations 
in Care. Annals of Surgery 2012;256 (2):203–10

Data Sources: Intraoperative video.
Sampling: Opportunistic – 10 operations with published complication rates of 

>20% were selected in order to maximize the chances of observing an unanticipated 
event.

Analysis: A surgeon, a cognitive psychologist, and an educational psychologist 
reviewed transcripts of the videos to identify deviations in care, which were classi-
fied as delays (halts in forward progress >2 minutes), safety compromises (episodes 
of increased risk of harm to the patient), or both. Classifications were confirmed by 
clinical domain experts (2 surgeons, 1 anesthesiologist, and 1 OR nurse). 
Contributing and compensatory factors were identified for each deviation and attrib-
uted to the patient, the providers, or the organization/environment. Summary/
descriptive statistics (i.e., counts and frequencies) and representative examples were 
given.

Findings: 33 deviations (10 delays, 17 safety compromises, 6 both) were identi-
fied, averaging one in every 80 minutes of operative time. The most common con-
tributing factors were communication and organizational structure. Providers 
compensated for 97% of deviations, whereas the system was responsible for none 
of the compensation.

11.4.5	 �Jones LK, Jennings BM, Higgins MK, deWaal 
FBM. Ethological Observations of Social Behavior 
in the operating Room. Proceedings of the National 
Academy of Sciences 2018; 115(29):7575–80

Data Sources: Direct field observation.
Sampling: Convenience and Quota – 200 cases at 3 teaching hospitals within 6 

driving miles of one another, with a limit of ≤4 cases per attending surgeon.
Analysis: The attending surgeon’s gender, age, and academic affiliation and the 

gender composition of the OR were noted. Non-technical, interprofessional com-
munication behaviors were time-stamped and classified as cooperation, conflict, or 
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neither. Directionality (source and recipient for each behavior) was noted. 
Generalized multilevel models were constructed to predict cooperative and conflict 
behaviors.

Findings: Of all communications, 59% were cooperative and 2.8% conflicts. 
34.5% of procedures had conflicts. The probability of cooperation decreased as the 
percentage of males in the room increased. Cooperation was higher and conflict was 
lower if the attending surgeon’s gender differed from the primary gender composi-
tion of the rest of the team; conversely, cooperation was lower and conflict was 
higher if the surgeon and team were gender concordant. The effect was stronger for 
male than for female surgeons.

11.5	 �Conclusion

A better understanding of what is happening in the OR, the surgical point-of-care, 
is needed to improve surgical quality and safety. To study this domain of care, surgi-
cal health services researchers should consider qualitative and mixed-methods tech-
niques, as well as multidisciplinary collaboration. It should be noted that 
point-of-care research may be performed across the care continuum; optimizing 
individual, team, and system performance is critical to improving quality and safety 
in domains of care outside, as well as inside, of the OR. We anticipate that work in 
this area will continue to increase and suggest that surgical health services research-
ers familiarize themselves with the relevant research concepts and techniques.
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12Evaluating Non-Technical Skills 
in Surgery

Jason C. Pradarelli, Steven Yule, and Douglas S. Smink

Abstract
Non-technical skills are increasingly recognized as essential to providing safe and 
effective surgical care. In this chapter, we first review the policy context for study-
ing surgeons’ non-technical skills. Next, we define the Non-Technical Skills for 
Surgeons (NOTSS) behavior rating system, including situation awareness, deci-
sion making, communication and teamwork, and leadership in the operating room. 
We review major domains of ongoing research on surgeons’ non-technical skills 
and discuss measurement considerations for researchers planning to study non-
technical skills. Finally, we identify promising areas for future health services 
researchers to develop successful careers studying non-technical skills in surgery.

12.1	 �Context for Studying Non-Technical Skills in Surgery

In the evolution of surgical science, surgeons’ non-technical skills have only recently 
been recognized as an essential component of intraoperative performance [1]. 
Traditionally, efforts to improve surgical care—including pay-for-performance, public 
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reporting of outcomes, or reducing hospital readmissions—have focused on bettering 
care outside the operating room (OR). However, policy attempts to enact these strate-
gies have yet to realize substantial improvements in surgical outcomes [2, 3].

Currently, health policy makers and researchers are turning their focus toward 
intraoperative performance for improving surgical care delivery. Examples such as 
surgical volume pledges reflect this emphasis and indicate a trend toward studying 
what happens inside the OR [4]. Intuitively, it makes sense that the more often sur-
geons and hospitals perform a certain procedure, the better their outcomes are. But 
why is this so? Despite instituting these logical policies, it remains elusive to iden-
tify exactly what happens in the OR that determines a surgical patient’s outcome.

Initially, light was shed on surgeons’ technical skills as major determinants of 
patient outcomes with surgery. In 2013, Birkmeyer et  al. published a landmark 
study describing the association between bariatric surgeons’ technical skill ratings 
and postoperative outcomes after laparoscopic gastric bypass [5]. In this study, 
higher ratings of surgical skill—assessed by analysis of laparoscopic video—were 
associated with lower rates of postoperative adverse events [5]. By analyzing videos 
of surgeons’ laparoscopic instruments during an actual operation, an empiric rela-
tionship was established linking technical skill with surgical outcomes.

Despite uncovering this important skill-outcome relationship and demonstrating 
the learning potential of directly studying surgeons’ actions in the OR, technical 
skills are not the only intraoperative source of variation in surgical outcomes. Prior 
research has shown that surgical errors are as likely to originate from behavior fail-
ures as from a lack of technical expertise [6]. Non-technical skills—such as situa-
tion awareness, decision making, communication and teamwork, leadership—are 
increasingly recognized as essential to attaining surgical excellence [1]. Deficiencies 
of non-technical skills have been associated with a higher risk of surgical complica-
tions and mortality through diagnostic failure [7], poor teamwork [8], or miscom-
munication [9]. Non-technical skills are essential for performing safe and effective 
surgery and have just begun to show their potential for impactful investigation and 
for establishing successful careers in surgical health services research.

12.2	 �Defining Non-Technical Skills for Surgeons

Non-technical skills can be defined as the cognitive and social skills that underpin 
knowledge and expertise in high demand workplaces [1, 10]. In surgery, they 
include the thinking skills and personal interactions that accompany surgical knowl-
edge and technical competence as requisites for achieving surgical excellence [1]. 
The Non-Technical Skills for Surgeons (NOTSS) taxonomy described in this chap-
ter comprise four major categories of skill that provide individual surgeons, surgical 
educators, and researchers with the vocabulary and parameters necessary for rating 
surgical performance in the OR.  The NOTSS taxonomy arranges behaviors into 
four higher order categories—situation awareness, decision making, communica-
tion and teamwork, leadership—which are explained by several lower order ele-
ments of behavior (Table 12.1).
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Together, situation awareness and decision making are considered the cognitive 
skills of NOTSS; communication and teamwork and leadership are the social 
skills. This arrangement allows the tool to guide observers to classify behaviors 
into greater or lesser detail depending on the granularity of the analysis required. 
In this chapter, an overview of the NOTSS taxonomy will be presented; detailed 
examples of specific behaviors for each category can be found in the NOTSS 
Handbook v1.2 [11].

12.2.1	 �Situation Awareness

Situation awareness in NOTSS is defined as “developing and maintaining a 
dynamic awareness of the situation in the operating room, based on assembling 
data from the environment (patient, team, time, displays, equipment), understand-
ing what they mean, and thinking ahead about what may happen next” [11]. 
Situation awareness is considered the most critical non-technical skill because of 
its importance for the other three skills [1]. Specifically, accurate decision making, 
timely communication, and appropriate leadership all depend on the dynamic 
awareness of the situation that the surgeon possesses. Situation awareness com-
prises three distinct behavior elements: (i) gathering information, (ii) understand-
ing and interpreting information, and (iii) projecting and anticipating future states 
based on this interpretation.

12.2.2	 �Decision Making

In NOTSS v1.2, decision making is defined as “skills for diagnosing a situation and 
reaching a judgement in order to choose an appropriate course of action” [11]. 
Decision making styles can differ based on the individual scenario, depending on 
the urgency of the situation, availability of existing guidelines or protocols, level of 

Table 12.1  Non-Technical Skills for Surgeons (NOTSS) skills taxonomy (adapted from Flin 
et al., 2016 [1] and the NOTSS Handbook v1.2 [11])

Category Element
Situation awareness Gathering information

Understanding information
Projecting and anticipating future state

Decision making Considering options
Selecting and communicating option
Implementing and reviewing decisions

Communication and teamwork Exchanging information
Establishing a shared understanding
Coordinating team activities

Leadership Setting and maintaining standards
Supporting others
Coping with pressure
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experience of the surgeon, and novelty of the situation. Theories are described else-
where to differentiate between analytical [12], rule-based [12], recognition-primed 
[13], and creative styles of decision making [12]. The three behavior elements of 
decision making are (i) considering options, (ii) selecting and communicating an 
option to relevant personnel, and (iii) implementing and reviewing decisions as the 
situation evolves.

12.2.3	 �Communication and Teamwork

Communication and teamwork are defined as “skills for working in a team context 
to ensure that everyone has an acceptable shared picture of the situation and can 
complete tasks effectively” [11]. Across the OR team, having a shared mental model 
of the current and anticipated future states is an important concept underpinning the 
communication and teamwork in NOTSS. The three relevant elements of behavior 
for communication and teamwork are (i) exchanging information in a timely man-
ner, (ii) establishing a shared understanding among team members, and (iii) coordi-
nating team activities in a simultaneous, collaborative manner.

12.2.4	 �Leadership

In the final behavior category of NOTSS, leadership is defined as “leading the team 
and providing direction, demonstrating high standards of clinical practice and care, 
and being considerate about the needs of individual team members” [11]. Leadership 
is necessary in the OR whether the procedure is elective or emergent, with routine 
instruments or with new technology. The three leadership elements in NOTSS are 
(i) setting and maintaining standards, (ii) supporting others via emotional or physi-
cal help as needed, and (iii) coping with pressure.

12.3	 �Why Study Non-Technical Skills in Surgery?

Opportunities abound for health services researchers interested in studying non-
technical skills in surgery. Although frameworks for describing these aspects of 
surgical performance date back to the early 2000s [10], studies describing outcomes 
related to them are only in their early stages. Initial studies have shown associations 
between non-technical skills and measures of patient safety, surgeons’ medicolegal 
risk, and psychological safety of other OR team members.

12.3.1	 �Patient Safety

Inadequate non-technical skills have been associated with heightened risks to 
patient safety. For instance, researchers have identified that errors leading to bile 
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duct injuries during laparoscopic cholecystectomy stem primarily from non-
technical skill deficiencies like misperception and diagnostic failure, not from errors 
of technical skill [7]. Early studies have associated worse interdisciplinary commu-
nication behaviors with higher odds of major complications in a convenience sam-
ple of procedures in the Kaiser network [8]. Furthermore, a recent experimental 
study using video scenarios demonstrated a positive correlation between surgeons’ 
non-technical skills and patient safety ratings among surgeons in the UK and the 
USA [14]. Currently, direct evidence linking non-technical skills on traditional 
patient outcomes such as complications and mortality is limited and represents a 
potential area for future investigation.

Indirectly, the successes of interventions to improve OR team communication 
have demonstrated the potential for non-technical skills to influence patient out-
comes. In 2007 and 2008, eight hospitals in a diverse global setting enrolled in the 
World Health Organization’s Safe Surgery Saves Lives program, which included 
implementing the Surgical Safety Checklist. The checklist was designed to improve 
team communication and consistency of surgical care processes. In aggregate at all 
participating hospitals, the rate of any postoperative complication decreased from 
11.0% to 7.0% after implementation of the checklist; the rate of in-hospital postop-
erative deaths decreased from 1.5% to 0.8% [15]. When the Surgical Safety 
Checklist was introduced at scale across all hospitals in the South Carolina Hospital 
Association in 2015, hospitals who fully implemented the checklist saw a relative 
22% reduction in postoperative mortality rates compared to those that did not com-
plete the program [16]. While explicit team behaviors were not measured in these 
studies, the intended purpose of the team-based checklist suggests that non-technical 
skills were an important component of its success in reducing rates of adverse surgi-
cal events.

12.3.2	 �Medicolegal Risks

While patient safety remains the top priority in studying health care delivery, 
researchers have considered other important financial and psychological factors 
related to health care providers when examining the effects of non-technical skills 
in surgery. A review of institutional incident reports revealed that nearly half of the 
adverse events involving surgical patients could be attributed to communication 
breakdowns among the patient care team [6]. Surgical malpractice claims have been 
reviewed to analyze patterns in communication breakdowns [9]. Furthermore, 
researchers have identified correlations between poor communication and team-
work behaviors and higher numbers of malpractice claims filed against surgeons 
[17]. In mitigating high-risk scenarios, studies of simulated OR crises have shown 
that operative teams led by surgeons and anesthesiologists with better non-technical 
skills are faster to resolve low-frequency, high-acuity events like major hemorrhage 
and airway emergencies [18]. Poor use of non-technical skills has medicolegal and 
financial implications for patients, surgeons, surgical departments, and insurers that 
health services researchers can help to identify and improve.
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12.3.3	 �Psychological Safety

Non-technical skills can also influence the psychological safety of the entire OR 
team, which has implications for understanding implementation efforts to improve 
surgical patient care. Psychological safety is defined as a shared belief held by mem-
bers of a team that the team is safe for interpersonal risk-taking [19]. Survey research 
has produced evidence that the Surgical Safety Checklist is used most appropriately 
when surgeons and surgical departments demonstrate better teamwork and leader-
ship behaviors [20]. When OR teams demonstrated examples of respect, support for 
team-based practices, and information-sharing behaviors, implementation of patient 
safety interventions such as the checklist was more likely to be successful [20]. 
Further emphasizing this point, surveys of OR personnel that used the Surgical 
Safety Checklist variably in South Carolina showed a positive correlation between 
postoperative mortality rates and the perception of safety after the team-based check-
list intervention [21]. Researchers who study the diverse and complex influence of 
non-technical skills in surgery can help understand and design more effective patient 
safety initiatives to benefit patients, surgical care providers, and insurers alike.

12.4	 �Measuring Non-Technical Skills in Surgery

To assess non-technical skills reproducibly, behavioral marker systems were devel-
oped in surgery both for individuals and for teams. The overall premise for these 
behavior rating tools is that a third-party observer uses a validated framework to 
assess the intraoperative behavior of individuals or teams for a defined period of 
time [1]. These behavioral marker systems generally comprise three components: 
(i) a skills taxonomy, (ii) behavioral indicators of levels of performance for each 
skill, and (iii) a rating scale [1]. They were developed in response to observational 
research and analyses of closed claims that highlighted the importance of non-
technical skills in operative performance and patient safety. Observers are trained to 
use a specific framework to enhance the objectivity of judgments regarding effec-
tiveness and appropriateness of the cognitive and social skills displayed during an 
operation. To learn how to observe and assess non-technical skills in surgery, pro-
fessional development workshops are hosted by several surgical organizations, 
including the Royal College of Surgeons of Edinburgh [22] and the American 
College of Surgeons, among others [23]. A description of the major behavior rating 
tools available to researchers and educators can be found in Table 12.2.

The first behavior rating tools were developed to measure intraoperative perfor-
mance of individuals, first for anesthesiologists and then for surgeons. The Anesthetists’ 
Non-Technical Skills (ANTS) system was used to support training and assessment for 
anesthesiologists [24], which then was modified to rate anesthetic assistants [25]. The 
method for developing ANTS was adapted from the process used to develop similar 
rating tools in aviation to assess pilots’ non-technical skills (e.g. NOTECHS). This 
method has since formed the template for developing behavioral marker systems for 
individual surgeons (NOTSS) [26] and scrub practitioners (SPLINTS) [27, 28]. As an 
example, the rating scale for NOTSS can be found in Fig. 12.1.
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Categories of team behaviors for non-technical skills parallel many of those for 
individuals in the OR; as such, team behavior rating tools reflect a similar structure. 
The major difference for team behavioral marker systems is that they include modi-
fying descriptors for behaviors of each discipline in the OR team (e.g. surgical, 
anesthetic, and nursing disciplines). The dominant team behavioral marker systems 

Table 12.2  Available behavior rating tools in surgery (adapted from Flin et al., 2016 [1])

Behavior rating 
tool Description
NOTSS Non-Technical Skills for Surgeons: [11, 26] Developed de novo with surgeons 

to observe and rate individual surgeons intraoperative performance
ANTS Anesthetists’ Non-Technical Skills: [24]  Developed with anesthesiologists to 

observe and rate individual anesthesiologists’ performance in the OR
SPLINTS Scrub Practitioners’ List of Intraoperative Non-Technical Skills: Developed 

with scrub nurses and surgeons to observe and rate individual scrub 
practitioners’ performance in the OR

OTAS Observational Teamwork Assessment for Surgery: [29] Teamwork assessment 
tool for three OR sub-teams, developed according to a theory of leadership

Oxford 
NOTECHS

Aviation tool for observing and rating entire teams, applied to OR teams [30]

Revised 
NOTECHS

Amended aviation tool for observing and rating entire teams, tailored to OR 
teams [31]

Oxford 
NOTECHS II

Amended aviation tool for observing and rating entire OR teams, revised to 
have better discriminatory ability between teams [32]

T-NOTECHS Amended tool for assessing non-technical skills in trauma teams [34]
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Fig. 12.1  Non-Technical Skills for Surgeons (NOTSS) rating scale [11]
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are Objective Teamwork Assessment in Surgery (OTAS) and surgical versions of 
NOTECHS.  OTAS was developed from a theoretical model of teamwork and 
designed specifically for the OR environment [29], whereas NOTECHS was origi-
nally developed for pilots in civil aviation and subsequently applied to the OR 
where it showed good levels of reliability [1, 30]. The revised NOTECHS system 
added a category for communication behaviors and tailored the subcategory descrip-
tors specifically for teams in an operative context [31]. NOTECHS II was developed 
to provide better discrimination between levels of performance for OR teams within 
the normal range [32]. In recent years, several behavioral marker systems have been 
developed to assess individual and team behaviors in health care settings outside of 
the OR [1], including postoperative care handoffs [33], trauma [34], critical care 
[35], and emergency departments [36].

For any of the behavioral marker systems described above, the assessment tool is 
only useful to researchers and educators if it produces valid and reliable results. 
That is, the assessments must measure the skills they are supposed to measure and 
be consistent with repeated measures across observers and over time. Subjectivity 
on the part of the rater must be minimized [1]. Furthermore, researchers should 
select assessment tools that can differentiate between levels of performance in a 
meaningful manner. In other words, the tool should also have good discriminatory 
ability between subjects, which motivated the revamping of the NOTECHS system 
to NOTECHS II [32]. To study non-technical skills in surgery effectively, research-
ers should understand the different types of validity evidence (e.g. criterion-related 
validity showing prediction of surgical outcomes) and reliability testing (e.g. inter-
rater reliability using intra-class correlation coefficient) that support or limit imple-
mentation of a behavioral marker system [1]. In this early growth phase of 
non-technical skills as a scientific discipline, gathering validity and reliability data 
for behavioral marker systems offer potential for scientists to build the foundations 
for successful careers in surgical quality improvement and health services research.

12.5	 �Future Directions for Health Services Researchers 
Studying Non-Technical Skills

For researchers who desire to steer their careers toward studying non-technical 
skills in surgery, opportunities to enter and advance the field are countless. Growing 
areas of non-technical skill study currently include measures of patient safety, medi-
colegal and financial risks, and psychological safety of the OR team. These topics 
remain early in their scientific progression and offer angles to develop an existing 
discipline of non-technical skills in surgery. Interventions to improve surgeons’ 
non-technical skills are also being investigated, although efforts focused on educa-
tion, training, and implementation of non-technical skills are not covered in this 
chapter. In general, current evidence for individual surgeons’ non-technical skills 
has focused on rating surgical trainees by expert raters. Future investigations could 
focus on practicing surgeons, real operative settings, and considerations of non-
experts as raters. In this section, research questions that face the field of studying 
surgeons’ non-technical skills will be highlighted for health services researchers.
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Questions to be answered involve how to scale up measurement of non-technical 
skills in surgery [1]. For example, how many observers are required? Should they be 
expert surgeons or social scientists? Can surgical trainees rate non-technical skills 
accurately? Can lay people achieve the same level of measurement accuracy as 
trained raters using crowdsourcing technology? How much training is required to 
rate non-technical skills? Do raters need to observe in-person, or is video-based 
review as good or better? Opportunities exist to clarify the logistics and scalability 
of measuring non-technical skills in surgery.

The effects of non-technical skills on patient outcomes also needs to be studied 
more directly. Studies of surgical checklist implementation have reported effects on 
patient outcomes [15, 16]. The mechanisms for these effects are poorly character-
ized but are likely to be mediated by improved teamwork behaviors, increased shar-
ing of mental models, and enhanced psychological safety and willingness to speak 
up. These non-technical skills can be observed and assessed directly using the 
behavioral marker systems described in this chapter. If non-technical skills can be 
shown to definitively predict patient outcomes with surgery, then it will be possible 
to identify which of these skills are most critical to emphasize from an educational 
and professional policy perspective. Linking patient outcomes directly with sur-
geons’ non-technical skills would provide a convincing argument to standardize 
practices to reduce variation in surgical outcomes.

Beyond their effects on patient care, it is unknown how non-technical skills 
affect physicians’ capacity to deal with cognitive and emotional stressors outside of 
the OR. Conceptually, it is appealing to link surgeons’ non-technical skills and mea-
sures such as burnout, depression, and physician suicide rates. This would have 
important implications for health policy but has not yet been examined empirically. 
Non-technical skills could be investigated in relation to job satisfaction, academic 
productivity, or social status among surgical trainees. Surgical departments and 
national policymakers would benefit from a more comprehensive understanding of 
non-technical skills’ influence on physician behavior.

Lastly, as the field of non-technical skills in surgery continues to grow and be 
implemented more broadly, refinements of the behavioral marker systems will be 
necessary. Just as team-based assessment tools have evolved and spread from the 
OR to external environments such as the trauma bay, critical care units, and emer-
gency departments, the NOTSS system should also evolve and require updates as 
researchers reveal nuances of measuring non-technical skills in individual surgeons. 
Health services researchers have numerous opportunities to develop successful 
careers and make a significant impact on surgical care delivery by pursuing the 
study of non-technical skills in surgery.
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13Collaborative Quality Improvement
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Abstract
Implementing change at a system level requires a broad, comprehensive approach 
to quality improvement that engages multiple stakeholders, encourages a culture 
of knowledge sharing, and takes into account differences in local contexts. It is 
in this regard that collaborative quality improvement (CQI) efforts are most 
effective. CQI involves multi-institutional teams who share data through central-
ized, clinical registries and work collectively to identify best practices. These 
practices are subsequently implemented and evaluated in the local setting of par-
ticipants’ home institutions. The aim of these collaborative efforts is to improve 
care by reducing variation among hospitals and providers, minimizing the time 
lag between changes in knowledge and translation to changes in practice, and 
evaluating care strategies in real-world settings.

13.1	 �Introduction

13.1.1	 �Need for Improvement

Payers, policy makers, and professional societies have increasingly focused on 
improving surgical care across US hospitals. These efforts are largely driven by a 
heightened awareness that many patients receive care that is not evidence-based, 
are harmed by preventable medical errors and growing evidence of wide variation 
in the quality and cost of inpatient surgery in the US [1, 2]. Millions of patients 
receive surgical care in US annually, accounting for over $500 billion dollars in 
costs annually [3]. Complications from surgery are not only harmful to patients but 
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also substantially increase the cost of health care, making them a prime target for 
quality improvement efforts. With some operations, avoidable complications may 
account for up to 20% of the total cost of inpatient care, with per patient costs 
exceeding $10,000 [4, 5]. In two widely influential reports, the Institute of Medicine 
made the case for failures in quality and urged a critical rethinking of our health 
care systems [6, 7].

13.1.2	 �Current Strategies in Quality Improvement – The Top 
Down Approach

In recent years, there have been a number of different efforts by payers and policy 
makers to promote quality improvement. Incentive-based models, or Pay for 
Performance (P4P) programs, aim to reward hospitals for adherence to specific 
evidence-based practices, such as the Surgical Care Improvement Project (SCIP) 
measures of perioperative antimicrobial use and antithrombotic prophylaxis to 
reduce postoperative infection and venous thromboembolism (VTE) [8, 9]. More 
punitive approaches include the non-payment policy of the Centers for Medicare 
and Medicaid Services (CMS) for complications such as catheter-associated urinary 
tract and bloodstream infections, [10, 11] and penalties for higher 30-day readmis-
sion rates [12]. Other initiatives, such as Center of Excellence models and public 
reporting of hospital performance data, have focused on steering patients toward 
high quality hospitals.

Despite the large-scale nature of many of these initiatives, their impact has been 
somewhat modest. For example, hospital adherence to Medicare’s SCIP measures 
has not been shown to reduce rates of postoperative infection or VTE [8, 9, 13]. 
Medicare’s Premier Hospital Quality Incentive Demonstration, a P4P initiative, was 
not found to reduce 30-day mortality with coronary artery bypass graft, myocardial 
infarction, congestive heart failure or pneumonia [14]. Similarly, an evaluation of 
Medicare’s policy of nonpayment for catheter-associated bloodstream and urinary 
tract infections demonstrated no measurable effect on infection rates in US hospi-
tals [10]. Large systematic reviews of both public reporting [15, 16] and P4P pro-
grams [17] have failed to demonstrate evidence of improved care. Finally, hospital 
accreditation programs, including Medicare’s policy to restrict bariatric surgery 
coverage to hospitals designated as Centers of Excellence, has been shown to reduce 
complications; [18] however, evidence suggests that outcomes vary widely even 
across accredited centers [19].

There are several potential explanations for the limited success of these quality 
improvement (QI) initiatives. First, individual process measures are one small com-
ponent of factors contributing to outcomes with surgical procedures. Other local 
factors, such as technical variation with operations, surgeon skill and judgment, 
operative environment, and organization dynamics, are likely to have a greater 
impact on patient outcomes. Yet, it is difficult to account for these factors with the 
administrative data used for most P4P and other QI programs. Furthermore, 
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provider-specific measures are limited by small sample sizes and a lack of clinically 
rich data sources for adequate risk adjustment, potentially leading to false conclu-
sion regarding hospital quality [20]. There is also the problem of unintended conse-
quences. Public reporting, P4P programs, and non-payment policies may encourage 
providers to avoid sicker patients [21] and can lead to a decline in the reliability of 
the administrative data on which they are based, as hospitals modify their billing 
data to enhance apparent performance [22]. Finally, the one-size-fits-all approach of 
many of these efforts fails to account for institutional differences in resources and 
culture, both of which can impact the implementation of QI changes.

13.2	 �Collaborative Quality Improvement

13.2.1	 �Defining Collaborative Quality Improvement

Collaborative quality improvement (CQI) initiatives have emerged as an alternative 
approach to advance the quality of health care. These programs foster a culture of 
knowledge sharing and take into account differences in local contexts. CQI initia-
tives are typically regional in scope and involve multi-institutional teams who meet 
to share data through centralized, clinical registries and work collectively to identify 
best practices which are then rapidly implemented and evaluated in the local setting 
of their home institutions [23]. The aim of these collaborative efforts is to improve 
care by reducing variation among hospitals and providers, minimizing the time lag 
between changes in knowledge and translation to clinical practice changes, and 
evaluating care strategies in real-world settings [24].

QI collaboratives are generally centered on a robust clinical registry containing 
detailed information on patient demographics and comorbidities, as well as pro-
vider and hospital characteristics, processes of care and outcomes. Participating 
institutions receive performance data to allow for benchmarking to other pro-
grams. Data elements can be iteratively modified to ensure outcomes of interest 
are captured, and CQI participants meet at regular intervals to evaluate the data, 
identify best practices and develop targeted interventions focused on specific clin-
ical problems [5].

Principles of evidence-based medicine, industrial quality management science 
and organizational theory are utilized by QI collaboratives to generate improve-
ments in health care across multiple institutions. Multi-disciplinary groups from 
participating institutions identify a particular clinical problem, such as prevention of 
VTE after bariatric surgery, and best practices are developed from published evi-
dence as well as through exchange of knowledge and experience that occurs at CQI 
meetings and other activities, such as local site visits and conference calls. Through 
an iterative process, practice changes are made and evaluated rapidly through fre-
quent reporting of data with analysis and dissemination of results throughout the 
collaborative. This cycle of intervention, evaluation and adjustment allows for an 
accelerated process of quality improvement [25].
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13.2.2	 �Advantages of Collaborative Quality Improvement

Behavior is strongly influenced by the social networks in which people participate 
and changing clinician behavior is more likely to succeed when part of a social 
process. Evidence suggests that clinicians are more likely to alter behavior when 
influenced by knowledge gained from peers and their own experience, than that 
obtained through traditional approaches such as lectures or the threat of legal or 
other hierarchical sanction. CQIs are therefore unique in that they achieve their 
results through social interaction and collective learning among a network of people 
focused on a particular area of interest. Additionally, collaborative decision-making 
improves the process of adapting strategies to local institutional contexts [26–29].

Another distinct advantage of QI collaboratives is the large sample size of their 
clinical registries. The statistical power provided from these registries allows for a 
more robust evaluation of the association between processes and outcomes and the 
impact of QI initiatives than would be possible with most other intervention studies, 
including randomized clinical trials (RCT) [5]. The size of QI collaboratives also 
allows investigators to conduct studies sufficiently powered to identify risk factors 
for infrequent complications, such as leak after colorectal resection [30]. 
Additionally, data from collaborative registries can be used to supplement RCTs 
and better analyze underrepresented subgroups in the trial [31]. Of course, the large 
size of collaboratives also ensures that QI initiatives and improvements reach a 
greater number of patients across an entire system or region [32].

13.2.3	 �Historical Success of CQI - MHA Keystone Center  
ICU Project

QI collaboratives have been used in health-care related fields for over two decades in 
disciplines as disparate as patient safety, health care disparities, chronic medical care, 
pediatrics, and primary care [33]. One of the most successful and well-known exam-
ples of CQI is the Michigan Health and Hospital Association (MHA) Keystone Center’s 
Intensive Care Unit (ICU), which involved 67 hospitals and focused on reducing rates 
of catheter-related blood stream infections (CRBSI) in ICU’s across Michigan [34].

The Keystone ICU project began with interventions designed to improve team-
work and communication and to enhance the patient safety culture. These steps 
included a daily goals sheet and a comprehensive unit-based safety program. These 
were followed up with a bundle of evidence-based technical interventions focused 
on reducing rates of CRBSI. Checklists were used to ensure adherence to infection 
control practices and ICU performance data was rapidly reported back at regular 
intervals to each hospital to allow for benchmarking. Each ICU had physician and 
nurse champions who were instructed in the science of safety, data collection and in 
the specific interventions.

The Keystone ICU project resulted in a significant and sustained decline in rates 
of CRBSI, with a similar degree of improvement at hospitals across the entire col-
laborative [35]. (Fig. 13.1) Several factors likely contributed to the remarkable suc-
cess of the Keystone ICU project. First, the initiative paired a limited number of 
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technical process changes with a broader program designed to influence provider 
behavior through improved teamwork and communication and an enhanced focus 
on patient safety. In addition, the agents of change were frontline clinicians within 
each ICU, thus ensuring that participating ICU’s could provide input on the inter-
vention and that the interventions would be optimally adapted for the local environ-
ment. Finally, standardization of data collection and the timely feedback of 
comparative performance data helped maintain team engagement and garner the 
support of hospital leadership [32].

13.3	 �Collaborative Quality Improvement in Surgery

Successful CQI initiatives have been developed in surgery; however, the focus is 
somewhat different than those in medical disciplines. In medicine, numerous 
evidence-based processes exist and are often compiled into consensus guidelines 
[36–38]. Improving adherence to published guidelines is a primary objective of 
many medicine-based collaboratives. The same is not true with surgical collabora-
tives, as evidence-based guidelines are generally lacking in surgery [20]. Therefore, 
surgical collaboratives more often focus on determining the drivers of patient out-
comes and identifying best practices to optimize those outcomes [20, 39].

13.3.1	 �Northern New England Cardiovascular Disease  
Study Group

The first major surgical QI collaborative was the Northern New England 
Cardiovascular Disease Study Group (NNECDSG). Founded in 1987 as a response 
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Fig. 13.1  Catheter related bloodstream infection as a function of time following a collaborative 
intervention in 103 intensive care units in Michigan. Circles represent mean infection per quarter; 
thick blue line represents estimated mean rate of infection; thin red lines represent changes in 
observed infection rates over time within a random sample of 50 intensive care units [35].
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to government-mandated public reporting with coronary artery bypass graft 
(CABG) surgery, the NNECDSG was a voluntary consortium representing all of 
the hospitals in Maine, New Hampshire and Vermont that performed coronary 
artery bypass graft (CABG) surgery. Their approach to reducing mortality after 
CABG surgery provides a beautiful illustration of the way in which regional col-
laboration can dramatically affect patient care across multiple institutions and set-
tings [40–42].

In 1991, the NNECDSG examined in-hospital mortality following CABG sur-
gery in the region and found substantial variation among hospitals (a 2.5-fold differ-
ence between the best and worst hospitals) and surgeons (a 4.2-fold difference) that 
could not be explained by patient factors alone [43]. They concluded that these 
differences in mortality most likely represented variation in unmeasured aspects of 
patient care, leading to the group’s first major intervention to reduce CABG mortal-
ity across the region.

The first component of the intervention provided continuous performance feed-
back to the participating institutions, allowing for ongoing self-assessment and 
benchmarking at each center. Extensive training courses in the techniques of con-
tinuous QI for both the collaborative leadership and the general members were also 
implemented. The third component involved a of round-robin site visits to all cen-
ters with visiting teams consisting of industrial engineers, surgeons, nurses and per-
fusion staff. These benchmarking visits allowed clinical teams from each hospital to 
learn from each other and ultimately resulted in practice changes that resulted in a 
24% reduction in inpatient mortality following CABG, with significant improve-
ment at all of the participating institutions and across all patient subgroups [40, 42].

Following this success, the collaborative launched an effort to identify the factors 
leading to mortality within 2 years of CABG surgery They found that low-output 
cardiac failure was the most common mode of death, but also for 80% of the differ-
ence in mortality between low-risk and high-risk surgeons [44]. Through further site 
visits and the inclusion of additional perioperative variables, four process variables 
associated with a reduced risk for mortality from low-output failure were identified: 
continuation of preoperative aspirin [45], use of the left internal mammary artery as a 
bypass conduit [46] avoidance of anemia while on cardiopulmonary bypass [47], and 
adequacy of beta-blockade-induced heart rate control before induction of anesthesia 
[48]. Based on these finding, individualized care protocols were instituted, mortality 
from low-output failure declined across the region from 1.24 to 0.72% [41].

13.3.2	 �Surgical Care and Outcomes Assessment Program

Another notable CQI project is the Surgical Care and Outcomes Assessment 
Program (SCOAP), developed in Washington State in 2003. The collaborative, 
largely funded by participating hospitals, collects data from over 60% of hospitals 
in the state and focuses on improving outcomes in general surgery, vascular surgery, 
and interventional radiology [49, 50].
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As with other CQI programs, SCOAP has a standardized clinical data collection 
platform that contains information on patient characteristics, process measures and 
procedure-specific outcomes for all patients undergoing the selected procedures at 
participating hospitals. A strong emphasis was placed on tracking optimal processes 
of care, with some linked to evidence and others determined by consensus. These 
quality metrics include processes such as continuing beta-blocker use in the periop-
erative period, routine intraoperative leak testing after colorectal resection, using 
diagnostic imaging in patients with presumed appendicitis, and using appropriate 
neoadjuvant therapy for patients with rectal cancer. Adherence to these surgeon-
determined process measures is reinforced by means of operating room checklists, 
preprinted order sets, e-newsletters and regional meetings. Efforts to correct under-
performance occur largely through education and peer support/pressure, often with 
peer-led interventions focusing on sharing best practices and creating behavior 
change around quality metrics.

Since its launch, SCOAP has registered a number of achievements through tar-
geted interventions such as a significant reduction in the rate of negative appendec-
tomies (Fig. 13.2) [51] and adverse events following elective colorectal resection 
(Fig. 13.3). When compared to non-SCOAP institutions, hospitals participating in 
SCOAP have significantly reduced the costs associated with appendectomy, colorec-
tal and bariatric operations [50]. (Fig. 13.4).
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Fig. 13.2  Negative appendectomy rates, by calendar quarters, among hospitals participating in 
Washington State’s Surgical Care and Outcomes Assessment Program [50]
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Fig. 13.3  Rates of operative complications in elective colorectal operations in sites (n = 6) that 
eventually joined the Surgical Care and Outcomes Assessment Program [50]
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Fig. 13.4  Average cost per case for appendectomy, colorectal and bariatric operations by calendar 
year, among hospitals participating in the Surgical Care and Outcomes Assessment Program [50]
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13.3.3	 �Payer-Funded Collaborative Quality Improvement—Pay 
for Participation

A major challenge for CQI efforts is funding. The costs for starting and maintaining 
large multicenter CQI programs are substantial, particularly with regard to data col-
lection, creating a significant financial burden that is potentially prohibitive, espe-
cially for smaller hospitals. At the same time, complications are very expensive and 
their cost is borne largely by payers [52]. In states with at least one dominant payer; 
therefore, there is a strong business case to be made for payer-supported CQI pro-
grams, since even a small reduction in complications can result in substantial cost 
savings for the payer [53]. This model of quality improvement has been in place in 
Michigan for over a decade.

Since 2004, Blue Cross and Blue Shield of Michigan/Blue Care Network (BCBSM/
BCN) has partnered with Michigan providers and hospitals to support statewide regis-
try-based CQI programs in a number of different disciplines Value Partnership Program 
(VPP) [5, 54]. The insurer invests over $30 million annually to fund 17 programs 
across the state, collectively encompassing the care of over 200,000 patients each year. 
The CQI focuses primarily on clinical conditions that are common and associated with 
high episode cost as well as procedures that are technically complex, rapidly evolving 
and associated with wide variation in hospital practice and outcomes. Current collab-
oratives include general surgery, vascular surgery, cardiothoracic surgery, bariatric sur-
gery, trauma, prostate cancer, joint replacement, spine surgery and more.

In this Pay for Participation model, the cost for administering the VPP comes 
largely in the form of payments to hospitals, most of which participate in several dif-
ferent CQI programs. In exchange for these supplemental payments, hospitals are 
expected to submit timely, accurate data to the coordinating center and allow regular 
site visits from data auditors. Each hospital is also required to send a physician cham-
pion and program coordinator to the quarterly meetings held by each collaborative 
and is expected to actively engage in regional quality improvement interventions [5].

The coordinating center for each collaborative maintains a clinical registry con-
taining high quality clinical outcomes data, including information on patient char-
acteristics necessary for risk adjustment, procedure-specific processes of care and 
relevant outcomes. The data are prospectively collected by trained abstractors using 
standardized definitions and are externally audited annually to ensure accuracy and 
completeness. Hospitals and surgeons are provided with timely feedback on their 
performance, benchmarked against other providers in the collaborative. That perfor-
mance data is not publicly reported or released to the payer. Rather, these data are 
used to drive QI initiatives that are implemented at all participating hospitals under 
the direction of local program coordinators [20].

13.3.4	 �Michigan Surgical Quality Collaborative

Since their inception in 2004, the Michigan CQI programs have resulted in improve-
ments across a wide range of clinical conditions. The largest CQI is the Michigan 
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Surgery Quality Collaborative (MSQC), which includes general and vascular sur-
gery procedures. The MSQC primarily focuses on aspects of perioperative care, 
including specific practices designed to reduce VTE and surgical site infections. In 
a study designed to evaluate the added value of the CQI model, hospitals participat-
ing in the MSQC were compared to non-Michigan hospitals participating in the 
American College of Surgeons’ National Surgical Quality Improvement Program 
(NSQIP). In the period between 2005 and 2009, risk-adjusted complication rates at 
MSQC hospitals fell from 13.1% to 10.5% (p < 0.001), while the complication rate 
at non-Michigan NSQIP hospitals remained relatively flat between 2005 and 2008 
with a modest decline in 2009 (Fig. 13.5). The 2.6% decline in morbidity observed 
in the MSQC hospitals represents approximately 2500 fewer patients with surgical 
complications annually, or an annual cost savings of roughly $20 million, far more 
than the $5 million annual cost of administering the MSQC [5].

13.3.5	 �Michigan Bariatric Surgery Collaborative

In some instances, the quality improvement and cost savings have come not only 
from reducing rates of adverse outcomes but also from reducing unnecessary proce-
dures. The Michigan Bariatric Surgery Collaborative (MBSC), launched in 2006, 
collects data from 42 hospitals (over 95% of those performing bariatric surgery) and 
nearly 6000 patients annually.

One of the first MBSC initiatives grew from the observation that almost 10% of 
patients undergoing bariatric surgery had an IVC filter placed preoperatively to pre-
vent VTE, and that IVC filter used varied widely from 0% to 35% across the state. 
Analysis of the data from the MBSC revealed that IVC filter use not only failed to 
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reduce the risk for VTE, but itself was a source of complications, such as filter 
migration [55, 56]. Feedback of this data with discussions at tri-annual CQI meet-
ings prompted a QI initiative leading to a collaborative-wide effort to discontinue 
IVC filter use. Simultaneously, evaluation of risk factors for VTE resulted in devel-
opment of statewide guidelines for risk-stratified VTE prophylaxis. Within a year of 
implementation across the collaborative, IVC filter use had dropped to less than 2% 
of patients. With an estimated average cost of $13,000 for IVC filter placement, the 
decline of this unnecessary procedure resulted in an estimated annual cost savings 
of $four million and was accompanied by a significant decline in VTE-related 
deaths. Additionally, between 2007 and 2009, overall mortality rates after bariatric 
surgery in Michigan hospitals declined significantly faster than in non-Michigan 
hospitals. (p = .045) [5] (Fig. 13.6).

The trust fostered over years of collaboration resulted in MBSC surgeons volun-
tarily submitting surgical videos for evaluation of technical skill. Analysis of the videos 
demonstrated that surgeon skill, as measured by peer bariatric surgeons, was highly 
associated with morbidity and mortality after gastric bypass. (Fig.  13.7) [55] As a 
result, a video-based peer-to-peer coaching pilot project was implemented within the 
MBSC. Through 1-hour sessions at CQI meetings, coaching pairs identified perfor-
mance goals, evaluated current performance and developed action plans to help lower 
skilled surgeons achieve designated goals [57]. Videos have also been used to identify 
the best technical practices based on their association with clinical outcomes [58].

Similar successful QI interventions have been implemented across the other 
Michigan CQI programs. For example, implementation of practice guidelines and 
the use of bedside tools for risk assessment with percutaneous coronary interven-
tions led to reductions in contrast-induced nephropathy, transfusions, strokes and 
vascular complications associated with this procedure [59]. Furthermore, a series of 
specific, focused interventions in cardiac surgery resulted in a reduction in the use 
of two expensive therapies: intra-aortic balloon pumps and prolonged mechanical 
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ventilation [60]. Finally, a QI initiative centered on comparative performance feed-
back and dissemination of practice guidelines in urology resulted in improved 
adherence with recommended staging practices and a decline in the use of expen-
sive bone and computerized tomography scans for surveillance of prostate cancer in 
low and intermediate risk tumors [61]. Based on successes in Michigan, similar 
payer-funded collaboratives have started in at least 4 other states [54].

13.4	 �Opportunities and Challenges to Regional 
Collaborative Quality Improvement

Partnerships between surgeons, hospitals and payers can be a win for all. Large pay-
ers, including CMS, have the capital resources to provide infrastructure to support 
collaboration among surgeons and hospitals, as well as the resources necessary for 
interventions involving large numbers of patients and hospitals. Furthermore, pay-
ers may have the political influence with hospitals to ensure broad participation in 
CQI efforts [20, 62]. Payers reap the benefits from this partnership model in terms 
of a significant reduction in costs from adverse events and unnecessary tests and 
procedures. Hospitals receive compensation for their participation. Surgeons and 
other health care providers benefit from the professional satisfaction that comes 
from collaborative learning and interaction with colleagues. Most important of all, 
patients receive better care.

Despite these benefits, CQI efforts face a number of challenges. Competition 
between regional centers can hinder the sense of community that is fundamental to 
a successful collaborative. The process of engagement and development of mutual 
trust takes time, considerable effort and strong, effective clinical leadership. 
Additionally, sustained quality improvement requires a high level of commitment 
from participating centers as well as surgeons, and local barriers can be difficult to 
overcome. Finally, CQI efforts rely on a clinically rich and accurate patient registry, 
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which is expensive to maintain. Without payer support, the cost for data entry falls 
to the hospitals, which may have limited ability to pay for it [26, 50].

13.5	 �Keys to Success with Collaborative  
Quality Improvement

Although the hallmark of QI collaboratives is a bottom-up, participatory approach 
to decision making, a major contributor to success with CQI efforts is strong central 
leadership. Collaboratives represent a clinical community with members often from 
diverse professional backgrounds. It is the leader’s responsibility to ensure the 
cohesiveness of the community and coordinate the group’s efforts [26]. The leader 
must possess expertise in epidemiology and the science of quality improvement, 
while also being able to communicate a shared vision and sense of purpose among 
participants [32, 63, 64]. For a number of reasons, leaders of QI collaboratives must 
be viewed as credible, authoritative and worthy of trust by the members of the col-
laborative. Members need to trust that the leadership is not driven by other objec-
tives (research, commercial, political, etc.), and leaders need the support of the 
group to challenge practices once thought to be routine [26]. Taking on the routine 
use of preoperative IVC filters in bariatric surgery patients exemplifies just such a 
challenge for the leadership of the MBSC.

Another key role of leadership within collaboratives is to develop consensus 
and foster a sense of community. The expectations and goals of individuals within 
a collaborative (e.g. physicians, nurses, administrators, etc.) may be quite dispa-
rate. Failure to obtain consensus regarding the goals and objectives of the collab-
orative can result in declining morale among some groups and a reduction in 
coordinated, effective action. Dedicated time for inclusive debate on objectives for 
the collaborative and on individual interventions will enhance the sense of com-
munity and encourage individual groups to marshal their own resources in support 
of the collective interests of the collaborative. As clinicians are far more likely to 
change their behavior if they participated in designing the intervention, the task of 
ensuring that all voices are heard falls on the shoulders of leaders within the col-
laborative [26].

Finally, one of the most important determinants of success of a CQI initiative is 
an understanding of local contextual factors that may influence adoption of a par-
ticular intervention. The existing culture, relationships and resources within an indi-
vidual organization will affect the outcome of a given strategy or approach. To some 
extent, the impact of these factors will be mitigated through the process of building 
consensus around development of the intervention, as local issues will help inform 
this process. Some centers, however, may require additional resources or support, 
such as extra educational materials, peer site visits and/or team training interven-
tions for centers that are falling behind. There may also be a role for the CQI leader-
ship to assist clinical champions in influencing their organization’s leadership to 
support and implement QI initiatives. At very least, open discussion of local barriers 
and enablers will assist in refining care over time [26].
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13.6	 �Conclusion

Collaborative quality improvement is an efficient and powerful tool for sharing 
knowledge and advancing innovation through a process of collective learning. 
Access to rich clinical data from a large patient sample drawn from multiple institu-
tions allows for problem identification, robust assessment of the relationship 
between processes and outcomes, intervention development and implementation, 
and rapid evaluation and iterative refinement of those changes across multiple cen-
ters. CQI also allows interventions to reach large numbers of patients at once and 
creates opportunities for individual centers to improve more rapidly than they could 
on their own. Given that interventions are designed through participatory discus-
sions, they are more likely to be adopted and are often more adaptable to local 
contexts. Finally, partnerships with payers, government agencies and national soci-
eties may prove critical to the long-term success of these initiatives.

A number of areas will require further investigation if CQI efforts are to reach 
their potential for dramatic and long-lasting improvement. Determining which orga-
nizational attributes promote successful implementation of CQI efforts is necessary 
to ensure sustainability of improvements made through CQI-driven interventions. 
Additionally, CQI efforts should be carefully compared with other QI efforts to 
establish the arenas where CQI initiatives are likely to be most effective. Overall, 
CQI programs epitomize what the National Academy of Medicine described as a 
“learning health system”, [65] and to improve care and reduce cost on a large scale, 
there is likely no better investment.
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14Machine Learning and Artificial 
Intelligence

David F. Schneider

Abstract
Interest in artificial intelligence for use in healthcare and health services research 
is growing as the amount of data available is ever increasing. In this chapter, we 
define the terminology surrounding artificial intelligence. Machine learning 
methods are the building blocks for artificial intelligence, and we provide an 
overview of selected methods useful in healthcare and health services research. 
Cutting edge “deep learning” hold particular promise for image analysis and 
natural language processing. We review two examples to illustrate the features of 
deep learning that make it a powerful tool for research and clinical applications.

14.1	 �Introduction

Why has artificial intelligence generated so much interest for those working in 
medicine and health services research? While current events may have prompted 
some of the interest, the application of artificial intelligence to human medicine 
also grew out of the need to process ever-increasing amounts of information. 
Traditional statistical modeling performs quite well when the user knows every-
thing. That is, the investigator knows all the known predictor variables and all the 
interactions between these variables. In today’s medical environment, providers 
encounter an ever-increasing number of predictor variables, and with new informa-
tion, it is not always clear a priori which features are important. Furthermore, the 
interactions between all these variables are not obvious. Machine learning is well 
suited for such a large number of features and infinite number of interactions [1]. 
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Furthermore, artificial intelligence can continuously improve as more data and 
more features become available. As the number of features increases, human intu-
ition becomes less accurate, and we succumb to a number of biases [2]. Not every 
task is well suited for the complex algorithms of artificial intelligence. Yet, as the 
amount and variety of information increases, so too will the need for artificial intel-
ligence tools that can help us process, select, and model the data to make better 
decisions. This chapter is intended to serve as a very brief introduction to the meth-
ods of artificial intelligence, with a special focus on methods well suited surgery 
and health services research.

14.2	 �Clarification of Terms

Big Data is like teenage sex: everyone talks about it, nobody really knows how to do it, 
everyone thinks everyone else is doing it, so everyone claims they are doing it.
—Dan Ariely, Duke University

The terminology surrounding “artificial intelligence” is often misused, leading to 
confusion or even fear, especially as these terms apply to healthcare and health ser-
vices research. Before discussing machine learning and artificial intelligence, it is 
important to clarify these terms.

Artificial intelligence is a field of computer science that aims to make comput-
ers reason and act more like humans [3]. The lay public assumes the computer’s 
skills will far exceed human capabilities in terms of intelligence, speed, and scale. 
In truth, current work in artificial intelligence aims to produce results equivalent to 
human capability. With equivalent results, computers will likely exceed human 
capability in terms of speed and scale, but it remains unclear whether computers can 
achieve superior intelligence.

The primary methodology behind artificial intelligence is machine learning. 
Machine learning is really a collection of methods for inferring predictive models 
from sets of training instances. Stated more simply, these are methods for training a 
computer to predict “unknowns” from a set of “knowns.” There are many broad 
categories of machine learning methods. First, computer scientists distinguish 
supervised from unsupervised machine learning methods. Unsupervised machine 
learning discovers patterns from a dataset that has not been classified, labeled, or 
categorized. Commonly, unsupervised machine learning methods cluster the cases 
in a dataset by their similarity or differences of their features (variables) [1, 3, 4].

Most applications of machine learning, especially those employed for artificial 
intelligence, rely on supervised machine learning. In supervised machine learning 
the dataset is labeled or classified, typically by the outcome of interest. For example, 
if one were to “train” a machine learning algorithm to recognize sepsis from a set of 
patient vitals, the first step would be to label each patient, or case, as septic vs not 
septic. In this chapter, we will focus on supervised machine learning. Numerous 
types of machine learning methods exist, and each type is characterized by the 
underlying mathematical function or routine employed. Examples include 
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rule-based, tree-based, Bayesian, neural networks, and support vector machine 
methods [4, 5]. In this chapter, we will provide a brief overview of selected machine 
learning commonly used in medical research.

Natural language processing refers to sets of instructions or algorithms that 
allow computers to recognize and interpret human language, and machine learning 
is one approach for accomplishing this task. Therefore, natural language processing 
is one specific application of machine learning. Other natural language processing 
approaches take a symbolic, grammatical, or rule-based approach [6, 7].

When machine learning and natural language processing are discussed, the term 
“big data” often gets used (or misused). Big Data refers to large and complex data-
sets prohibited from being processed with common or traditional database manage-
ment tools and traditional data processing applications. “Traditional” database 
management software includes Microsoft Excel or Access while traditional data 
processing software includes R or STATA. There are four dimensions of Big Data 
that define it: volume, variety, veracity, and velocity [3]. Hence, big data is not just 
about size. Although the volume is large, the data features are complex and hetero-
geneous (e.g, text documents, structured numerical data, and categorical variables). 
Big Data changes, updates, or multiplies very quickly (velocity). Often, data scien-
tists working with big data will utilize machine learning and natural language pro-
cessing, but these particular tools are not a requirement. Analyzing SEER Medicare 
data to describe trends in imaging utilization for patients with pancreatic cancer is 
not big data. However, processing data from a consortium of 100 hospitals’ continu-
ously updated electronic health records with genomic, text, structured data, and data 
from wearable technology is big data.

Finally, all of the terms discussed above constitute some of the tools and sci-
ence in biomedical informatics - the interdisciplinary field that studies and pur-
sues the effective uses of biomedical data, information, and knowledge for 
scientific inquiry, problem solving, and decision making, driven by efforts to 
improve human health. Clinical informatics is the practice of biomedical infor-
matics in healthcare including medical, dental, and nursing as applied to patients 
and promoting human health [8, 9].

To describe the tools of machine learning and artificial intelligence, we also need 
to define some basic terms because some of these terms have different meanings in 
the computer science realm. A case is an instance of a dataset. In health services 
research, a case is usually a patient. The patient is described by many variables, or 
features, such as their age, gender, co-morbidities, weight, medications, and labora-
tory values. A method refers to a routine or algorithm. Hence, machine learning and 
artificial intelligence are really a collection of different methods. In this chapter we 
use method and algorithm interchangeably.

In the remainder of this chapter, we will first discuss the general workflow for 
machine learning. Then, we review some of the common machine learning methods 
used in medical applications of artificial intelligence. Finally, we review two spe-
cific use cases of artificial intelligence in medicine: computer vision and natural 
language processing.
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14.3	 �General Workflow

Machine learning requires lots of data to develop an accurate model. Providing lots of 
examples in the training dataset ensures that all variations or “edge cases” are repre-
sented. As most health services researchers realize, data comes in many different for-
mats, and the first step toward analyzing all this data is to clean it and format it such 
that your statistical software can work with it. Machine learning is no different. In the 
case of a classification problem, the requisite expert should label the cases according 
to the output of interest (e.g., diseased vs healthy, or phenotype A vs phenotype B). 
Once the data is cleaned, formatted, and labeled correctly, other pre-processing may 
include imputation for missing data, feature selection, and data transformation. Many 
features depend on one another or contain redundant information. Selecting meaning-
ful features and transforming them often leads to better comprehensibility of the 
learned algorithm and its outcome(s) [1, 4, 10]. For example, continuous laboratory 
data might be converted into a binary feature of “normal” vs “abnormal.”

The next step is to separate a training set from a testing set. An investigator uses the 
training set to test different machine learning methods and optimize their parameters all 
to identify the most accurate method. Next, the investigator runs the selected method 
on a separate, held out test set of data to formally assess and report its accuracy. In this 
way, the selected machine learning algorithm is evaluated on data it has never “seen” 
previously. Therefore, it is best to separate the test set from the training set very early 
in the workflow, and maintain strict standards for its access and use [3, 4, 11].

Aside from a held out test set, another way to evaluate a machine learning algo-
rithm is with k-fold cross validation. Cross validation is simply a resampling proce-
dure where k indicates the number of groups the data set is split into for evaluation. 
For example, in ten-fold cross validation, the data is split into 10 random groups, 
where one serves as the testing set and the remaining nine form the training set. The 
procedure is repeated 10 times. Cross validation is popular for evaluating machine 
learning because its generalizable and less biased as the evaluation really occurs 
multiple times with different testing sets. The disadvantage of cross validation is 
that the training and testing sets all come from the same pool of data. One might use 
both cross validation and a held out testing set if cross validation is used in develop-
ing and tuning a machine learning algorithm and then formally evaluated with a 
separate held out testing set [4, 11].

Once the investigator identifies a training set, the next step is algorithm selection. 
Unlike other statistical approaches, the investigator will often run several different 
machine learning experiments to find the most accurate method [10]. One major 
consideration of the methods tested is the outcome variable. Broadly speaking, 
some machine learning methods can handle binary or categorical outcomes while 
others deal with continuous outcomes. Although accuracy becomes a primary driver 
for the specific algorithm selected, the investigator should also consider the audi-
ence or user of the algorithm and the desired presentation of their work. Certain 
methods like neural networks are opaque in terms of which features are utilized and 
the underlying relationships between these features. Other machine learning 
approaches like tree-based methods or Bayesian networks provide a visual output 

D. F. Schneider



159

that displays the relationship between different features. Often clinicians are uncom-
fortable with more opaque methods, so if the machine learning method is for clini-
cal decision support, one might choose a method with visual outputs even if the 
accuracy is inferior to something more opaque like a neural network.

After selecting the most accurate method, its parameters and hyperparameters 
are tuned to increase the accuracy even further. A parameter is a configuration vari-
able that is internal to the method, but its value is estimated from your training data. 
Generally speaking, parameters are not adjusted by the investigator. Examples of 
parameters are the number of vectors in a support vector machine, the coefficients 
in a logistic regression, or the weights in a neural network. Hyperparameters, by 
contrast, are configured by the investigator and cannot be estimated from the train-
ing data [4, 12]. Examples include how the computer searches through the dataset 
for certain values or features (grid search vs random search) or the learning rate for 
training a neural network.

Finally, the selected method is evaluated with a held out testing set or cross vali-
dation as discussed above. The entire workflow is shown in Fig. 14.1. The arrows 
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Fig. 14.1  A generalized machine learning workflow. Adapted from Kotsiantis, S.B. Supervised 
Machine Learning: A Review of Classification Techniques. Informatica. 2007, 31: 249–268 with 
permission
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from the bottom decision node indicate that the entire process is iterative with con-
tinued adjustment or continued testing with different methods depending on the 
accuracy and acceptability to the end user(s). Combining more than one learning 
method through ensembles can improve the predictive accuracy (see “Ensembles” 
below) [10].

14.4	 �Selected Machine Learning Methods

Here, we will provide a brief review of selected machine learning methods com-
monly used in health services research. This guide is intended to serve as a high level 
overview of each method, its underlying statistical mechanism, and the particular 
advantages or disadvantages of using the method as it relates to clinical medicine.

14.4.1	 �Tree-Based Methods

Tree-based methods use recursive partitioning to classify cases based on their fea-
ture values. The output is a tree where each node represents a question or decision, 
and the branches lead to terminal nodes that indicate the outcome classification. The 
investigator can adjust stopping rules or “prune” the tree by specifying the number 
of layers and branches to make the tree less complex and easier to display. Clinicians 
will find tree-based methods easy to comprehend because they are similar to clinical 
pathways and approximate their own clinical reasoning for differential diagnosis or 
choosing a treatment strategy. Shown in Fig. 14.2 is an example of a tree-based 
method called CART [13–16].

14.4.2	 �Bayesian Networks

Bayesian Networks also provide a visual output. Specifically, Bayesian networks 
specify a graphical model for probability relationships among a set of features. The 
graphical model is a directed acyclic graph (DAG) where each variable, or node, 
represents multiple possible states and the probability associated with each state. 
Arcs or arrows connect the nodes represent conditional dependence relationships 
and influence the probability of the node to which it is connected. As the name and 
use of probabilities implies, the underlying statistics are based on Bayes Theorem. 
While the DAG is not as intuitive as a tree, the underlying use of probabilities is 
familiar to most clinicians. Furthermore, when using a Bayesian network for pre-
dicting an outcome classification, one can also report the probability of the case 
truly belonging to that outcome [17–19]. Figure  14.3a shows a naïve Bayesian 
Network in that all features are conditionally related to the same outcome class and 
not to one another [20]. However, Bayesian networks can become much more com-
plex when there are conditional dependence relationships (arcs) between the fea-
tures and the outcome (Fig. 14.3b) [17].
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14.4.3	 �Rule-Based Methods

Rule-based methods do not provide a visual output, but clinicians will easily relate 
to their “if, then” structure. Simple logical rules often require the investigator to 
discretize continuous variables (e.g, “if the calcium is greater than 10 mg/dL, then 
the patient has hypercalcemia”). Rule quality values resolve conflicts when multiple 
rules apply to a specific case. Like tree-based methods, the number of rules can be 
grown or pruned by user-specified constraints [4, 21, 22].

14.4.4	 �Support Vector Machines (SVMs)

SVMs are more abstract than the methods discussed thus far. Each case is represented 
in a multi-dimensional vector space with the vectors as numerical representations of 
the features. The underlying mechanism revolves around fitting a hyperplane or 
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Fig. 14.2  A sample CART Analysis. The classification and regression tree shown predicts late 
acute kidney injury in burn patients. Figure reprinted with permission Schneider DF, et  al. 
Predicting acute kidney injury in burn patients: A CART analysis. J Burn Care Res, 2012; 
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boundary between the outcome class(es). The concept of the hyperplane is demon-
strated in Fig. 14.4. The algorithm seeks to create the largest possible distance between 
the hyperplane and the cases on either side of the hyperplane. Once the hyperplane is 
identified, the cases that lie on its margin(s) are the support vector points, and the line 
is defined mathematically using only these support vectors (Fig. 14.4). Therefore, the 
complexity of the SVM model is unaffected by the number of cases or the number of 
features in the dataset. For these reasons, SVMs are well suited for learning tasks 
where the number of features is large relative to the number of cases. For other learn-
ing methods, one requires many more cases as the number of features increases. A 
good rule of thumb is 10 times the number of cases as there are features. SVMs, how-
ever, are uniquely suited for datasets that are wider than tall – a good point to remem-
ber when selecting an algorithm [10, 23, 24]. In clinical medicine, we often encounter 
datasets with fewer number of cases despite collecting a lot of feature variables – 
think rare diseases, sparse enrollment, or the early years for a registry.

14.4.5	 �Neural Networks

Neural networks or multilayered perceptrons are the least transparent method for 
clinicians to comprehend. As the name implies, the concept loosely mimics the 
brain in that there are “neurons” segregated into three layers: the input layer, a 
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Fig. 14.4  Support Vector Machine. A hypothetical support vector machine and its hyperplane are 
shown. The blue dots are cases from one outcome class while the green dots are the other outcome 
class. From Kotsiantis, S.B. Supervised Machine Learning: A Review of Classification Techniques. 
Informatica. 2007, 31: 249–268 with permission
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hidden layer, and the output layer. The layers connect to one another (edges). The 
neurons and edges have a weight that adjusts the strength of each connection as the 
learning proceeds. In medicine, neural networks are used for computer vision or 
image recognition. State-of-the-art “deep learning” uses many hidden layers to 
improve accuracy for image recognition tasks [25, 26]. We will discuss this topic 
with two examples in the following section.

14.4.6	 �Ensembles

An “ensemble” uses more than one machine learning method to improve the predic-
tive performance beyond what any constituent method could achieve by itself. 
Sometimes, one of methods performs a specific task, such as feature selection, and 
is then combined with a second method for classification. Certain methods truly 
function as an ensemble. For example, a random forest is really a multitude of deci-
sion trees [27]. The random forest combines randomly drawn decision trees with 
bagging, or bootstrap aggregating. Each tree then “votes” for the final classifica-
tion. By contrast, boosting also combines models of the same type, but each new 
model emphasizes or weights the misclassified cases from the previous model such 
that it learns from the previous model’s mistakes [4, 20, 27].

14.5	 �Deep Learning: Specific Cases

14.5.1	 �Computer Vision

Broadly, computer vision refers to the use of artificial intelligence to obtain infor-
mation from images. In medicine, most applications of computer vision use “deep 
learning” to process medical photos or radiology images [28]. For example, a con-
volutional neural network could distinguish malignant vs benign appearing skin 
lesions with accuracy exceeding that of board-certified dermatologists [29]. Using a 
training set of over 100,000 retinal images and two separate testing sets, a team that 
included scientists from Google detected referable diabetic retinopathy with very 
high sensitivity or specificity. The majority decision of seven board-certified opthal-
mologists determined the ground truth for these images [25].

Both examples above used a convolutional neural network. In the case of the 
diabetic retinopathy study, the neural network was originally built for ImageNet, a 
contest where researchers trained a neural network to recognize images in 1000 dif-
ferent categories for everyday objects such as cats, cars, and different foods. The 
convolutional neural network uses a specific function to combine nearby pixels 
from each image and aggregates them into local features. Local features, in turn, are 
aggregated into higher level global features. As we discussed in the “General 
Workflow” section, the data were first preprocessed. Here, this refers to normalizing 
the images, and resizing the diameter of the fundus so that all images were standard-
ized. The parameters, or mathematical components underpinning the neural 
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network are initially set to random values. For each image, the label (in this case, a 
severity grade) given by the network is compared to that of the expert opthalmolo-
gists. The network adjusts its parameters to decrease the error on that particular 
image. Through a process called back-propagation, the network changes every 
parameter through the network proportional to how quickly it reduces the discrep-
ancy between the predicted and actual outcome label(s). The process is repeated for 
each image in the training set such that the network “learns” to grade the severity of 
diabetic retinopathy from the set of pixels (25).

The power of this type of neural network is that a single network was trained to 
make multiple predictions including: whether the image processed represented 
moderate retinopathy, severe retinopathy, referable macular edema, and whether the 
image was fully gradable. Another powerful tool illustrated by this example is 
“transfer learning.” The neural net was initially trained for the ImageNet competi-
tion – its parameters were learned on ImageNet pictures and then used to bootstrap 
a similar network for a different task, diabetic retinopathy. Hence, data from one 
domain can apply to a completely different domain. Transfer learning makes prog-
ress even when abundant training data is lacking since you can initialize a neural 
network on a separate, more robust dataset [30, 31].

14.5.2	 �Natural Language Processing

Standard natural language processing toolkits such as MedLEE and cTAKEs exist, 
and these software systems function by breaking the text document into sentences 
and phrases (parsing) and then matching the phrases to a dictionary of known medi-
cal terms such as SNOMED [32–35]. Such software works well for entity recogni-
tion (e.g, finding progress notes that discuss “smoking cessation” or identifying CT 
scan reports that mention “pulmonary emobolus”). However, deep learning is capa-
ble of more complex tasks such as identifying patient language indicative of alcohol 
relapse or classifying patient instructions by their readability score.

Deep learning for more complex natural language processing tasks first converts 
the document into a set of vectors [26]. Semantic vector space models represent each 
word, phrase, or document with a geometric vector or word embedding and have been 
used for tasks such as translation, question answering by digital assistants, and named 
entity recognition. Traditionally used methods for identifying word embeddings 
include the Word2Vec method which uses a neural net’s internal representation of the 
word. That is, Word2Vec converts a document into a set of feature vectors for words 
in that document. While Word2Vec is just a two-layer neural net (not deep learning), 
it converts a document into a numerical form that deep nets can process for the predic-
tion task [36, 37]. A well-trained set of word vectors will place words with similar 
meaning close to one another in the vector space. Furthermore, words and concepts 
that are similar to each other correspond to vectors that point in similar directions; 
words with analogous meanings are encoded sensibly (the difference vector between 
“man” and “woman” is the same as that between the vectors representing “boy” and 
“girl” and to that representing the difference between “king” and “queen”).
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One promising use case of deep learning is to analyze lay patient language in 
order to identify disease or health-related quality of life issues not commonly dis-
cussed in the clinical setting. For example, a preliminary study using a mobile app 
for patients with alcohol addiction trained an algorithm to recognize messages from 
patients at high risk for relapse [38, 39]. Human experts labeled messages indicative 
of a high relapse risk. Here, a novel type of transfer learning was utilized such that 
the neural network could be initialized with a larger corpus of text (e.g, phone con-
versations) and then adapted to a different domain (text messages in an alcoholism 
support group app). One could imagine this type of technology used to analyze 
clinical conversations or social media platforms, alerting providers about patients at 
risk for depression, substance abuse, or sexual assault [38–40].

14.6	 �Conclusions

As many of the examples in this chapter illustrate, the tools of artificial intelligence 
are proving quite accurate for certain tasks. However, do these tasks truly constitute 
human intelligence? Although these examples may be categorized as artificial intel-
ligence, they are really examples of computers performing a singular, well-defined 
task. Notice that we did not provide any examples of computers operating without 
direction, reasoning and working with a patient to decide on an appropriate treat-
ment course, or rejecting certain results for lack of clinical or logical sense. One 
important limitation of machine learning (and therefore, artificial intelligence) is the 
data itself. The performance of any algorithm is only as good as the training data. 
Any biases or inaccuracies in the training data will then occur in the outcome pre-
dictions. Capturing, improving, and auditing our datasets will ensure that we can 
train accurate machine learning models.

If physicians are not in danger of losing their jobs to computers, then we must 
learn to use the tools of artificial intelligence to help us perform our jobs – either as 
a second opinion, automating certain tasks, or extending our reach where the proper 
experts are lacking. The expert physician of the future will be savvy in assessing, 
interpreting, and communicating the methods and results of artificial intelligence 
algorithms. Certain tasks will still require a physician, and patients will still want to 
discuss their condition and potential treatments with an expert human being. The 
fundamental theorem of informatics is that machine + doctor is greater than either 
one alone, and this is a good way to approach artificial intelligence in surgery and 
health services research.
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Abstract
Health services researchers often focus on population-based assessment of the 
effectiveness of health care interventions, evaluation of broad-based delivery 
system reforms, or variation in use of services across regions. These analyses 
not only require large sample size, but also diverse practice settings. There are 
two main sources of secondary datasets, administrative databases and clinical 
registries, each with their advantages and disadvantages. Administrative data-
bases, such as the national Medicare Provider Analysis and Review (MEDPAR), 
are primarily compiled for billing purposes. Other sources of data such as large 
clinical registries such as the Society of Thoracic Surgeons (STS) National 
Database and the American College of Surgeons National Safety Quality 
Improvement Program (ACS NSQIP) were created to facilitate quality 
improvement. The purpose of this chapter is to provide an overview of second-
ary databases.

15.1	 �Introduction

Health services researchers often focus on population-based assessment of the 
effectiveness of health care interventions, evaluation of broad-based delivery sys-
tem reforms, or variation in use of services across regions. These analyses not only 
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require large sample size, but also diverse practice settings. Because randomized 
controlled trials are not technically feasible for all these settings due to cost and 
sample size considerations, we often turn to large existing databases. These data-
bases have the advantage of a large sample size to answer clinical questions about 
infrequently performed procedures (e.g. Whipple or esophagectomy) or to answer 
large population-based questions.

There are two main sources of secondary datasets, administrative databases and 
clinical registries, each with their advantages and disadvantages. Administrative 
databases, such as the national Medicare Provider Analysis and Review (MEDPAR), 
are primarily compiled for billing purposes. Other sources of data such as large 
clinical registries such as the Society of Thoracic Surgeons (STS) National Database 
and the American College of Surgeons National Safety Quality Improvement 
Program (ACS NSQIP) were created to facilitate quality improvement. Both admin-
istrative databases and clinical registries have inherent strengths and limitations 
when used for research that will be discussed further in this chapter.

The purpose of this chapter is to provide an overview of secondary databases. We 
will begin by discussing the types of research questions for which large databases 
are frequently used with examples of landmark studies. We will then differentiate 
between administrative databases and clinical registries with a discussion of the 
advantages and disadvantages as well as situations in which one may be better than 
the other. Finally, we will give a brief overview of frequently used databases.

15.2	 �Common Research Questions that Require Large 
Database Analysis

15.2.1	 �Studying Rare Diagnoses, Procedures, or Complications

Health services researchers can leverage the advantages of large secondary data-
bases to answer many clinical questions (Table 15.1). One natural advantage is 
the large sample size of these databases, allowing for meaningful conclusions to 
be drawn for rare diagnoses, procedures, or complications. For example, Sheffield 
et al. used statewide Medicare data in Texas to explore the rate of common bile 
duct injury during cholecystectomy [1]. As the rate of this complication is quite 
rare (0.3–0.5%), single institution studies of this complication are often inade-
quately powered to draw any significant inferences. Previous studies performed 
with both administrative and clinical registry data have illustrated a significant 
controversy regarding the role of intraoperative cholangiography in the preven-
tion of common bile duct injury during cholecystectomy. Using an instrumental 
variable analysis (a technique described in Chap. 16) to adjust for unmeasured 
confounding, Sheffield et al. demonstrated no statistically significant association 
between intraoperative cholangiography and common duct injury. This study 
was also able to link patient-level data to both hospital and surgeon-level charac-
teristics, allowing for exploration of how factors at multiple levels influence 
patient outcomes.
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15.2.2	 �Defining Temporal Trends or Regional Differences 
in Utilization

Secondary databases are also often used to explore the utilization rates of specific 
surgeries to discern temporal trends or regional differences. In 2005, Santry et al. 
used the Nationwide Inpatient Sample (NIS) to discern a significant increase trend 
in the use of bariatric surgical procedures over the years 1998–2002 [2]. Regional 
variation in rates of procedures has been described as early as 1970. The Dartmouth 
Atlas of Health Care has used national Medicare data to publish numerous studies 
exploring large regional variations in healthcare spending and outcomes [3].

Table 15.1  Common research questions that utilize large databases

Type of question Example Description
Examination of 
rare conditions, 
procedures, 
complications

Sheffield et al. Association 
between cholecystectomy with 
vs without intraoperative 
cholangiography and risk of 
common duct injury. JAMA 
2013

Used Texas Medicare data to explore a 
rare complication to demonstrate no 
statistically significant association 
between intraoperative 
cholangiography and common duct 
injury

Trends over time 
in utilization or 
outcomes

Santry et al. Trends in bariatric 
surgical procedures. JAMA 
2005

Used the Nationwide inpatient sample 
to demonstrate a national increasing 
trend in the use of bariatric surgical 
procedures

Regional 
variations in 
utilization

Dartmouth atlas of health care Used national Medicare data to publish 
numerous studies exploring large 
regional variation in healthcare 
spending and outcomes

“Real world” 
efficacy vs. 
effectiveness

Wennberg et al.: Variation in 
carotid endarterectomy 
mortality in the Medicare 
population. JAMA 1998

Used national Medicare data to 
demonstrate carotid endarectomy 
mortality was significantly higher than 
reported in randomized controlled 
trials

Relationship of 
hospital or surgeon 
factors on patient 
outcomes

Birkmeyer et al. Hospital 
volume and surgical mortality 
in the United States. NEJM 
2002

Used national Medicare data to 
demonstrate inverse relationship 
between hospital volume and surgical 
mortality among 14 major 
cardiovascular and cancer operations

Relationship 
between mortality 
and complications

Ghaferi et al.: Variation in 
hospital mortality associated 
with inpatient surgery. NEJM 
2009

Used NSQIP database to demonstrate 
low mortality hospitals in general and 
vascular surgery had similar 
complication rates, but superior ability 
to rescue patients from complications 
when compared to high mortality 
hospitals

Policy evaluation Dimick et al. Bariatric surgery 
complications before vs. after 
implementation of a national 
policy restricting coverage to 
centers of excellence. JAMA 
2013

Used the state inpatient database to 
demonstrate no benefit in complication 
rates or reoperation rates after 
enactment of policy to restrict bariatric 
surgery to designated centers of 
excellence
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15.2.3	 �Examining Surgical Outcomes in the “Real World”: Efficacy 
vs. Effectiveness

Another natural application for the use of secondary databases is in the design of 
“real world” comparative effectiveness studies as opposed to efficacy studies. 
Efficacy studies are randomized controlled trials, generally regarded as the gold 
standard to practicing evidence-based medicine. These clinical trials are often per-
formed in a narrow patient population with strict inclusion and exclusion criteria. 
Efficacy trials tend to include only the most experienced surgeons and, therefore, 
may not capture how treatment effects vary across a heterogenous group of provid-
ers. They are also performed under ideal clinical conditions with close follow-up 
and ample hospital resources. These stringent criteria and ideal conditions can 
reduce type 1 error (incorrectly rejecting the null hypothesis) in randomized con-
trolled trials. However, they threaten the external validity of the results. The large 
survival benefit of an intervention may not hold up in the real world, where patients 
and practice conditions are a lot messier. Because secondary databases tend to be 
population-based, these databases allow for assessment of outcomes in the real 
world. Wennberg et  al. demonstrated this efficacy vs. effectiveness distinction 
examining carotid endarterectomy mortality using national Medicare data [4]. They 
report the mortality among Medicare beneficiaries undergoing carotid endarterec-
tomy, a large heterogeneous cohort, was appreciably higher at low volume hospitals 
(2.5%) compared to the higher volume hospitals (1.4%) participating in two large 
well-designed randomized controlled trials: the North American Symptomatic 
Carotid Endarterectomy Trial (NASCET) and the Asymptomatic Carotid 
Atherosclerosis Study (ACAS).

15.2.4	 �Studying Outcomes Across Diverse Practice Settings

Health services researchers also use secondary databases to explore variation in out-
comes across diverse practices settings. Studies can be designed to explore the effect 
of hospital volume or patient demographics (age, gender, race, socioeconomic sta-
tus) on outcomes. Birkmeyer et al. used national Medicare data to definitively estab-
lish the inverse relationship between hospital volume and surgical mortality among 
six major cardiovascular procedures and eight major cancer resections [5]. Most case 
reports on complex operations like pancreatic resection are from high-volume insti-
tutions. Lower-volume centers would not be represented in the literature without 
large database studies. This study has since inspired a multitude of other studies 
exploring the volume-outcome relationship in many other procedures.

Studies using secondary datasets have also examined surgeon and/or hospital 
characteristics and their impact on patient outcomes. Ghaferi et al. used the NSQIP 
database to explore the variation in hospital mortality associated with inpatient gen-
eral and vascular surgery [6]. To study variations in mortality and other patient 
outcomes, a broad sample of hospitals is required. Without secondary data, it would 
not be feasible to compare outcomes across hospitals and draw meaningful infer-
ences. Using a large clinical registry, Ghaferi et  al. were able to compare 
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low-mortality and high-mortality hospitals and discovered similar complication 
rates. The distinction in low-mortality hospitals was their superior ability to prevent 
mortality in patients experiencing complications.

15.2.5	 �Evaluating Health Care Policy

As discussed above, there are many instances in which performing a randomized 
controlled trial for an intervention would be impractical, and using a large second-
ary database is the only option to assess outcomes. One example of this is in the 
evaluation of the impact of large-scale policy changes such as Medicare’s decision 
to restrict coverage of bariatric surgery to hospitals designated as centers of excel-
lence. With such a large-scale policy decision, it would be infeasible to conduct a 
randomized controlled trial to evaluate this policy. Dimick et  al. used the State 
Inpatient Database (SID) from 12 states to compare center of excellence hospitals 
and non-center of excellence hospitals using a difference-in-differences analytic 
approach incorporating existing time trends to demonstrate no benefit in rates of 
complications or reoperation after the enactment of this policy [7]. The difference-
in-differences analytic approach is discussed in detail in Chap. 4.

15.3	 �Administrative Databases vs. Clinical Registries

15.3.1	 �Strengths and Weaknesses of Administrative Data

Administrative databases offer several advantages in health services research 
(Table 15.2). These data sets are population based, allowing for the examination of 
time trends or regional differences as well as real world outcomes, and have a large 
sample size, allowing for the study of rare conditions, as discussed above. These 
datasets are also relatively inexpensive and readily available. Therefore, administra-
tive data are a good source of preliminary data for a grant. Another benefit of admin-
istrative data is the ability to link patients across episodes of care and institutions. 
For example, this allows for more accurate tracking of readmissions than clinical 

Table 15.2  Strengths and weaknesses of administrative databases and clinical registries

Administrative databases
Strength Weakness
Population-based Lack clinical detail
Readily available Inaccurate/variable coding
Linkable across episodes Lags in availability
Large sample size Collected for billing purposes
Clinical registries
Strength Weakness
Clinical granularity Lags in availability
Large sample size Relies on abstractors for reliability

Resource-intensive
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data, which often relies on hospitals to keep track of their own readmissions. This 
may be easy enough if a patient is readmitted to the same surgeon or service, but 
more complicated if a patient is readmitted to a different provider or service within 
the same hospital, or a completely different hospital altogether.

The primary weaknesses in administrative data lie in the inaccuracy and vari-
ability in coding. Administrative databases were developed primarily for billing 
purposes. As a result, primary procedure and diagnosis codes, demographics, 
length-of-stay and outcomes such as mortality and readmission are recorded with 
good accuracy. However, administrative data often lack clinical granularity beyond 
these data points. Patient comorbidities, often used to adequately risk-adjust 
patients, rely on the varying quality of secondary diagnoses coding. Furthermore, 
the coding of complications, an important outcome measure in surgery, has also 
been criticized for clinical inaccuracy. The surgical health services researcher must 
have effective strategies to address these weaknesses as discussed below.

15.3.2	 �Identifying Comorbidities in Administrative Data

Popular methods to perform comorbidity risk adjustment include the Charlson 
Index and the Elixhauser method [8, 9]. The Charlson Index assigns a specific point 
value for certain comorbidities to predict 10-year survival. It has been adapted for 
use with both the International Classification of Disease, ninth and tenth Revisions, 
Clinical Modification (ICD-9-CM, ICD-10-CM) codes by various groups, with the 
most popular proposed by Deyo et al. [10]. Studies have shown that the incidence of 
coded comorbidities are similar between ICD-9-CM and ICD-10-CM. Thus, it is 
reasonable to perform risk-adjustment of outcomes from claims data that include 
both coding modifications. The Elixhauser method uses a list of 30 comorbidities 
that can be identified by ICD-9/10-CM codes. These comorbidities are not simpli-
fied by an index, as each comorbidity can affect outcomes differently among differ-
ent patient groups. Rather, each comorbidity is used as an indicator variable in 
logistic regression when performing risk adjustment. Both methods for risk adjust-
ment are widely used and have been previously validated for use with administrative 
data. However, limitations still exist in using these methods. Though both the 
Elixhauser method and Charlson Index can discern the presence of comorbidities, 
the severity of comorbidities is not discernable. Also, in situations where confound-
ing by indication based on clinical severity are important, administrative data may 
not adequately identify patients with higher clinical severity. Administrative data 
will not yield the appropriate clinical detail to perform rigorous comparative effec-
tiveness studies without a more advanced method for causal inference.

15.3.3	 �Identifying Complications in Administrative Data

The Complications Screening Program developed by Iezzoni et  al. is commonly 
used to identify complications from administrative data [11]. Using specific 
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ICD-9/10-CM codes, the following postoperative complications can be identified: 
pulmonary failure, pneumonia, myocardial infarction, deep venous thrombosis/pul-
monary embolism, acute renal failure, hemorrhage, surgical site infection, and gas-
trointestinal hemorrhage. This method has also been previously validated by chart 
review and shown to be in good agreement. Again, however, we caution the reader 
in using these methods in studies for which other complications not targeted in the 
Complications Screening Program (e.g. anastomotic leak, urinary tract infection, 
central line associated bloodstream infection) may be important outcome measures. 
Furthermore, the severity of these complications cannot be ascertained with admin-
istrative data.

15.3.4	 �Clinical Registries

In contrast, clinical registries are developed for expressed research purposes or 
quality improvement. As a result, they contain more clinical granularity than 
administrative data. Severity of disease, intricacy of procedure, and complexity 
of post-operative care are all examples of clinical detail that can be obtained in 
clinical registries not found in administrative databases. For example, through 
the Society of Thoracic Surgeons Adult Cardiac Surgery Database a researcher 
can find information on preoperative ejection fraction, cardiopulmonary bypass 
time, and postoperative transfusions: all data that would not be possible through 
claims data.

There are also disadvantages to clinical registries though. Participation in 
clinical registries often require full-time data abstractors at each site that review 
the medical record and enter data into a large data warehouse. Though research 
has suggested participation in clinical registries may lead to quality improvement 
with a return on investment, hospital administrators may not be able or willing to 
support the resource-intensive costs required for participation. Additionally, 
clinical registry data are never perfect. Some outcomes, such as long-term out-
of-hospital survival or readmissions may not be adequately captured in clinical 
registries, depending on how these outcomes are reported and verified. Health 
services researchers must also realize that although clinical registry data improve 
greatly on the granularity of clinical detail, there are still limitations in the data 
that can be collected. Observational comparative effectiveness studies performed 
with clinical registries may still be biased by confounding factors that remain 
unobserved.

15.4	 �Example Datasets

15.4.1	 �Administrative Data

Large administrative databases are produced and maintained by many sources. 
Several of the most commonly used databases are listed below (Table 15.3).
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15.4.1.1	 �Medicare
Perhaps the most widely used database for surgical outcomes research is the 
Medicare Provider Analysis and Review (MEDPAR) file [12]. It contains Medicare 
Part A claims for services provided to fee-for-service beneficiaries admitted to 
Medicare certified inpatient hospitals and skilled nursing facilities. The Center for 
Medicare and Medicaid Services also maintains research files for Medicare Part B 
claims submitted by physicians or hospitals for outpatient care. The Chronic 
Condition Warehouse (CCW) is a 5% sample of Medicare patients that provides 
claims across the care continuum and can be used to answer questions that require 
a variety of claims files.

15.4.1.2	 �SEER-Medicare
Medicare claims data can be augmented by linkage to clinical registries. Commonly, 
the Medicare data can be linked to the Social Security Death Index to assess 

Table 15.3  Examples of administrative databases

Database Description
Centers for medicare and medicaid services
Medicare provider analysis and 
review (MEDPAR)

Medicare part A claims for inpatient hospitals and skilled 
nursing facilities

Part B claims data Medicare part B claims for physician fees and hospital 
outpatient care

Surveillance, epidemiology and 
end results (SEER)-Medicare 
linked data

Clinical and demographic data from population-based 
cancer registries linked to Medicare claims data

Veterans affairs database
Patient treatment file (PTF) VA inpatient hospital discharge claims
National Patient Care Database 
(NPCD)

VA outpatient visits at VA-based clinics

Healthcare cost and utilization project
Nationwide inpatient sample 
(NIS)

20% stratified sample of hospital discharge data from 
all-payers

Kids’ inpatient database (KID) Sample of all pediatric inpatient discharges from 44 states
State inpatient database (SID) State-specific inpatient discharges from 45 states. Individual 

state databases available for purchase
State ambulatory surgery 
database (SASD)

State-specific data from 30 states for same-day procedures

Marketscan
Commercial claims and 
encounter database (CCAE)

Claims submitted to >100 health plans that contract with 
large private employers, public agencies, and public 
organizations in the United States

Provider-level data for linkage
American Medical Association 
(AMA) physician Masterfile

Provider-level database containing information on 
education, training, and professional certification

American Hospital Association 
(AHA) annual survey database

Hospital-level database containing information on hospital 
demographics, organizational structure, facilities and 
services, utilization, expenses and staffing
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long-term survival. Also, Medicare data has commonly been linked with the 
Surveillance, Epidemiology and End Results (SEER) registry to obtain clinical and 
demographic data from population-based cancer registries from 18 SEER regions, 
representing approximately 28% of the US population [13]. The linked SEER-
Medicare database can be used to examine variation in cancer-directed surgery and 
long-term outcomes after cancer surgery.

15.4.1.3	 �Veterans Affairs Hospitals
The federal government also gathers data for patients receiving care by the 
Department of Veterans Affairs. The Patient Treatment File (PTF) contains hospital 
discharge abstracts for inpatient care while the National Patient Care Database 
(NPCD) contains outpatient visits at VA-based clinics [14].

15.4.1.4	 �Healthcare Cost and Utilization Project
The Healthcare Cost and Utilization Project (HCUP) is a family of useful healthcare 
databases developed through a federal-state-industry partnership sponsored by the 
Agency for Healthcare and Research Quality (AHRQ) [15]. It is the largest collec-
tion of longitudinal hospital care data with all-payer, encounter-level information 
beginning in 1988. The Nationwide Inpatient Sample (NIS) is a large, national data-
base containing hospital discharge data for all payers, though does not contain 
100% of all discharges. It is a 20% stratified sample of discharges from all US non-
federal hospitals that participate in HCUP. In 2012, HCUP changed the sampling 
methodology to capture a 20% sample of representative discharges rather than 
drawing cases from a sample of hospitals. According to HCUP, this provides more 
representative sample of discharges and reduces sampling errors that came from the 
prior hospital-level methodology. State-specific databases are available through the 
State Inpatient Databases (SID). They contain all inpatient discharge abstracts in 46 
states. The resultant databases represent approximately 97% of annual discharges. 
A number of states make SID files available for purchase through HCUP. These 
databases are maintained in a uniform format, allowing for easy comparison of data 
between different states to examine geographic variation in utilization, access, 
charges, and outcomes. The State Ambulatory Surgery Databases (SASD) capture 
data from 30 participating states for same day procedures. The Kids’ Inpatient 
Database (KID), similar to the NIS, is an all-payer inpatient care database for chil-
dren ≤20 years of age from 44 states in the US. Unlike the NIS, the KID does not 
involve sampling of hospitals. Instead, the KID is a sample of pediatric patients 
from all hospitals in the sampling frame. For the sampling, pediatric discharges in 
all participating states are stratified by uncomplicated in-hospital birth, complicated 
in-hospital birth, and all other pediatric cases.

15.4.1.5	 �AMA Masterfile and AHA Annual Survey
Provider-level and hospital-level information can be obtained through the American 
Medical Association (AMA) and American Hospital Association (AHA). These can 
then be linked to existing HCUP and Medicare data to add provider-level variables 
in data sets. The AMA physician masterfile contains information about education, 
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training, and professional certification for nearly all physicians in the US [16]. The 
AHA Annual Survey Database includes data from >6000 hospitals with detailed 
information regarding hospital demographics, organizational structure, facilities 
and services, utilization, expenses, and staffing [17].

15.4.1.6	 �Marketscan
The Marketscan Commercial Claims and Encounter (CCAE) database is compiled 
from claims submitted to more than 100 health plans that contract with large private 
employers, public agencies and public organizations in the United States [18]. The 
database is available for purchase through Truven Health Analytics. Health plan 
types that are included in this database are employer-sponsored, private, fee-for-
service, and capitated insurance to employees and covered dependents. This longi-
tudinal database tracks all patient-level inpatient and outpatient claims for as long 
as employees remain with their employers.

15.4.2	 �Clinical Registries

Clinical registries were designed for clinical research and quality improvement. 
Many of these arose in response to the increasing use of administrative data which 
many viewed as suboptimal. With improved data accuracy and clinical granularity, 
these registries are ideal for questions that require in-depth data of disease severity, 
comorbidities, detail of operation, and complexity of post-operative care (Table 15.4).

15.4.2.1	 �STS National Database
The Society of Thoracic Surgeons (STS) established a National Database in 1989 as 
an initiative for quality improvement and patient safety [19]. The database is divided 

Table 15.4  Examples of clinical registries

Database Description
Society of Thoracic Surgeons 
(STS) National Database

National database divided into three components: Adult 
cardiac, general thoracic, congenital heart surgery with >90% 
participation by cardiothoracic surgery programs in United 
States

American college of surgeons 
National Surgical Quality 
Improvement Program 
(ACS-NSQIP)

Nationally validated, risk-adjusted, outcomes-based program 
to measure and improve surgical quality across surgical 
subspecialties

National Trauma Data Bank 
(NTDB)

National database for >400 level I–IV trauma centers across 
the United States maintained by the American College of 
Surgeons with trauma patient data including injury profiles, 
injury severity score, and mechanism of injury

National Cancer Data Base 
(NCDB)

National database for >1500 commission on Cancer-
accredited cancer programs in the United States with detailed 
clinical, pathological and demographic data on approximately 
70% of all incident cancer cases
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into three components: Adult Cardiac, General Thoracic, and Congenital Heart 
Surgery with Anesthesiology participation within the Congenital Heart Surgery 
Database. The Adult Cardiac Database is the largest, with over 1000 participating 
sites and data for over 4.9 million surgical procedures. Analyses suggest that the 
STS Database has enrollment from more than 90% of cardiothoracic surgery pro-
grams in the United States. The STS National Database has been used to derive Risk 
Calculators for seven different individual procedures. Recently, the STS has devel-
oped a composite star rating for hospital or group quality for isolated coronary 
artery bypass grafting and isolated aortic valve replacement, and the organization is 
encouraging its members to allow these star ratings to be available to the public. 
Requests for data are reviewed by the STS Access & Publications Task Force five 
times per year through an online data request form.

15.4.2.2	 �ACS NSQIP
National Surgical Quality Improvement Program (NSQIP) began in the Department 
of Veterans Affairs and was brought into the private sector by the American College 
of Surgeons (ACS) in 2004 [20]. It is the first nationally validated, risk-adjusted, 
outcomes-based program to measure surgical quality across surgical specialties in 
the private sector. Participation by member hospitals requires a Surgical Clinical 
Reviewer (SCR) that collects clinical variables including preoperative risk factors, 
intraoperative variables, and 30-day postoperative mortality and morbidity out-
comes for patients undergoing major and minor surgical procedures. The ACS 
NSQIP database has become a valuable tool for participating institutes for quality 
improvement and clinical studies. All ACS NSQIP participants may access the data-
base by requesting the Participant Use Data File (PUF) through the ACS NSQIP 
website. This file contains Health Insurance Portability and Accountability Act 
(HIPAA) compliant patient-level, aggregate data, and does not identify hospitals, 
healthcare providers, or patients. The PUF is provided at no additional cost to 
employees of ACS NSQIP participating hospitals.

Many system-wide and regional collaboratives participate in the ACS NSQIP data-
base. However, some collaboratives maintain their own databases that may be used for 
research purposes. These include the Michigan Bariatric Surgical Collaborative 
(MBSC) [21] and the Michigan Surgical Quality Collaborative (MSQC) [22]. Finding 
regional collaboratives in your area may provide a unique opportunity to collect and 
analyze detail-rich data that may not exist in other databases.

15.4.2.3	 �National Trauma Data Bank
Created by the ACS to serve as the principal national repository for trauma center 
registry data, the National Trauma Data Bank (NTDB) is composed of de-identified 
HIPAA compliant data from >400 level I-IV trauma centers across the United 
States. It includes information on patient demographics, vital signs, diagnoses, 
Injury Severity Scores (ISS), injury profiles, mechanism of injury (based on ICD-
9-CM codes), procedures, complications, and in-hospital mortality [23]. To gain 
access to NTDB data, researchers must submit requests through an online applica-
tion process.
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15.4.2.4	 �National Cancer Data Base
The National Cancer Data Base (NCDB) is jointly managed by the American 
College of Surgeons’ Commission on Cancer (COC) and the American Cancer 
Society. Created in 1988, it is a nationwide database for more than 1500 COC-
accredited cancer programs in the United States [24]. The NCDB contains detailed 
clinical, pathological, and demographic data on approximately 70% of all US inci-
dent cancer cases. The NCDB Participate Use Data File (PUF) provides HIPAA 
complaint de-identified patient level data that does not identify hospitals or health-
care providers. Investigators at COC-accredited cancer programs must apply for 
access through an online application process.

15.4.2.5	 �Clinical Quality Collaboratives
In recent years, the number of states forming surgical quality collaboratives have 
increased significantly. States like Illinois, Tennessee, Florida, and Michigan all 
have smaller local collaboratives that not only maintain data registries, but also 
interact directly with payers and local providers [25, 26]. The data collection plat-
forms resemble those of larger clinical registries, like NSQIP. However, because 
of their size, many collect more granular information on patient satisfaction, post-
operative opioid prescribing practices, or even intraoperative processes of care. 
Some collaboratives are also involved in the implementation and evaluation of 
novel surgeon coaching programs for which larger national data is not currently 
available [27].

15.5	 �Conclusion

This chapter has provided an overview of secondary data sources available to health 
services researchers and the scope of questions these databases can explore. 
Administrative data and clinical registries are both available with their respective 
strengths and weaknesses. Administrative data are relatively inexpensive and read-
ily available for use, though they lack clinical granularity. Clinical registries improve 
greatly on the level of clinical detail available, however, they may be costly and do 
not exist for all diseases and populations. We have reviewed several available sec-
ondary databases, but ultimately the choice of data needs to be tailored to the spe-
cific research question and analytical strategies discussed elsewhere in this book 
need to be employed to ensure that sound conclusions are drawn.
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Abstract
When making health care decisions, patients, their providers, and health care poli-
cymakers need evidence on the benefits and harms of different treatment options. 
Many questions in medicine are not amenable to randomized controlled trials 
(RCT). The use of observational data, such as insurance claims data, tumor regis-
try data, quality collaborative databases, and clinical registries, to evaluate the 
comparative effectiveness of various treatment strategies is an attractive alterna-
tive. However, causal inference is more difficult in observational studies than in 
RCTs because patients are not randomly assigned to treatment groups. The objec-
tives of this chapter are to discuss the challenges with using observational data to 
assess treatment effectiveness and to review methods for enhancing causal infer-
ence. Investigators need to identify potential threats to the validity of their results 
including selection bias, confounding, and measurement bias. Studies that do not 
account for such threats to validity can produce biased effect estimates that con-
tribute to inappropriate treatment and policy decisions. In this chapter, we focus 
on careful study design and encourage intimate knowledge of the observational 
dataset, especially when using administrative data. Finally, we review statistical 
methods including multivariate analysis, propensity score analysis, and instru-
mental variable analysis that may be used to adjust for bias and strengthen causal 
inference. Several clinical examples are provided throughout to demonstrate 
threats to validity and the statistical methods used to address them.
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Abbreviations

FEV1	 Forced expiratory volume
INR	 International normalized ratio
IV	 Instrumental variable
MI	 Myocardial infarction
NSQIP	 National Surgical Quality Improvement Program
RCT	 Randomized controlled trial
SEER	 Surveillance epidemiology and end results

16.1	 �Using Observational Data for Health Services 
and Comparative Effectiveness Research

When making health care decisions, patients, their providers, and health care poli-
cymakers need evidence on the benefits and harms of different treatment options. 
Randomized controlled trials (RCTs) are considered the most valid methodology 
for evaluating treatment effects, because they balance not only measured but also 
unmeasured confounders. However, there are practical barriers that prevent RCTs 
from being performed to answer many important clinical questions. Due to the cost 
of trials, lack of equipoise, or logistical challenges of recruiting adequate number of 
patients, many medications, treatments, tests, surgical procedures, and health care 
delivery methods have not been and cannot be evaluated in RCTs. High-risk groups, 
such as older and sicker adults, or minorities, are typically not well represented in 
RCTs of medical interventions and procedures. Similarly, rare conditions are not 
easily studied in a RCT.

While RCTs indicate how a treatment performs in a controlled trial setting 
(known as treatment efficacy), they have limited generalizability to community 
populations and settings. It is important to evaluate effectiveness—or how a treat-
ment performs when used more generally outside the context of a clinical study, by 
physicians treating diverse patients (many of whom may not have met trial eligibil-
ity criteria) in everyday practice—to assess whether demonstrated efficacy in a ran-
domized trial translates to real-world application. For example, a treatment might 
lack effectiveness in the community because of broadening of indications, comor-
bidities that interfere with treatment, poorer treatment adherence, or differences in 
the age and health status of the treated population.

Increasingly, investigators are using non-randomized studies to evaluate the 
effectiveness and safety of medical interventions in real-world community prac-
tice settings, either where RCTs are not feasible, or to motivate expenditure of 
resources for RCTs. Insurance claims data (e.g., Medicare), tumor registry data 
(e.g., Surveillance, Epidemiology, and End Results, or SEER), hospital discharge 
data (National Inpatient Sample), complications registry data (e.g., National 
Surgical Quality Improvement Program, or NSQIP), and other observational data-
sets, which may not be collected for research purposes, can be used to conduct 
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comparative effectiveness research. For example, observational datasets have 
been used to evaluate the effectiveness of emergent cardiac catheterization in 
patients with acute myocardial infarction [1], laparoscopic vs. open appendec-
tomy [2], antecolic vs. retrocolic gastrojejunostomy in the prevention of internal 
hernia during gastric bypass [3], long-term survival after endovascular and open 
repair [4, 5], and observation vs. active treatment (surgery or radiation) for early 
stage prostate cancer [6, 7].

16.2	 �Causal Inference with Observational Data

Causal inference is more difficult in observational studies than in RCTs because 
patients are not randomly assigned to treatment groups. In everyday practice, treat-
ment decisions are influenced by clinician judgment and preference, patient charac-
teristics, processes of care, access to care, and the presence of multiple concurrent 
interventions or problems. This process of individualized treatment based on non-
random clinical judgment about risk/benefit creates systematic differences between 
treatment groups. If the reasons for receiving a given treatment are associated with 
predictors of the outcome of interest, then measures of treatment effectiveness may 
be biased.

Furthermore, in observational studies the information that patients and providers 
use to select treatment is often inaccessible to the investigator. This is especially true 
when investigators use administrative data, which are not collected for research 
purposes. Measured factors (e.g., age or race) that influence treatment decisions can 
be accounted for by inclusion in multivariate models. However, unmeasured factors 
(e.g., frailty, functional status, or social determinants of health) that are correlated 
with both the treatment and the outcome will lead to biased estimates of the treat-
ment effect. In observational studies, it can be very difficult to determine whether 
differences in outcomes between treatment groups should be attributed to a treat-
ment effect or to unmeasured patient differences.

16.2.1	 �Threats to Validity

Prior to conducting an observational study, investigators need to identify potential 
threats to the validity of their results. Below, we review the most common issues for 
comparative effectiveness research.

16.2.1.1	 �Selection Bias
Selection bias refers to two processes: the selection of patients into the study sample 
and the allocation of patients into treatment groups. In the first process, selection 
bias occurs when the selection of patients into the study produces a sample that is 
not representative of the population of interest. In the second process, selection bias 
occurs when non-random factors that influence treatment lead to allocation of 
patients into treatment groups that are systematically different. Treatment selection 
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can be influenced by patient factors such as demographics, severity of illness, func-
tional status, comorbid conditions, exposure to the health care system, socioeco-
nomic status, and concurrent treatment, and other factors associated with the 
provider, health care system, and environment. Selection bias is common in obser-
vational studies evaluating the effectiveness of surgical procedures because patients 
who undergo surgery are selected for good underlying health, while patients who 
are not fit enough for surgery get included in the “no surgery” group.

16.2.1.2	 �Confounding
Confounding occurs when variables that determine treatment selection are also 
related to the outcome. There are several sources of selection bias or confounding in 
observational studies of treatment effectiveness [8]. Confounding by indication or 
disease severity occurs when the sickest patients are more likely to receive a new 
drug or type of therapy, such as a new thrombolytic for myocardial infarction or 
antifibrinolytic agents for severe hemorrhage [8]. As a result, the intervention is 
associated with increased risk estimates and it appears to cause the outcome it is 
intended to prevent. Another source of confounding is selective prescribing or treat-
ment discontinuation in very sick patients [8]. Patients who are disabled, frail, cog-
nitively impaired, or in otherwise poor health may be less likely to receive treatment 
(particularly preventive medication) and more likely to have poor health outcomes, 
which exaggerates the estimated treatment effect. For example, patients with seri-
ous postoperative complications after cancer surgery may never be fit enough to 
receive adjuvant treatment. Conversely, the healthy user/adherer bias occurs because 
patients who initiate a preventive medication or who adhere to treatment may be 
more likely to engage in other healthy behaviors and seek out preventive healthcare 
services [8]. This can exaggerate the estimated treatment effect as well as produce 
spurious associations between the treatment and other health outcomes.

16.2.1.3	 �Measurement Bias
Measurement bias involves systematic error in measuring the exposure, outcome, or 
covariates in a study. Measurement error is a major concern for observational stud-
ies, particularly those using administrative data such as Medicare claims. The likeli-
hood of measurement error differs based on the type of intervention, outcome, or 
covariates being measured. For example, it is fairly straightforward to define and 
identify surgical procedures in Medicare claims data, and costly procedures tend to 
be accurately coded in billing data. In contrast, it can be very difficult to identify 
medication use, define an exposure period, and classify patients as treated or 
untreated. An outcome such as survival is less likely to have measurement error than 
outcomes such as postoperative complications or incident disease. Similarly, comor-
bid conditions or risk factors such as smoking may be more difficult to measure. 
This is particularly true with claims data because diagnosis codes are subject to 
considerable error and the use of a particular diagnosis code on a claim depends on 
the presence of the condition, a provider’s use of the code, and the presence of other, 
more serious conditions. One way to estimate the validity of the exposure and out-
come variables in an observational study is to compare them with a gold standard 
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such as patient self-report or the medical record. It is important to recognize, how-
ever, that measurement errors do not necessarily invalidate the results of observa-
tional studies. First, it is important to assess whether a differential measurement 
error (i.e., a true bias) exists, such that the magnitude of the measurement error 
varies between treatment groups. Second, it is important to assess whether such 
measurement bias is likely to exaggerate estimated treatment effects or bias them 
towards the null.

16.2.2	 �Unmeasured Confounding

Even very rich datasets such as medical records lack complete information on fac-
tors influencing selection of treatment. Perhaps the best example of the prognostic 
strength of missing variables is self-rated health. In most cohort studies, self-rated 
health is the strongest predictor of survival (after age and gender). More impor-
tantly, self-rated health remains a strong predictor in studies that include a rich array 
of medical, physiologic, social, and psychological variables, such as the 
Cardiovascular Health Survey. This means that there is a factor known by the patient 
and easily accessible by the physician (“How are you feeling?”) that clearly influ-
ences prognosis, that would likely influence treatment choice, and which is invisible 
in almost all comparative research studies using observational data.

Causal inference relies on the assumption that the study has adequately adjusted 
for unmeasured confounding; however, there is no way to test that the assumption is 
correct, making causal inference risky in observational studies. Investigators must 
do their best to identify, measure, and adjust for all potential confounders. Studies 
that do not use the appropriate methodology to account for observed and unob-
served sources of bias and confounding produce biased effect estimates that can 
contribute to inappropriate treatment and policy decisions. In the next section, we 
discuss methods of controlling for bias in observational studies, including steps 
investigators can take during the design and analysis phases to minimize unmea-
sured confounding.

16.3	 �Controlling for Bias in Observational Studies

Careful study design and research methods are key for causal inference with obser-
vational data. No amount of sophisticated statistical analysis can compensate for 
poor study design. A helpful exercise to conduct when designing an observational 
study is to describe the randomized experiment the investigator would like to—but 
cannot—conduct, and attempt to design an observational study that emulates the 
experiment. Research investigators also should collaborate with statisticians, meth-
odologists, and clinicians with relevant subject-matter knowledge during the study 
design and analysis process. These collaborators can provide expert input to iden-
tify issues with the research question and approach. They also can help to identify 
confounding variables—determinants of treatment that are also independent 
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outcome predictors—and other potential sources of bias, and determine the expected 
strength and direction of the anticipated bias.

16.3.1	 �Study Design

The ideal way to minimize bias in observational studies of treatment effectiveness 
is to collect comprehensive patient, treatment, and outcome data suggested by rel-
evant clinicians and methodologists. This is ideal for primary research studies; how-
ever, it is not an option for secondary data analysis on existing observational data 
sets. Investigators who use existing datasets cannot control how patients were iden-
tified and selected, and the analysis is limited to available variables and the way they 
were measured at the time of data collection. Therefore, it is critical for investiga-
tors using secondary data to consider the comprehensive list of potential patient, 
provider, and process of care factors as the investigator considers potential chal-
lenges to causal inference in order to evaluate the feasibility of answering the 
research question with the available data. We review several research practices for 
secondary data analysis that will help to improve causal inference.

Prior to designing a study and analyzing the data, investigators must familiarize 
themselves with the dataset they will be using, including how the sample was 
selected, how the data were collected, what variables are included and how they 
were defined, and the potential limitations. For example, hospital discharge datasets 
such as the National Inpatient Sample represent hospital discharges and not indi-
vidual persons. Patients with multiple hospitalizations will be counted multiple 
times, and the dataset does not contain unique patient identifiers that allow follow-
up after discharge. Additionally, the sampling methodology should be considered in 
using such a dataset for population-level inferences. Administrative claims data 
such as Medicare data were not collected for research purposes and do not contain 
direct clinical information. Rather, clinical information has to be inferred from diag-
nosis and procedure claims. In addition, diagnosis codes listed on claims were 
designed for reimbursement rather than surveillance purposes, and conditions may 
be included based on reimbursement rather than clinical importance.

Investigators need to explicitly define the intervention or treatment of interest. A 
well-defined causal effect is necessary for meaningful causal inference. For many 
interventions, there are a number of ways to define or measure exposure, which 
could lead to very different estimates of effectiveness. Investigators using adminis-
trative claims data have to infer receipt of treatment based on claims for services and 
often have to develop surrogate measures of an intervention. This requires the inves-
tigator to make assumptions, and he/she must consider how results may be affected.

Another prerequisite for causal inference is a well-characterized target popula-
tion. Investigators need to explicitly define the subset of the population in which the 
effect is being estimated and the population to whom the results may be generalized. 
The investigator should carefully select the study cohort and construct the treatment 
comparison groups and carefully define the observation period in which outcomes 
will be monitored. Cohort selection criteria should be specified to construct a ‘clean’ 
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patient sample. For example, in a study evaluating overuse of cardiac stress testing 
before elective noncardiac surgery, the cohort was restricted to patients with no 
active cardiac conditions or clinical risk factors [9]. Cardiac stress testing was 
clearly not indicated in such patients; therefore, investigators could label testing as 
overuse. When defining an observation period, investigators must consider the 
length of time that is appropriate for the research question and the study outcome. 
For example, 2-year survival would be an adequate amount of time to assess the 
effectiveness of interventions for pancreatic cancer, but not for breast or prostate 
cancer. Finally, investigators must determine the extent to which the potential con-
founders identified by the research team are observable, measurable, or proxied by 
existing variables in the observational dataset.

16.3.2	 �Statistical Techniques

There are a number of statistical methods aimed at strengthening causal inference in 
observational studies of the comparative effectiveness of different treatments. 
Table  16.1 shows the most common statistical methods used to adjust for bias. 
Below, we briefly discuss the statistical methods with regard to their contributions 
to causal inference for observational data. A detailed description of these methods 
is beyond the scope of this chapter.

16.3.2.1	 �Multivariate Regression
Multivariable regression is the conventional method of data analysis in observa-
tional studies. Regression models may take many forms, depending on the distribu-
tion of the response variable and structure of the dataset. The most commonly used 
regression models include linear regression for continuous outcomes (e.g., the effect 
of age on systolic blood pressure), logistic regression for categorical outcomes (e.g., 
the effect of intraoperative cholangiography on bile duct injury), Cox proportional 
hazards models for time-to-event outcomes (e.g., effect of adjuvant chemotherapy 
on survival), and Poisson regression for count data (e.g., the effect of INR level on 
ischemic stroke rates).

Regression analysis is used to disentangle the effect of the relationship of interest 
from the contribution of the covariates that may affect the outcome. Regression can 
control for differences between treatment groups by providing estimates of the 

Table 16.1  Statistical methods to reduce confounding in observational studies

Statistical method Purpose/use
Multivariable regression Estimate conditional expectation of 

dependent variable given one or more 
independent variables

Propensity score analysis (stratification, 
matching, inverse probability weighting, 
regression adjustment)

Reduce imbalance in treatment and control 
groups based on observed variables

Instrumental variable analysis Adjust for unobserved confounding

16  Methods for Enhancing Causal Inference in Observational Studies



192

treatment effect when the other covariates are held fixed. However, in order to con-
trol for a covariate, it must be measurable in the observational dataset; therefore, 
multivariable regression analysis is generally unable to control for the effects of 
unmeasured confounders.

16.3.2.2	 �Stratification or Restriction Prior to  
Multivariable Regression

Stratification may be used as a method to adjust for a measurable prognostic factor 
that differs systematically between treatment groups, that is, a potential con-
founder. Patients are grouped into strata of the prognostic variable, and the treat-
ment effect is estimated by comparing treated and untreated patients within each 
stratum. This method yields effect measures for each stratum of the prognostic 
variable, known as conditional effect measures. They do not indicate the average 
treatment effect in the entire population. Sometimes investigators estimate the 
treatment effect in only some of the strata defined by the prognostic factor, a form 
of stratification known as restriction.

Stratification and restriction create subgroups that are more homogeneous, some-
times enabling the investigator to identify the presence of confounding. For exam-
ple, a study assessing the short-term outcomes of incidental appendectomy during 
open cholecystectomy used restriction to evaluate the consistency and plausibility 
of their results [10]. Table  16.2 shows the unadjusted and adjusted associations 
between incidental appendectomy and adverse outcomes in the overall cohort and 
in restricted subgroups. Unadjusted comparisons showed paradoxical reductions in 
mortality and length of stay associated with incidental appendectomy. Multivariable 
models adjusting for potential confounders, such as comorbidity and nonelective 
surgery, showed increased risk of nonfatal complications with incidental appendec-
tomy but no differences in mortality or length of stay. The investigators believed 
that unmeasured differences between the appendectomy and no appendectomy 

Table 16.2  Outcomes of patients undergoing open cholecystectomy with vs. without incidental 
appendectomy for the overall patient cohort and low-risk subgroups

In-hospital death 
or (95% CI)

Complications or 
(95% CI)

Length of hospital stay 
adjusted differences (95% 
CI)

Overall cohort
 � Unadjusted 0.37 (0.23, 0.57) 1.07 (0.98, 1.17) −0.46 (−0.38, −0.54)
 � Adjusteda 0.98 (0.62, 1.56) 1.53 (1.39, 1.68) 0.05 (−0.02, 0.12)
Low-risk subgroups, 
adjusted outcomes a

 � Age ≤ 70 and 
elective surgery

2.65 (1.25, 5.64) 1.49 (1.32, 1.69) 0.12 (0.05, 0.19)

 � Elective surgery and 
no comorbidity

2.20 (0.95, 5.10) 1.53 (1.35, 1.73) 0.11 (0.04, 0.18)

Note: OR indicates odds ratio, CI confidence interval
aAnalyses adjusted for patients’ age, sex, primary diagnosis, comorbidity, and admission category, 
hospital teaching status and bed size, and year of surgery
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groups were more likely to exist in high risk patients, confounding the estimates for 
the overall sample. After restricting the analysis to subgroups of patients with low 
surgical risk, incidental appendectomy was consistently associated with a small but 
definite increase in adverse postoperative outcomes.

There are ways to manage a stratified analysis to ensure that the stratification 
itself does not bias the results. It is often sufficient to perform the analysis in the 
stratified fashion first (i.e., specifying multiple equations). One can repeat the analy-
sis in a single model with the stratifying variable as an additional covariate. If esti-
mates of effect are different with these two approaches, it may be worth additional 
exploration to determine why. This could include the addition of interaction terms 
or even a review of the raw data itself to ensure that it is consistent across values of 
the stratifying variable.

16.3.2.3	 �Propensity Score Analysis
A propensity score is the conditional probability that a patient will be assigned to a 
treatment group given a set of covariates, for example, the probability that a patient 
will undergo incidental appendectomy given his age, health status, primary diagno-
sis, and other factors. Propensity scores are generated using a logistic regression 
analysis modeling the receipt of treatment, and each patient is assigned a propensity 
score based on his or her individual characteristics. It is appropriate to use propen-
sity score analysis when a large number of variables influence treatment choice. 
Propensity score analysis enables the investigator to balance treatment groups 
according to distributions of measured covariates. An implicit assumption of pro-
pensity score analysis is that balancing the observed patient characteristics mini-
mizes the potential bias from unobserved patient characteristics.

There are four general strategies for balancing patient characteristics using pro-
pensity scores: stratifying patients into groups on the basis of the propensity score 
percentiles; matching patients with similar propensity scores across treatment 
groups (allowing for some variation, or “calipers”); covariate adjustment using the 
propensity score in multivariable analyses (the least favored approach); and weight-
ing observations based on propensity score, also known as inverse probability of 
treatment weighting. To determine whether the propensity score model has ade-
quately balanced the treatment groups, an investigator can compare the distributions 
of measured covariates between treatment groups in the propensity score matched 
sample, or within strata of the propensity score, or within the weighted sample [11]. 
Once satisfied that balance has been achieved, the investigator can then directly 
estimate the effect of treatment on the outcome in the matched, stratified, or 
weighted sample. If the investigator is using the covariate adjustment using the pro-
pensity score approach, then a regression model relating the outcome to treatment 
status and the propensity score must be specified. Studies comparing these four 
propensity score strategies have demonstrated that propensity score matching is the 
most effective at removing systematic differences in baseline characteristics 
between treated and untreated patients [11].

Let’s review an example from the literature of a study that used propensity score 
analysis to compare lung cancer-specific survival between patients who underwent 
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either wedge resection or segmentectomy. This study used SEER registry data to 
identify 3525 patients with stage IA non-small cell lung cancer [12]. A logistic 
regression model was used to estimate propensity scores for patients undergoing 
segmentectomy based on age, sex, race/ethnicity, marital status, and tumor character-
istics. Baseline characteristics were balanced across the two treatment groups after 
adjusting for the estimated propensity scores. The investigators used three propensity 
score methods to estimate the association between segmentectomy and survival: 
adjusting for the propensity score in a Cox regression analysis; stratifying by propen-
sity score quintiles and estimating a Cox model within the five strata; and matching 
based on propensity scores and using a Cox model to compare survival between 
matched groups. Table 16.3, above, shows the results for each method. Segmentectomy 
was associated with significant improvement in survival in all models, though pro-
pensity score matching resulted in slightly stronger associations.

There are few situations where propensity score analysis is advantageous over 
multivariable regression. When a study outcome is rare, investigators are limited in 
the number of covariates that may be included in the regression model (a general 
rule states that there should be at least 10 outcome events for every covariate). 
Propensity score analysis allows the investigators to adjust for more covariates than 
it is possible to include in a conventional multivariate model.

It is also possible to use propensity scores to match hospitals, rather than patients. 
For example, a study evaluating the effects of Accountable Care Organizations 
(ACO) on surgical outcomes compared hospital participating in ACOs to a matched 
cohort of similar hospitals [13]. In this case, hospitals are matched based on various 
characteristics that model their probability of participating in an ACO. The advan-
tage here is that it allows for more intuitive comparisons between similar hospitals. 
If ACO hospitals tended to be larger or have greater resources, for example, compar-
ing them to a similar subset of control hospitals makes the findings more robust.

16.3.2.4	 �Instrumental Variable (IV) Analysis
Instrumental variable (IV) analysis provides a powerful means to eliminate con-
founding arising from both measured and unmeasured factors in observational stud-
ies of treatment effectiveness. The IV method employs a variable called an 
instrument (hereafter, IV) that is predictive of treatment but has no effect on the 
outcome, except through its influence on treatment assignment. The most familiar 
illustration of an IV is random assignment to treatment groups in RCTs. This ran-
dom assignment is unrelated to patient characteristics and has no direct effect on the 

Table 16.3  Results of Cox models comparing lung cancer-specific survival of patients treated 
with segmentectomy vs. wedge resection, by propensity score methoda

Propensity score method Lung cancer survival HR (95% CI)
Adjustment for propensity score as covariate 0.76 (0.61, 0.94)
Stratifying by propensity score quintiles 0.76 (0.61, 0.94)
Matching based on propensity scores 0.72 (0.60, 0.86)

Note: HR indicates hazard ratio, CI confidence interval
aAll Cox models adjusted for number of lymph nodes evaluated during surgery
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study outcome. A good IV creates an allocation that is similar to randomization. As 
a result, the comparison groups can be expected to have similar distributions of 
measured and unmeasured characteristics. In IV analysis, patients are compared 
based on their likelihood of receiving treatment according to the IV, rather than their 
actual receipt of treatment. That is, one would report the difference in outcomes 
between patients who were likely to receive treatment based on the IV and those 
who were unlikely to receive treatment based on the IV.  This is similar to an 
intention-to-treat estimator in randomized trials, where one might report the differ-
ence in outcomes between assigned treatment arms. The interpretation of an IV 
analysis is with respect to the “marginal patient”—an individual who would be 
considered a candidate for either treatment (e.g. when comparing two operations).

Table 16.4 shows some examples of IVs that have been used in studies evaluating 
outcomes of cancer therapy.

Finally, let’s review an example from the literature that used geographic variation 
in treatment utilization as an IV [14]. This study used Medicare for patient undergo-
ing colectomy procedures between 2008 and 2010. The IV was the regional use of 
laparoscopic colectomy at the HRR level in the year prior to the patient’s operation. 
The question for this study was whether selection bias was confounding the relative 
safety benefits of laparoscopic vs. open colectomy.

The authors compared results across several risk-adjustment methods. Table 16.5 
shows odds ratios for complications and mortality from the conventional risk-
adjustment analysis and from the IV analysis [14]. The results are attenuated in the 

Table 16.4  Instrumental variables used in outcomes research studies

Category of instrument Examples
Availability of a key medical 
resource

Number of oncologists per capita in the hospital referral 
region (HRR); distance to nearest radiology facility; 
travel distance to surgical provider

Geographic variation in intensity of 
treatment utilization or provider 
practice patterns

Regional use of a particular operative technique (e.g. 
robotic surgery)

Economic incentives to provider 
and/or cost to patient of alternative 
treatments

Medicare’s average physician fees for breast conserving 
surgery and mastectomy

Secular trends and/or changes in 
treatment patterns

Year of surgery

Patients’ distance to a particular 
treatment

Differential distance between the facility where the 
patient is treated and the next closest facility that offers 
the treatment/resource in question

Table 16.5  Comparison of outcomes following laparoscopic vs. open colectomy using logistic 
regression and instrumental variable methods

Risk-adjustment method
Logistic regression
OR (95% CI)

Instrumental variable
OR (95% CI)

Complications, 30d 0.55 (0.53–0.56) 0.82 (0.79–0.85)
Mortality, 30d 0.38 (0.35–0.40) 0.75 (0.70–0.75)
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IV analysis, suggesting that the treatment effect is partially attenuated because this 
model can account for unmeasured differences in patient characteristics that may 
influence the study outcomes.

16.3.3	 �Limits of Advanced Statistical Techniques

The application of advanced statistical methods can leave investigators and practi-
tioners with a false sense of security in the results. Propensity score analysis will 
leave residual confounding if there is imbalance across treatment groups in unob-
served factors that influence health. IV analysis can eliminate confounding arising 
from observed and unobserved factors. However, IV analysis requires the identifica-
tion of a strong and logically justifiable instrument, which can be very difficult. 
Without question, the biggest limitation to IV analyses is the identification of suit-
able instrumental variables. To critically evaluate their results, investigators can 
compare the magnitude and direction of the predicted treatment “effect” across sev-
eral different adjustment methods.

16.4	 �Conclusions

Bias and confounding are major issues in studies that assess treatment effectiveness 
based on observational data, making causal inference difficult. Investigators must 
conduct a rigorous assessment of threats to the validity of their findings and esti-
mate the strength and direction of suspected bias. Advanced statistical methods are 
available to adjust for confounding and improve causal inference. However, investi-
gators must carefully consider the limitations of their data because sometimes con-
founding cannot be overcome with statistical methods, and some comparative 
effectiveness questions cannot be answered with currently available observational 
data. Researchers must carefully map the boundaries of comparative effectiveness 
research using observational data. There is important information to be learned 
from observational studies, especially population-based cohorts that include 
patients/providers who are unlikely to participate in randomized clinical trials.
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17Systematic Review and Meta-Analysis: 
A Clinical Exercise

Natalie N. Merchant and Melinda Maggard-Gibbons

Abstract
The growth of new clinical knowledge continues to challenge how surgery is 
practiced, and several types of literature reviews attempt to consolidate this 
expansion of information. Systematic reviews and meta-analysis are common 
methodologies that integrate findings on the same subject collected from differ-
ent studies. Unlike a systematic review, a meta-analysis arrives at a conclusion 
backed by quantitative analysis. This chapter provides an overview of the prin-
ciples, application, and limitations of these methods, which is fundamental to 
interpreting and critiquing their results.

17.1	 �Introduction

As the amount of clinical data expands, rigorous summaries of the literature are 
increasingly critical, as they have the ability to challenge current treatment para-
digms. Systematic reviews and meta-analyses are two approaches to analyze and 
summarize results from various studies on the same topic [1–4]. They combine 
results from individual studies, either by reviewing the data together in one place or 
pooling the data, to determine if there is a meaningful difference that exists between 
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two treatments or study arms. The results can resolve controversies within the litera-
ture and ultimately shape and change clinical practice. This overview introduces the 
rationale behind performing meta-analyses, including systematic reviews, and dis-
cusses their strengths and limitations.

The first rule of a systematic review or meta-analysis is that it should be a 
clinical exercise. The selection of a thoughtful and clinically impactful question for 
a specific patient population is the foundation for a meaningful review. The statisti-
cal analysis for either is simply a mechanical process that can be performed on any 
group of data, regardless of whether or not it is appropriate to do so. As such, the 
question that guides a review is critically important. The judgment of “what makes 
sense” in terms of the appropriate studies to include, and what not to include, deter-
mines the ultimate value of the conclusions of these reviews. For example, if one 
had an inquiry about the outcomes of laparoscopic versus open cholecystectomy, 
there are thousands of RCTs and clinical papers that are readily available and could 
certainly produce a review. However, it isn’t until the clinical inquiry is refined 
(based on the inclusion and exclusion criteria) that the literature search becomes 
meaningful and the statistical analysis and interpretation of that data becomes clini-
cally useful and impactful. The refinement of the clinical inquiry and filtering of the 
literature is the guiding the clinical exercise essential.

17.2	 �Non-Systematic Reviews Versus Systematic Reviews

Both non-systematic and systematic reviews summarize results of the evidence in the 
literature, but they typically do not include the quantitative statistical pooling like is 
done for a meta-analysis. A non-systematic review condenses studies in narrative 
form and gives generalized conclusions; however, this type of review lacks structure 
in study selection, collection of data, and interpretation of findings. Non-systematic 
reviews are a convenience sample of the studies that the authors subjectively deemed 
important to discuss, which, by definition, limits the conclusions that can be made. 
Without a structured method to identify and select the appropriate articles, there is 
little way to reproduce the findings; a feature that is critical for the validity of a 
review. Since a rigorous set of selection criteria are not employed, the studies selected 
may not represent all available evidence, and the data, or the interpretation of the 
data, may unintentionally support the reviewer’s bias. Additionally, a non-systematic 
review does not quantitatively combine or weigh the data, which can produce mis-
leading interpretations [4]. Finally, non-systematic reviews tend to lack transparency 
in the addressing of heterogeneity in the study populations, interventions, or out-
comes. Thus, non-systematic reviews provide more of a snapshot of a sample of 
studies on a particular topic and don’t support robust clinical conclusions [3, 5].

A systematic review follows specific defined steps which include defining a 
research question, establishing inclusion/exclusion criteria, reproducible data 
abstraction, and quality assessment of the included studies [3, 5]. Systematic 
reviews tend to have less bias in study design and selection of studies and have the 
ability to offer more objective conclusions. Although systematic reviews neither 
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formally combine (i.e., pool) data nor weight the relative contribution of each study 
based on sample size, they can provide a more objective and clinically significant 
summary of results on a common topic.

17.3	 �Meta-Analysis

A meta-analysis follows a rigorous methodology: it defines a clinical inquiry, estab-
lishes appropriate inclusion criteria, and quantitatively pools the data. The goal of a 
meta-analysis is to create an objective conclusion from all relevant and available 
evidence [3, 5]. Unlike systematic reviews, one of the main strengths of a meta-
analysis is the quantification of the results from multiple studies by weighting and 
pooling the contribution of each study in order to aid in the interpretation of study 
results and guide clinical conclusions.

Meta-analyses can offer conclusions where data are conflicting or inconclusive. 
While randomized controlled trials (RCT)s are the gold standard of evidence-based 
medicine, it is common for the results to vary between the individual trials. Meta-
analysis can help synthesize the results for atypical findings, e.g. when they show 
(1) no effect due to small sample size, (2) varying direction of effect, or (3) conflict-
ing results regarding effect versus no significant effect.

For example, a meta-analysis by the Cochrane Collaboration (2004) compared 
laparoscopic versus open appendectomy [6]. The investigators identified a number 
of RCTs; none of which definitively established the benefits. However, the meta-
analysis of those RCTs found that the laparoscopic approach was associated with 
lower wound infection rate, decreased incidence of intra-abdominal abscess, less 
post-operative pain, and shorter duration of hospital stay.

A meta-analysis helped demonstrate the benefit of radiation for early breast can-
cer; a conclusion that could not have been determined previously because each RCT 
had a small sample size. The pooled analysis demonstrated that radiation (after 
lumpectomy) had three times lower local recurrence rate than surgery alone and no 
difference in mortality [7]. Meta-analysis can combine the data from studies with 
small sample sizes when large definitive trials are not available and can determine 
definite conclusions when controversy between studies exist, which contributes to 
the strength and generalizability of the findings. A technique that utilizes weighted 
averages for a combination of large and small trials is discussed in the Methodology 
section and includes an example if its application.

17.3.1	 �Methodology and Potential Impact of Meta-Analysis

Meta-analysis follows a standardized approach similar in many ways to that used 
for primary data collection research [3, 4, 8]. The steps include: (1) define the 
research question, (2) establish study selection criteria, (3) perform a literature 
search, (4) abstract study variable and outcomes, and (5) data analysis and presenta-
tion of results.
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The first step defines a specific research question and a formal protocol detailing 
objectives and hypotheses. This point cannot be over-emphasized: this first step 
forms the backbone of the analysis. The research question should address the type 
of patients, intervention, comparison group, and clinical outcomes of interest [9] as 
it is the foundation for which the literature, analysis and conclusions are based.

Of note, some institutions can be designated as either an Evidence Based Practice 
Centers (EPC) by the Agency for Healthcare Research and Quality (AHRQ) or an 
Evidence-based Synthesis Program (ESP) by the Department of Veterans Affairs 
(VA). EPCs select an expert panel of researchers to synthesize evidence for the 
facilitation of evidence-based practices to improve health care organization and 
delivery for the Medicare and Medicaid populations [10]. Whereas ESPs conduct 
research in a similar way for the healthcare of Veterans. Each expert panel analyzes 
the evidence generated from 2 to 3 specific clinical questions over a given period to 
generate reports for clinicians and policy makers. These reports facilitate improve-
ment of clinical practice and delivery of care in those specific populations.

The second step defines the inclusion and exclusion criteria for the studies rele-
vant to the research question. The criteria to be considered are the type and quality 
of study design (e.g. randomized controlled trial, observational cohort study), 
patients (e.g. age, gender, presence of medical conditions), data publication (e.g. 
abstract only or non-published data), language (e.g. inclusion of non-English stud-
ies), and time period [3, 4]. For example, there may be an evolution or change in 
clinical management over time. The breadth of criteria specificity can impact results, 
as broad inclusion criteria tend to increase heterogeneity among studies, while nar-
row inclusion criteria lead to limited subgroup analysis [11].

Meta-analysis can be performed using both observational or RCT data. Ideally, 
limiting the meta-analysis to only RCT data produces results with a higher level of 
scientific evidence. Randomized data will be less likely to have significant selection 
bias or other confounding factors. Pooling non-randomized data has many limita-
tions that must be considered in the final assessment of the results.

If the literature search captures a limited number of RCTs, addition of observa-
tional studies may be considered. The inclusion of observational studies must be 
explicitly justified—why there is reasonable case for low bias between the study 
and control arms, for example. The amount of potential bias can be evaluated using 
a variety of tools, such as the ROBINS-I [12]. Assessment of observational studies 
should determine the level of quality and selection for analysis (based on the patient 
population in question). If the observational studies support meta-analysis, the sig-
nificance and clinical impact of the studies’ outcomes should be analyzed. If obser-
vational studies do not support a meta-analysis, they can be valuable in narrative 
format and the findings are interpreted to only supplement the RCT results. 
Depending on the quality and specificity of an observational study, its outcomes 
may be a rich source of supplementary data.

Third, a literature search is performed to obtain all relevant studies that meet the 
inclusion criteria, using Medline, the Cochrane Library, Current Contents, and 
EMBASE databases. Utilizing multiple databases helps ensure that pertinent publi-
cations are not omitted; non-English written articles should be included and 
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translated when appropriate [3, 4, 8]. Scanning the bibliographies of the retrieved 
articles (referred to as reference mining) and asking experts in the field will identify 
additional publications [3]. Articles with duplicate or previously published data 
should be excluded.

The fourth step involves abstraction of study features, characteristics of the 
patient population, and outcomes onto a standard data collection form [8]. The qual-
ity of studies should be evaluated with regards to randomization, blinding, and 
explanation for dropouts and withdrawals, which addresses internal validity (mini-
mization of bias) and external validity (generalizability) [13]. To maintain accuracy, 
two independent researchers should extract the data, and the degree of agreement 
between the reviewers should be calculated (e.g. kappa statistic) [8]. A formal pro-
cess for how discrepancies are resolved must be established and reported. Blinding 
researchers to the study authors and other identifying information may decrease the 
chance of bias, but this is not routinely done.

A systematic and transparent way of rating the quality of the evidence is crucial 
for determining the strength of an article’s recommendations and ultimately, the 
clinical importance. There are several ways to rate the quality of evidence including 
the GRADE guidelines and Cochrane Collaboration risk of bias tool. The Grading 
of Recommendations Assessment, Development and Evaluation (GRADE) guide-
lines require a clear clinical question and specification of outcomes, categorizes 
four levels of quality (randomized control trials as highest) with various factors 
increasing or decreasing level of quality, and values simple summaries [14]. The 
Cochrane Collaboration’s method focuses on assessing the bias of a study based on 
generalizability and outcome of a study, quality of reporting, appraisal of clearly 
designated the domains analyzed by the authors [15]. The most appropriate method 
should be determined and used consistently for all articles in the review.

The fifth step of a meta-analysis involves data analysis and presentation of 
results. Data must be translated to a common scale to allow for comparison. For 
example, a recent meta-analysis on bariatric surgery found that the majority of arti-
cles reported preoperative weight in kilograms, while some articles reported preop-
erative weight in pounds [16] Transforming data into a common scale allows for 
maximal inclusion of data and accuracy of analysis.

The type of analysis depends on whether the outcome variable is continuous 
(e.g., length of hospital stay) or dichotomous (e.g., adverse event occurrence). For 
continuous endpoints, the mean difference between two groups (e.g., control and 
treatment groups) is recorded [8].

If the endpoint is dichotomous (effect versus no effect), the odds ratio (OR) or 
relative risk (RR) is calculated [8]. OR is defined as the ratio of events to non-
events, and the odds ratio is defined as the odds in one group (e.g. treatment group) 
divided by the odds in a second group (e.g., control group). OR greater than one 
(OR > 1) means that the event is more likely in the treatment group and therefore 
the treatment group is favored if the “event” is desirable (e.g. survival). Odds ratios 
can be harder to interpret. Risk is defined as the number of patients with an event 
divided by the total number of patients, and the risk ratio is defined as the risk in 
one group (e.g., treatment group) divided by the risk in a second group (e.g., 
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control group). RR less than one (RR < 1) favors the treatment group if the “event” 
is not desirable (e.g., reoperation). RR tends to be an easier concept to understand 
when considering clinical outcomes—it is the risk of an event between two groups. 
Of note, odds ratios do not translate directly to relative risks, especially as the 
effect size increases. If an odds ratio is assumed incorrectly to be a relative risk, 
effect size can be overestimated.

In general, odds ratios are reported for retrospective (case–control) studies and 
RR are reported for prospective cohort studies. Review Manager (RevMan) is a type 
of software that allows researchers to enter the data for the included studies and 
generates pooled data results and graphic presentation diagrams [17].

When reporting a meta-analysis, the combined study effect (i.e., difference 
between the study arms) is presented graphically along with results of individual 
studies, as demonstrated by the forest plot example in Fig. 17.1 [18] In this exam-
ple, the first column lists the six studies included in the pooled analysis on wound 
protectors at reducing surgical site infections. The number of infections in each 
study is displayed—for each “arm”—with and without the wound protector. The 
vertical line represents the point (i.e., OR of 1) where there is no difference in event 
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Fig. 17.1  Forest Plot depicting pooled random effects meta-analysis and subgroup estimates 
according to dual versus single ring structure of wound protector. Edwards JP, Ho AL, Tee MC, 
Dixon E, Ball CG. Wound protectors reduce surgical site infection: a meta-analysis of randomized 
controlled trials. Ann Surg. 2012 Jul;256(1):53–9
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rate. The OR for each study is represented with a square while the 95% confidence 
interval (CI) is depicted as a horizontal line. If the CI includes 1, then there is no 
statistically significant difference between the procedures. Under the weight col-
umn, a percentage is provided quantifying each study’s contribution, and the cor-
responding OR and 95% CI are reported. The diamond-shaped symbol represents 
the pooled analysis results where the midpoint corresponds to the pooled estimate 
and the horizontal spread the pooled 95% CI. If the horizontal spread does not meet 
the vertical line in this type of forest plot, it can be concluded that there is a statisti-
cally significant difference between the treatments. However, if the horizontal 
spread of the diamond crosses the vertical OR line, it can be determined that there 
would be no statistical difference. The forest plot also provides information about 
heterogeneity through the plots of individual study effect and the chi-square test. 
The test for overall effect determines the statistical significance of the data included 
in the meta-analysis by generating the z-value along with the p-value [2]. If the CIs 
of the studies do not overlap, it suggests substantial variation that is not accounted 
for by chance. If the chi-square test’s p-value is less than 0.10 or the chi-square 
value is greater than the degrees of freedom, then study heterogeneity is likely 
present [2].

For meta-analyses that include RCTs, certain absolute measures, such as the risk 
difference (RD), also called the absolute risk reduction, (ARR) and number of 
patients needed to treat (NNT) can be calculated. The RD is defined as the risk in 
the treatment group minus the risk in the control group, which quantifies the abso-
lute change in risk due to the treatment. In general, a negative risk difference favors 
the treatment group. The NNT is defined as the inverse of the risk difference and is 
the number of patients that need to be treated with the intervention to prevent one 
event. In the case where the risk difference is positive (does not favor the treatment 
group), the inverse will provide the number needed to harm (NNH) [2].

For example, a meta-analysis comparing RCTs of stent treatments for infra-
genicular vessels in chronic lower limb ischemia found that primary patency was 
significantly higher with the drug eluting stent compared to patients treated with 
bare metal stent (OR 4.51, 95% CI 2.90–7.02, and NNT 3.5) [19]. The drug eluting 
stent increased the odds of vessel patency 4.5-fold higher than the metal stent and 
3.5 patients had to receive a drug eluting stent to prevent loss of patency in one 
patient in the control arm.

Another technique in meta-analysis utilizes a weighted average of the results. 
Larger trials are given more weight since the results of smaller trials are more likely 
to be affected by chance [4, 8]. Either the fixed-effects or random-effects model can 
be used for determining the overall effect. The fixed-effects model assumes that all 
studies are estimating the same common treatment effect; therefore, if each study 
were infinitely large an identical treatment effect could be calculated. The random-
effects model assumes that each study is estimating a different treatment effect and 
hence yields wider confidence intervals (CI). A meta-analysis should be analyzed 
using both models. If there is not a difference between the models, then the studies 
are unlikely to have significant statistical heterogeneity. If there is a considerable 
difference between the two models, then the most conservative estimate should be 
reported, which is usually the random effects model [2].
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For example, an evidence map can help give perspective to a highly variable evi-
dence base and illustrate a weighted average of results as demonstrated in Fig. 17.2 
[19]. This type of mapping can also reveal gaps in the literature and can help guide 
research planning so that future studies will be more useful for decision-makers.

There are additional types of meta-analysis. One approach is to run the analysis 
based on individual patient data. While this method requires a greater amount of 
resources, it lessens the degree of publication and selection bias, thus potentially 
resulting in more accurate results. Another example is the cumulative meta-analysis, 
which involves repeating the meta-analysis as new study findings become available 
and allows for the accrual of data over time [5]. It can also retrospectively pinpoint 
the time when a treatment effect achieved statistical significance.

If an outdated systematic review is discovered during a literature search, it can be 
used as a stepping-stone for an updated systematic review. The researcher should 
modify and refine the search terms from the original systematic review to generate 
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an explicit and relevant pool of data for the updated systematic review. Next, a new 
search is completed, confirming that the studies from the original systematic review 
are accounted for, and new literature is identified. Lastly, the entire data set (e.g., 
total set of studies) is analyzed. In general, one should not depend on the original 
systematic review’s data analysis or use the older systematic review’s conclusions. 
The new review is a distinct entity from the older review in order to minimize bias, 
maintain the integrity of the data and generates the most up-to-date conclusions.

While in general a meta-analysis produces an overall conclusion with more 
power than looking at the individual studies, results must be interpreted with con-
sideration of the study question, selection criteria, method of data collection, and 
statistical analysis [4].

A note about the Cochrane Library, the Cochrane group utilizes a systematic 
method of producing relevant and informed systematic reviews for the promotion of 
evidence-based decision-making. This group has published handbooks detailing 
their methodology for the production of high-quality evidence, which includes the 
maintenance of their independence from commercial funding, intolerance of biases, 
and commitment to accessibility. The Cochrane group’s review articles are available 
to anyone with access to the internet so that the global community has a reliable 
source of information for clinical decision-making. Additionally, the Cochrane 
group’s methodical and reliable strategy for generating reviews are updated more 
frequently than paper-based journals [20].

17.3.2	 �Potential Limitations of Meta-Analysis

The main limitation of a meta-analysis lies in the potential for multiple types of bias. 
Pooling data from multiple studies unavoidably includes biases of the individual stud-
ies [21–24]. Moreover, despite the establishment of study selection criteria, authors 
may tend to incorporate studies that support their view, leading to selection bias. 
There is also potential for bias when identifying studies because they can be selected 
by investigators within the field and unintentionally used their individual opinions to 
determine inclusion criteria. Language bias may exist when literature searches fail to 
include foreign studies, because those with significant results are more likely to be 
published in English. Studies with significant findings tend to be cited and published 
more frequently, and those with negative or non-significant findings are less likely to 
be published, resulting in citation bias and publication bias. Since studies with signifi-
cant results are more likely to be indexed in the literature database, database bias is 
another concern. Studies which have not been published in traditional journals, like a 
dissertation or a chapter, are referred to as “fugitive” literature and are less likely to be 
identified through the traditional database search. Finally, multiple publication bias 
can occur if several publications are generated from a multi-center trial or a large trial 
reporting on a variety of outcomes. If the same set of patients is included twice in the 
meta-analysis, the treatment effect can be overestimated. These potent bias factors can 
affect the conclusions and must be considered during interpretation of the results.

To combat these sources of bias, several tools are available. A sensitivity analysis 
can help assess for bias by exploring the robustness of the findings under different 
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assumptions. Exclusion of studies based on specified criteria (e.g. low quality, small 
sample size, or studies stopped early due to an interim analysis) should not signifi-
cantly change the overall effect if the results of the meta-analysis are not significantly 
influenced by these studies. The degree of study heterogeneity is another major limita-
tion and the random-effects model should be used when appropriate [2]. Another 
approach to measure potential bias is the funnel plot, which is a scatter plot illustrating 
each study’s effect with reference to sample size. The underlying principle is that as the 
sample size of individual studies increases, the precision of the overall estimate or 
effect difference improves. This is shown graphically as smaller studies would distrib-
ute widely while the spread of large studies should be narrow. The plot should show a 
symmetrical inverted funnel if there is minimal or no bias, as demonstrated in Fig. 17.3. 
By the same logic, the plot would be asymmetrical and skewed when bias exists.

One standardized method of assessing and reporting the potential for bias is the 
Cochrane Risk of Bias [25]. RCTs included in a meta-analysis are evaluated for 
seven potential biases: random sequence generation, allocation assignment, blind-
ing of participants and personnel, blinding of outcome assessment, incomplete out-
come data, selective reporting and other bias. Each item is scored on a scale of high, 
indeterminate, or low bias. Reporting this potential for bias helps the reader assess 
the overall level of bias for the selected studies of interest (Fig. 17.4).

Other areas of criticism involve the interpretation of meta-analysis results. One 
potential problem can occur when a meta-analyst neglects to consider important 
covariates, which could lead to misinterpretation of the results. For example, in a 
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Fig. 17.3  Illustration of a funnel plot for a hypothetical meta-analysis comparing hernia recur-
rence incidence following Procedure X versus Procedure Y. The y-axis reflects individual study 
weights as the log of the effect estimate, SE (log OR). The x-axis represents the odds ratio (OR) for 
each study. The symmetry of the plot distribution suggests absence of publication bias
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study involving cerebrospinal fluid drainage (CSFD) in thoracic and thoracoabdom-
inal aortic surgical repair, the expertise of the surgical team varies among the 
included studies and could play a critical factor in the outcomes of interest—pre-
vention of paraplegia [26] Some argue that the inherent degree of study heterogene-
ity does not permit the pooling of data to produce a valid conclusion.

Also, the strength and precision of a meta-analysis is in question when the results 
contradict a large, well-performed RCT. As such, results of any individual study or 
trial may be overlooked in place of the pooled results. However, it is arguable that 
findings falling outside the group mean are likely a product of chance and may not 
reflect the true effect difference, which provides the rationale for formally pooling 
similar studies. Even if a real difference exists in an individual trial, the results of the 
group will likely be the best overall estimate (also known as Stein’s Paradox) [27].

Lastly, caution should be exercised when employing subgroup analysis to 
make decisions on individual patients. Meta-analysis approximates the overall 
effect of a treatment across a wide range of subjects and thus subgroup analysis is 
susceptible to bias as well. Figure 17.1 [18] shows two subgroup analyses of sin-
gle versus double ring wound protector, suggesting better effect of the double ring 
protector at reducing surgical site infections. However, a cumulative meta-analy-
sis seen in Fig. 17.5 [18] suggests that other changes overtime may also play a 
role. Clinicians should consider the risks and co-morbidities of the studied popu-
lation in comparison with their own patients to help decide whether the findings 
are clinically applicable.

The recent review article of meta-analyses within general surgery by Dixon 
found many inadequacies in the quality of these studies [28]. Overall, the majority 
of the meta-analyses had major methodological flaws—median score of 3.3 on a 
scale from 1 to 7. Areas of weakness included errors in validity assessment, 
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selection bias of patient populations, poor reporting of search strategies, and 
improper pooling of data. They found that meta-analyses of poorer quality tended to 
report a greater effect difference than the higher quality ones. As previously dis-
cussed, these results emphasize the importance of performing meta-analysis using 
rigorous and high-quality methodology. Specific general suggestions to follow 
when conducting meta-analyses are outlined in Fig. 17.6.

17.4	 �Conclusions

Like primary research, systematic reviews and meta-analyses involve a step-wise 
approach to arrive at justifiable and clinically relevant conclusions. Identifying the 
appropriate clinical question provides the foundation for both methods. Meta-
analysis is the superior method and providing an accurate appraisal of the literature 
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Fig. 17.5  Cumulative meta-analysis detailing the evolution of the pooled effect estimate with 
addition of subsequent available trial data. Edwards JP, Ho AL, Tee MC, Dixon E, Ball CG. Wound 
protectors reduce surgical site infection: a meta-analysis of randomized controlled trials. Ann 
Surg. 2012 Jul;256(1):53–9

Pearls for performing meta-analyses

• First the ask a good clinical question

• Statistics are mechanical but must be based in clinical knowledge

• Ideally constructed of only RCTs with little heterogeneity

• Evidence tables will allow the reader to judge the appropriateness of
  combining the studies

• Combining outcomes with different length of follow-up must be justified

• Risk of bias for RCTs should be assessed and reported 

Fig. 17.6  Pearls for 
performing meta-analyses
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in addition to quantitative summation. Meta-analysis overcomes the subjective 
problem of non-systematic reviews and provides a more transparent and reproduc-
ible appraisal of the data. It is imperative to understand the strengths and weak-
nesses of these approaches and in order to be able to critically judge the conclusions, 
since those results have the potential to influence clinical practice.
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18Medical Decision-Making  
Research in Surgery

Susan C. Pitt and Clara N. Lee

Abstract
As surgeons, we make complex decisions every day about whether or not to 
operate on a patient, and which operation to perform. Some of these decisions 
are challenging because they involve significant tradeoffs between the risks and 
benefits of the surgery, such as the risk of complications versus curing a cancer. 
Other decisions are challenging because they involve deeply personal issues for 
the patient, such as continence or breast appearance. The ability of surgeons and 
patients to make these decisions has important implications for health outcomes, 
including quality of life and health care resource utilization. The science of eval-
uating, facilitating, and intervening on medical decisions is a relatively young 
field, which has evolved from other disciplines, including psychology, econom-
ics, health behavior, and engineering.

Thus, medical decision-making encompasses a broad range of research meth-
ods—from investigating the process of patient decision-making, to the develop-
ment of patient decision-aids and eliciting patient preferences. This chapter 
describes this growing field and its applications in surgical research. It first delin-
eates measurement of the decision-making process and decision outcomes, and 
explains how to develop and test decision aids. It further reviews techniques of 
preference elicitation.
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18.1	 �Clinical Versus Preference Sensitive Decisions

The approach to studying medical decisions depends on the nature of the decision—
clinical versus preference sensitive—and the perspective of the decision-maker. 
Many decisions have clear clinical indications based on a reasonable amount of 
evidence. For example, the indications for sigmoidectomy in a patient with perfo-
rated diverticulitis are almost exclusively clinical and not based on patient prefer-
ences, because very little variability exists among patients’ preferences about dying 
from a perforated viscus. In other decisions, however, whether or not to operate, or 
which operation to perform, depends heavily on patient preference, because patients 
differ in how they feel about the potential outcomes. For example, some women 
with breast cancer may want to remove their unaffected breast with a contralateral 
prophylactic mastectomy to avoid future mammograms and biopsies, while other 
patients may feel that the changes to their body image or the risks of complications 
are not worth losing their breast. Another example in which patient preference and 
approach to risk are essential factors, is the difficult choice between active surveil-
lance and surgery for very low-risk thyroid cancer. These latter examples are “pref-
erence sensitive” decisions.

18.2	 �Evaluating Preference Sensitive Decisions

Preference sensitive decisions can be evaluated with process measures or outcome 
measures. Considerable debate has taken place over which type of measure is more 
appropriate. The best approach for your study will depend on your specific aims and 
research question(s). When using these measures (also called instruments), it is 
important to keep in mind the context and timing (before or after the decision) for 
which the instrument was designed. Another important aspect of study design to 
keep in mind is that each instrument is validated as an entire measure, so an indi-
vidual question may not be valid by itself.

18.2.1	 �Process Measures

Measures of the decision-making process typically assess how patients and provid-
ers communicate with each other during a consultation. Some of these measures are 
designed to be used while observing the consultation itself. Others are based on 
patient or provider report of what was said. The OPTION Scale measures the extent 
to which a provider involves a patient in decision making [1]. The evaluator com-
pletes the scale while observing an actual visit, or while viewing or listening to a 
video or audio recording of a visit. The main advantage of using some type of 
recording is that multiple evaluators can independently apply the scale to the same 
encounter, which improves the reliability of the results.

Other process measures rely on patient or provider report of what took place, rather 
than direct observation. Patient or provider-reported measures are easier to implement 
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than direct observation, but the results are less reliable due to recall bias, social desir-
ability bias, or the respondent forgetting. The Control Preference Scale (CPS) asks the 
patient to report how much involvement s/he prefers to have in the decision-making 
process [2]. A provider version has been developed, which asks the provider his/her 
opinion of the patient’s preference for involvement in decision making.

Study Design Considerations. When designing a study using process mea-
sures, one must consider when to measure the process and which aspect of deci-
sion making to focus on. For example, the CPS can be given before or after a 
patient-provider encounter. It can assess a patient’s general preference for par-
ticipation in decision making or a patient’s specific preference related to a par-
ticular clinical decision. Table  18.1 lists some of the most commonly used 
measures that evaluate different aspects of the decisional process, such as the 
quality of information exchange, participation, and the degree to which commu-
nication is patient-centered.

18.2.2	 �Outcome Measures

Patient-reported outcome measures. Most, but not all, measures of decisional out-
comes are patient-reported outcome measures that evaluate a patient state during or 
after a decision. For example, the Decisional Conflict Scale is a commonly used 
outcome measure that consists of 16 questions about perceived uncertainty, factors 
affecting uncertainty, and perceived effectiveness in decision making. The Decision 

Table 18.1  Examples of decision process and outcome measures

Measure Use Construct measured
Decision process
OPTION [1] Observation Patient involvement
Informed decision-making scale [3] Observation Informed participation
Rochester participatory decision-
making scale [4]

Observation Participation

Measure of patient-centered 
communication [5]

Observation Patient-centered communication

Medical interaction process system 
(MIPS) [6]

Observation Patient-centered communication

Control preference scale [2] Patient or 
physician reported

Preference for decision control

CollaboRATE [7] Patient reported Shared decision-making
Decisional engagement scale 
(DES-10) [8]

Patient reported Engagement in decision-making 
in cancer care

Decision outcome
Decisional conflict scale [9] Patient reported Decisional conflict
Decision regret scale [10] Patient reported Decision regret
Satisfaction with decision scale [11] Patient reported Decision satisfaction
SURE test [12] Patient reported Decisional conflict
Decision-making confidence scale [13] Patient reported Confidence in decision
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Regret Scale is a frequently-used five-item scale that measures regret after a deci-
sion, while the Satisfaction with Decisions Scale is a six-item scale that measures 
patient satisfaction with the decision itself, as opposed to satisfaction with care or 
with outcomes of care. Table 18.1 lists some additional decision outcome measures.

Treatment Choice. Another approach to measuring the outcome of a decision is 
to consider the choice itself—i.e., which surgical procedure was chosen. Did the 
patient choose active surveillance, brachytherapy, or prostatectomy for treatment of 
his low-risk prostate cancer? This approach is particularly appropriate for studies 
that seek to understand how decision-making affects utilization and practice varia-
tions. The choice itself may be the primary outcome of a study that aims to identify 
factors associated with treatment.

Decision Quality. A more recent approach to measuring decisional outcomes is 
the development of decision quality measures. An international group of experts in 
decision science and health care quality defines decision quality as the degree to 
which the decision is informed and consistent with patient preferences [14]. Based 
on this definition, decision quality instruments for various surgical decisions have 
been developed (Fig. 18.1). Each measure has two key components: a knowledge 
scale and a scale to measure patient preferences or values. Each scale is specific to 
the clinical decision in question, such as breast cancer surgery or hip replacement.

18.3	 �Interventions to Improve Decisions

18.3.1	 �Why Intervene?

Geographic variations in surgical practice have raised questions about the quality of 
decisions for those procedures. For example, the rates of breast reconstruction, total 

This set of questions includes some reasons other women have given for choosing their breast cancer
surgery. We are interested in what was imporatant to you.

Please mark on a scale from 0 to 10, how
important each of the following were to
you for your decision about surgery. 

2.1. How important was it to your to keep
        your breast?

2.3. How important was it to you to avoid
        having radiation?

2.4. How important was it to have the surgery
          that you felt was easier?

10 Extremely important to me

10 Extremely important to me
9

8
7
6
5 Somewhat important to me
4
3
2
1
0 Not at all important to me

10 Extremely important to me
9

9

8
7
6
5 Somewhat important to me
4
3
2
1
0 Not at all important to me

Fig. 18.1  Example of questions about personal preferences from the Decision Quality Instrument 
© for breast cancer surgery
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thyroidectomy, and many other procedures vary considerably across the country. 
For some conditions where a high degree of variability exists, such as back surgery, 
patients have reported high levels of regret about surgery. They have also reported 
wishing they had known more about their options. In an effort to reduce unwar-
ranted practice variation, improve patient knowledge, and help patients make 
choices consistent with their personal preferences, clinicians and researchers have 
developed patient decision aids.

18.3.2	 �Decision Aids

Patient decision aids have three primary components—provision of information, 
clarification of patient values, and preparation of the patient for interaction with the 
provider. They come in different formats, including video, paper, booklet, poster 
board, website (Fig. 18.2), and mobile app. Decision aids are generally intended to 
be used by the patient before the clinical consultation (at home or in the health care 
setting). Some decisions aids are designed to be used by the patient and provider 
together. Decision aids are an adjunct to and not a replacement for patient-provider 
communication.

Over 105 randomized controlled trials of decision aids have been conducted, 
including many for surgical decisions [15]. These trials demonstrate that decision 

Fig. 18.2  Examples of 
web and paper-based 
decision aids
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aids improve patient knowledge and accuracy of risk perception. They can increase 
the likelihood that patients choose an option that aligns with their values. Decision 
aids can also reduce decisional conflict, increase patient activation, and increase the 
probability that patients reach a decision. Overall, decision aids have a positive 
effect on communication and increase satisfaction with decisions and the decision-
making process, often without adding significant time burden and sometimes even 
reducing visit time.

In trials that measured treatment choice as a primary outcome, decision aids have 
been associated with fewer invasive treatments. For example, a population-based 
study of decision aid implementation in a large HMO found lower rates of hip and 
knee replacement surgery in those receiving the decision aid [16]. Similar findings 
have been shown for treatment of low back pain.

18.3.2.1	 �Decision Aid Development
Patient decision aids must be carefully and systematically developed in a manner that 
ensures the quality, validity and reliability of the aid. The development of patient deci-
sion aids is an iterative process that commonly includes five stages prior to production 

Fig. 18.2  (continued)
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of a final product: defining the scope, convening a steering committee, designing a 
prototype, alpha testing with patients and physicians, and beta testing in ‘real life’ 
conditions [17]. Table  18.2 describes the details of each of these steps. Different 
aspects of the development process can be turned into individual research projects. 
For example, you could perform a study to assess the informational and decisional 
needs of the patient population and their requirements for decisional support. You 
could also perform a systematic review to summarize the available evidence.

18.3.2.2	 �Reporting and Evaluating Decision Aids
Once a patient decision aid has been rigorously developed, it is critical to transpar-
ently report the development process and to evaluate the decision aid. The 
International Patient Decision Aid Standards (IPDAS) Collaboration developed and 
published standards for the evaluation and reporting of decision aids [18]. These 
include criteria for: the development process, how probabilities are presented, the 
use of patient testimonials, how decision aids are disseminated on the internet, and 
addressing health literacy. The IPDAS criteria have generally met with wide 

Table 18.2  Steps for patient decision aid development

Steps Description
1 Scoping: Define the scope

�(a) Describe the health condition or problem
�(b) State the decision that is being considered
�(c) Specify the target audience
�(d) Explicitly identify the guiding theoretical framework

2 Steering: Convene a steering committee
�(a) �Include all relevant stakeholders: Patients, families, clinicians, policy makers, 

decision-making experts, patient educators, etc.
�(b) Identify any COI

3 Design (iterative process)
�(a) Elicit patients’ views on patients’ information and decision support needs
�(b) Elicit clinicians’ views on patients’ information and decision support needs
�(c) Identify format (media)
�(d) Identify setting
�(e) �Determine distribution plan (consider timing of introduction into patient pathway—

How and when decision aid will be distributed to patients and/or clinicians)
�(f) �Appraised and summarized quality of clinical evidence relevant to the decision and 

options, described methods for evidence reviewa

�(g) Develop prototype
4 Alpha testing

�(a) Review by patients/family members (for comprehensibility and usability)
(b) Review by clinicians (for acceptability and usability)
(c) Review by other experts
(d) Review results with steering committee and revise as necessary

5 Beta testing
�(a) Field test with patients to assess feasibility
�(b) Field test with clinicians to assess feasibility
�(c) Review field test results with steering committee and finalize/distribute

COI conflicts of interest
aOpportunity to perform and publish a systematic review and meta-analysis
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acceptance in the medical decision-making research community and should be con-
sidered in any study to evaluate the quality of decision aids. The IPDAS Collaboration 
also published “Standards for Universal reporting of patient Decision Aid Evaluation 
studies” referred to as the SUNDAE checklist [19]. The list includes 26-items and 
is intended for authors and researchers designing and reporting on studies evaluat-
ing patient decision aids. Decision aid development is generally followed by testing 
of its effectiveness and then dissemination and implementation. The design of stud-
ies for these additional steps is covered elsewhere in this book.

18.3.3	 �Other Interventions to Improve Decisions

While decision aids are the most commonly studied intervention to improve patient 
decision-making, other types of decision support interventions (DSIs) exist. For 
example, question prompt lists are structured lists of questions believed to improve 
patient engagement by increasing patient activation. Decision boards, coaching, and 
audio-recording of consultations with feedback are additional types of DSIs.

18.4	 �Preference Assessment

Scientifically rigorous research is key to understanding the priorities and prefer-
ences of patients, their caregivers, and other stakeholders, and facilitating patient-
centered care. Eliciting patient preferences involves the quantitative assessment of 
the relative desirability or acceptability of two or more alternative health states, 
services, or interventions. It is central to health economics and outcomes research 
and encompasses many types of methods. Preference elicitation can be used as a 
research technique or incorporated into a decision aid to generate a recommenda-
tion to the user. Preference exploration utilizes qualitative methods, such as semi-
structured interviews, to examine the intensiveness (depth) and extensiveness 
(breadth) of patient experiences.

In general, four approaches to preference elicitation exist: stated preferences, 
health-state utility, structure weighting, and revealed preferences. Stated prefer-
ences directly measure the desirability or acceptability of potential health care inter-
ventions to a patient. With health state utilities, preferences for a particular health 
state frequently represent an entire patient population and are normalized are on a 
scale from 0 to 1. For structured weighting, methods often involve comparing and 
ranking or rating specific attributes related to a decision. Revealed preferences 
quantify the treatment or intervention the patient actually chose.

These approaches for eliciting patient preferences commonly use discrete choice 
based techniques where patients have to choose between two or more alternative 
that each have two or more attributes as well as threshold-related techniques that 
aim to determine the point at which a patient would change their decision and 
choose an alternate treatment by varying the level of one or more attributes 
(Fig. 18.3). Ranking attributes or alternatives in an order from best to worst and rat-
ing attributes on an ordered scale are also methods commonly used to elicit patient 
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preferences. The goal of preference elicitation can be identifying the attribute that 
matters most to the person, eliciting the relative importance of each attribute, or 
forcing tradeoffs between the attributes.

18.4.1	 �Stated Preference Evaluation

Stated preference methods, also known as contingent valuation, ask participants to 
express how desirable or acceptable they find the different attributes of alternative 
health treatments or interventions. Stated preferences differ from patient-reported 
outcomes and revealed preferences in that they measure a future state of what the 
patient would like, as opposed to a realized outcome of what the patient did like. 
The major types of stated preference methods used in health care research include 
direct elicitation, threshold technique, discrete choice experiments/conjoint analy-
sis, and best-worst scaling exercises. These methods are complex and can be time 
consuming, but can provide valuable information. We recommend working with 
someone who specializes in these methods, such as a health economist.

Preference 
Elicitation 

Techniques

Choice Task

Discrete choice 
experiment

Conjoint analysis

Measure of value

Threshold

Contingent 
valuation

Standard gamble 

Time Trade-off

Test Trade-off

Starting known 
efficacy

(Probabilistic) 
Threshold 
Technique

Rating

Swing Weighting

Constant Sum 
Scaling

Visual Analog 
Scale

Analytic Hierarchy 
Process

Outcome 
Prioritization Tool

Repertory Grid 
Method

Allocation of 
Points

Ranking

Best-worst scaling

Control 
preferences scale

Q-methodology

Qualitative 
discriminant 

process

Fig. 18.3  Techniques for measuring patient preferences
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Direct Elicitation. In direct elicitation, the respondent is presented with two real-
world alternative treatments, each with a list of specific features or attributes. The 
respondent is asked a single, direct question about which treatment he or she prefers. 
Figure 18.4 shows an example task. This type of study evaluates the proportion of 
respondents who chose each treatment option or who would choose a particular trad-
eoff between attributes. One can use regression and other statistical techniques to 
evaluate respondent characteristics that are associated with choosing a treatment.

Threshold Techniques. The hallmark of threshold techniques is that a respondent 
is presented with two alternatives, typically a reference treatment (standard of care) 

Imagine you are at a health encounter and you are offered early breast cancer detection services.
Choose one of these two settings where you could get breast health care.

Setting A Setting B

You travel 1–2 hours by foot You travel less than 1 hour by foot

Your child has a health check You go for a family planning visit

You meet with a doctor

The health worker assisting
you is a woman

You meet with a health surveillance assistant

The health worker
assisting you is a man

You can have a clinical breast exam You can have a clinical breast exam

Which would you choose? Setting A or Setting B ?

Fig. 18.4  Example of a choice scenario in a discrete choice experiment (DCE) [20]
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and a hypothetical alternative. The respondent then has to choose between the two 
alternatives. The level of one attribute in the target treatment is systematically varied 
until the respondent prefers the other treatment. Two specific types of threshold 
techniques for measuring stated preferences are discussed below in the section on 
health utility measurement, standard gamble and time trade-off.

Discrete-Choice Experiments (DCE). Studies involving DCEs allow the researcher 
to elicit preferences without the participant having to state his/her preferred option or 
treatment. In a DCE, participants are typically presented with a series of alternative 
hypothetical scenarios that do not necessarily represent realistic choices. Each sce-
nario contains a set of variables or attributes (usually ≤5), each of which has multiple 
levels. For example, in a study examining preferences for early detection of breast 
cancer, an attribute might be the distance to the screening center and the levels might 
be 30 min, 1 h, and 2 h away [20]. Other attributes might be who performs the screen-
ing (with levels of doctor, nurse practitioner, or health surveillance assistant) or the 
gender of the person performing the screening (male or female). Participants are 
systematically presented with two or three competing scenarios (two are shown in 
the figure—setting A and B). Participants are then asked to state their preferred 
choice between scenarios with varying combinations of attributes and levels.

Best-Worst Scaling (BWS). This is a type of choice experiment that is becoming 
increasingly popular. Design of a BWS exercise starts with identifying the specific 
features (or “attributes”) about the intervention/question that are most important to 
respondents, using qualitative data or other high quality evidence. For example, attri-
butes for a BWS study of a new medication may identify side effects (mild, moder-
ate, severe) and frequency of intake (daily, twice daily, weekly) among others. The 
number of attributes a study can investigate can range from 6 to >50 [21]. Respondents 
are then presented with a survey that includes a number of choice tasks (typically 
around 10 to 16). The participant has to rank a set of attributes from best to worst. 
The task is repeated multiple times, systematically varying specific attributes accord-
ing to a pre-determined statistical design. Analysis results in ‘relative importance 
weights’ for the sample and for subgroups. The advantages of BWS are its ability to 
examine multiple attributes and reduced cognitive burden compared to DCEs.

18.4.2	 �Health State Utility

Health state utilities are based on expected utility theory and assess the strength of 
preference for a given health state. Techniques for calculating health state utilities 
tend to be threshold related and include: standard gamble, time-trade off, person 
trade-off, contingent valuation, and visual analogue scales. Health state utilities are 
often used in decision analysis to calculate quality-adjusted life years (QALYs). 
Some of the most common methods are:

Standard Gamble. This technique offers a respondent a hypothetical choice 
between two outcomes: (A) a sure outcome, living their remaining life expectancy 
in a specific health states and (B) the gamble—a risky treatment with two possible 
outcomes. The two outcomes have a probability, p, of life with optimal health or 
probability 1-p of death. The objective is to identify the probability at which the 
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respondent is ‘indifferent’ to A versus B. This then demonstrates the ‘disutility’ of 
a health state by observing the willingness to accept a certain risk of death in order 
to avoid the state.

Time Trade-Off. This technique is similar to standard gamble. It asks the respon-
dent to choose between two states: (A) Living X years in their current health state 
or (B) living for a shorter period in full health. The respondent is essentially being 
asked whether he or she would be willing to trade years of remaining life expec-
tancy to avoid some outcome, such as vocal cord paralysis. The duration of X can 
then be varied to identify the point at which the respondent is indifferent to the 
choice between the two options.

Visual Analog Scale. This scale is similar to a pain scale where the respondent is 
asked to rate a state by placing a make on a 10 cm line (horizontal or vertical) that 
is anchored by the best and worst possible health states.

18.4.3	 �Structured Weighting

Structured weighting methods are a heterogeneous group of techniques to evaluate 
preferences or priorities. Examples of structured weighting methods include con-
stant sum scaling, visual analogue scale, simple direct weighting, ranking exercises, 
swing weighting, analytical hierarchy process, outranking methods, outcome priori-
tization tool, and repertory grid technique.

Constant Sum Scaling. This comparative scaling method provides a rank and 
weight for factors associated with a decision. Respondents are asked to allocate a 
fixed amount (or constant sum) of points among a set of factors. In medical decision-
making research, the factors could represent a set of attributes associated with treat-
ment outcome, such as time off work, hospital length of stay, and the need for a 
drain for a woman choosing between types of breast reconstruction—autologous vs. 
implant.

Swing Weighting. This choice task, also called multiple criteria decision analysis, 
can be used to elicit preferences related to benefit-risk trade-offs. Thus, it is also a 
stated preference method. A participant is presented with a matrix of three or more 
treatment alternatives (for example: no treatment, medication, and surgery) and 
three or more attributes (such as treatment cost, living as long as possible, and being 
able to work). The relative importance of each attribute is assessed by asking which 
treatment would result in the most important ‘swing’ from worst possible achieve-
ment of that attribute to best possible achievement. Swing weighting is similar to 
DCEs, but uses different method (see Fig. 18.5).

Analytical Hierarchy Process (AHP). This mathematical tool evaluates pri-
orities in complex decisions that have subjective and objective components that 
are difficult to quantify. The process is based on the assumption that humans, 
when faced with a complex decision, naturally cluster decision elements 
according to their common characteristics. AHP involves creating a ranking 
(“hierarchy”) of decision elements and then making pairwise comparisons in 
each cluster (as a matrix). The result provides a weight for each element or 
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decision-making factor within a cluster (or hierarchy level) and also a consis-
tency ratio (for checking data).

18.4.4	 �Revealed Preferences

Unlike stated or expressed preferences, revealed preferences do not ask the partici-
pant for their opinions or views. Revealed preferences are “revealed” by directly 
observing actual responses to choices about health states or services. Revealed pref-
erence methods include patient preference trials and direct questions in clinical tri-
als. An example of a revealed preference would be the choice of health insurance on 
the open market.

18.5	 �Opportunities for Surgeon Scientists

Surgeons have unique opportunities to contribute to medical decision-making 
research. Unlike many decisions in medicine, most surgical decisions take place at 
discrete times that are readily identifiable. For example, if you want to study satis-
faction with decisions in patients undergoing surgery for bladder cancer, it would be 
feasible to identify the specific dates of the surgical consultation, surgery, and post-
operative follow-up which could be opportunities for objective measurement or 
intervention. Similarly, the treatment options and potential outcomes for surgical 
decisions tend to be discrete, making them amenable to being studied.

Imagine the starting point is at the worst level for each criterion. Identify
which criterion you would like to improve first to its best level

Criterion A

Give that criterion 100 points. Then, assign points to the swings in
other criteria relative to the swing in most important criterion.

Points for Criterion A Points for Criterion B Points for Criterion C

Criterion B Criterion C

90 aa Best

Worst65 aa

5 bb Best

Worst10 bb

1 cc Best

Worst0 cc

Fig. 18.5  Example of a swing weighting task. (Reproduced from Thokala P, Devlin N, Marsh K, 
Baltussen R, Boysen M, Kalo Z, et  al. Multiple Criterion Decision Analysis for Health Care 
Decision Making—An Introduction: Report 1 of the IPSOR MCDA Emerging Good Practices 
Task Force. Value in Health 2016;19:1–13.)
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Few surgical decisions have been well-studied, leaving major opportunities for 
junior investigators to make a contribution and develop their research expertise. The 
ideal decision for a young surgeon to investigate is one for which some evidence 
exists, but for which clinicians disagree about the ideal management, or patients dif-
fer in their personal preferences. For example, the decision about sphincter preserva-
tion in rectal cancer surgery draws on a growing body of evidence about efficacy. 
Surgeons differ in their judgment, however, about who is a candidate for sphincter 
preservation, and patients differ in how they feel about living with an ostomy. Many 
medical decision-making researchers who have methodological expertise are actively 
seeking opportunities to collaborate with surgeons who have front-line experience, 
clinical insight, and access to patients. Surgeon investigators who develop their own 
skills in medical decision-making research methods could build their academic 
career by creating a unique niche in surgical decision-making research.

18.6	 �Conclusion

The decision sciences encompass a broad range of disciplines and content areas. For 
surgical decisions that are preference-sensitive, many opportunities exist to evaluate 
the quality of decisions and to develop and test interventions, such as decision aids, 
to improve decisions. Preference elicitation methods are powerful tools that can be 
incorporated into decision aids or used on their own for studying complex surgical 
decisions. Medical decision-making research offers multiple fresh opportunities for 
surgeons who are beginning their research careers to develop an area of expertise 
and make a lasting impact.
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19Decision Analysis and  
Cost-Effectiveness Research

Benjamin K. Poulose

Abstract
Physicians, surgeons, and hospital systems face challenging decisions on a daily 
basis. In certain complex decisions, the formal methods of decision analysis can 
be useful to incorporate the many known factors involved as well as the uncer-
tainties associated in the decision making process. Often, benefits to a group of 
individuals is weighed against limited resources. Decision analytic techniques 
can range from simple decision trees to complex cost-effectiveness models 
involving simulation techniques. The overall advantage of these approaches is 
the ability to incorporate uncertainty associated with the decision into the model-
ing process and to perform sensitivity analysis across important decision factors 
that may impact the outcome of the decision. The ultimate impact and trustwor-
thiness of decision analytic models rely upon the integrity, truthfulness, and rigor 
imparted by investigators and clinicians.

19.1	 �Decision Trees and Probabilities

The building block of decision analysis and analytic techniques involves creation of 
a decision tree to precisely evaluate a decision and its important downstream conse-
quences. Figure 19.1 illustrates a classic decision tree comparing Surgical Therapy 
to Medical Therapy to treat a particular disease process. It is important to note that 
the most useful decision trees, or models, are ones where reasonably robust evi-
dence exists in terms of the data going into the model. If a particular decision option 
has essentially no data or very poor quality data associated with it, no amount of 
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modeling or complex analysis can compensate for this lack of information. It is the 
academic responsibility of the investigator to determine this up front before studies 
are published and referenced with convincing titles based on meaningless or non-
existent data. This is especially true in the surgical literature where many peer 
reviewers may not be familiar with techniques used in decision analysis.

In the sample decision tree, each Therapy choice is has two mutually exclusive 
outcomes of Success or Failure. As modeled, there can only be these two ‘fates’ of 
Surgical Therapy or Medical Therapy. Obviously, this is a simplistic representation of 
reality, but serves as a useful starting point in creating a model to reflect clinical deci-
sion making. Novice investigators have a tendency to create overtly complex models 
when, in fact, more simplistic models will suffice to address the decision at hand. As 
models become increasingly complex, additional data will be required to populate 
that model-data that may be poor quality or nonexistent. The chance of experiencing 
Success or Failure with either Medical or Surgical Therapy is governed by the prob-
ability of each outcome p(Surgical Success), p(Surgical Failure), p(Medical Success), 
p(Medical Failure). As these are mutually exclusive-and the only possible-outcomes, 
adding the two probabilities for each Therapy choice must equal 1. For example, if the 
known probability of success for Surgical Therapy, p(Surgical Success), is 0.6, then 
p(Surgical Failure) must equal 0.4. Additionally, if the known probability of success 
for Medical Therapy, p(Medical Success) is 0.35, then p(Medical Failure) must equal 
0.65. Each decision choice and associated Success or Failure are then associated with 
defined outcomes known as ‘payoffs.’ Payoffs, in the modeling sense of the term, can 
be expressed in single units such as costs or combined unit ratios of cost/effectiveness. 
As with any outcome, payoffs can be beneficial (decreased cost or increased quality/

Evaluate Therapies

Surgical Therapy

Medical Therapy

Medical Success

p(Medical Success)

Surgical Success

p(Surgical Success)

Surgical Failure

Medical Failure

p(Medical Failure)

p(Surgical Failure)

Payoff-Surgical Success

Payoff-Medical Success

Payoff-Medical Failure

Payoff-Surgical Failure

Fig. 19.1  Basic decision tree comparing a surgical therapy to medical therapy
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quantity of life) or harmful (increased cost or decreased quality/quantity of life). 
Payoffs and associated possible values are discussed later in this chapter.

It is also important to keep in mind that the creation of a decision tree represents 
a static model or ‘snapshot in time’ given known inputs into the model at the time 
of creation. There is no concept of time passage inherent to these models (i.e. mov-
ing from left to right does not imply passage of time). This becomes important 
when interpreting results and equally important when trying incorporate time pas-
sage into models.

Many commercially available and open source software packages exist to facili-
tate model creation. It is highly recommended that investigators utilize these 
resource to help create, organize, and troubleshoot models. In addition, formal 
training is highly recommended to understanding the advantages and limitations of 
these methods.

19.2	 �Types of Cost-Effectiveness Analysis

The connotation of ‘cost-effectiveness’ analysis (CEA) implies some assessment of 
the economic impact of a decision along with its practical consequence (beneficial 
or harmful). Decision trees and other modeling and analytic methods are used to 
perform CEA.  In traditional cost-effectiveness analysis, the economic impact is 
measured in monetary terms (i.e. dollars) while effectiveness is measured in a com-
bined outcome measure known as a quality adjusted life year (QALY). This com-
bined measure incorporates quantity of life (in years) with a quality of life 
‘adjustment.’ The two most common subtypes of cost-effectiveness analysis are 
cost-utility analysis and cost-benefit analysis. Cost-utility analysis represents a spe-
cific type of CEA that focuses on life expectancy in a healthcare context [1]. In 
cost-benefit analysis, the benefits and harms of a treatment are expressed solely in 
monetary terms. Gains in life years for an individual are expressed as the productive 
value (i.e. in dollars) of that individual to society during those years.

19.3	 �The Basics

19.3.1	 �Base Case and Reference Case

Central to performing CEA is the concept of the Base Case and Reference Case. 
The Base Case refers to evaluation of a CEA model using a preferred set of assump-
tions and model inputs [2]. In surgical economic analyses, this commonly involves 
identifying a ‘typical’ patient profile from epidemiologic studies and using that pro-
file as the archetypical patient for model analysis. This approach is useful from a 
clinical standpoint as it allows easy grasp of results in the context of a clinical sce-
nario. To make comparisons across CEA increasingly comparable, the Reference 
Case concept has been accepted as the approach of choice in model development 
and results presentation. The Reference Case provides a common set of methods, 
processes, and reporting for CEA, especially for healthcare purposes [2].
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19.3.2	 �Perspective

With any type of CEA, the perspective of the study should be predefined prior to 
modeling and analysis. This has crucial bearing in terms of the economic compo-
nent of analysis, but also is important when considering what is included in the 
model. For example, hospitals and providers may be responsible for certain costs 
and insensitive to others, while payors may be responsible for a separate set of costs. 
Patients, on the other hand, might be sensitive to neither hospital/physician or payor 
costs and incur costs of their own. Traditional methods of CEA have specified the 
precise perspective of the analysis in the past (provider, hospital, payor, patient, 
etc.) which has led to much confusion and difficult in comparing studies. To help 
mitigate this, newer recommendations simply define two perspectives important to 
healthcare evaluations. The first perspective is that of the ‘healthcare sector’ which 
includes medical costs borne by payors and patients [3]. The second is the societal 
perspective which incorporates all costs and health effects regardless of which 
group incurs the costs and which group obtains benefits [3].

19.3.3	 �Time Horizon

The time span involved for a particular decision has an impact on the methods 
used and also the outcomes themselves. For example, very short term results 
(<30 days after an intervention) have a different set of considerations as opposed 
to evaluations that span the entire life of a patient. For this reason, the time hori-
zon of the analysis should be specified at the study design stage and explicitly 
stated when reporting results. Simple decision trees (and basic analyses) can suf-
fice for short term decisions and decision with a fixed time frame (i.e. evaluate 
surgical outcomes 5  years after intervention). More complex methods (e.g. 
Markov models, below) can be used to model a patient’s health state over the 
course of their entire life. The three important aspects of incorporating time into 
models is outlined in Table 19.1.

The concept of discounting bears special mention. When evaluating costs and 
effects into the future, one must account for the differential value of these concepts 
between the present and the future. As a specific example, a dollar is worth more 
today than it would be in the future. This also applies to effects (i.e. health benefits). 
Because the modeling exercise is occurring in the present, the future costs and 
effects need to be ‘discounted’ as they are assessed into the future. The standard rate 
of discounting is 3% each year.

Table 19.1  Important aspects of incorporating time into decision analysis models [4]

1. How far into the future to extend the analysis
2. �How to simulate time (discrete-time and continuous-time models, cycle lengths, converting 

rates and probabilities)
3. Discounting future costs and effects to their present values
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19.4	 �The Payoffs: Measuring Costs and Effectiveness

As CEA models are developed, key events (e.g. Surgical Success, Medical Failure, 
see Fig. 19.1) are assigned costs and measures of effectiveness. During this process, it 
is important to keep track of the specific sources of these model inputs to assess them 
for validity and reporting. Only after the perspective has been defined, can individual 
cost and effectiveness measures be appropriately incorporated into models.

19.4.1	 �Costs

Healthcare costs incorporated into CEA models should take into account the per-
spective of the analysis and be accurately reflective of the value for the goods and/
or services evaluated. An exhaustive discussion of healthcare costs is beyond the 
scope of this text. However, a few key concepts should be kept in mind when deter-
mining costs for use in CEA. Substituting charges (instead of costs) for CEA should 
be avoided. In certain situations where no additional information is available other 
than charge information, cost-to-charge-ratios can be utilized to help estimate costs. 
Costs used in models should be normalized to a particular year of analysis. Costing 
information is usually derived from a variety of sources obtained over different 
years. Utilization of the Consumer Price Indices can convert monetary amounts 
from different years into a common year for analysis. The cost components for the 
two recommended CEA perspectives (Health Care Sector and Societal) are sum-
marized in Table 19.2.

Table 19.2  Cost components of the health care sector and societal perspectives [3]

Reference case perspective
Cost component Health care Societal
Formal health care sector
Costs paid by third-party payors Yes Yes
Costs paid out-of-pockets by patients Yes Yes
Informal health care sector
Patient-time costs No Yes
Unpaid caregiver-time costs No Yes
Transportation costs No Yes
Non-health care sector
Productivity No Yes
Consumption No Yes
Social services No Yes
Legal or criminal justice No Yes
Education No Yes
Housing No Yes
Environment No Yes
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19.4.2	 �Effectiveness

Effectiveness in CEA is typically measured using QALYs. A QALY is a generic 
measure of disease calculated by the number of years spent in a health state adjusted 
for the disease state itself. To operationalize QALYs in a CEA model, the concept 
of health utility must be understood. Based in health utility theory, a value of zero 
utility is assigned to the state of death, while a value of one is assigned to perfect 
health. Disease states fall between 0 and 1; many methods exist to determine what 
value is associated with a particular disease state. Several groups have compiled 
available health utility measurements into searchable databases, greatly facilitating 
model development [5, 6]. Decision tree software packages facilitate calculation of 
QALYs while incorporating health utility values for particular disease states. Great 
care must be taken to correctly account for harmful outcomes (i.e. complications) to 
ensure accurate modeling.

19.5	 �Practical Tips for Developing a CEA Model

Although at first glance developing a robust CEA model may seem like a daunting 
and difficult task, several practical tips can be employed. Either acquiring the skills 
and knowledge to work with decision trees or collaborating with someone with this 
skillset is essential. A carefully designed investigative question evaluating two options 
for a decision is best. A reasonable amount of information in the established literature 
should exist to populate the model inputs. In general, information should be gathered 
from high level evidence sources, and moving toward lower level evidence when 
needed. Keeping diligent track of probabilities, variable names, costs, utilities, and 
associated sources of information is essential during model development. This can 
easily be done using a spreadsheet which can often be linked directly to the model 
itself. Several versions of the model itself should be stored in separate files, making it 
possible to ‘resurrect’ portions of older models that are found to be useful.

19.6	 �Analyzing Models

Once a model has been refined, checked for errors, inconsistencies, and redundan-
cies, it is ready for analysis. Analytic methods range from simple ‘roll back’ of the 
model to complex, high-resource techniques such as Monte Carlo simulation. Using 
more complex techniques when a simpler method will suffice should be avoided.

19.6.1	 �Rolling Back and Expected Values

At its most basic level a model ‘roll back’ utilizes all inputs (probabilities, costs, 
measures of effectiveness) and determines the expected values for each therapeutic 
option or strategy. The therapeutic option with the lowest cost and highest accrual 
of QALYs becomes the preferred strategy and answers the question at hand. For a 
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typical model, results are given for each therapeutic option in terms of cost, incre-
mental cost, effectiveness, incremental effectiveness, incremental cost-effectiveness 
ratios, and cost-effectiveness ratios. Strategies that are least costly and most effec-
tive are designated as ‘dominant’ to other strategies. A useful way of testing a model 
is to place extreme inputs for probabilities, costs, or measures of effectiveness and 
determine if the roll back results behave as expected.

19.6.2	 �Sensitivity Analysis

Sensitivity analysis is a useful way to determine the impact of a particular variable 
or set of variables on the choice of treatment. Specifically, sensitivity analysis can 
be used to evaluate the uncertainty associated with a particular variable. In one way 
sensitivity analysis, a single variable’s value is plotted over its plausible range and 
the effect on an outcome is evaluated. If the variable and range have a significant 
impact in the model, the outcome measure will vary widely as the variable values 
also change. If the variable has minimal impact on the model, there will be no 
change in the outcome variable across the range evaluated. Two way sensitivity 
analysis performs a similar function, except two variables are simultaneous changed 
across their plausible ranges. Optimal strategies are indicated by different areas on 
a graph corresponding to the values of the two variables. In three way sensitivity 
analysis, multiple two way analyses are performed across the plausible range of a 
third variable.

19.6.3	 �Performing Complex Analyses

Many variations on analysis of decision trees exist. These range from multi-way 
probabilistic sensitivity analysis that incorporate many aspects of uncertainty to 
achieve the optimal strategy, to Markov modeling and Monte Carlo simulation. 
Markov modeling is often used to represent events that recur over time using the 
concept of state-transition models. In these models, an ‘individual’ experience is 
defined by existence in multiple states. A simple state-transition model allows tran-
sition between states of being well, existing in disease, or death. Markov models are 
very useful to evaluate disease process and treatments over time. Monte Carlo simu-
lation is a resource-intensive computational method that helps evaluate high level of 
uncertainty within models using random values and probability distributions.

19.7	 �Standards for Methodology and Reporting of Cost-
Effectiveness Analysis

Sanders et  al. have summarized the most recent standards for methodology and 
reporting of CEA [3]. As clinicians and research teams increasingly use these meth-
ods to answer clinical questions, great care should be taken to present all model 
assumptions up front. In addition, care should be taken to avoid extreme use of 
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jargon often associated with CEA, possibly alienating the intended group of indi-
viduals the study was meant to impact. The results of even the most complex CEAs 
can be presented in a fairly straightforward manner, making it easy to understand 
the results and potential impact. Finally, it cannot be overemphasized that the qual-
ity and integrity of results from any CEA is directly related to the quality of infor-
mation input into the model, the quality of the model itself, and the integrity of the 
investigators in seeking truthful answers with minimal bias.
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20Survey Research
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Abstract
Surveys, and survey research, have become ubiquitous; as such, the value of 
survey research in the eyes of many has diminished. However, there are certain 
things that are best studied via survey, including beliefs and attitudes. 
Importantly, quality of life must be ascertained by survey. This chapter high-
lights the elements of high-quality survey research, focusing on instrument 
development, mode of administration, response burden, response rate, nonre-
sponse bias, and reporting survey results. Specific strategies for developing 
good questions and increasing response rates are outlined. Specific analytic 
techniques related to nonrandom sampling frames, statistical packages, and 
Likert-type questions are reviewed.

20.1	 �Introduction

It seems to happen on an almost daily basis anymore—an email invitation to respond 
to a survey. Survey evaluations of Grand Rounds, departmental events, CME activi-
ties. Surveys from associations, surveys soliciting expert opinion. Surveys targeting 
me as a member of a particular association, or from an investigator concerned about 
a particular research question. Due to the plethora of survey requests, and the ubiq-
uitous nature of those that are poorly performed, survey research has become some-
what trivialized. Some of this is due to the use of surveys for market research, 
continuing medical education activities, and solicitation of opinions; for many of 
these surveys, scientific rigor is neither desired nor required. However, there are 
certain research questions that are best answered by survey, and it is possible to 
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perform high-quality survey research. However, as with any other type of scientific 
inquiry, poorly done survey research will lead to bad science. Which translates into 
potentially misleading, if not dangerous, information and implications [1].

20.2	 �When to Use a Survey

Surveys can easily answer questions about knowledge, and best answer questions 
about attitudes and beliefs. They may also be useful to gather information on behav-
iors and practices, although this is dependent on the type of behavior or practice. The 
burgeoning space of medical education research uses surveys liberally, as approxi-
mately 50% of original medical education research is survey-based [2]. For sensitive 
subjects, an anonymous survey may be more likely to reveal truth. For other subjects, 
data sources such as medical records may provide more reliable information.

20.3	 �Developing Questions

It may seem obvious, but the first and most important step in survey research is decid-
ing what your research question is. This will allow you to determine whether you can 
use a previously validated survey or whether you must develop one on your own. 
Whenever possible, it is preferable to use a previously validated instrument without 
modification. This ensures that the questionnaire is reliable, valid, and responsive to 
change. Modifying a validated instrument reduces both its power and validity [3].

If you are unable to use a validated survey to answer your question, spend time 
developing your survey instrument. This most important step is the aspect of survey 
research that is most often neglected. The quality of survey data will only be as good 
as the questions asked on the survey. This is true regardless of the ultimate mode of 
survey administration, and the techniques described below work for all modes. The 
development of a survey follows a standard process of item generation, item reduc-
tion, questionnaire formatting, composition, and pilot testing [4].

Often, both qualitative and quantitative techniques must be employed to create 
the optimal research tool. Clearly, the investigator and the research team have an 
idea of what questions they would like to include on a particular survey. Employing 
qualitative techniques using focus groups during the item generation stage provides 
additional information about the topic area being investigated, and helps examine 
the assumptions brought by the research team during initial drafting of questions. 
Focus groups also help with how specific terms and vocabulary are understood by 
the population to be surveyed [5]. As an example, in developing a post-injury qual-
ity of life survey, you might ask a group of trauma patients “We are interested in the 
factors that have affected your quality of life since your injury. Can you tell us some 
of the things that have affected your quality of life both positively and negatively?” 
You would also want to ensure that each member of the group has an understanding 
of the term or concept quality of life.
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Each question that you include must be critical, which is the purpose of the item 
reduction stage. Avoid including questions “just because you’re interested” or 
“because it would be nice to know”. All questions should be clear and without bias. 
Avoid questions with two possible answers and leading questions that have a 
socially desirable answer. Normalizing statements, such as “It can be difficult to…” 
prior to asking about a sensitive item increase the likelihood of an honest answer. 
Questions that require a closed response are the easiest to analyze, so if at all pos-
sible try to frame the question to require a closed response [5–7]. Focus groups can 
also help in the item reduction stage, as can ranking or rating questions by pilot 
groups or content experts.

Acquiescence is the tendency to endorse any assertion made in a question, 
regardless of content. Using declarative statements lessens this effect, although 
when level of agreement is what needs to be measured it is impossible to avoid this 
effect completely. The magnitude of the acquiescence effect is approximately 10%; 
approximately 52% of respondents agreed with an assertion, while 42% of respon-
dents disagreed with its opposite [7]. There are two approaches to minimizing the 
effect of acquiescence—the first is to ask all questions in one direction (usually 
positive), and the second is to use two questions, one asked positively and one nega-
tively, to check on the magnitude of the effect in a specific survey.

Missing data tends to be more prevalent at the end of surveys, likely related to 
response burden. Therefore, ask the most important questions at the beginning, 
leaving the demographic questions to the end. Questions should be grouped the-
matically, as respondents fatigue if they must keep returning to a particular topic. In 
addition, questions should progress either from the general to the specific (funnel-
ing) or from the specific to the general (reverse funneling). If appropriate to the 
population, have your survey tested for language level and target the lowest likely 
educational level in your sample.

Pilot testing your survey will provide valuable information that can help you 
improve the quality of data in addition to your response rate. There are two options 
for initial pilot testing, with and without observation. Observing a small number of 
people answering your survey will give you information about which questions take 
respondents longest to answer, suggesting that they may be awkwardly or ambigu-
ously worded. You are also able to debrief this small group about areas of concern 
and get their ideas for improvement. Field testing a pilot group without observation 
relies on their willingness to answer each question as well as provide written feed-
back for each question. Both methods should ask this pilot group to give feedback 
on the aesthetics of the survey, the ease with which it was completed, and their inter-
est in completing the entire questionnaire. The completed questionnaire should then 
be tested with a final pilot group, which allows calculation of the psychometric 
properties of the questionnaire. These data may be helpful in further item reduction 
by eliminating items that cluster together and do not add additional information or 
eliminating items that have significant floor or ceiling effects [4]. The pilot groups 
should be similar to your intended population, but should not be included in your 
final sample.
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20.4	 �Population

For very small populations, it is desirable to obtain information from the entire popu-
lation. However, for most surveys this is both impractical and expensive and there-
fore a sample of the population must be surveyed. The sampling frame is a list of the 
entire population. When qualitative surveys, such as focus groups, are performed, 
non-random sampling may be appropriate. However, for all other surveys, random 
sampling provides the most generalizable information. This can be accomplished 
using a random number generator or using a more systematic approach, selecting 
those to be surveyed from the sampling frame starting from a random point on the list 
at equal intervals (every fifth person on the list, for instance) [8]. In order for the 
results to be valid, the sampling frame must represent the population of interest.

Obtaining the sampling frame can be quite problematic for surveying health pro-
fessionals, as many organizations have specific policies about handling of member-
ship lists that specifically prohibit contact for survey research. Some are specific for 
email contact, allowing mail-based survey research to proceed. Many lists contain 
out of date information, and much effort must be spent cleaning a “dirty” or inac-
curate list.

Although data from a simple random sample from the sampling frame is optimal, 
it is often both extremely difficult and expensive to collect. It also may not capture 
specific groups of interest, and may not be efficient. From a practical standpoint, 
probability samples are often used to obtain data more cost-efficiently using com-
plex sample designs. Probability samples divide the sampling frame into strata, and 
often to clusters within strata from which the sample is subsequently drawn. 
Complex sample designs are likely to result in unequal probability of selection for 
individual units of analysis, lack of independence of individual units within ran-
domly sample clusters, and variable effect on estimates of precision. As a result, this 
approach which simplifies survey administration and data collection on the front 
end requires more complex statistical analysis [9, 10].

The size of the sample necessary for a particular survey depends on the statistical 
analysis that will be performed, highlighting the importance of a well-thought ana-
lytic plan. The sample size can be calculated using a number of different computer 
packages or by consulting a statistician. Estimated non-response rates must be 
included in the sample size calculations.

20.5	 �Mode of Administration

Most often, administration mode is considered in light of cost, practicality, and 
response rate. However, it is important to know that mode of administration may 
introduce important specific biases related to participant demographics. It is tempt-
ing in today’s internet age to consider only electronic modes of administration. 
This would be a big mistake, as very recent data suggest that mailed surveys and 
phone calls achieve the highest response rate and electronic methods miss impor-
tant populations [11].
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20.5.1	 �Face to Face

Face to face surveys are important for qualitative research, and are the primary 
method used for conducting focus groups. For quantitative surveys, complex ques-
tions can be asked and visual aids can be used. Response rates are generally higher 
than other methods, as many people find it harder to refuse a face-to-face request. 
Disadvantages include inefficiency, the need for training interviewers, and prohibi-
tive costs for a sample of any reasonable size [12, 13].

20.5.2	 �Phone

Phone surveys allow a two-way interaction between interviewer and respondent 
similar to face-to-face surveys. This allows the use of complex questions, and also 
allows the interviewer to probe for explanatory answers. The refusal rate is higher 
than with face-to-face administration, but the costs are much less. In general, refusal 
rate is lower than with mail or internet surveys. Generating a sampling frame may 
be problematic, as telephone numbers may be more difficult to obtain than mail or 
email addresses. Random digit dialing surveys may or may not include cell phone 
numbers, limiting the representativeness of the population sampled [6, 12].

20.5.3	 �Mail

Mail surveys are similar to internet surveys in that they are self-administered, with-
out interaction between interviewer and respondent. A basic mail survey includes 
the survey tool and a return envelope—this is likely to achieve a response rate 
around 20%. The Dillman approach, or tailored design method described below 
outlines the optimal process for mailed surveys in order to achieve the highest 
response rate, which should be greater than 60%. A strategy that includes at least a 
partial mail or paper component is the mode of choice when surveying physicians 
in order to balance response rates and efficiency. They also allow the inclusion of 
an incentive, one of the factors with the greatest impact on response rate [6, 12, 
13]. All of these contribute the increased costs associated with mail surveys com-
pared to all other modes of administration. Importantly, participants who are older, 
unmarried, retired, non-White, with less education, lower income and without pri-
vate insurance may have a higher response rate when mailed surveys are used [11, 
14]. Another disadvantage of mailed surveys is their tendency to have a higher rate 
of missing data.

20.5.4	 �Internet

There are several advantages to email or internet survey administration. It is the 
least costly method of survey administration, and in general produces the highest 
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quality data for the least amount of effort because the data can be logic-checked 
during survey administration [6]. Costs of an internet-based survey are approxi-
mately 20% of a similar survey administered by mail. In addition, multimedia can 
be incorporated to enhance interest and engagement [8]. Incentives can be used, 
although they require additional effort to be expended to track and deliver.

However, there are also several disadvantages to this approach. In order to get an 
appropriate sampling frame, correct email addresses must be obtained for all poten-
tial respondents. Particularly for physicians, response rates to internet surveys are 
significantly lower than response rates to mail-only or mixed-methods surveys [8, 
13]. There is an increasing concern about the lack of anonymity with internet-based 
surveys, particularly when compared to mail surveys. In addition, the elderly, non-
English speakers and those of lower socioeconomic status have a much lower 
response rate to internet-based surveys [11, 14].

20.5.5	 �Mixed-Mode

Mixed mode surveys, which primarily include both mail and internet options for 
response, have some promise in terms of response rates. This is particularly true 
when electronic options are followed by standard mail and the respondents are 
given the option of completing the survey either online or by returning the paper 
questionnaire. The representativeness of the respondents in a mixed-mode approach 
does not differ when the population of interest is younger and more educated; in 
other populations it is less clear although equivalent results have been shown in a 
sample of men with prostate cancer [15–17]. This is a promising approach for sur-
veys of physicians [13].

20.6	 �Response Burden

Response burden is related to response rate, with increased perceived burden related 
to diminished response rate. Burden is most directly related to time required to 
complete the survey, with several factors contributing to time. Most easily measured 
is length, with shorter surveys having a decreased response burden. Other factors 
contributing to response burden include number of pages or internet screens, poorly 
worded questions, difficult questions, internet screens that are difficult to navigate 
and other technical difficulties accessing or responding to the survey [8].

20.7	 �Response Rates

The response rate is simply the number of completed surveys received divided by 
the number of surveys sent to nonrespondents and respondents. Simple on the sur-
face, that is. There are actually six possible ways to define response rates [18]. The 
first decision point in defining survey response rate is determining the eligibility of 
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the nonrespondents. The easiest way is to assume that all nonrespondents are eligi-
ble; however, this results in a correct response rate only if that assumption is known 
to be factually true. The second is to estimate the probability of nonrespondent eli-
gibility. For mailed surveys, ineligible respondents include those with a wrong mail 
or email address and those surveys returned to sender. In order to estimate the true 
number of ineligible respondents, addresses should be checked on a sample of both 
respondents and nonrespondents. Expressed mathematically, ARR  =  (R)/
([R] + e[T–R–NE]), where ARR = adjusted response rate, R = eligible respondents, 
e = the proportion of nonrespondents estimated to be ineligible, T = total number of 
surveys, and NE =  ineligible respondents (including return to sender). For other 
surveys, if it is known that a certain percentage of a survey population would be 
eligible (e.g. are assistant professors), that percentage of nonrespondents is used to 
calculate response rates. The second item to determine when calculating response 
rates is to determine which surveys to include as respondents. The American 
Association for Public Opinion Research suggests that a complete survey contain 
responses to a minimum of 80% of the questions [18]. An alternative definition 
requires 80% of the questions of interest, allowing for nonresponse to demographic 
questions. Best practice is to identify which of the AAPOR definitions has been 
used when calculating response rate [19].

Response rate is a critically important aspect of survey research, as low response 
rates can introduce significant bias. For instance, if 50% of respondents respond in 
a particular way to a specific survey item, the true percentage is between 45%–55% 
if the survey has a response rate of 90%, but ranges between 5%–95% if the response 
rate is only 10%. Higher response rates also provide greater statistical power, reduc-
ing the chances of a type II error. Finally, higher response rates allow for greater 
generalizability to the population the respondents represent [20].

Given the critical importance of response rates, there are a variety of strategies 
available to maximize return. The Dillman approach, or tailored design method 
(TDM), is considered standard for mail questionnaires regardless of the population 
being studied. The first element of the Dillman approach is to make the question-
naire respondent-friendly. This includes a survey that is easy to read, makes use of 
bolded sentences, indentation, clear and unambiguous questions, and is relatively 
short. Other elements involve the cover letter and number of contacts, all by first-
class mail. The first contact may be a postcard or letter letting the potential respon-
dent know of the upcoming survey, or it may be the initial survey with a personalized 
cover letter and return envelope with a real first-class stamp. The next contact is a 
reminder postcard 2 weeks later, and the last contact is a resending of the survey 
with a return envelope [21, 22].

Response rates for physicians are generally below response rates of the general 
public. Specific strategies to increase response rates for physician questionnaires 
include use of a phone contact or registered mail contact after the three first-class 
mail contacts and the use of an unconditional monetary incentive sent with the ini-
tial survey. These strategies can increase response rates up to 20% beyond that 
achieved when using the TDM approach alone [8, 23]. The amount of monetary 
incentive resulting in optimal response rates is unclear, with some studies showing 
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amount directly related to response rate and others unable to establish a direct rela-
tionship between incentive amount and response rate. Often even a small monetary 
incentive (5$) achieves significant improvements in response rates [24]. If a mone-
tary incentive is not possible, a nonmonetary incentive such as a pen, lottery ticket, 
or laser pointer can be used, although the effect may not be quite as great [25]. CME 
credit does not appear to be a worthwhile incentive [26].

20.8	 �Nonresponse Bias

A response rate of 60% or greater has been required by many journals in order for 
survey research to be considered for publication [27]. This figure was originally 
targeted in order to minimize nonresponse bias, and it is certainly true up to a point 
that greater response rates minimize nonresponse bias. However, the strength of the 
relationship between nonresponse rate and nonresponse bias may not be as strong 
as previously thought [22, 28]. This is because the entire population may be viewed 
as having both a propensity to respond or not respond based on specific characteris-
tics of the survey, the mode of administration, and personal characteristics that may 
vary over time. Key to determining how close the link is between nonresponse rates 
and nonresponse bias is how strongly correlated the survey variable of interest is 
with the likelihood of responding. Some analyses suggest that efforts to improve 
response rates above a particular target may actually worsen the quality of the data, 
as nonresponders who are converted or coerced into responding may provide inac-
curate information. Effects of tools to improve response rates on nonresponse bias 
remain unclear although examples similar estimates using the same survey with a 
less aggressive protocol and a lower response rate are plentiful [28, 29].

Nonetheless, calculation of nonresponse bias is essential and can be performed 
in a number of ways. The simplest way to do this is to compare respondents and 
nonrespondents (as defined by AAPOR standards) by demographic information, 
and provide estimates of response and nonresponse for key subgroups within the 
target population. Similar demographic profiles and response rates support lack of 
nonresponse bias, although use the simplistic assumption that the subgroup vari-
ables are the only possible causes of propensity to respond [22].

Wave response compares early and late wave respondents (based on whether 
they respond to the initial, second, or third request) in terms of demographics, 
response rates, and responses. This analysis assumes a continuum of response, sug-
gesting that late wave respondents are more similar to nonrespondents than early 
wave respondents. Its weakness is that there is no direct information provided about 
the nonrespondents [18].

If an external source exists with which to compare information, respondent sur-
vey data can be compared to this external source. Although this does not provide 
direct information about the nonrespondents, it allows an estimation of whether 
nonresponse bias has influenced the results. The availability of external benchmarks 
for health-related survey research is fairly rare.

Other methods to assess nonresponse bias include collecting auxiliary variables 
on respondents and nonrespondents to guide attempts to balance response rates, 
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and the use of postsurvey adjustments to test the sensitivity of the responses 
obtained. Whenever possible, multiple approaches to assess nonresponse bias 
should be used [22].

20.9	 �Likert Scales

A Likert scale is most commonly used to measure agreement with a particular state-
ment. Most commonly a 5-point scale is used. One common scale has two levels of 
agreement, a neutral option, and two levels of disagreement (strongly agree, agree, 
neutral, disagree, strongly disagree). If you want to force either agreement or dis-
agreement, the neutral option can be eliminated leaving a 4-point scale. Data reli-
ability is not affected by offering a neutral or no opinion option, and there is some 
evidence that this option is most often chosen to avoid the cognitive work to gener-
ate an optimal answer. Often the levels of agreement and disagreement are collapsed 
in the analysis phase, leaving a functional 2- or 3-point scale. Another common 
scale begins at one extreme, increasing at approximately equal intervals to the oppo-
site extreme (poor, fair, good, very good, excellent).

Most questions that use a Likert scale are actually Likert-type questions, which 
are single items that use the Likert response alternatives. A Likert scale is a series of 
four or more Likert-type items combined into a single score during data analysis. 
The importance of this difference is that single Likert-type items are ordinal scale 
observations. These observations are ranked in that each successive response is 
greater than the one before, but how much greater is not specified and there is no 
assumption of equal distance between one observation and another. Ordinal refers 
to the position in a list. Likert scale items, in contrast, are interval scale items which 
have a similar relative distance between points on a scale which does not have an 
absolute zero. Ordinal and interval scales are analyzed differently from each other 
as well as differently from nominal data (named categories without any position 
ranking or relative distance) [9, 30, 31].

20.10	 �Analysis

Survey data are often presented using descriptive statistics, measures of central ten-
dency, estimates of parameters, and procedures to estimate relationships between 
multiple variables. Before using any parametric statistical test, look again at the 
population surveyed and the sampling frame. If the survey population was a com-
plex sample design rather than a random sample, nonparametric statistics and other 
statistical approaches must be used. Complex sample designs require the use of 
sampling weights, in order to reduce the potential sources of bias introduced by the 
use of probability rather than true random samples. Sampling weight is usually 
included as a weight variable in addition to the stratum and cluster variables used in 
generating the probability sample from the sampling frame [9].

Independent of sampling weight, ordinal Likert-type data should be presented 
using median or mode for central tendency, frequencies to describe variability, and 
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Kendall’s tau to analyze associations. Chi-square analysis may also be appropriate. 
Means can be used for interval Likert scale data, with standard deviation used for 
variability, and Pearson’s r to describe associations. Other analyses that may be 
appropriate include ANOVA, t-test, and regression [31].

There are several software packages that are available to analyze survey data. 
These include SAS, SPSS using the separately purchased complex samples add-on 
module, Stata, and SUDAAN. Stata and SUDAAN offer the greatest flexibility and 
variety of options for analysis [9].

20.11	 �Reporting Results

The key points in reporting survey research begin with explaining the purpose of the 
research and explicitly identifying the research question. Unfortunately, reporting 
of survey data in the medical field is extremely inconsistent, compromising both the 
transparency and reproducibility of the results [32]. As with most research, the 
methods section is extremely important and will be the basis on which your readers 
will determine whether they are able to generalize your results. The research tool, 
or questionnaire must be described. If an existing tool is used without modification 
this section can be brief; if a new tool was used a detailed section on how the tool 
was developed and tested is important. Description of the sample includes how the 
potential subjects were identified, how were they contacted and how many times 
they were contacted, how many agreed to participate, how did the nonresponders 
differ, what type of definition was used for response rate and what was that rate. The 
analytic plan is followed by the results.

20.12	 �Conclusions

Obtaining high-quality data, particularly information on beliefs and attitudes, is possi-
ble via survey methodology. The survey must use a well-designed and thoroughly 
tested instrument, a representative sample from an appropriate sampling frame, an 
appropriate definition for respondents and nonrespondents, and minimize nonresponse 
bias. Choice of survey method balances costs, effort, intended population and response 
rates. Analytic methods must account for nonrandom sampling and nonresponse.
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Abstract
This is a short introduction to the field of qualitative investigation. There are 
many methodologies and methods that support rigorous qualitative research; 
however, there are as many controversies about the “right way” to do qualitative 
research and how qualitative research should be defined and judged. In this 
space, it is impossible to do more than provide a general overview of study 
design, instruments for qualitative data collection and introductory guidance for 
analytic processes. Many of the references cited provide excellent examples of 
rigorous qualitative work in the medical literature and will expose the reader to 
multiple options for future study design and execution.

Imagine you have 10 blind men who know nothing about elephants. You place them 
in a circle around an elephant and ask them to briefly examine it with their hands. If 
you use quantitative analysis to synthesize their sampling you might conclude that, 
in general, the elephant has rough, hard skin and short, spiky hair. This conclusion 
about the elephant would be accurate but also, incomplete. If instead, you asked two 
blind men to examine the elephant’s trunk for an extended period of time, after a 
few hours they might be able to tell you that the elephant has a long and unusual 
appendage. This appendage can pick things up off the ground, blow water out the 

Not everything that can be counted counts. Not everything that counts can be counted.
—William Bruce Cameron, “Informal Sociology: A Casual Introduction to Sociological Thinking”
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end and explore the world around it. Qualitative analysis of these new data would 
also lead to an accurate description of the elephant, one that would resonate with an 
outside observer who has actually seen an elephant. However, the observation 
would not be generalizable, i.e. you could not conclude that each man sampling the 
elephant would observe a trunk, nor would it be accurate to say that the elephant is 
covered with trunks. Nonetheless, qualitative analysis tells us something that is 
quintessentially important for description of an elephant.

In this chapter we introduce the technique of qualitative analysis. For health 
services researchers, qualitative methods provide an essential adjunct for many 
quantitative endeavors and have robust power as a stand-alone methodology pro-
vided the study design and execution are performed with rigor.

21.1	 �When to Use Qualitative Analysis

While quantitative analysis may provide a mile-high or bird’s eye view of the popula-
tion being studied, qualitative analysis starts from the ground and moves upward. 
Qualitative analysis is ideally suited for examining processes or interactions between 
people within a specific context, for example doctors, nurses, and technicians in an 
operating room [1] and can be particularly helpful in identifying subtle and critical 
distinctions that are not appreciable using quantitative analysis. Qualitative analysis is 
useful for describing social constructs for example, the (now outdated) taboo against 
disclosure of medical errors to patients [2] and can be instrumental for outcomes 
research given its power to identify latent or non-obvious processes for example prob-
lems at high or low performing institutions [3]. Qualitative analysis can also be used 
to understand language. This is called discourse analysis, where the language used to 
describe certain phenomena is the unit of study, instead of the phenomena itself [4]. 
While quantitative researchers tend to cast their findings as being objective, the reality 
is that even cold, hard numbers are described using language that has been chosen by 
the researchers. Language reflects the society in which the research was performed 
and shapes the way the data is interpreted and that language has consequences beyond 
just the numbers. Thus, qualitative analysis is critical to health services research as it 
helps us to know what “things” we are talking about when we are counting things. 
Finally, qualitative analysis is a critical tool for policy creation and evaluation as it 
enables investigators to examine perspectives and interactions among different stake-
holders [5] and it is vitally important to understand implementation of new policies 
and procedures [6].

Qualitative research can be hypothesis generating. It is a good method to start 
with when your question is “What is going on here?” as it allows the investigator 
to be open to theories or constructs that arise from the data as opposed to using 
the data to test a preexisting theory or hypothesis. The flexibility of the method-
ology helps the researcher avoid the problem of seeing only what they are look-
ing for [7]. Finally, many investigators will use qualitative methods as a first step 
for survey design, both to identify important questions to ask respondents and to 
insure the internal validity of survey questions through the use of cognitive inter-
views [8, 9].
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21.2	 �Formulating a Research Question

Developing a concise, important and feasible research question is a challenge for all 
investigations and is particularly important for a qualitative study. To start, the investiga-
tor must acknowledge their theoretical assumptions and use these assumptions to focus 
the boundaries around the case to be sampled. In order to study a population or phenom-
enon in depth, the sample size for a qualitative study is, by necessity, typically small. As 
such the investigator is confined to study only some actors, in some contexts dealing 
with some decisions [10]. To define these boundaries, the investigator posits their theo-
retical assumptions outright in order to determine the case to be studied, aspects in 
which variability is desired and dimensions where homogeneity is important.

In a quantitative investigation, it is critical that the sample is representative of the 
population studied in order to generalize the results. As such, the sampling mecha-
nism for a diverse population should ensure inclusion of a range of ages, socioeco-
nomic status, racial and cultural backgrounds (if this diversity is present in the 
population). For a qualitative investigation, the goal is not to achieve generalizabil-
ity but rather to capture the phenomenon as it exists at a certain point in time for a 
particular group (further investigation may or may not demonstrate variability 
between groups). As such, the investigator needs to explicitly state their theoretical 
assumptions up front. For example they might state either that they do not believe 
age, race, or socioeconomic status will have an appreciable effect on the results (and 
give supporting evidence) or state that these effects are unknown but, due to study 
constraints demographic differences are not the focus of the present study but will 
be critical to evaluate in the future. In essence, the investigator is not ignoring or 
excluding a specific segment of the population, but is explicitly acknowledging the 
choices made as well as the assumptions behind these choices in order to develop an 
appropriate study design to answer a specific and discrete research question.

Although boundaries are described from the start, because much of the research 
strategy and sampling methods (often called theoretical sampling) are grounded in 
the data, these boundaries need to be flexible or emerging [10]. This has led to the 
pejorative characterization of qualitative research as “make it up as you go along 
research” because this strategy is distinctly different than those used for quantitative 
investigations. However, the iterative process involved allows the investigator to 
shift the sampling frame in order to follow and expand important findings as they 
emerge from the data. Some examples of questions that are ideally suited for quali-
tative investigation include, “What processes are used to decrease mortality from 
gastric bypass in high performing centers?”, “What are the drivers of robotic sur-
gery?” and “How do policies to improve access to general surgery in underserved 
populations impact different stakeholder groups?”

21.3	 �Sampling Strategy

Once the research question is determined, the next step is to select a sampling strat-
egy that reflects the theoretical assumptions and enables the desired analysis. 
Typically this is called purposeful sampling where the selected respondents or 
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observation units (hospital wards, operating rooms, texts [4], critical documents 
[11]) are specifically chosen to reflect the case that you desire to study. The sample 
is usually small so that it can be studied in depth and typically, the investigator does 
not set a predetermined sample size. Instead, respondents are sampled until the 
investigation reaches theoretical saturation, a point in the analysis where the themes 
and trends encountered occur with a degree of regularity. This can pose problems 
with the IRB, grant solicitation, and for study staff. To avoid this, investigators often 
generate an estimate of their sample size but should offer a large enough range to 
allow sampling beyond initial estimates if needed. In addition, researchers more 
familiar with quantitative methods may bristle when, in a qualitative study, it is 
necessary for the analysis to proceed before all of the data has been collected. This 
step is required to determine whether additional respondents are needed, to allow 
for interrogation of unanticipated results emerging in the data and to determine 
whether theoretical saturation has been achieved.

Because the sampling strategy is theory driven, it is important to state clearly the 
reasoning behind the design of the sampling method used as the rigor of the study 
will be judged on whether there is alignment of the data collection process with the 
study purpose. There is a large number of sampling strategies, well described in 
Chap. 2 of “Qualitative Analysis” by Miles and Huberman [10]. These strategies 
include maximum variation sampling where respondents are selected to include 
high variability in order to identify common patterns, contrasting case sampling 
where respondents or units are analyzed against each other in order to demonstrate 
differences [3] and snowball sampling where respondents with a unique or distinct 
trait are used to identify subsequent respondents for in depth investigation of an 
atypical point of view or phenomenon [12].

21.4	 �Structured Vs. Unstructured Data Collection

In addition to selecting a sampling strategy, the investigator will need to select an 
approach for data collection. The approach can range from a highly structured 
instrument using open-ended interviewing to a completely unstructured method, for 
example participant observation.

21.4.1	 �Focus Groups

One example of a highly structured approach is the use of focus groups. Focus 
groups, like market research, are ideally suited to obtain feedback on actual prac-
tices or proposed interventions [13]. Respondents are chosen to meet specific char-
acteristics, frequently homogeneous on some levels and heterogeneous on others, 
and are studied in a group to capture important interactions between respondents. 
The groups are typically small enough for all participants to become engaged (range 
4–12) and investigators will typically use more than one focus group per investiga-
tion. The focus group is formally moderated and carefully scripted with 
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predetermined questions. A helpful reference for focus group design is “Focus 
Groups: A Practical Guide for Applied Research” by Richard Kruger and Mary 
Anne Casey (2009) [14].

21.4.2	 �Open-Ended Interviews

Open-ended interviewing is a less structured approach that still retains a large 
degree of structure. Although the interviewing process should be iterative, the pro-
cess typically starts with a pre-determined interview guide. The investigator designs 
open-ended questions with care to avoid questions for which a yes or no answer 
would be possible. Rather than asking the respondent, “Can you tell me why you are 
having surgery?” (A question that can easily be answered with a “no”), a better 
example of an open-ended question is, “Tell me the story about how you came to 
have surgery.”

Instead of providing an “interview script” the pre-designed questions serve as a 
starting point and suggested probes are supplied in order to direct the respondent to 
the salient issues. Analysis should be ongoing with data collection so that during 
analysis, researchers can provide feedback to the interviewer to ensure that they will 
flush out important themes or concepts in subsequent interviews. This iterative pro-
cess allows for investigation of unexpected results and enables the investigator to 
explore concepts or themes in great depth.

It is critical that the interviewer is well trained in this type of questioning and is 
intimately familiar with the research question and relevant background informa-
tion. It is frequently suggested that the principal investigator perform interviews 
because their background and understanding will have a significant impact on the 
direction of the interview. This may not always be possible given time constraints. 
At times, this also may not be desirable if respondents are familiar with the inves-
tigator or their background and are likely to provide socially desirable answers. For 
example, it is often not desirable for a physician to interview patients, as patients 
(and physicians) come to a patient-doctor relationship (even a non-clinical one) 
with their own set of beliefs and norms about how to talk to physicians and what 
physicians might want to hear. Not surprisingly, evolving interview questions are 
problematic for the institutional review board. Rather than providing the IRB with 
a script that will be read verbatim, it can be more effective to present the IRB with 
a list of question domains and sample questions with follow up probes for each 
domain. This will help to avoid returning to the IRB after each iteration for approval 
of a new line of questioning.

A helpful tool to consider in interviews or focus groups is the use of a vignette. 
Although it is challenging to design a clinical vignette that captures all of the com-
plexities of clinical decision making, the presentation of a narrative account of a 
specific case can prompt a more instinctive and less abstract answer from the 
respondent. An additional helpful tool is the use of deliberative debriefing. 
Oftentimes, respondents will have socially created notions of reality that are not 
based in fact or clinical data, or the construct under consideration is complex and 
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requires precision in description so that all respondents start from the same defini-
tion of terms. Examples of deliberative debriefing include a focus group study 
where female respondents were debriefed about the impact of breast cancer screen-
ing [15] and an interview study where family members of people who were unable 
to donate organs after circulatory death (DCD) were debriefed on the difference 
between donation after brain death and DCD [16].

21.4.3	 �Directed Observation

For directed observation, the researcher is embedded in the study environment but 
directed to study specific elements or constructs within the environment. Explicit 
acknowledgement of the investigator’s theoretical assumptions upfront is critical for 
this type of investigation. Typically the researcher will perform prolonged observation 
of processes or events but enter the field with a list of predetermined elements to focus 
the observation. This has the advantage of facilitating data accrual rapidly with the 
cost of missing an important issue or construct because it was not recognized a priori. 
This is a useful approach when the unit of observation is documents, published work, 
videos or other media as is typical for discourse analysis [17]. A helpful reference for 
this type of qualitative research is, “Discourse as Data: A guide for Analysis” by 
Margaret Wetherell, Stephanie Taylor and Simeon Yates (2001) [18].

21.4.4	 �Ethnography

The least structured method for qualitative analysis is prolonged observation of par-
ticipants in the field. This enables the investigator to share the daily environment of 
the study subjects including social interactions, language and habitual activities 
which allows for a rich description of processes and constructs. This is often described 
as ethnography (note: ethnography also refers to a qualitative methodology, not a 
method, so this can be confusing for those with more qualitative experience) and is a 
method commonly used by anthropologists and sociologists. The method is extremely 
time-intensive as the investigator is literally inserted into the daily routine of the 
population they are studying for a prolonged period of time, often on the order of 
months to years. The researcher is able to observe actions and counter-actions rather 
than simply eliciting the respondent’s perspective about what they might do in a 
specific situation. A well-known ethnography about surgeons is “Forgive and 
Remember” by Charles Bosk [19]. For this research, Bosk, a sociologist, embedded 
himself on the surgical service at the University of Chicago Hospital for 18 months. 
The resulting text is a powerful description of the customs and practices that govern 
surgical care and are determined by surgical training. The rituals, culture and norma-
tive behavior described will resonate with anyone who has experienced surgical resi-
dency. For a shorter reference, another well-done example of ethnography from the 
medical literature is Joan Cassel’s “Surgeons, intensivists, and the covenant of care: 
Administrative models and values affecting care at the end of life” [20].
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21.4.5	 �Cognitive Interviewing

Survey studies require special mention at this point. While quantitative data from a 
survey are often published in the medical literature, readers should be aware that 
how the survey was designed and the language used within survey questions is of 
critical importance. Qualitative methods behind survey design are often not well 
described and are frequently omitted, and this has massive influence on the quality 
of the response and our ability to interpret the findings. While the numbers from a 
survey can appear valid, reliable, and generalizable, if the survey design did not 
use high-quality cognitive interviews to design the questions, the results may be 
problematic. The words and language matter and poorly designed surveys that do 
not ensure shared understanding of language within the line of questioning can 
lead to claims that may not be true. For example, from 2008 to 2014 researchers 
performed survey studies to assess resident confidence upon completion of surgi-
cal training after new duty hour rules, yet these studies failed to use a shared defini-
tion of the theoretical construct “confidence” they were measuring. Although many 
authors found similar results, specifically surgical trainees who reported “low con-
fidence,” the lack of rigor in survey development allowed this group of researchers 
to create “evidence” for a constructed claim [21]. Strong qualitative work to both 
develop the line of survey questions coupled with cognitive interviewing of a small 
sample of respondents, where respondents are asked to “think out loud” to describe 
what each survey question means to them, can avoid these deep pitfalls with seri-
ous consequences.

21.5	 �Analysis

After defining the study population and study design, the next step is to analyze the 
data as it is collected. This process is particularly noxious to those familiar with 
quantitative methods but it is critical for a robust qualitative study as the analysis is 
used to feedback into data collection to ensure that important themes and trends are 
examined in depth. For most qualitative investigations this next step requires coding 
the data. To this end, the investigator (or a team of investigators) will examine tran-
scribed notes, transcripts of audio recordings, audio recordings themselves, texts, 
video tapes or other media and code snippets of the data as events, processes, ideas, 
or concepts appear. The coding can either proceed deductively or inductively. For 
deductive coding, a specific theory is used to analyze the data. For example, the 
investigator might use the “theory of clinical inertia” [22] to analyze why surgeons 
fail to refer patients to high volume centers for pancreaticoduodenectomy or the 
“Input-transformation-output” model of healthcare professional performance [23] 
to analyze the structures and processes that enhance safety in the operating room.

Alternatively, the coding might proceed inductively, which helps to anchor the 
empirical structure of the study and is particularly useful when non-obvious or 
latent issues are suspected or not previously well described. To do this, the investi-
gator will use a technique called constant comparison where each new code is 
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iteratively tested against previous uses of the code to ensure that the use of the code 
is consistent across the data set. Although inductive purity is frequently difficult to 
achieve, inductive analysis has the distinct advantage of allowing the investigator 
to discover new theories or constructs. Ultimately, whether the coding proceeds 
inductively or deductively the process is used to develop a coding taxonomy that is 
used to code subsequent data as it is collected. This taxonomy is flexible and allows 
for inclusion of new codes as they emerge from the data, refinement of existing 
codes based on the in-process data analysis, and termination of a code if it cannot 
represent the phenomenon as it exists in the data. The ability to reformulate or 
refine the concept or data unit increases the accuracy of the coding scheme based 
on empirical data which has an advantage over forcing the data into predefined and 
rigid categories.

Coding can be performed by a single investigator but may be enhanced through 
the inclusion of multiple investigators, particularly if members of the coding group 
have different backgrounds. The use of multiple coders has two distinct advantages. 
First, it provides an immediate availability of different perspectives to derive mean-
ing from the data. Second, the process of sorting through varied interpretations of 
the data can reveal assumptions based on each coder’s background and allow the 
group to attend to biases throughout analysis. Investigators will use different strate-
gies to manage the variability that may result from multiple coders. Some investiga-
tors will retain the diversity of coding as it may provide a critical signal for analysis 
of the data. Others will work to come to group consensus about the specific code, as 
the consensus building can be a gateway to higher level analysis. Finally, some 
authors will have coders to code all the data independently and report inter-rater 
reliability. Although some strategies might be more productive than others, it is 
important for the investigator to both chose the strategy that will enable them to 
answer the specific research question and clearly describe and justify the reasoning 
for this choice.

Next a second level of data analysis needs to occur, sometimes referred to as 
higher level analysis or axial coding (that complements the first step of open cod-
ing). This is the process of making sense of large volumes of data, drawing connec-
tions between concepts and processes and refining or developing theories and 
hypotheses. In contrast to quantitative analysis where the goal is to condense and 
reduce the data for presentation, the goal of qualitative analysis is to expand the data 
and develop ideas, theories and thematic constructs [24]. This process can be par-
ticularly challenging as the data is frequently voluminous and unwieldy and the 
techniques for analysis are not standardized and have been described in myriad 
ways by leaders in the field. Simple diagrams mapping interactions and relation-
ships can be useful, provided the investigator can escape from linear thinking and 
diagram relationships and connections as they exist in the data rather than with a 
reductionist view. Miles and Huberman demonstrate multiple methods for higher 
level analysis. For example, a construct chart or matrix can be helpful tools to ensure 
maximal fit and faithful data representation [10].

Given the data produced in a qualitative investigation is unstructured and typi-
cally massive it can be daunting to manage. There are several commercially 
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available programs designed to catalogue qualitative data that can assist the investi-
gator with organization. Programs such as NVIVO (QSR International–Melbourne, 
Australia) have the capacity to maintain many different types of primary data from 
simple word documents to video and enable the user to record and arrange the 
coded data. Other programs include Atlas.ti (ATLAS.ti Scientific Software 
Development GmbH–Berlin, Germany), Dedoose (SocioCultural Research 
Consultants–Manhattan Beach, California), and QDA Miner (Provalis Research–
Montreal, Canada). Microsoft Excel (Microsoft Corporation–Redmond, 
Washington) can also be used to catalogue data but has less capacity to compare 
coded data elements than these other programs. The computer programs do not 
actually perform the analysis, but they can certainly retain the data and associated 
codes in a manner that allows for future retrieval and higher level analysis.

21.6	 �Ensuring Rigor

The standards for qualitative research are less familiar to most investigators and read-
ers of the surgical literature. Although some may bristle at a direct comparison of the 
standards for quantitative methods because the standards are not perfectly analogous, 
this structure may prove a useful introduction for judging qualitative research. 
Rigorous quantitative research has internal validity, external validity, reliability and 
generalizability. In turn, though not perfectly in parallel, qualitative research should 
be judged by its credibility, dependability, confirmability and transferability [25]. 
Although qualitative researchers have developed a checklist for standardized report-
ing of qualitative research, similar to CONSORT for clinical trials, called “Consolidated 
Criteria for Reporting Qualitative Research” (COREQ) [26], use of this checklist is 
controversial [27] in respect to its overly dogmatic prescription of study processes and 
procedures, which when followed do not by themselves confer rigor [28].

21.6.1	 �Credibility

Credibility refers to the internal consistency of the research wherein the prolonged 
exposure of the investigator to study participants or subjects allows for a thick and 
rich description that attends to culture, context and setting. Credibility can be 
enhanced by reflexivity which is the process of stating one’s positions and biases 
upfront. Another technique common in qualitative research is called member check-
ing where, after analysis, the investigator returns to the study participants with the 
results to see if the analysis rings familiar with them [29].

21.6.2	 �Dependability

Dependability is enhanced by a clear and in-depth description of the processes and 
design choices used throughout the study. Many qualitative researchers will refer to 
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an “audit trail” that enables the reader to fully understand the investigator’s steps 
and assess the validity of the conclusions based on the choices made and the proce-
dures presented. This includes a clear statement about the investigator’s theoretical 
assumptions, a robust description of the iterative processes that influenced data col-
lection and a detailed explanation of the coding process and higher level analysis.

21.6.3	 �Confirmability

Confirmability speaks to bias and perspective with respect to the investigator. 
Although such biases exist in quantitative analysis (for example, the goal is typi-
cally to confirm the hypothesis tested through rejection of the null) these biases are 
not often explicitly presented to the audience. In contrast, qualitative researchers 
explicitly state their biases upfront and the steps taken to manage these biases. One 
commonly used technique is triangulation. This refers to incorporation of multiple 
perspectives in order to describe the studied phenomenon or resultant theory as 
objectively as possible. To triangulate, the investigator may use multiple different 
frames of reference to gather data on the study population. For example, Bradley 
and colleagues interviewed physicians, quality managers and administrators from 
hospitals with both high and low use of beta-blockers post-myocardial infarction 
[3]. This design enabled the investigators to provide a rich description of the hospi-
tal culture that determined practice, a result that might have been missed or inac-
curate had they interviewed only physicians. Another form of triangulation is to 
construct a study team for analysis that represents multiple perspectives. Although 
no one person can be expected to represent an entire group, a mix of professional 
and personal identities can enable the investigator to use multiple perspectives to 
interpret the data.

21.6.4	 �Transferability

Where the goal of quantitative research is to make statements that are generalizable, 
generalizability is not typically within the power of qualitative research. Instead, 
qualitative researchers aim for resonance. Although an assessment of resonance is 
left to the reader, the goal is for the investigator to present enough information about 
the context, processes and participants for the reader to judge how the results may 
transfer to other settings or domains [30]. While qualitative analysis does not aim to 
generate universal statements about populations, the characterization of specific 
behaviors, rituals, and actions and the conditions under which these occur, can illu-
minate and enlighten many health care practices.

One frustrating aspect of performing high quality qualitative research may be the 
challenges related to publishing these studies in high-impact journals. This is a 
problem that has worsened over time as some journals have explicitly stated they are 
not particularly interested in qualitative inquiry [31, 32] and others have been more 
implicit in their policy. Journal editors and reviewers frequently rely on heuristics 
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related to large samples and small p-values without understanding the reliability of 
the variables included in the study or the lack of strength in the author’s conclu-
sions. In turn, this epistemological crisis of overconfidence in “big data” trickles 
down to assessments of qualitative research whereby reviewers note that the sample 
is too small, or not representative, and the findings are not generalizable. Although 
qualitative and quantitative research can both be done poorly, and journals should 
guard against publication of lousy research, investigators whose qualitative research 
is judged as “non-representative” or “not generalizable” should consider an appeal 
to the journal’s editor, asking for reviewers with qualitative expertise.

21.7	 �Summary

Qualitative investigation is a powerful tool for health services researchers as it gets 
at processes, concepts, trends and constructs that are difficult to identify with quan-
titative methods. Although completion of a qualitative study is quite time consum-
ing the results can have real impact in the field leading to new discoveries and 
improvements in surgical care.
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Abstract
One of the key pieces of academic currency is a manuscript. It is how academic 
surgeons communicate their craft to others in the field. There are numerous 
forms of manuscripts including systematic reviews, meta-analyses, commentar-
ies, editorials, and primary research papers. Writing not only permits you to dis-
seminate your findings through peer-reviewed journals, but it also provides you 
the opportunity to critically review the literature, evaluate your results, and place 
your findings into the greater context of your scientific area. While oral presenta-
tions are no doubt important, the written word remains a document that can be 
referenced and reviewed for many years to come. This chapter will address how 
to approach scientific writing through a systematic and strategic approach to 
deliver a clear and concise product.

22.1	 �Why Is Writing Critical in Academic Surgery?

There are many reasons why writing is critical to not only success in academic sur-
gery, but also a vital form of making an impact on your field of research. First, 
Publishing in high impact journals, such as New England Journal of Medicine or the 
Journal of the American Medical Association, can lead to significant changes in 
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clinical practice or policy. The key reason these journals maintain high impact fac-
tors and are broadly read is they value not only excellent science, but also the ability 
to convey a clear narrative that allows a diverse audience to understand and poten-
tially apply the new knowledge. However, writing clear, concise, and compelling 
manuscripts is not reserved for high impact journals. Maintaining a structured and 
disciplined approach to writing effectively will increase the reach of your work 
regardless of where it is ultimately published. Second, publication deficiency can be 
a barrier to promotion and tenure. The number and quality of publications are a 
significant measure of academic productivity. Finally, writing regularly allows you 
to crystallize your thoughts and new ideas. While this chapter is about writing man-
uscripts, these methods described below will apply to grants, policy briefs, blogs, 
and any other written communication about your work.

22.2	 �Where Do I start?

Every prolific manuscript started with a blank page. Don’t let that intimidate you. 
Finding the time to write can be extremely difficult given the numerous demands on 
your time and the innumerable distractions (i.e., email, social media, clinical demands, 
etc.) In order to be successful at writing, it must be scheduled into your day to day just 
like your clinic, operating days, and teaching or administrative obligations. Some say 
that you should write for at least 1 h a day. While this is a laudable goal, don’t beat 
yourself up if you don’t hit the mark. However, keep tabs on when you are writing and 
reward yourself when you’ve been successful. You don’t need entire days of writing 
blocked off on your calendar. It can be very difficult to maintain concentration for 
such a prolonged period of time. The majority of your manuscript can be written in 
20–30 min chunks of time. Setting yourself up for success with these short bursts 
requires pre-planning with an effective outline of your manuscript. The remaining 
sections of this chapter will outline the contents of a manuscript and the key compo-
nents of each section. We would encourage you use this outline as a template to plot 
out the topic sentences or ideas of each paragraph. This will allow you to then write in 
small, efficient, and effective blocks of time. Also, don’t overly self-edit during the 
early writing process. Allow your thoughts to flow to the page and reserve the editing 
for later. The easiest way to overcome a blank page is to just start with something. 
Believe it or not, the rest will quickly follow. You will find yourself with too much 
written and reducing the contents will be your new “problem.”

22.3	 �The Components of a Manuscript

Scientific manuscripts typically have the following components—Title, Abstract, 
Introduction, Methods, Results, Discussion, Tables/Figures, References. Some of 
these sections may have slightly different names or formatting preferences based on 
the journal. It is important to review the Instructions to Authors that is on every 
journals website before submitting (and preferably before you start writing). It does 
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not reflect well on the authorship team if the manuscript is formatted incorrectly and 
will likely delay review.

The general guidance for writing we present draws from a seminal paper by Gil 
Welch—“Preparing Manuscripts for submission to Medical Journals: The Paper 
Trail” [1]. The systematic approach laid forth by Dr. Welch has been used by us and 
our colleagues to develop and refine our writing process.

The order in which you compose your manuscript does not need to prescriptive. 
You will develop your own style and preference for this. Some authors find it useful 
to sketch out the Introduction very early in the process which helps solidify the 
motivation and context for the study. The Methods can be a running, live document 
while you are conducting the study to avoid forgetting about nuances to your analy-
sis. Finally, creating blank tables and figures for what you aim to display in your 
study helps you and your team focus the analytic effort.

22.3.1	 �Abstract

The abstract is intended to provide a brief summary of the manuscript. It often fol-
lows the same format as the article (i.e., Introduction, Methods, Results, Conclusion). 
Although your study may have multiple findings, the abstract should only focus on 
one or two key takeaways. Therefore, you should decide what are the most impor-
tant. Ensure your introduction, methods, results and conclusion are consistent within 
your abstract. For example, your paper may examine multiple outcomes (e.g. com-
plications, mortality, costs) but you only plan to focus on mortality and costs in the 
abstract. Your introduction, methods, results and conclusion should all be tailored to 
those two outcomes. Also, ensure that the components in your abstract are consis-
tent with the manuscript. The abstract may have been written early for a meeting 
submission and the final manuscript results in changes to the methods or results.

Earlier, we mentioned that there is no correct order to writing the components of 
your manuscript. However, we like to construct abstract first to help hone the 
research question. This can be done with placeholders for results. Seeing what you 
want your final product to look like can help clarify your outcomes of interest and 
guide your study design.

The abstract is often used by editors and reviewers as an initial assessment of the 
manuscript. Specifically, journal editors may use the abstract as a screening tool to 
determine whether peer-review should be initiated. Further, even after publication, 
readers will use the abstract to determine whether they should read the rest of the 
manuscript. This is an opportunity to entire readers to read further.

22.3.2	 �Introduction

The Introduction serves to generate interest in the manuscript by giving context to 
the research question, identifying a significant knowledge gap, and give an over-
view of the study design or plan.
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The first paragraph of the introduction motivates the research question by pro-
viding the reader with the necessary background information to understand why the 
topic is important. The first sentence is especially important to create excitement 
about the work/words to follow. For example, if the paper is evaluating variation in 
mortality rates across hospitals, you need to let the reader know why this is an 
important public health or patient safety problem. Finding the correct “altitude” for 
this information is key. Avoid giving information that is too broad or too narrow.

The second paragraph identifies the specific problem or knowledge gap that 
your study needs to address. This is where you highlight a couple major themes or 
examples from the existing literature that highlight the uncertainty in the field that 
your study question answers. This is where a good review of the literature provides 
you with the ability to describe these known and unknowns. The most difficult part 
of this paragraph is creating a narrative that makes your study question interesting 
and worth answering. You should highlight deficiencies in the literature that fit into 
the strengths of your study. For example, if the existing literature is entirely using 
administrative data and you have access to a clinically granular registry, then you 
should highlight that in this paragraph. Do not raise multiple knowledge gaps that 
are not the focus of your study, or your reader will feel misled!

The third paragraph gives the reader a succinct preview of the methods under-
taken in your study. You don’t need to go into too much detail because the Methods 
section will do that for you. However, it gives the reader an overview of the data you 
used and the outcomes of interest. This should closely parallel the knowledge gaps 
you established in the second paragraph. Lastly, you should conclude the introduc-
tion with a hypothesis statement or study aim.

22.3.3	 �Methods

The methods section provides a step by step recipe for how the study was executed. 
There is no one correct way to structure this section. Some journals use standard 
headers and you should review the Instructions for Authors or previously published 
articles to get a sense of their preferred structure.

It is helpful to the reader to use sub-headers in this section. The most common 
sub-headers are Data Source, Study Population, Outcomes, Statistical Analysis. 
Devote at least 1–2 paragraphs for each of these sections. There may be significant 
similarities to other work published by your group. Don’t reinvent the wheel. Look 
over those manuscripts and place that prose in your own words with a bend toward 
the specifics of your study. It is reasonable to reference other papers where complex 
methods have been previously outlined. It is important to give the reader enough 
detail that they could reasonable replicate your study. At a minimum, be sure to 
define your primary outcomes if there are not standard definitions established 
already. Reviewers are looking for a sound study design and ruling out sources of 
bias—so include inclusion/exclusion criteria, consideration of sample sizes/power 
calculations, etc. If human subjects are involved, a statement of institutional review 
board approval or exemption is expected here, as well.
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22.3.4	 �Results

The Results section should provide the output from your analyses but should also be 
concise and direct. This section is typically 3–4 paragraphs long and should start 
with a general description of the study population that references your “Table 1”. 
The next 2–3 paragraphs will review the primary and secondary outcomes of your 
study. This section of the manuscript is not where you provide any editorialization 
about the results. Everything should be presented objectively and without modifiers 
like “remarkably” or “interestingly.” It is best to present the outcomes in the same 
order you structured your methods section. You should reference all tables and fig-
ures in this section. Do not simply rehash every table and figure in words. Let those 
items stand on their own as well. Simply introduce them and give a couple high-
lights about them. Be sure to avoid having a table or figure that is not referenced 
anywhere in the text. Even the best visual will need some sort of explanation.

22.3.5	 �Discussion

The discussion section allows you to bring the entire story you have been building 
all together. This involves linking the information you presented in the introduction, 
methods, and results and providing the appropriate context and future directions for 
your work. We have a general framework for how to structure the discussion that 
allows you to summarize the work and guide the reader about how to place the find-
ings in perspective.

The first paragraph should summarize the main findings of the paper. Choose the 
1–2 key findings the reader should take away from the results section. When we 
read a paper, we often read the abstract and the first paragraph of the discussion to 
quickly get to the authors punchline.

The second and third paragraphs should now place the study’s main findings 
into context. This is where you can expand upon some of the concepts and knowl-
edge gaps that you referenced in the introduction. You now have more space to dig 
deeper and explain why your study has moved the field forward. Be sure to review 
the literature and include seminal papers germane to your study. Give a fair review 
of those papers and explain why your study adds to what is already known or 
unknown. If all you are doing is agreeing with previous work, then you may want to 
rethink your research question. This is an important area to contrast your work and 
justify what it worth pursuing.

The fourth paragraph is the limitations paragraph. Every study has some limita-
tions, so do not skip on this. (Many authors do, and reviewers absolutely hate it!) 
This also give you an opportunity to explain to the reader or reviewer that you’ve 
thought this through and acknowledge some limitations. You can also preempt some 
reviewer comments in this paragraph. Most health services researchers are inter-
ested in understanding what about your study threatens the validity of the findings. 
Plan to present at least three and up to five limitations. The most common categories 
of limitations are chance, bias, and confounding. Indicate how your study may 
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suffer from each of these but take the opportunity to provide a counter point as to 
how you mitigated that limitation through your study design, data source, or other 
method.

The final 1–2 paragraphs are your chance to discuss the implications of the 
study’s findings. The implication should not simply be that more research is needed. 
Of course more research is needed, but what can readers do with your results today. 
How does it move the field of health services research forward for your area of inter-
est? Give this section some thought and provide your thoughts on the real-world 
implications of the work. (Note: when journalist want to create a press release or 
write about your work, this is often where they look for story ideas.) However, be 
careful not to overreach. Stay within the conclusions that can be reasonably drawn 
from your results given the limitations that you described in the previous paragraph. 
Most health services research will speak to one or more of the following stakehold-
ers—patients, providers, payers, and policy makers.

22.3.6	 �Tables and Figures

Remember that most readers will start by reading the abstract and introduction, then 
move to the tables and figures to get a taste of the value of your study. Therefore, it is 
important to make sure these visuals are polished, clear, and organized. Take a look at 
papers published in high impact journals for good examples. Follow the instructions 
for the journal you are submitting to regarding the general formatting of the tables as 
well. Do not embed them in the middle of your text. They should be uploaded sepa-
rately and will appear at the end of your manuscript. Make sure that you have fol-
lowed the Instructions for the Authors for formatting guidelines and remember that 
most people reviewing your manuscript wear reading glasses (use a large font!).

22.3.7	 �References

The references should be included at the end of your manuscript and follow the 
recommended format for the journal to which you are submitting. Use the reference 
management software that you are most comfortable with. Build the reference data-
base as you are conducting your review of the literature. Don’t wait to build it as you 
are writing the manuscript. Most modern programs also allow you to embed the.pdf 
of the article which can come in handy when you are editing the paper, responding 
to reviewers, or writing your next manuscript.

22.4	 �Final Pearls

Scientific writing is not easy and can lead to frustration. You are not the only one 
who feels this way. To overcome feelings of frustrations or “writer’s block” it is 
important to try to write a little something every day. Remember, there are pieces of 
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the manuscript that can even be written without any data. You can skeletonize the 
abstract, formulate your introduction, mock up your tables and figures, and write the 
methods as you conduct your analyses. You should also seek feedback on your man-
uscript piece by piece. It can be difficult to hone the message in the introduction and 
discussion. Therefore, go through several iterations of these sections with your 
mentor. This entails setting up regular meetings and coming prepared. Listen to the 
feedback you’ve received in each meeting and put it to work. We find that audio 
recording (with your mentors’ permission) these sessions can allow you to pay more 
attention to the meeting and have a productive dialogue without worrying about 
writing down everything. Go back and listen to that recording and internalize the 
feedback you receive. Then, make some changes. Your mentor or colleague wants 
your manuscript to get better. Don’t be stubborn and believe that your written word 
is infallible. The better you become at applying the feedback you receive, the more 
quickly your writing will improve.
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23Disseminating Research 
and #VisualAbstracts

Sarah A. Brownlee and Andrew M. Ibrahim

Abstract
A visual abstract is a visual representation of the key findings of a research man-
uscript or article. The first visual abstract was used by the journal Annals of 
Surgery in July of 2016 alongside the hashtag #VisualAbstract, and since then 
over 75 journals, organizations, and institutions have adopted their use as a way 
to increase dissemination of research findings. This chapter details the tools and 
steps needed to create a basic visual abstract, discusses ways to leverage the 
visual abstract for dissemination of research on social media, and explores new 
ways visual abstracts are being used to improve the reach and impact of research 
findings across medical and scientific disciplines.

23.1	 �Introduction to the Visual Abstract

A visual abstract is a visual summary of the information usually found within the 
abstract portion of an article. Much like the actual text abstract of an article, the 
visual abstract is meant to convey the key findings of the article in a shorter format. 
It is not intended to replace the article or serve as a substitute for reading the full 
text; rather, visual abstracts are meant to help readers quickly and efficiently iden-
tify content most relevant to them that they wish to engage with more fully. The 
success of this practice is evident in the dissemination metrics tracked since the 
inception of the visual abstract format.
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The first visual abstract was debuted by the Annals of Surgery in July 2016 and 
was posted to social media with the hashtag #VisualAbstract to increase dissemina-
tion and searchability. Though visual summaries of research articles, such as the 
“Central Illustration” in cardiology or the “Graphical Table of Contents” in basic 
science literature, have been used since the 1980s, the first visual abstract was 
unique in its use of a replicable triptych layout, clean single-color icons, and direct 
reporting of primary outcomes. Today, visual abstracts have evolved to include a 
variety of visual styles, usually distinct to one of the over 75 journals, organizations, 
and institutions that have adopted the visual abstract format.

Broader adoption of the visual abstract for dissemination of a range of scientific 
information has led to a variety of visual styles. However, key components of the 
visual abstract remain the same despite the visual style being used. These include:

•	 A summary of the key question being addressed, usually from the title of the 
article or heading of a key figure

•	 A summary of key outcomes
•	 An author and citation, usually including the first author’s name, journal, and 

year of publication
•	 A visual display of an outcome, such as a simple single-colored icon
•	 Data of the outcome, a numeric representation of the outcome with clear labeling 

of units
•	 Who created the visual abstract, which is often the journal but may be an indi-

vidual author

23.2	 �Creating a Visual Abstract

The creation of an effective visual abstract requires an understanding of essential 
design principles, basic computer software, access to images or icons, and—most 
importantly—an appropriate research article. Below is a breakdown of each of these 
components, along with tips and tricks for maximizing each step of the visual 
abstract creation process and ways to avoid potential pitfalls.

23.2.1	 �Principles of Design Thinking

To create a strong visual abstract, it is important to respect design conventions 
including attention to contrast, repetition, alignment, and proximity. For example, to 
create hierarchy with information, use contrast techniques such as bold, color, and 
size. Following design rules will help create a consistent visual abstract that allows 
audiences to easily understand the key findings of the article. In addition, the design 
of a successful visual abstract is predicated on principles of effective design. 
Outlined below are some principles that are useful when designing and creating 
visual abstracts, regardless of subject matter of the article or abstract.
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•	 Focus on the user experience: The first question to be asked before any design 
decisions are made is, “Who is the audience?”. The answer will guide choices 
such as how much exposition of the subject matter is needed or how much space 
is devoted to describing research methods.

•	 Clarity of purpose: Regardless of audience, narrowing down the article to the 
key message is a crucial step. Aim to do this at multiple stages of the design 
process.

•	 Rapid prototyping: Often the first or second choice for a layout or icon will not 
be the best option. Remain flexible and create multiple versions of the visual 
abstract, paying attention to what works best about each version.

•	 Iterative improvement: In addition to rapid prototyping, seeking feedback is an 
important part of incrementally improving the visual abstract design. Focus less 
on making the abstract “perfect”, and more on improving specific aspects of the 
abstract in a stepwise fashion.

•	 Thoughtful restraint: Depending on the article chosen for the visual abstract, it 
can be difficult to balance context with clarity of the key message. More is not 
always better, as too much detail can distract from the take home message of the 
study being presented. Choosing articles with a clear narrative (see ‘Article 
Selection’ below) can make this job easier.

•	 Relevant creativity: The visual abstract format invites creativity and following 
the above principles will often lead to new ideas that are worth piloting. However, 
flashiness or overstated design elements should not be used at the expense of 
clarity of purpose.

23.2.2	 �Getting Started with the Right Tools

Software: Online image creators and graphic design software options are plentiful. 
Expensive or high-powered software such as Adobe Photoshop, InDesign, or 
Illustrator certainly can be used for visual abstract creation, but most projects actu-
ally can be completed using Microsoft PowerPoint or Keynote. In keeping with the 
thoughtful restraint principle discussed above, one may be better to truly start with 
less sophisticated software.

Icons: The internet has multiple image banks that are free to use, e.g. Google 
Image search. If using such a bank for images, it is crucial to ensure that copyright 
permission is obtained prior to using any copyrighted images—this point cannot be 
overstated enough. As an alternative, a copyright filter can be used to search for 
images that are free to use without copyright limitations. For researchers who do a lot 
of visual presentations or will be making visual abstracts frequently, subscribing to an 
image or icon bank may be preferable (e.g. Noun Project, Shutterstock, Getty Images). 
Subscription banks offer access to higher quality images and icons that often do not 
require copyright attribution. There are a growing list of them (Table 23.1).

Article Selection: Overtime multiple templates have emerged to described all 
types of studies. However, when starting off and progressing on the visual abstract 
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learning curve, you’ll want to choose more straight forward articles with these 
characteristics:

•	 Well-known, easily understood study design. Preferred study designs include (but 
are not limited to) randomized controlled trials, survey results, retrospective 
reviews, and qualitative data. It is possible to represent multiple results clearly in 
a visual abstract format, as long as the viewer can quickly understand the meth-
ods used to get those results. A good example of a preferred study design is 
randomized controlled trial of X (intervention) vs. Y (standard of care). Lesser 
known designs or complex types of statistical modeling may be compelling, but 
they are cumbersome to explain visually and take up too much space in the visual 
format. Many journal article formats that do not describe original investigations 
can also be adapted for a visual abstract, including commentary/ perspective 
pieces or committee recommendation reports.

•	 Clear binary outcomes. Choose articles with results reported in simple, binary 
terms, such as an increase or decrease in frequency, time, or cost with results 
reported in absolute differences. An example of clear binary outcomes is “mor-
tality decreased from 22% to 17% after X intervention was performed.” Absolute 
relationships are more digestible than something along the lines of “in our three-
tier hierarchical model, the OR was 1.7 in favor of mortality”. Historically, out-
comes measured in odds ratios have been avoided altogether, since they are often 
misinterpreted even by article reviewers.

•	 A story that’s easy to interpret. Pick the most clearly written paper so that the 
visual abstract is easy to keep in line with the original thrust of the research. A 

Table 23.1  Growing list of 
online icon banks

Boxicons
EndlessIcons
Evericons
Feather
Flaticon
Iconfinger
Iconfont
Iconmonstr
Icons8
IconStore
Ikonate
Illustrio
Jam
MaterialDesignIcon
Noun Project
Octicons
SimpleIcons
SVGRepo
Webiconio
Zondicons

Joy, Felix, “Felix Joy - Designer and Maker: Icons’’ Available 
online: https://www.felixjoy.co/designbase/icons Accessed 26 
September 2019
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clear story is most often found in the form of primary and secondary outcomes 
that go in the same direction. For example, “complications and mortality decreased 
following X intervention” is more easily understood than a case where one goes 
up and the other goes down. There isn’t enough room to include every discussion 
point in the visual abstract, so nuanced results are more likely to be lost or con-
fused in the visual format. If there are doubts or confusion about the overarching 
message or take-home points from the article when read in its entirety the first 
time, the article is unlikely to translate well to a streamlined visual format.

23.2.3	 �Step by Step Creation of a Visual Abstract

Once the software, icon bank, and article have been selected, the following steps can 
be followed to create a simple visual abstract:

	1.	 Create your visual fields. There are multiple options for dividing the blank can-
vas into distinct visual sections, but colored boxes (usually one color in multiple 
shades) can be an easy way to quickly create distinction without adding unneces-
sary complexity.

 

	2.	 Add author, journal, and title. This essential information will add an important 
framework for the rest of the text.
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	3.	 Lay out the outcomes. One easy way to do this is to describe the outcomes across 
the top of the colored boxes in short comparative phrases (e.g. “increase in infec-
tion rates”).

 

	4.	 Add in data for each outcome. Add the numeric value for each outcome, includ-
ing the units.

 

	5.	 Add visuals. This is often the most difficult step, and it is important to use the 
principles of Rapid Prototyping to trial multiple icons or images. Again, it is 
critical to make sure any permissions or rights to icons or images are obtained if 
needed.
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	6.	 Add methods or data sources. Depending on the methods or data sources used, it 
can be useful to include a brief description or listing somewhere near the top of 
the visual abstract.

 

	7.	 Export the file. Save the file as a JPEG or other image file so that it is easily 
usable for social media. Proofread and double check that all data used in the 
visual abstract are consistent with that of the original article.

23.2.4	 �Avoiding Visual Abstract Mistakes

Outlined below are some strategies to avoid common visual abstract mistakes and 
ensure that the final visual abstract is an accurate and engaging summary of the 
research article it represents.

•	 Whenever possible, use language directly from the article. This will limit any 
bias in from the interpretation of the article by the visual abstract creator.

•	 Clearly state the study’s conclusion. The visual abstract should encompass the 
core message of the research, and including a concluding statement is a good 
way to ensure the authors’ message is correctly represented.

•	 Include methods, data sources, or study design and size. These details can give 
important context to the viewer and usually can be done succinctly.

23.3	 �Leveraging the Visual Abstract for Dissemination 
of Research

Once the visual abstract has been created, the next step is to utilize it for increased 
dissemination of the research it depicts. This section includes information on the 
current evidence supporting increased dissemination with visual abstract use, steps 
for utilizing social media (especially Twitter) to increase the reach of an article 
through visual abstract and hashtag #VisualAbstract use, and guidelines for onboard-
ing the visual abstract for use by a scientific journal.
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23.3.1	 �Evidence of Increased Dissemination

From July to December of 2016, Annals of Surgery conducted a prospective, cross-
over study to evaluate the impact of visual abstract use on article dissemination [1]. 
A group of 44 articles published that same year in the journal were chosen for study. 
In the first phase, half of the articles were tweeted from the journal’s Twitter account 
using the title only, and the other half were tweeted with the title and visual abstract. 
After a 4-week washout period, the groups were switched, and the articles were 
retweeted using the opposite protocol. The results demonstrated over a seven-fold 
increase in article impressions when tweeted alongside a visual abstract, as well 
over an eight-fold increase in retweets. Most significantly, there was nearly a three-
fold increase in visits to the full article on the publisher website when article titles 
were tweeted with a visual abstract.

23.3.2	 �Use of Social Media to Improve Dissemination

Multiple social media platforms can be used to disseminate research and take 
advantage of the visual abstract format for improved reach and impact. Facebook, 
Twitter, and LinkedIn are some of the major platforms that can be used to share 
visual abstracts, and each generally has its own benefits and drawbacks. The visual 
abstract itself, alongside the hashtag #VisualAbstract was debuted and has primarily 
been utilized on Twitter, which will be discussed in more detail below.

Once a visual abstract has been created and the article is live on the publisher’s 
website, there are a few strategies that can be used to maximize the traffic and atten-
tion they receive. First, if the journal does not use visual abstracts regularly, it can 
be helpful to reach out and let them know one has been created. Often a dedicated 
public relations or social media team will be available to share the visual abstract 
through the journal’s own accounts and social media networks. Second, tagging all 
of the study’s authors and stakeholders along with their institutions will bring the 
tweet to their attention, and allow them to share it within their own networks. Third, 
it is worth reaching out to your own institution to determine if there is a public rela-
tions or social media team that would be willing to share the visual abstract and 
article on their own accounts to help amplify the message.

Finally, in order to track dissemination, it is important to understand the most 
frequently used outcomes for Twitter activity: impressions, retweets, and link clicks. 
Impressions are the number of times a tweet is seen on Twitter and can be thought 
of as analogous to the exposure of the visual abstract to a given audience. Retweets 
are the number of times a tweet is shared. These reflect how worthwhile an audience 
thinks it is to share the tweet with their network. Link clicks represent the number 
of times a link included in the tweet is clicked (often this will be a link to the full 
text of the article). These are the best estimate of engagement with the article in its 
entirety, and an increase in link clicks is often seen as the primary goal for the use 
of a visual abstract.
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23.3.3	 �Journal Adoption of Visual Abstracts

Since the first use of a visual abstract by Annals of Surgery in 2016, over 75 journals 
and institutions have adopted the visual abstract for regular use in their article dis-
semination strategy. While each journal likely has a unique set of goals for their 
visual abstract use, there are some common strategies that can be used to ensure the 
success of a visual abstract launch:

•	 Obtain author buy-in. Before creating or publishing a visual abstract for an arti-
cle that has been accepted for publication in the journal, it is important to ask 
permission from the authors. While the degree to which authors are involved in 
the creative process will vary, we suggest giving them the option for final 
approval to ensure their work is accurately represented in the visual format.

•	 Start small. The process of creating, editing, and approving a visual abstract for 
final use by a journal will take much longer in the initial stages. Because of this, 
it is best to start with a modest goal such as producing 1–2 abstracts per month. 
Plan to review the process and monitor the outcome metrics of these initial 
abstracts after they are piloted.

•	 Article selection is key. In the early stages, it is best to select articles that natu-
rally lend themselves to visual abstract creation (see “Article Selection” 
above). Usually these articles have clear binary outcomes and straightforward 
methods. Establishing the success of the visual abstract for articles with these 
characteristics will make it easier to tackle more nuanced or complicated arti-
cles later on.

•	 Identify roles. A typical visual abstract team may consist of one visual abstract 
creator, 1–2 independent reviewers (often members of the editorial team familiar 
with the journal’s subject matter but who do not have an individual stake in the 
articles published), and a member of the social media or communications team. 
It is important to identify which tasks each team member will be responsible 
for—for example, the visual abstract creator may produce an initial draft of the 
visual abstract, which is then reviewed by the independent reviewers for clarity, 
accuracy, and completeness. The social media or communications team member 
can provide helpful guidance about branding, logos, or particular images that the 
journal wants included.

•	 Create a timeline. Work with the editorial board to understand how the visual 
abstract creation process will fit in to the workflow of producing each issue. For 
example, establish a calendar that starts as soon as the article(s) are selected for 
visual abstract creation and has deadlines for each stage of the creation process 
(initial draft production, reviewer responses, input from social media or com-
munications team, final draft).

•	 Stay consistent. Standardizing elements such as templates, fonts, logos, and 
color schemes is an important early step which serves the dual purpose of mak-
ing the visual abstracts faster and easier to produce as well as more recognizable 
to the audience.
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23.3.4	 �Who Should Make the Visual Abstract?

As mentioned above, anyone can make a visual abstract, but there are a number of 
pros and cons to consider when thinking of who should make a visual abstract for a 
given article (Table 23.2). In general, there are 3 groups of people who might con-
sider creating a visual abstract: the author, the journal, or the audience.

Pros associated with author creation of the visual abstract may seem obvious. 
The author is generally most familiar with the subject matter, study design, and 
nuances of the article being published and will understand the overarching message 
the article is meant to convey. However, it is also possible the author may be too 
close to the article and may either overstate the impact of the conclusions or ignore 
methods or results that are either confusing or potentially misleading to the audi-
ence. For these reasons, it is a good idea for the visual abstract to go through a simi-
lar (though often abbreviated) peer-review process as the article itself.

Journal creation of the visual abstract similarly has benefits and drawbacks. 
Creation of a visual abstract by a journal often involves multiple people, as 
described above (“Journal Adoption of Visual Abstracts”), which confers the ben-
efit of multiple perspectives. For example, the authors of the article have given 
permission for the visual abstract to be created, and are able to give important 
feedback, but the creation is often performed by a non-author, which helps limit 
any bias from the author. The drawback to this approach can be a “too many cooks 
in the kitchen” phenomenon where the overall message of the visual abstract gets 
lost in various perspectives and opinions about the details or design elements. To 
avoid this issue, it is important to clearly define the role of each person involved 
in the process.

Finally, the audience for the article may make a visual abstract. This approach 
also has advantages and disadvantages. Audience members have proven to be a 
source of new methods and ideas about how to create and use visual abstracts. 
Encouraging the creation of visual abstracts by readers who are not directly con-
nected to the article is one of the best ways to continue such innovation. On the 
other hand, without consultation with the authors or those closer to the article, there 
is an increased risk of misinterpretation or misuse of the article’s results or conclu-
sions. This risk could be minimized by reaching out to the authors and/or journal 
before self-publishing a visual abstract on social media. The decision to do so 
should be made on a case-by-case basis.

Table 23.2  Who should make the visual abstract?

Creator Pros Cons
Authors Most familiar with study design, 

methods, results, and conclusions
May be too close to the topic or have 
biases about the results

Journal Process allows for input by multiple 
people with varied perspectives

Too many opinions can inhibit a clear 
visual message

Audience Expand the context and utility of visual 
abstracts through innovative design

Risk of misinterpretation or misuse of 
the article’s conclusions
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23.4	 �Future of the Visual Abstract

With broad adoption of the visual abstract into scientific communication new appli-
cations have emerged into new audiences, new contexts and new purposes.

New Audiences. While visual abstracts were originally designed to spread 
research amongst researchers, the audience has broadened. The Centers for Disease 
Control, for example, has begun using the Visual Abstract for weekly public service 
announcements aimed at the general public. In line with that, it seems possible that 
visual abstracts could also be created to serve as patient education tools.

New Contexts. The original context of the visual abstract was post-publication 
dissemination of research articles by journals. The templates have been adopted into 
to more proximal outputs and now are frequent slide summaries of conference talks. 
In fact, Dr. Chelsea Harris, has pioneered the #LiveVisualAbstract that summarizes 
talks given at meetings in almost real time.

New Purpose. For all of us who do research, we know that dissemination of 
information is only the start of the story to improve our field. Ideally, we would also 
want to see that information translate into changes in practice. As the field of visual 
abstract creation matures, it now possible to envision how the visual abstract could 
service as a point of intervention. For example, a visual abstract with foley best 
practice guidelines may be placed on units with high urinary tract infection rates to 
see if practice patterns could be improved.

The future of visual abstracts are now well beyond any single journal or person. 
The movement has benefited from being an open source endeavor where best prac-
tices and lessons learned are openly shared. We hope you’ll continue the same spirit.

An Open Source Visual Abstract Primer is updated regularly. To Download the 
more recent copy, visit: www.SurgeryRedesign.com/resources
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Disseminate Research
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Abstract
Researchers have historically been divorced from the policy implications of their 
work. However, through a process that involves sound science, involvement of 
key stakeholders, a comprehensive policy strategy, and crafting a statement that 
resonates with policymakers and the lay public, researchers have the opportunity 
to significantly increase the impact of their work.

24.1	 �Introduction

Researchers have historically been divorced from the policy implications of their 
research. Researchers and policymakers have traditionally worked in silos, with 
little interaction and large cultural differences dividing the two groups. The reasons 
for this are manifold, including a legacy effect of a historical emphasis on basic sci-
ence research, which tends to have fewer direct policy implications. Additionally, 
despite a plethora of research productivity metrics (e.g., h-index, m-value, number 
of publications, amount of grant funding, mentions on social media, etc.), none fully 
recognize the huge efforts that making policy changes require, rendering policy-
making counter to the goal of academic promotion and the demands of clinical care 
[1, 2]. With the vast increase in health services and quality improvement research, 
many research endeavors have more clear, direct implications for the development 
of policy. Direct involvement with policy-makers is therefore a natural extension of 
these efforts; however, medical training does not typically provide sufficient train-
ing to disseminate research findings beyond the audience of scientific colleagues. 
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Interacting with policy-makers and influencing policy is a complex process quite 
different from what is often viewed as the orderly scientific method. What follows 
will serve as a rough guide as to how to engage policymakers to effect change based 
on scientific research.

24.2	 �Sound Science

Naturally, the first step in promoting evidence-based policy is producing the evi-
dence. The science must be sound, and of particular relevance, is its external valid-
ity. Having a highly homogeneous patient population in a clinical trial, for example, 
reduces confounding and more elegantly distinguishes cause and effect. However, a 
study lacking in external validity limits the ability of policymakers to extrapolate 
the findings to the population level, and may contribute to “slips between the cup of 
science and the lip of application.” [3] In this regard, pragmatic clinical trials are 
especially useful, as they often have heterogeneous patient populations recruited 
from a variety of patient care settings, compare clinically relevant interventions, and 
measure a spectrum of meaningful health outcomes [4]. Ideally, the science is pub-
lished in reputable, peer-reviewed journals, though it is generally rare that a single 
publication alone can significantly influence policymakers (or practitioners for that 
matter). More often, it is a body of work—with studies of varying degrees of inter-
nal and external validity—that drives policy changes. Formalized syntheses of the 
literature, such as those provided by the Cochrane Collaboration, can be especially 
useful for this purpose.

24.3	 �Stakeholders

In order to effect policy change, relevant stakeholders need to be involved. A coali-
tion of stakeholders provides a broader reach, shared resources, and more credibil-
ity than a single individual or organization. It also allows for concerns to be aired 
and addressed early and internally. In determining which individuals and organiza-
tions should be involved, think broadly and involve any group that stands to gain 
from the proposed policy change (Table 24.1 for potential stakeholders). Of note, 

Table 24.1  Potential stakeholders

Voters Professional surgical organizations (including local 
chapters)

Campaign donors Professional general medical organizations
Patient advocacy organizations Professional specialist organizations
Health economists Quality improvement organizations
Insurers Other academics with policy experience
Hospital organizations Pharmaceutical/device manufacturers
Granting agencies Home care providers
Nursing organizations Accreditation organizations
First responder organizations Media
Think tanks
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larger organizations, such as the American Medical Association and the American 
College of Surgeons, often have legislative advocacy branches and political action 
committees that can be substantial resources for engaging with policymakers and 
may be invaluable coalition partners.

For example, in 2013, President Barack Obama signed the HIV Organ Policy 
Equity Act (the HOPE Act), which permitted the transplantation of HIV-positive 
organs into HIV-positive recipients, previously been illegal under the National 
Organ Transplantation Act. The act drew bipartisan support, partially because of the 
broad coalition of stakeholders supporting it (Table 24.2). The reader is referred to 
the Prevention Institute’s website for a detailed guide to coalition-building that is 
beyond the scope of this chapter [5].

24.4	 �Strategy

The details surrounding the actual policy are obviously situation-specific, but there 
are some general rules to follow. It is critical to gauge the political will for change. 
Some policy proposals may be effective, worthy of implementation, and backed by 
good evidence, but will go nowhere if they are not politically tenable. Be practical 
and realistic. In developing the proposed policy, the problem at hand must be clearly 
identified, as well as its scope and severity. Just as with clinical care and research, 
crafting policy is a multi-disciplinary effort. Involve health policy experts and 
healthcare economists. They may be invaluable in anticipating unintended conse-
quences of the proposed policy. Additionally, they can lend their expertise in 

Table 24.2  HIV organ policy equity act supporters [6]

Legislative sponsors in the U.S. Senate:
Sen. Barbara Boxer, D-CA
Sen. Tom Coburn, R-OK

Legislative sponsors in the U.S. House of 
Representatives:
Rep. Lois Capps, D-CA
Rep. Andrew Harris, R-MD
Rep. Michael Burgess, R-TX

AIDS United Gay and Lesbian Medical Association
American Academy of HIV Medicine HIV Medicine Association
American Civil Liberties Union Human Rights Campaign
American Medical Association Infectious Diseases Society of America
American Society of Nephrology Lambda Legal
American Society of Transplant Surgeons National Coalition for LGBT Health
American Society of Transplantation National Minority AIDS Council
American Society for the Study of Liver 
Disease

Organization for Transplant Professionals

amfAR (American Foundation for AIDS 
Research)

Treatment Access Group

Association of Organ Procurement 
Organizations

The AIDS Institute

American Transplant Foundation United Network for Organ Sharing
Dialysis Patient Citizens
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defining the financial implications of the policy changes—costs, savings, who will 
pay, etc. If those estimates do not exist in the healthcare/medical literature, it may 
be worth defining them in the form of an additional peer-reviewed publication to 
add to the body of work that underpins the policy proposal. Similarly, throughout 
the process, new directions may present themselves that may require additional data 
collection, analyses, and subsequent publications in order to quantify uncertainties 
that may result from policy change. Finally, metrics will need to be identified to 
determine if the policy is successful or not.

24.5	 �Statement

Once the policy has been developed, the statement needs to be crafted in a way 
that is approachable, succinct, suitable for the target audience, avoids excessive 
use of jargon, and makes liberal use of figures and images. In a survey of 292 
state government policymakers, Sorian and Baugh reported that policymakers 
are frequently overwhelmed by the amount of information that they receive—
only 27% of the information they receive is read in detail and 35% is never read 
at all [7]. They found that material was more likely to be read if it was timely 
(related to current debates), avoided jargon, appeared unbiased, and was not too 
lengthy. Additionally, presentation style matters: “Respondents said that they 
were more likely to read information using short bulleted paragraphs than infor-
mation containing large blocks of type. Similarly, respondents found the use of 
charts or graphs to illustrate key points helpful.” Interestingly, legislative staff 
noted that in addition to the executive summary, they did want more detailed 
information available as well, suggesting that both should be sent to policy-mak-
ers and their staff.

In addition to sending policy briefs, it is critical to meet with policymakers. In a 
systematic review of studies in which policy-makers were interviewed about factors 
that promote an evidence-based approach to policy development, a major finding 
was that face-to-face interaction is vital for the uptake of research and knowledge 
[8]. One of the first challenges can be getting such a meeting. Constituents can 
request meetings with their elected officials, though appointments can be very dif-
ficult to come by, especially with members of the U.S. Congress. This is an oppor-
tunity to leverage any personal contacts and connections, as well as those of others 
in the coalition. Professional societies, patient advocacy organizations, academic 
medical centers, and large hospitals often have government liaisons, which may be 
able to facilitate meetings. Healthcare professionals-turned-legislators may be more 
receptive to meetings. It may also be helpful to identify policymakers with personal 
connections to the cause. For example, even though unsuccessful, the first federal 
bill to fund dialysis and transplantation for patients with end stage renal disease was 
introduced by Senator Henry Jackson (D, WA) in 1965 because a former classmate 
of his had become one of the earliest dialysis patients [9]. Finally, as unsavory as it 
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may seem, campaign donations open doors. Potential constituent donors are three 
times more likely to meet with a member of Congress and five times more likely to 
meet with his/her chief of staff than non-donor constituents [10].

Once a meeting with a policymaker (or his/her representative) has been estab-
lished, it is important to provide a concise oral presentation. In a survey of interna-
tional policy-makers, they uniformly recognized the importance of scientific 
research to inform their work, but they acknowledged they often do not have the 
technical expertise to interpret the results and scientists are frequently unequipped 
to succinctly and clearly explain their work [11]. It may be helpful to practice 
explaining the pitch in a sentence or two to non-medical friends and family (not in 
a run-on sentence). It can be surprisingly difficult to do without preparation. Have 
a mastery of all the details and be prepared to share them if asked, but keep the 
explanation simple, brief, and easily intelligible. In crafting the message, statistical 
evidence is more effective than narrative examples, but a combination of both is 
most effective [12, 13]. Accordingly, having a compelling patient or patient advo-
cate attend the meeting may be helpful in swaying policymakers. For example, in 
1971, Shep Glazer, a dialysis patient and advocate testified before Congress to 
expand Medicare to fund treatment of end stage renal disease. In addition to emo-
tionally powerful testimony, he dialyzed in front of the House Ways & Means 
Committee (fortunately, the episode of ventricular tachycardia and hypotension 
that accompanied this dialysis session was so short-lived and reversible with 
immediate cessation of dialysis that his audience never realized). This display 
engendered significant public support and helped sway many on the committee, 
leading to the act’s ultimate passage [14].

In addition to developing a statement for policymakers, it is critical to craft a 
statement for the lay public to get support for policy change. Table 24.3 lists a few 
public relations strategies to consider. Additionally, it may be helpful to employ the 
services of a public relations or marketing firm (some do pro bono work). Most 
medical centers and universities also have media relations teams that can assist with 
these efforts. In order to effect change, the lay public should be encouraged to con-
tact their local, state, and national elected representatives by phone, mail, and 
e-mail. They can also try to meet with their representatives in their district offices or 
their governmental offices, as well as at town hall meetings. They can also sign peti-
tions, including those that can be started at www.petitions.whitehouse.org.

Table 24.3  Public relations 
strategies

Social media (Facebook, Twitter, Instagram, YouTube, etc.)
Traditional media outlets (television, radio, newspaper, 
magazines, etc.)
Op-Eds in medical journals and in the lay press
Fundraisers
Educational events
Press releases
Highlight prominent supporters

24  Engaging Policymakers to Disseminate Research
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24.6	 �Summary

Effecting change can take many years, requiring patience and persistence: “research 
evidence may hold equal, or even less importance, than other factors that ultimately 
influence policy, such as policymakers’ values and competing sources of informa-
tion, including anecdotes and personal experience.” [15] In other words, politics 
inevitably impacts policies. However, engaging policymakers to disseminate 
research findings is a natural extension of the scientific process and a way to maxi-
mize its impact. Doing so requires sound science, involvement of key stakeholders, 
a comprehensive policy strategy, and crafting a statement that resonates with poli-
cymakers and the lay public.
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25Being a Good Mentee in  
Outcomes Research

Brian Fry and Kyle H. Sheetz

Abstract
Fostering successful mentoring relationships is vital to trainees’ development 
into future leaders in health services research. The right mentors can be hugely 
beneficial for mentees’ skill acquisition, development and refinement of a career 
vision, creation and growth of a professional network, and the ability to pursue 
unique career opportunities. In the new era of mentoring relationships, it is 
exceedingly rare for mentees to find a “one size fits all” mentor. Instead, mentees 
should look to establish a network of mentors to fulfill their various professional 
and personal needs. Appropriate mentor selection depends on both a mentee’s 
individual goals and identifying a mentor who meshes well with a mentee’s 
expectations, working style, and personality. Additionally, a successful mentor-
ing relationship largely depends on a mentee’s ability to take charge of the rela-
tionship and manage up. While there are several best practice behaviors and 
mentee missteps to avoid, sometimes even the best mentoring relationships can 
become unproductive, and it’s important to acknowledge when it’s time to break 
up with a mentor. Development in academic surgery is a team effort, and finding 
the right team of mentors is crucial to one’s personal and professional growth.

25.1	 �Introduction

Mentoring has long been an important component of academic medicine, and it 
should come as no surprise that good mentorship not only helps mentees develop 
personally and professionally, but also increases research productivity, boosts career 

Would you tell me please, which way I ought to go from here?
That depends a good deal on where you want to go
Alice and the Cheshire Cat, Alice in Wonderland
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satisfaction, and reduces burnout [1, 2]. Despite the crucial importance of mentor-
ship, it can be difficult for trainees to identify good mentors and to foster successful, 
productive mentoring relationships. Many mentees also feel uncomfortable taking 
that first step to initiate a mentor-mentee relationship. Furthermore, mentoring has 
moved away from the “traditional” one-on-one, apprentice-style model to a “mod-
ern” model of a network or team of mentors. Thus, it has become even more critical 
for a mentee to understand how to effectively manage her mentoring relationships 
in order to reach her goals.

While there is a large body of literature on mentoring in academic medicine, 
recent work has largely focused on characterizing the core principles of successful 
mentoring relationships, both from the mentor and the mentee. This chapter bor-
rows some of the ideas from this literature and adds the authors’ own thoughts as to 
how to be a successful mentee in the new age of mentoring relationships.

25.2	 �Building a Team of Mentors

Selecting the right mentor can often seem like a daunting task. It isn’t as simple as 
looking for the most high-profile person in your area of interest or choosing some-
one with whom you already have a good working relationship. Often, high-profile 
mentors will lack the bandwidth to take on additional mentees or give them the 
consistent, uninterrupted meeting time. More junior-level mentors may be fantastic 
at teaching you how to write a manuscript or shore up your methodology. In the 
early stages of learning health services research, this type of mentoring is necessary 
to help catapult your skills to the next level. The increasing amount of information 
and complexity in today’s world has required a paradigm shift in mentoring rela-
tionships. It’s now very rare for a single mentor to fit all of a mentee’s needs, and the 
modern model of successful mentoring requires building a team of mentors who 
play various roles rather than searching for the “one size fits all” perfect mentor.

Each young investigator’s team of mentors will differ depending on individual 
needs, but it helps to have people with diverse perspectives and at varying stages of 
their professional careers. Having content mentors is an absolute requirement in 
order to become a successful health services researcher, as it’s hard to get published 
and gain respect in the field without first learning how to master a specific content 
area. Clinical mentors may help guide a mentee’s decision making to support her 
future clinical aspirations such as fellowship opportunities or faculty jobs after 
training. Some mentors may not share a mentee’s clinical or research interests, but 
are vested in his overall career arc and can act as a sounding board or help mitigate 
conflicts. Other mentors may act as “sponsors” by using their prestige and connec-
tions to help mentees find unique, valuable opportunities for growth and advance-
ment. Ideally, the best mentors fill multiple roles and a mentorship team operates as 
much more than the sum of its parts.

Lastly, having a team of mentors also can serve as a protective net for any men-
tee. Having several mentors means that a mentee has many people to lean on at 
any given time, and thus is rarely fully dependent on any one person in his/her 
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mentorship team. For example, if a conflict arises with a specific mentor, others 
in the mentorship team may be able to help manage the issues at hand or provide 
leverage to move past them. If a particular mentor becomes hard to reach or lacks 
the time to commit to a meaningful mentoring relationship, a mentee can divert 
time and energy to this rest of his mentorship team and pursue a different direction. 
A mentorship team is like having a diversified stock portfolio—it’s helps a mentee 
manage the volatility of academic medicine and makes it easier to achieve consis-
tent growth over time.

25.3	 �Mentor Selection

Introspection is the first and perhaps most critical step to finding a good mentor. 
You cannot search for guidance without first knowing where you want to go, and 
your potential list of mentors will vary greatly depending on your individual needs 
and desires. If you are struggling with this, sometimes it’s helpful to start with 
your long-term goals and work backwards to where you are now. It may be helpful 
to ask yourself the following questions, and be as specific as you can with your 
answers:

•	 What are your short- and long-term career goals?
•	 What are your current knowledge gaps?
•	 What skills do you need to develop to fill those gaps?
•	 What are your priorities in the next 6 months, 1 year, and 5 years?

With these answers in mind, start reaching out to people who may be able to 
help you along your chosen path. If you’re stuck, ask your current role models, 
mentors, and colleagues for contacts they may know given your interests. “Shop 
around” and set up one on one meetings with as many people as you can. In the 
end, you should aim to have a diverse mentoring network that can advise you on 
content, clinical, strategic, and personal matters, with hopeful overlap between 
categories.

When you meet with prospective mentors, make sure to be up front and honest 
about your goals and expectations. If you are looking to gain a specific skill (i.e. 
becoming a better writer), you need to gauge whether your mentor is capable and 
comfortable helping you develop it. Not only does this ensure transparency from the 
start, but your discussions will likely help you refine and shape your vision and 
future desires. Be sure to ask what a potential mentor would expect of you and how 
he/she usually likes to conduct mentoring relationships (i.e. hands on versus 40,000 
foot guidance) to further assess compatibility. Mentoring is a skill that’s developed 
through time and experience, so try to seek out those who have a proven track record 
of mentoring but who are not too busy or overcommitted with other professional 
duties. Remember that it’s imperative to be selfish when selecting a mentor and as 
your academic development time is precious—it is okay to decline a mentoring 
relationship if you do not think it’s the correct fit.

25  Being a Good Mentee in Outcomes Research
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25.4	 �Managing Up & Taking Charge

The best mentees understand how to take charge and “manage up” to ensure that 
their mentor-mentee relationships stay productive. First, a mentor’s time is a limited 
and valuable resource. It is not a mentor’s responsibility to keep a mentee on track; 
it is imperative to understand that the mentee is ultimately the driving force behind 
moving a mentor-mentee relationship forward. Work together with your mentor to 
set clear expectations from the beginning of the relationship. How often will you 
meet with one another? What is the preferred method of communication on a day-
to-day basis? How much lead time does your mentor prefer for looking over drafts 
of abstracts or manuscripts? The more specific you can get with the general expecta-
tions of your mentor-mentee relationship, the better.

Next, the best mentees are self-directed learners who also drive their own pro-
fessional growth and skill development. While you may require more support and 
direction at the very start of a mentoring relationship, you should do your best to 
find answers to questions on your own before referring to your mentor. Simple 
literature reviews, Google/YouTube searches, and your colleagues are great 
resources that can answer many initial questions. If you remain stuck and fail to 
gain traction, you can then go to your mentor with a problem and the steps you’ve 
already taken to attempt to solve that problem. This shows both initiative and 
awareness, and your mentors will appreciate that you did your homework before 
coming to them for help. Sometimes it’s best to put yourself in your mentor’s 
shoes—what would she do you if you were to come to her with the question at 
hand? You may find that you already have the resources to answer, or at least par-
tially answer, your original question. The more prepared you can be when seeking 
out your mentor or prepping for your scheduled meetings, the more rich and pro-
ductive the interaction will be.

A vital piece of any mentoring relationship is consistent and continuous feed-
back. While feedback will organically be given due to the nature of the mentor-
mentee relationship, a good mentee will ensure the he is getting adequate 
guidance to continue pursuing his ambitions. Mentees should ask for feedback in 
a goal-oriented manner and be as specific as possible when soliciting evaluation. 
For example, instead of asking for general edits and revisions on a manuscript 
draft, ask how the discussion section can be improved to better communicate the 
impact of your findings. Or instead of asking if there’s anything you can be doing 
better, ask if there are things you should be doing that can help make your men-
tor-mentee meetings more productive and efficient. It’s also important to realize 
that feedback in a mentor-mentee relationship is a two way street, and that good 
mentors will solicit feedback from their mentees. The mentoring relationship 
should be constantly adapting and transforming based on the needs of those 
involved. The more feedback a mentee gives to her mentor, the better the mentor 
can understand that mentee’s specific needs, and the more effective the mentor-
ing relationship.
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25.5	 �Best Practice Behaviors for Mentees

While taking charge and managing up are critical skills to develop for successful 
mentoring relationships, there are also specific “best practice” behaviors that will 
help a mentee maximize the precious time he gets from his mentor (Table 25.1). 

Table 25.1  Best practice behaviors for mentees

Behavior Description
Underpromise and 
overdeliver

No one enjoys mentoring someone who continually pushes back deadlines 
or underdelivers results. Strive to be responsible, on time, and produce 
your highest quality work.

Schedule frequent 
meetings

Shorter, more frequent meetings are often more productive than the 
occasional longer meeting. The more touch points a mentee can have with 
her mentor, the better. Mentors are typically very busy, so schedule 
meetings out well in advance.

Create an agenda 
for meetings

Showing up to meetings empty handed or without an agenda is a waste of 
mentors’ precious time. Mentees should always have goals and a plan for 
every meeting and make sure their mentors are aware of them before the 
meeting starts. If you are hoping to have a manuscript or grant reviewed 
it, send a copy early so your mentor has time to edit before your 
meeting—use your meeting time for discussion.

Audio record 
conversations 
(with permission 
and keep to 
yourself)

It may seem awkward at first but having an audio transcript of mentoring 
conversations allows mentees to stay in the moment instead of furiously 
scribbling down notes while in a meeting. Mentees may often find 
themselves wishing they remembered that sentence or idea their mentors 
mentioned a few weeks ago—if mentees audio record conversations, they 
have easy documentation of important discussions with their mentors.

Minimize talking 
to listening ratio

Some mentees make the mistake of doing too much talking and too little 
listening during meetings. Mentees should remember they are seeking 
advice and guidance from mentors; the more mentees are listening, the 
more opportunity for natural learning to occur.

Always follow up It is always the mentee’s responsibility to promote closed loop 
communication as mentors are too busy to keep tabs on all of their 
mentees progress at all times. Mentees should give mentors updates when 
appropriate and never “disappear” for long stretches at a time. Mentees 
should also not be afraid of reminding mentors of important meetings or 
deadlines.

Maintain a growth 
mindset

Feedback is not always easy to hear, but good mentees find ways to 
incorporate even the harshest of comments and use a growth mindset to 
promote continual learning and development.

Know when to say 
“no”

It’s always tempting to agree to anything a mentor proposes but 
overcommitting oneself can erode trust in mentoring relationship. 
Mentees should know their limits and when it’s better to pass on a project 
or opportunity so that they can give their existing work the effort it 
requires. It is better to do one thing really well than many things poorly.

Always be honest Transparency and open communication are key in any mentoring 
relationship, and it starts with the mentee. Mentees should always be 
honest about what you know/don’t know and can/can’t do.
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Many of the following may seem like common sense, however, they can drastically 
improve a mentee’s effectiveness. This list is not exhaustive and mentees should 
always consult their mentors for additional best practice behaviors specific to their 
relationship.

25.6	 �Breaking Up Is Hard to Do

Another key skill for mentees to develop is the ability to recognize when it is logi-
cally time to move on from a mentoring relationship, or in the difficult situation 
when a mentor is committing “mentorship malpractice” [3]. In the latter example, 
some behaviors are benign but irresponsible, such as a mentor lacking enough time 
and bandwidth to truly support a mentee’s development (a mentor’s version of over-
promise and underdeliver). These situations may be successfully navigated by 
asserting firm boundaries and maintaining an open, honest line of communication. 
Other behaviors, such as imposing low value tasks on mentees or severe microman-
aging that hinders mentees’ productivity are more malignant in nature and may 
require a mentee to break off her relationship with a mentor. Knowing how to com-
bat unproductive mentoring behaviors may help right the ship and are a crucial tool 
in any mentees’ toolbox. However, even if mentees do everything right, it may not 
be enough to salvage a mentoring relationship gone bad.

When considering whether to end a mentor-mentee relationship, there are a few 
recommended steps to follow [4]. The first step is fairly simple: evaluate if you are 
truly getting what you need from the relationship. Try to pinpoint exactly what is 
lacking or where things need to improve. It may be that you and your mentor don’t 
share a good rapport with one another. Or maybe you are moving in a different 
direction than your mentor and it doesn’t make sense for either of your to continue 
the current relationship. Whatever the reason(s), think long and hard about why 
your mentoring relationship has been unsuccessful. After this, decide if these rea-
sons are amenable to being fixed. If you’ve already invested time and energy into a 
relationship, it’s important not to jump ship at the first sign of conflict. After all, a 
mentor may not even know something is a issue if the mentee has never mentioned 
it before. Some issues may be fixed with an open, honest conversation. However, 
some issues are too big to be overcome and it’s worth ending things before the rela-
tionship has truly soured.

If you decide to break up with you mentor, it’s important to “disengage with 
gratitude,” and leave the relationship as gracefully as possible. Be professional and 
don’t draw things out or slowly stop responding to emails. Be sure to show gratitude 
and mention to your mentor how important the relationship has been to you and how 
you’ve grown along the way. Then frame the discussion in terms of how your needs 
as a mentee have changed rather than how your mentor is not doing this or that for 
you. Be direct but not blunt. The goal should not be to make a mentor feel bad, but 
instead to share your perspective and reasoning for why you need to move on. 
Lastly, try as hard as you can not to burn bridges—you never know when you may 
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come across this person again, perhaps as a colleague, boss, or subordinate. Your 
old mentors will likely still be an important people in your field, and you may end 
up needing them again sometime in the future.

25.7	 �Conclusion

Finding effective mentorship is crucial in one’s development as a trainee. The search 
for the right mentor starts from within, and it’s important for mentees to understand 
where they want to go before looking for someone to guide them there. Building a 
team of mentors ensures that mentees have a diverse support network to meet their 
various needs. The best mentees know how to manage up and take charge of their 
mentoring relationships. However, they also know when it’s time to gracefully 
break up from mentors when relationships become caustic or unproductive. 
Successfully navigating the waters of mentorship can have a huge positive impact 
on one’s career trajectory, research productivity, and overall satisfaction.
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26Finding a Mentor

Jessica Ruck and Fabian M. Johnston

Abstract
The benefits of mentorship are increasingly recognized and include accelerated 
advancement of mentees, improved program retention and diversity, and greater 
research productivity. However, finding a mentor can be challenging. When 
searching for a mentor, reflect on what you’re hoping to gain. Also, consider how 
many mentors you might need; having a mentorship team might better fulfill 
your mentorship needs than relying on one busy person. Mentors can be found 
anywhere, but look for a good fit. Consider what you would like your mentors to 
have in common with you but also whether diversity among your mentors might 
offer important, contrasting viewpoints and access to expanded networks. Finally, 
once you’ve found a mentor, discuss your expectations, invest in the relationship, 
assess whether the mentorship is effective, and recognize when a mentorship 
relationship needs to be terminated. Receiving good mentorship can be invalu-
able and can prepare you to become a mentor one day, as well.

26.1	 �Introduction

Mentorship has become a buzzword, something that is often discussed in academic 
surgical circles but can still seem elusive. You might feel that you’re the only one 
struggling to find a mentor, but the numbers suggest that difficulty finding a mentor 
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is a common problem. By some accounts, fewer than 50% of medical students and, 
in some fields, fewer than 20% of faculty members have a mentor [1]. This, of 
course, bears the question of who should have a mentor, particularly in the field of 
academic surgery.

In this chapter, we aim to answer that question and provide some tips on how to 
find a mentor. The short answer is, we believe that everyone should have a men-
tor—at least one. This includes surgeons at all levels—medical students aspiring to 
become surgeons, residents in the thick of their training, fellows who are interview-
ing for their first attending position, and attendings of all levels as their careers 
mature. There is near-universal agreement that mentorship is important to academic 
success [2], which helps explain why mentorship has become a core value of surgi-
cal professional societies including the Association of Academic Surgeons [3]. In 
the sections that follow, we’ll break down why we believe mentorship is so impor-
tant and why you should prioritize finding a mentor.

26.2	 �Benefits of Mentorship

Mentorship offers myriad benefits to surgeons, surgery departments, and the field of 
surgery, including increasing the success and pace of advancement of mentees, 
retention [2], and diversity [4, 5]. Mentors can help mentees evaluate different fields 
and decipher the best fit. Once someone identifies their field of choice, mentors can 
facilitate their entrance into that field as well as their long-term success [4]. This 
might seem too good to be true (and make a mentor seem more like a fairy god-
mother), but the link between mentorship and success is based on numerous steps 
along the way at which mentors help shape and support their mentees’ personal 
development and careers. Within academia, where research is often a necessity for 
advancement, mentorship has been associated with higher productivity, as mea-
sured by publication rate and grant application success [1]. Conversely, lack of men-
torship is associated with lower likelihood of achieving research milestones, such as 
producing first-author peer-reviewed publications and teaching sessions at a national 
meeting [6]. This should come as no surprise to someone who has struggled to pub-
lish a manuscript; good mentorship can help you learn study design, study execu-
tion, manuscript drafting and revision, identification of appropriate target journals, 
and navigation of the peer review process. In these moments, mentorship is 
invaluable.

26.3	 �Finding Mentorship

Finding a mentor requires [1] knowing what you’re looking for and [2] identifying 
people who are willing to be mentors. This is a moment to be introspective about who 
you are and what you’re looking for. Before you meet with a potential mentor, you 
need to understand your own needs and frame discussions with potential mentors 
around these needs. As your mentor, this person will be accepting the responsibility to 
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answer your questions, create opportunities for you, and provide guidance on how to 
grow your skills, portfolio, and career. Therefore, choosing a mentor is an important 
task, and having them accept the role of mentor is equally important. We advocate 
having multiple mentors, as it is unlikely that one person will be able to provide all of 
the mentorship and guidance that you need throughout your career and personal 
development.

26.3.1	 �Where to Look

There is no wrong place to look for a mentor. You might find them through your 
division chief or department chair during a meeting to discuss your interests and 
goals, through a colleague at your institution who hears about your research aims, 
through collaborators in other departments who mention someone they respect in 
your field, at conferences during research talks or working groups, at Grand Rounds, 
through journal clubs, through Twitter discussions about hot topics in your field, or 
just about anywhere else. If someone inspires you, offers wise words, or has had 
experiences from which you think you could learn, that is a relationship you can 
explore and possibly develop into mentorship. Not every person that you approach 
will be interested in being a mentor, and you might not “click” with certain potential 
mentors. Developing your mentorship team will be an ongoing process, and you 
will figure out what type of mentorship works best for you and what qualities you 
therefore need to seek in potential mentors.

26.3.2	 �Finding Mentorship as a Woman  
or an Underrepresented Minority

Some mentors might be similar to you in background, skills, and interests, while 
others might be quite different. While there are no rules for you your mentor should 
be, studies have found that people often seek out people who share their character-
istics, particularly gender and race.

Women in surgery—as well as in other academic medicine disciplines [7]—
report facing gender-based challenges in accessing mentorship. These include less 
access to collaboration and support [8], greater difficulty finding mentors compared 
to male colleagues [1], lack of access to same-sex mentors and role models contrib-
uting to slower progression through the ranks [9], and differential treatment in gen-
eral based on sex [10]. The lack of female mentors is repeatedly cited and is 
consistent with findings that, at least in certain surgical fields, the majority of men-
tors are older men [11]. These and other challenges for women have led to the cre-
ation of organizations such as the Association for Women Surgeons, which provides 
support, community, and mentorship for women by (mostly) women. Additionally, 
women in surgery are finding each other within training programs, departments, and 
online to access support and mentorship around shared experiences. While these are 
excellent resources for female surgeons and surgeons-in-training, it is just the first 
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step in leveling the mentorship playing field. If you are a woman in surgery, it is 
important to remember that your mentor does not have to be another woman 
(although we must keep working to make that an accessible option), that you are not 
alone in your frustrations with the lack of female mentors, and that the field of sur-
gery is changing and you will be a part of a generation of mentors for younger 
women one day. In the meantime, we must train men and women to be better men-
tors for aspiring female surgeons.

This desire to find a mentor who “looks like you” is not restricted to gender, but 
also found in studies of mentorship and race/ethnicity. Residents from underrepre-
sented racial and ethnic minorities also often actively seek out mentors of the same 
race or ethnicity, but they may find it difficult to identify mentors that fit these 
parameters [12]. To the mentees, finding a mentor of a similar background might be 
important because they feel they will be better able to commiserate about a shared 
experience or because they view the mentor as a role model. Interestingly, program 
directors are less likely than their residents to place importance on shared demo-
graphic characteristics between trainees and their mentors [13], which might lead 
program directors to suggest or assign different mentors than the mentees would 
seek out themselves. The relationship between these shared mentor-mentee charac-
teristics and the effectiveness of the mentorship provided has not been rigorously 
studied. However, if you desire a mentor with a shared ethnic heritage there are 
multiple organizations which pride themselves on building community among and 
mentoring of underrepresented minorities, including the Society of Black Academic 
Surgeons (SBAS), Society of Asian Surgeons (SAS), and Latino Surgeons Society 
(LSS), among others.

Therefore, as you search for a mentor, we encourage you to think about what you 
are looking for in a mentor and why. Which characteristics are most important? 
Have you prioritized certain mentor characteristics because you believe you will be 
better understood, because you think that they will open doors for you and help you 
achieve certain goals, or for another reason? Perhaps a mentor with a similar back-
ground will be the best fit, but we also encourage you to reflect on whether a diverse 
group of mentors will provide additional benefits. Diversity in the backgrounds of 
your mentors can also help expose you to various perspectives, experiences, and 
resources.

26.4	 �Creating a Successful Mentorship Relationship

People seek different things from their mentors depending on their level of training, 
their strengths and weaknesses, and the mentorship that they are already receiving 
from others. However, there are qualities that are common to many good mentors: 
approachability and accessibility [13]; the ability to ensure open communication, 
maintain confidentiality, and prevent mentor-mentee competition [2]; a strong sense 
of collaboration [14]; creation of humanized relationships and a holistic view of 
how to support mentees [14]; commitment to a longitudinal relationship with men-
tees [15]; and willingness to engage with diverse mentees [10]. Mentors may not 
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possess all of these qualities—accessibility can certainly become an issue at the 
peak of a mentor’s career—but they are certainly qualities that mentors should strive 
to have and maintain.

Beyond general qualities, there are important steps that mentees should take to 
create successful mentoring relationships. One of the most important steps is estab-
lishing common expectations with the mentor. Multiple studies have found that 
clear governance arrangements, clearly defined role boundaries, and acknowledg-
ments of mentees’ and mentors’ limitations increased the likelihood that mentorship 
relationships will succeed [15, 16]. In contrast, mismatched expectations can be a 
barrier to successful mentorship [16]. It is important to figure out why you feel a 
person would be a valuable mentor so that you can explain to them how they can 
best support you and/or help you advance. Do you need a sense of support or are 
you looking to them to challenge you? Are you hoping to collaborate on research 
projects, get advice on whether to take on administrative responsibilities, or gain 
introductions within your field? Once the “why” of the mentorship relationship is 
established, you must discuss the “how.” How formal of a mentor-mentee relation-
ship do you want, and what will that look like? Will you have regular scheduled 
check-ins or will you reach out when questions or concerns arise? Mentors and 
mentees may have different preferences as to the setting and frequency of meetings; 
one study found that mentees prefer one-on-one meetings and more frequent inter-
action, while mentors prefer group meetings and less frequent mentor-mentee inter-
action [11]. This might reflect the time limitations of mentors, an identified barrier 
to mentorship [16], but nevertheless underscores the importance the practical 
aspects of mentorship.

Just as important as your expectations and responsibilities are those of your men-
tors. Be prompt and present when responding to your mentors’ emails. Make it easy 
for them to respond to your emails, edit manuscript drafts, write letters of recom-
mendation, sponsor you for travel grant applications, and generally advocate for 
you. If you want your mentor to go to bat for you, be clear in your requests and be 
prepared to provide facts and figures they can use to talk you up. Show respect for 
your mentors’ busy schedule by providing plenty of advance notice before a dead-
line. By showing that you understand the many demands on your mentors’ time—
indeed, a “time crunch” from many competing demands is one of the challenges 
faced by mentors and a frustration to mentees everywhere—you can show that you 
are thoughtful, respectful of their many obligations, and appreciative of the time 
they take to mentor you.

Methods of ensuring that mentors and mentees have realistic expectations about 
their relationship and that both parties commit to their mentorship relationship 
responsibilities range from discussions via email or in person to the creation of a 
mentorship contract. This contract forces the mentor and mentee to acknowledge 
the developing relationship, commit to it, and delineate their expectations. When 
writing a formal contract, you might find that you are forced to discuss the specifics 
instead of relying on vague generalizations about what the relationship will be. This 
is consistent with the SMART acronym for goal-setting: the goals should be spe-
cific, measurable, achievable, realistic, and timely. By creating a mentorship 
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contract, you will also have an opportunity to determine which gaps remain in your 
mentorship network and consider how you can fill them. Indeed, mentors may 
encourage their mentees to have multiple mentors to address unique domains [17, 
18] or provide multiple perspectives. Of note, mentorship relationships can change 
over time and expectations should be readdressed periodically, particularly if there 
is a change in professional role for the mentor or mentee.

26.5	 �Have You Found a Mentor or a Sponsor?

As discussions of mentorship become more common and more nuanced, distinc-
tions between different types of mentor-mentee relationships have grown clearer. 
One of the most commonly discussed distinctions is mentors versus sponsors. While 
mentors are present to discuss your next steps with you—indeed, they may be the 
only people having these important conversations with you—sponsors take on an 
advocacy role. While mentors serve as a valuable source of advice, ideas, and expe-
rience, sponsors openly and actively advocate for you. A sponsor uses their connec-
tions and influence to make their mentee more visible in the workplace or in their 
field [19].

The line between a mentor and a sponsor can be blurry—both are often at a more 
senior level and may have access to professional societies and networks that you 
have yet to join. The difference is that if an opportunity arises, a sponsor considers 
whether their mentee (you) would be appropriate for the award, position, or oppor-
tunity and extends an invitation or nominate them. They actively take on the role of 
opening doors and advocating for you to help you achieve your goals and advance 
personally and professionally.

26.6	 �Formalizing the Mentor Role

As the value of mentorship in medicine and surgery has grown increasingly appar-
ent, there has been an increase in formalized mentorship programs within aca-
demic centers and national professional organizations aiming to increase and 
improve mentorship. Essentially, leaders at all levels have realized that finding a 
mentor can be hard, that mentorship is valuable, and that they can assist others in 
finding a mentor. Despite this, a recent study found only 54% of departments of 
surgery around the United States had established mentorship programs, and those 
that did often had no evaluation forms, no training for mentors or mentees, and no 
exit strategy for failed mentor-mentee relationships [19]. Additionally, in more 
than two thirds of departments, faculty mentoring efforts were not recognized 
formally by the department or institution [19]. These challenges can make it dif-
ficult to identify a mentor because there are fewer resources and programs to help 
you and a lack of support for and prioritization of the mentorship relationship. In 
short, this is a part of why so many people say that they want mentorship but 
struggle to find it.
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Recognition of the challenges that surgeons-in-training and surgeons face in 
finding mentorship, there have been numerous initiatives to facilitate the finding-a-
mentor process. At the national level, initiatives to improve mentorship have 
included the Diverse Surgeons Initiative, which seeks to increase the number of 
under-represented minority faculty members in surgery by creating a grant to fund 
training of under-represented minority surgical trainees in advanced minimally 
invasive surgery skills and mentorship in this field [20]. Among participants, 99% 
completed general surgery residency, 87% completed fellowships, 50% became 
Fellows of the American College of Surgeons, 76% had contributed to peer-reviewed 
literature, 41% were on faculty, and 18% held local, regional, or national leadership 
positions [21]. With so many of the program participants holding leadership initia-
tives, we hope that the Diverse Surgeons Initiative will help to strengthen mentor-
ship and promote diversity within the field.

At the center level, initiatives have targeted mentorship relationships at the fac-
ulty and resident level, recognizing that surgeons at all levels benefit from mentor-
ship. At the faculty level, a pilot program paired junior faculty with senior faculty 
mentors, trained mentors, and included structured and informal mentorship meet-
ings [22]. Division chiefs reviewed milestones and mentorship during meetings 
with participants to assess satisfaction and effectiveness of the program. Of note, the 
authors found that nearly all junior faculty members had multiple mentors beyond 
those assigned to them. We’ll say it one more time—having a mentorship team is 
important, no matter what your level of training is!

At the resident level, single-center mentorship initiatives have included speed dat-
ing to help junior residents identify senior resident mentors based on 90-second inter-
actions. Despite the brief interactions, 85% of participants were satisfied with the 
mentorship pairings that resulted [23]. Some of these mentorship pairings might have 
been people meeting for the first time, while for other participants the speed dating 
format gave them a chance to see who was interested in being a mentor or mentee and 
ask for a mentorship relationship. This brings up an important point: mentors can be 
people you already know, and can grow out of existing relationships with a colleague 
or advisor. Another resident mentorship initiative paired eight residents with a main 
faculty mentor as well as several supplemental mentors; residents were allowed to 
select their mentor of choice. Again, this program recognized the importance of a 
mentorship team rather than relying on a single mentor. The program led to improved 
quality of life among residents, lower emotional scores (a measure of stress), lower 
levels of depersonalization by residents, and higher personal achievement, as mea-
sured by validated instruments [24]. In summary, surgeons flourish when they have a 
team of people supporting them, and programs that help people to create those teams 
benefit quality of life, personal development, and career development.

Outside of surgery, national initiatives to encourage mentorship have been cre-
ated in the fields of pediatrics and pharmacology. These programs serve as exam-
ples for additional mentorship programs that could be created within surgery; 
national initiatives offer the benefit of pairing mentors and mentees who are not at 
the same institution, recognizing that the best mentor for someone based on their 
interest and goals might not be within their own center. The New Century Scholars 
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program in pediatrics pairs residents interested in academic careers with both 
junior and senior faculty mentors and provides travel grant funding; this resulted in 
63% of participants pursuing academic careers [25]. Programs that fund mentees’ 
travel to national meetings offer opportunities for mentors to step into the role of 
sponsor by introducing their mentees to their peers and collaborators, therefore 
helping the mentees build their own networks. In academic pharmacology, a men-
torship initiative to identify the needs and responsibilities for mentors at all levels 
resulted in the creation of the PAIRS Faculty Mentorship Checklist. This checklist 
can be filled out by mentors and mentees and provides formal recognition of men-
torship responsibilities and a tool for mentor-mentee dialogues and mentor self-
reflection [26]. It can lend structure to conversations about how mentorship 
relationships are functioning and help mentors and mentees to identify ways to 
improve their mentorship. Finally, a center-level study of mentorship in Emergency 
Medicine evaluated the impact of a tiered mentorship program that extended for-
mal mentorship to medical students. The program resulted in a dramatic increase 
in the percentage of students who identified a mentor within that field. Notably, the 
junior medical students highly valued the mentorship of not only the faculty men-
tors but also of the more senior medical students, demonstrating that medical pro-
fessionals at all levels can act as both mentors and mentees. This is an important 
reminder to surgeons at all levels that even as you are looking for a mentor, people 
may be looking for your mentorship.

26.7	 �Are You Receiving Effective Mentorship?

You’ve found a mentor, and you’re excited about your career trajectory. But 
along the way at some point, there are challenges in your mentor-mentee rela-
tionship and you wonder if you found a good mentor after all. Quality of mentor-
ship and consistency of mentorship are major challenges for formalized 
mentorship programs, which has inspired questions of whether mentors should 
receive training in mentorship [4] and how we should measure whether mentor-
ship relationships are effective. How, then, are you supposed to figure out whether 
your mentor is a good mentor for you? For department chairs, how do you figure 
out who is providing good mentorship, and how do you support mentorship in 
your department?

As mentorship research has matured in the surgical literature and across other 
industries, tools that have been developed to evaluate mentorship have started to 
provide insights into characteristics of good mentors and of the programs that sup-
port good mentorship. These tools include the Mentorship Skills Self-Assessment 
Survey, which assesses mentor-specific and mentee-specific skills and evaluates 
mentorship relationships in an academic setting [27], and numerous mentorship 
measurement tools in other industries [28] that might, with modifications, provide 
useful tools for assessment of mentorship quality and success in academic surgery. 
Early research in academia has found that people who perceive that their mentor is 
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doing a good job are also those who are enjoying greater academic success [27]. 
This is not particularly surprising; if your career is taking off, wouldn’t you be more 
likely to rate your mentors as doing a great job? Still, it is far from demonstrating a 
causal relationship and shows that we have a lot left to learn about mentorship in 
academia and, specifically, academic surgery.

A second challenge is how to ensure that good mentorship is valued, so that good 
mentors continue to have time and resources to dedicate to their mentorship. After 
all, time is often in short supply in academic surgery; lack of time and compensation 
for mentorship activities have been reported as major barriers to effective mentor-
ship [16]. In light of this, have departments of surgery moved to compensate sur-
geons for mentorship efforts? A study in 2016 found that only 3% of departments of 
surgery provided economic support for mentoring programs [19], so we have a long 
way to go until mentorship activities are rewarded in academic surgery. This lack of 
financial support might be viewed as a reflection of the lack of emphasis and impor-
tance placed on mentorship within departments and could highlight a need for cul-
tural change within academia and within surgery to value time spent on mentorship 
more highly. As a mentee, what does this mean for you? It means that as you search 
for a mentor, you should be conscious that the valuable services a mentor provides 
are done without any compensation and with an opportunity cost of how that time 
could otherwise be spent. Be sure to tell your division and department chair how 
important mentorship is to you, and be a part of the cultural change within academic 
surgery to recognize and reward mentorship.

26.8	 �Benefits to the Mentor

Though the effects of mentorship are often measured by the success of the mentee, we 
believe that mentorship also offers benefits to the mentor. Mentorship creates connec-
tions between the mentor and the next generation of leadership in their field, can 
change the culture and face of the field, and can generate relationships that lead to 
clinical or research collaborations. While such benefits can be difficult to measure, 
metrics including “collaborative distance” have been developed to quantify the degree 
to which two investigators are related as coauthors and may partially capture the 
effects of mentor-mentee relationships. Within surgery, this principle has been applied 
to John Cameron, the former Chair of the Department of Surgery at Johns Hopkins 
Hospital. Cerullo et al. found that 84% of the trainees under Dr. Cameron’s leadership 
pursued academic careers, with 72% having achieved the rank of Associate Professor 
or above and 53% having achieved the rank of full professor by 2015 [29]. Additionally, 
21 of his trainees had served as program directors, division chiefs, or department 
chairs at academic centers, and 16 had served in leadership on national or interna-
tional surgical or multidisciplinary committees [30]. These numbers underscore the 
strength of networks that can result from strong mentorship, and they serve as an 
important reminder that mentees become a part of their mentors’ network and can be 
a valuable asset from a clinical, research, and/or personal development standpoint.
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26.9	 �What to Do When Your Mentor-Mentee  
Relationship Isn’t Working

Even if your mentor is perfect for you on paper, that doesn’t mean that you two will 
“click” or that things will go smoothly. One study of clinician-investigator trainees 
(not limited to surgery) found that over 60% of mentees expressed some dissatisfac-
tion with the mentorship they received [2]. This could be because of a toxic mentor, 
but it could also be because your mentor was promoted and their new responsibili-
ties have given them less time to provide effective mentorship. Navigating the ter-
mination of these mentorship relationships can be difficult for both the mentor and 
the mentee, and there is a need for transparent pathways for problem escalation in 
mentorship relationships [15].

Research on mentorship relationship termination is limited, particularly in the 
literature on academic surgery. Therefore, we have pulled guiding principles from 
research on ending such relationships across industries and types of mentorship. 
First, you and your mentor should discuss the fact that your mentorship relationship 
might end at some point. This conversation should ideally occur early in the mentor-
ship relationship, so you can set the expectation that it’s okay to end a mentorship 
relationship if it’s not working. This type of no-fault termination could be due to 
personal incompatibility between mentor-mentee, misalignment of goals, or other 
reasons [31]. If you do decide to end the relationship, give your mentor ample warn-
ing—often a few weeks’ notice—to allow you to wrap up any collaborations and 
reach some sort of closure. Be straightforward; this has been shown to make the 
termination less complicated and hurtful [32]. If your mentor terminates the rela-
tionship, recognize that it was likely for the best, and that they did this because they 
felt that you would be better served by a different mentorship relationship.

If you are terminating a mentorship relationship for another reason, such as 
unacceptable behavior (e.g. breach of confidentiality, lack of actual mentorship, 
lack of trust, romantic issues), it might be beneficial to have a neutral party involved 
in the termination process [31]. This neutral party could be a program director, other 
departmental leader, or a department or hospital ombudsman. They can help medi-
ate the conversation, document the reasons for relationship termination, and prevent 
retaliation (if that is a concern). It is important to explicitly state the reasons for 
terminating the relationship so that the mentor can understand how their behavior 
made you feel or so that you can understand how you made your mentor feel. This 
can also inform the conversations that the mentee and mentor have in their next 
mentorship relationships. As mentorship in surgery develops, we will need to study 
not only how to create optimal mentorship relationships, but how best to terminate 
mentorship relationships that aren’t working.

26.10	 �Towards a Better Understanding of Mentorship

One barrier to successful mentorship is our incomplete understanding on what 
makes mentors, mentees, and the mentorship relationship successful. While the 
studies discussed in this chapter provide insights into what mentors and mentees 
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view as important and their views on the importance of mentorship, many of the 
studies referenced are small and used surveys to assess participants’ perceptions 
instead of objective outcomes. Additionally, some of these studies were drawn from 
academic medical fields outside of surgery, which may limit their generalizability to 
our unique experiences and needs as surgeons. However, we present them because 
we feel that many of the characteristics and challenges of mentorship in the aca-
demic setting are likely universal. As the field of academic surgical mentorship 
research matures, the development of objective assessment tools to consistently 
measure outcomes of mentorship in academic surgery will allow comparisons of the 
effectiveness of interventions and identification of best practices. We hope to see 
mentorship become more rigorously studied, formally recognized, and highly val-
ued in academic surgery. In the meantime, we hope that you find a great mentorship 
team.
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27What Every Outcomes Research  
Fellow Should Learn

Mohammad Ali Abbass and Christy Elaine Cauley

Abstract
Many general surgery residents dedicate time during residency training to 
research. Being successful during your research time is dependent upon your 
own personal and professional goals. Once you determine your goals, you should 
surround yourself with the mentors and resources you need to achieve them. By 
creating a realistic plan for your time and making the most of available opportu-
nities you can develop the skills and relationships you need to build a successful 
career.

27.1	 �Introduction

Many general surgery residents dedicate time during residency training to research. 
The majority of residents spend two or more years focusing on research, and 70% 
of residents perform clinical research as their main focus or in combination with 
basic science research [1–3]. This break in clinical training provides residents with 
the opportunity to gain a broader perspective for clinical questions, teaches them 
how to develop research ideas and enhances their ability to evaluate scientific litera-
ture [1]. Making the most of your research time can prepare you for the career and 
life you are working towards.
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27.2	 �Identify your Goals

Identifying your immediate and long term career goals will help you develop a plan 
for your research time. The most common reasons general surgery residents take 
time for research are “to help obtain a fellowship” and “to initiate an academic 
career” [1]. When considering your goals, identify what skills or experiences will 
make you the best candidate for your chosen fellowship and career. Some goals for 
your research time might include: improving your communication or analytic skills, 
preparing for exams, learning to write grants, obtaining additional degrees, or 
spending more time with family and friends (see Fig. 27.1). Once you define your 
goals you can focus on being productive in the areas that matter most to you.

If your goal is to help obtain a fellowship, determine what opportunities will 
make you a desirable candidate in your chosen field. One important way to improve 
your ability to obtain a fellowship is to show that you are a productive researcher. 
There are many ways to show your productivity including developing research 
questions and hypotheses, overcoming difficulties in completing your projects, and 
sharing your work through presentations and publications. While your research 
interest might not be related to your chosen fellowship, you should devote some of 
your time to read papers and attend meetings in your chosen specialty. Networking 
with future colleagues and mentors could help you learn about fellowship and career 
opportunities.

When looking forward to your career in academic surgery, there are some addi-
tional skills that might help you achieve your future goals. Becoming a funded 
researcher is difficult with few National Institutes of Health grants being funded 
each year [4]. Writing or reviewing a grant or mock grant during your research 
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Acquiring New
Analytic Skills

Exam Preparation

Personal Life

Obtain or Practice
Writing GrantsAdditional
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or PhD)
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Fig. 27.1  Identifying your research goals
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time will help you better understand the time and support this requires. Masters 
and doctorate level course work could help you develop an expertise in quantita-
tive and qualitative methods that might benefit your career long term. Health ser-
vices researchers might consider course work in study design and specific analytic 
methods. Propensity score development, regression analysis (linear, logisitic, and 
longitudinal), survey design, and decision analysis are examples of topics that 
might improve your ability to perform and explain health services research. 
Discussing the support and resources your mentors found helpful when starting 
their careers can help you succeed when beginning your own independent research 
career.

Finally, taking time for your personal goals during this break in your clinical 
schedule is essential. Deciding how you are going to stay healthy in your personal 
life while balancing a busy career is difficult. Making time for family, friends, and 
your personal life might improve your ability to focus when working on your pro-
fessional goals and work satisfaction, as well [5].

27.3	 �Identify Mentors Who Can Support Your Goals

When you meet with a potential mentor you should discuss your career and research 
interests. Taking the time to meet with several potential mentors will help you find 
someone who is the best fit for your goals, interests and personality. Some consid-
erations when identifying your mentor might be: their technical or analytics back-
ground, their area of research or clinical interest, and their experience in guiding 
other mentees along a successful career path.

27.3.1	 �Current and Past Trainees

When you are considering joining a research group or laboratory, take time to talk 
to current or past mentees of that mentor. They can give you invaluable information 
by describing their experience. Some useful information to ask includes what meet-
ings they attended, presentations they gave, number of manuscripts they plan to 
write, and what support they had from the research group.

27.3.2	 �Resources

When considering where you are going to perform your research, you want to eval-
uate what resources will be available to you. Understanding the expectations of your 
mentor will also help you set more realistic goals. In health services research you 
should consider:

•	 Databases available and how they are accessed
•	 Expectations for performing data entry (i.e. retrospective chart reviews)
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•	 Assistance with complicated datasets (i.e. availability of statisticians or person-
nel for writing computer code)

•	 Statistical software availability

27.4	 �Deciding on a Research Topic

When deciding on a research topic you should consider topics in which you want to 
become an expert. Consider topics you are passionate about, those relevant to your 
future career, and current topics of interest. Having a personal investment in the 
projects you chose will press you to learn more about the topic and share your find-
ings with others. When trying to find inspiration for your research, ask yourself 
what experiences in your clinical work interest you and can impact patient care. For 
example, you might be interested in evaluating the impact of different health care 
policies, patient socioeconomic status, or other cultural issues that affect a particu-
lar patient population.

Once you decide your area of interest, invest time in reading about the topic. 
Reading about a topic will help you formulate pointed research questions to improve 
upon current knowledge in that area. It is also important to understand if the find-
ings from your research support or contradict previously published work. Becoming 
an expert in a particular topic requires time and focus, and will highlight your depth 
of interest in that specific topic.

27.5	 �Completing a Research Project

Taking a research project from an idea to a published manuscript can be a daunting 
task. Information about specific study design and statistical methods for analysis are 
outside the scope of this chapter; however, there are a few key elements you should 
learn about when planning a research project. The first step is developing a hypoth-
esis that can be tested. Once you have perfected your research question, you need to 
consider what study design is feasible to test your hypothesis. Consider what data-
bases already exist that might answer your research question. If no data currently 
exists, evaluate the best study design to obtain your data with the time, funding, and 
resources you have available.

Once you obtain your data, take the time to review it for missing values and 
validity before you start any analysis. Talk to a statistician if you are unsure what 
tests are best for analyzing your data. After you run your analysis, review the results 
with your research group. Ensure your findings make sense both statistically and 
clinically. Be clear and concise when you state your findings and do not overstate 
your conclusions.
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27.6	 �Create a Timeline

The time you spend focusing on research is likely to be less structured than your 
busy clinical days of surgical residency. Making a plan for your research time will 
keep you focused on achieving your goals. When planning your research time you 
should consider three time points: (1) before your research time begins, (2) during 
your research time, and (3) leaving your research time (see Fig. 27.2).

Before:

During:

Ending Your Research Time:

Meet with potential mentors 
Identify your goals
Apply for funding

Create a timeline (meetings,
abstracts, exams)
Build your professional network
Acquiring new skills: study design,
quantitative and qualitative
analysis, writing, and presenting

Complete manuscripts 
Identify a successor  
Maintain your relationship with
your mentor

•

•
•

•

•
•

•
•
•

Fig. 27.2  Planning your 
research time
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27.6.1	 �Before You Start Your Research Time

Meeting with potential mentors at least a year before you enter your research time 
will allow you the time to identify a mentor that is right for you. While a year in 
advance might seem early, this timing is important if you plan to apply for funding. 
Establishing funding for yourself helps to offset the costs to your department or 
mentor and is also a great addition to your resume. There are several funding sources 
that award fellowships and grants for resident research. Applications are often due 
months before the resident’s planned start date. These applications often require 
identification of a topic of research and letters of support from supervising mentors. 
By identifying a research project early you can begin reading about your area of 
interest. This will help you understand your project better and ease your transition.

27.6.2	 �During Research Time

Research requires patience and persistence. To make the most of their research time, 
many residents aim to work on a variety of projects. However, it is important to 
consider what you can complete and your personal priorities. Creating a plan for 
your weeks, months, and year(s) in research will help you focus on developing the 
skills you need to achieve your goals. When considering your schedule, you should 
pay attention to the timing of conferences, abstract deadlines, in service exams, and 
vacations.

Be realistic about what you can complete with the time, resources, and experi-
ence you have. While 69% of general surgery residents publish at least 1 paper dur-
ing their research time, only 18% publish 3 or more papers [1]. Setting deadlines for 
sharing your work through conferences or research meetings can provide a useful 
timeline. Share your work with your mentor well in advance of deadlines to ensure 
they have time to provide you feedback for revisions, as well.

Residents with limited experience in research should focus on completing one or 
two projects rather than working on several projects that might never be completed. 
A more experienced resident researcher will likely work on several research proj-
ects during their research time. Keeping a project list can help organize multiple 
projects and ensure that deadlines are met. For researchers who plan to take course 
work, consider planning projects that coincide with techniques you will learn 
throughout your course work.

Consistently evaluating and analyzing journal articles and presenting your own 
work will improve the quality of the research you produce. Before agreeing to a new 
research project, you might consider how the project can develop your fund of 
knowledge and experience. Working on diverse projects with different study designs 
or statistical analysis can improve your understanding of research and medical lit-
erature. If a mentor asks you to work on a project that you do not have time to 
complete, consider suggesting a colleague who could benefit from working on that 
project.
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27.6.3	 �Ending Your Time with a Research Group

As the end of your research time approaches, you should consider what projects will 
be left incomplete. The rigorous schedule of clinical residency makes it difficult to 
continue working on research, even for highly motivated residents. Consider what 
projects you can complete and those you plan to pass along to residents entering or 
remaining in your research group. By identifying a research successor you can help 
them transition into their research role as your research time comes to an end. When 
you leave a research group, ensure that your colleagues have your new contact 
information and stay in touch. Often, projects will continue or manuscript reviews 
will return with requests for revisions. Any data or information that you might need 
for completing this work should be accessible to yourself or your colleagues to 
ensure this work can be completed in a timely manner.

27.7	 �Special Considerations for International Graduates

International graduates who are planning to join a residency or obtain further train-
ing can benefit greatly from research experience. Devoting time to research shows 
your interest in the medical field, your initiative in working on projects and follow-
ing them through to completion, and provides you with contacts that can provide 
valuable letters of recommendation. When identifying a potential research experi-
ence make sure you can articulate your current skills, such as medical record review, 
statistics training, basic science/experiment experience, manuscript preparation, or 
presentations. As discussed above, you should identify your goals for your research 
time and share these with your mentor. Consider what time you will need to study 
for certification examinations and set a realistic timeline. By making your mentors 
aware of your goals, they can be understanding and supportive of your other time 
commitments.

27.8	 �Conclusion

Being successful during your research time depends on your own personal and pro-
fessional goals. Once you determine your goals, surround yourself with the mentors 
and resources you need to achieve them. By creating a realistic plan for your time 
and making the most of available opportunities you can develop the skills and rela-
tionships you need to build a successful career.
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28Funding Opportunities for  
Outcomes Research

Dorry Segev

Abstract
“It’s All About the Benjamins”

(Sean Combs a.k.a. Puff Daddy, June 30, 1997)

It is critical for any discussion of research to address funding; four major 
reasons come to mind. First, high-quality outcomes research is not free. Contrary 
to the popular belief, outcomes research is not something you do on your laptop 
while watching Netflix; making a tangible difference in policy or patient care is 
a complex endeavor that requires time, expertise, collaborators, data, computing, 
and often patient engagement, and all of these things cost money. Second, few of 
us work in an environment where our clinical margin can finance our research, so 
money from outside of our clinical practice is necessary. Third, funded research 
is highly valuable to institutions, mostly because of prestige and indirects (the 
25–75 cents or so in facilities and administrative fees that are paid to the institu-
tion for every dollar of research funds awarded to the PI). Fourth (likely as a 
result of third), funded researchers are highly respected in academic institutions; 
in fact, research funding is often a criterion for promotion, bonuses, etc.

This chapter will address what line items are commonly found in budgets of 
outcomes research grants (What Costs Money), various sources of research 
funding including government, societies, foundations, and other less-traditional 
sources (Who Has the Money), the types of grants that are funded, such as career 
development versus research grants, and their target audiences (Who Gets the 
Money), an overview of the NIH grant review and funding process (The Road to 
Riches), and some grant writing advice (Selling the Drama). Clearly, a handful 
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of pages cannot begin to cover all of the details and advice that an investigator 
needs to be the Puff Daddy of research funding; but hopefully this will serve as 
a starting point, beyond which the reader is advised to identify one or more well-
funded investigators with a track record of facilitating this process for their 
mentees.

28.1	 �What Costs Money

Young outcomes researchers often ask me if “the kind of work we do is even fund-
able.” In other words, it seems intuitive to anyone that laboratory science would 
need funding: you need reagents, lab equipment, technicians, mice, cells, etc. It 
might seem that “just crunching data” would not follow this model and, as such, 
would not lend itself to traditional funding mechanisms. However, an overview of 
the typical expenses found in outcomes research (and reassurance that, yes, the NIH 
considers these to be “viable expenses”) reminds us that the laboratory funding 
model is not so different from outcomes research.

Even if the research does not involve patient interactions, “crunching data” is 
expensive. Even the data themselves can be expensive, and funding agencies do not 
expect that you have already paid for data. Some datasets (such as claims or phar-
macy data) can cost hundreds of thousands of dollars (although hopefully you can 
negotiate a more reasonable academic cost, often by sparking the intellectual inter-
ests of those selling the data). Additionally, dataset linkages are also time-consuming 
and fundable. Demonstrating feasibility and potential effects in either a small subset 
of the main data, or in data from a different source with similar structure, can suffice 
for preliminary data; there is certainly no requirement to have conducted the entire 
study before applying for the grant. No matter the source, data arrive dirty, and 
require cleaning and extensive exploration to ensure high-quality data prior to the 
primary analysis; again, pilot data can be derived from a subset or a different source, 
and in either case the main data still require this work, which requires the time and 
effort of a research assistant or an analyst (or both).

The analysis itself is often complex, requires computers and statistical software 
(you might have the software, but the licenses might require updating) and, most 
importantly, personnel. For an analysis to be reliable, redundancy is likely required. 
To ensure the best methods are used, analysts are required but not sufficient; faculty 
(typically from departments of biostatistics and/or epidemiology) with extensive, 
published experience in methods relevant to the science are critical, and must con-
tribute enough effort (at least 1.2 calendar-months per year) to demonstrate full 
engagement with the research team. Since a clinical understanding is required to 
inform exploration of the data and the analytical approach, substantial effort from 
the PI and/or clinical experts is also required.

If patients are involved, expenses add up quite quickly. These can include patient 
incentives to participate in the research (gift cards, other tokens, meals) as well as 
expense reimbursement (travel, parking). Research assistants are often required to 
collect the data directly from the patients, abstract data from medical records, and 
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enter data into whatever computing system has been established for capturing the 
data. The data collection system is also an expense of the research; often, the pilot 
study uses a more rudimentary data collection system, and this is expanded once 
funding is secured. As with data analysis, data collection does not just involve those 
collecting the data, but requires supervision, redundancy, and faculty collaborators 
with extensive experience in conducting human subjects research contributing 
enough effort to demonstrate engagement in the process of data collection design, 
subject recruitment and retention, and protection of human subjects.

28.2	 �Who Has the Money

The holy grail of medical research support is the NIH. Readers to whom this state-
ment is a surprise are encouraged to rethink their interest in research. Not only does 
the NIH have the largest budget for medical research ($39 billion in FY2019), it has 
the process of grant review widely considered to be the most robust; as such, achiev-
ing NIH funding, serving on an NIH study section, or even having the letters “NIH” 
on your license plate are considered prestigious in the academic community and 
highly valuable to promotions committees. NIH publishes a Weekly NIH Funding 
Opportunities and Notices newsletter that is well worth receiving through their free 
email subscription. The general type of grants offered by the NIH (Who Gets the 
Money) and the NIH grant review process (The Road to Riches) are discussed in 
more detail below. One major advantage of the NIH is that, in general, for the more 
well-known grants (such as K and parent R01), there is an established payline, and 
if you get the score you get the money, independent of subjective “areas of interest” 
that play a more dominant role in other funding sources.

However, it is also important to be aware of (and seek) alternative (or supplemen-
tary) sources of research funding. The following list illustrates a broad range of 
non-NIH funding opportunities but is undoubtedly incomplete, and the reader is 
encouraged to explore funding opportunities independently and more tailored to the 
individual project.

Three major government-based funding sources specific to medical research are 
the Agency for Healthcare Research and Quality (AHRQ), the Patient-Centered 
Outcomes Research Institute (PCORI), and the Health Resources and Services 
Administration (HRSA). AHRQ functions basically like a “mini-NIH” in terms of 
funding opportunities, grant review, and grant structure; the other agencies use 
their own mechanisms. The Centers for Disease Control and Prevention (CDC) 
also offer occasional disease-specific grant or contract opportunities, and the 
National Science Foundation (NSF) is a staple for science and engineering funding 
that might align well with engineering/medicine collaborations. Recently, the 
Center for Medicare and Medicaid Services (CMS) has introduced some interest-
ing outcomes research and innovation funding opportunities as well. Finally, the 
Department of Defense funds a Congressionally Directed Medical Research 
Program for areas of medicine directly relevant to service members, their families, 
and other military beneficiaries.

28  Funding Opportunities for Outcomes Research



320

Investigators who practice in the VA system (US Department of Veterans Affairs) 
have access to a rich source of intramural VA grants ranging from career develop-
ment awards to large research awards. Those in the VA system are strongly encour-
aged to pursue these funding opportunities, but those outside of the VA system 
unfortunately need to look elsewhere.

A number of foundations offer research funding, mostly in the form of career 
development awards, but some also offer larger so-called “R01-equivalent” grants. 
These include, but are certainly not limited to, the Doris Duke Charitable Foundation, 
Burroughs Wellcome Fund, Robert Wood Johnson Foundation, and the American 
Federation for Aging Research. Disease-specific foundations also include the 
American Heart Association, American Stroke Association, Cancer Research 
Institute, American Gastroenterological Association, Juvenile Diabetes Research 
Foundation, National Pancreas Foundation, American Diabetes Association, and 
National Kidney Foundation. Remember to think “outside of the surgical box” 
about the diseases that require surgical intervention, and consider pursuing funding 
from groups that seek to better understand and treat these diseases. While some of 
these foundations might seem at first glance to be more “medical” (as opposed to 
surgical) or “basic science” (as opposed to patient-oriented research), there are 
many examples of surgical investigators funded by these foundations and 
associations.

Many professional societies also offer funding opportunities to their members; as 
above, some societies that might at first glance seem “medical” have funded surgi-
cal investigators and are well worth pursuing. Surgical societies include the 
American College of Surgeons, Association for Academic Surgery, and Society of 
University Surgeons; specialty surgical societies include the Society for Vascular 
Surgery, American Society of Transplant Surgeons, Society of Surgical Oncology, 
American Pediatric Surgical Association, and many others. Societies that might 
overlap with surgical research also include the American Cancer Society, American 
Geriatrics Society, American Society of Nephrology, American Association for the 
Study of Liver Diseases, and others.

Other funding sources certainly exist but might be less formalized; the lack of 
formality should not discourage the enthusiastic and creative applicant, as inspir-
ing tales of riches and glory can be found by those who seek them. Most institu-
tions have internal career development and seed grants which are, strangely, often 
well-kept secrets (hopefully less so after the writing of this chapter). Some inves-
tigators have forged successful collaborations with insurance companies, state 
Medicaid, or the “hospital side” of institutions to conduct health services research 
that benefits those who pay for (or endure the cost of) medical care; the overlap 
between safety, quality improvement, and outcomes research can often be a strong 
point of leverage. Finally, grateful patients and other philanthropic efforts can 
support the most exciting, fast-paced, high-risk projects that are usually also the 
most high-impact but (unfortunately but not surprisingly) least fundable through 
traditional methods.
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28.3	 �Who Gets the Money

Medical research funding begins with the larval medical/graduate student and 
extends through the furthest reaches of full professorship. The PI of a research 
group should strive for extramural funding across this spectrum; not only does a 
broad portfolio reflect well on a research group and develop a culture of grant writ-
ing and funding, but it also provides a track record and foundation of success for 
those junior investigators able to secure such funds.

Most grants fall into two major categories: career development awards, where 
the unit of funding is the individual (who, of course, proposes to conduct some type 
of research), and research awards, where the unit of funding is the proposed research 
(which, of course, will be conducted by a group of individuals). More technically, a 
proposal for a research award is typically based around a set of specific research 
aims, while a proposal for a career development award adds a layer of training and/
or career development to these research aims. This section will explore these cate-
gories in the context of NIH awards, but similar patterns will be seen in other gov-
ernment, foundation, and society mechanisms.

28.3.1	 �F Awards

The “F” stands for fellowship, but this mechanism includes both predoctoral awards 
(such as F30 student awards) and postdoctoral awards (such as F32 postdoctoral 
fellowships). As a family, the F awards are also known as the National Research 
Service Award, or NRSAs. For medical students pursuing MD/PhDs, the F30 is an 
amazing mechanism that will basically pay for all of medical and graduate school 
tuition, provide a stipend, and even provide some research resources. For surgical 
residents spending “time in the lab” between clinical years, the F32 is an ideal 
mechanism, particularly for those seeking graduate degrees; similar to the F30, it 
provides a stipend (although most likely less than clinical PGY-based salary), 
research resources, and tuition support for a graduate degree. For those who are 
unsuccessful in obtaining an F32, some institutions hold T32 grants which are 
research area-specific and provide similar support while administered through the 
institution (with or without a formal application process). Experienced researchers 
who frequently mentor F-level trainees are encouraged to collaborate with the goal 
of establishing T32 mechanisms if these are not already available at the institution.

28.3.2	 �K Awards

The “K” stands for career development (apparently nobody wants “C-awards”?) 
and in general supports mentored research training at the instructor or assistant pro-
fessor level (such as K01 for PhD-trained investigators, K08 for MD-trained inves-
tigators conducting non-human subjects research including laboratory science or 
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secondary data analysis, and K23 for MD-trained investigators conducting patient-
oriented research) and mentoring at the associate professor level (such as the K24 
mid-career investigator award). Those with established, R01-funded research 
groups who actively mentor might consider the K24 to support this endeavor. 
However, “K awards” generally refer to the first step on the faculty pathway to inde-
pendent research: a junior faculty member starts with some departmental or institu-
tional funding, obtains a K08 or K23, and hopefully eventually bridges the “K to R” 
(see R awards below) transition for independent research funding.

28.3.3	 �R Awards

The “R” stands for research, and these independent research awards include the 
holy grail of all that is research funding in the universe, the R01, as well as 
smaller research grants (R03 and R21). The R01 is not only the holy grail because 
of its resources (in general, up to $500,000 per year for up to 5 years, with the 
possibility for competitive renewal for many years thereafter) and scope (any 
topic acceptable to an institute and interesting to a study section), but also 
because of the consistency with which funding is correlated to study section 
score and the advantages offered to early stage and new investigators (see The 
Road to Riches below).

28.3.4	 �P and U Awards

The “P” stands for program project, and these include the P01 which is basically 
several integrated R01-scope projects “involving a number of independent investi-
gators who share knowledge and common resources.” The “U” has an unclear ety-
mology (at least unclear to this author), comprised mostly of the U01 Cooperative 
Agreements which are NIH-administered multi-center studies where each center 
applies for the funding required for their contribution. In general, the only readers 
of this chapter for whom the P and U awards are appropriate as PI are those readers 
already familiar with them.

28.4	 �The Road to Riches

The NIH pathway to funding is complex but well worth understanding for the sake 
of strategy and sanity. The NIH is divided into a number of disease-specific insti-
tutes, such as NIDDK (National Institute of Diabetes and Digestive and Kidney 
Diseases), NCI (National Cancer Institute), NIA (National Institute on Aging), and 
19 others. The institutes fund the grant applications (which hereafter we will refer 
to as “grants” for convenience and consistency with colloquial precedent), but do 
not necessarily review the grants. There are hundreds of study sections that review 
grants, some of which belong to the individual institutes, some of which belong to 
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the Center for Scientific Review (CSR, another branch of the NIH), and some of 
which are ad-hoc special emphasis panels.

In general, a grant is submitted through a funding opportunity announcement 
(FOA, more below), “accepted” by an institute -- acknowledging that the topic is 
within their mission and that they participate in the particular FOA (this is generally 
pretty straightforward) -- and reviewed and given a score (with or without a study 
section-specific percentile) by a study section. The institute evaluates the score and/
or percentile in the context of (1) the rules of the FOA (including the institute’s 
established payline for R01s), (2) the relative scores of other applications, (3) the 
financial situation of the FOA (i.e. if money was set aside for this particular oppor-
tunity), and (4) the financial situation for the institute (how much money they were 
appropriated and how much they have spent).

The most important distinction is between who reviews the grants and who funds 
the grants. The study section reviews the grant, while the institute funds the grant. 
In the case of most R-grant FOAs (R01s, R03s, R21s), the study section is drawn 
from the CSR. The investigator can request a study section, and in general if this is 
an appropriate request it will be granted; even if a study section request is not ini-
tially granted, there is an appeals process which is occasionally successful and well 
worth trying (after discussing with experienced mentors). As such, investigators 
applying to most R grants are strongly encouraged to research the CSR study sec-
tions both online (the topic areas and rosters are public information) and through 
word-of-mouth. Some R-grants, and most F/K/P/U grants, are reviewed by a study 
section that belongs to the institute rather than the CSR (either institute-specific 
standing study sections, or ad-hoc special emphasis panels); in these cases, investi-
gator request is not applicable.

In general, the R-grants labeled “PA-xx” have no money assigned to them, are 
evaluated by CSR, and draw from the institute’s general budget. Most institutes 
have “parent” FOAs for the R-grants that are not disease-specific (other than the 
mission of the institute) and can be used for all investigator-initiated ideas. Some 
PAs are specific to a disease or a type of research; these still do not have money 
assigned to them, but they indicate a priority for the institute; at the end of the day, 
this just means that if the score is borderline (i.e. not quite under the payline), they 
might be able to use discretionary money to fund it. R-grants labeled “PAR-xx” are 
similar to PAs except they are usually more targeted and more than often use a spe-
cial emphasis panel for review. Finally, R-grants labeled “RFA-xx” have actual 
money assigned to them (that is separate from the institute’s general budget) and are 
usually reviewed by a study section that belongs to (or was ad-hoc created for) the 
institute and/or the FOA.

The R01 has the most comprehensible and predictable (if such is possible with 
the NIH) funding pathway. Other than certain RFAs, PARs, or other unusual cir-
cumstances, an R01 receives a score from the study section, is assigned a percentile 
based on the recent distribution of scores (usually specific to that study section), and 
is selected for funding if the percentile is below the payline for that fiscal year. Each 
institute establishes and publishes a payline, so interpreting the percentile generally 
does not require the statistical rigor that your grant will require. Most institutes 
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establish at least two paylines, one for established investigators and one for new 
investigators, i.e. those who have never received an R01 or R01-equivalent from the 
NIH. Some institutes establish a third payline for early stage investigators who are 
not only new investigators but are within 10 years of their final degree (rumor has it 
that clinicians can make a compelling case that residency or fellowship was part of 
their training, and as such the clock would start after all clinical training). Sometimes 
an institute will also establish a formal payline (either by percentile or score) for 
other mechanisms (such as R21s, K awards, etc.) but these are not nearly as consis-
tent or predictable as the R01 paylines, so conversations with the NIH staff are 
required to make sense of the scores and fundability.

Two recent changes to NIH applications deserve mention. First, all grants are 
now divided into those involving or not involving a clinical trial; clinical trial appli-
cations require extra paperwork (because a 200 page application is not nearly 
enough work), and each FOA specifies if it accepts clinical trials or not. Second, 
investigators can no longer receive more than one grant as ESI (a method that, in the 
past, allowed investigators with more than one hot early-career idea and the drive to 
prepare more than one application at a time to take extra advantage of the ESI pay-
lines). Of course, the NIH is always changing and it is critical to stay up-to-date on 
NIH policies.

28.5	 �“Selling the Drama”

(Ed Kowalczyk of Live, April 26, 1994)

It is well beyond the scope of this chapter to describe the ninja skills required to 
identify an important, innovative scientific endeavor and present it in a compelling 
way to a room full of critical, likely somewhat cynical individuals who review about 
10× as many grants as are funded. The skills are also specific to the research 
approach: for example, review of a secondary analysis might focus on the analytical 
approach and data quality, while that of patient-oriented research might focus on 
recruitment feasibility and measurement error. A good place to start might be an 
institutional or society grant writing course, and careful review of many already-
submitted grants from your colleagues.

In general terms, it is important to remember that most grant applications come 
with very detailed instructions, and it is actually important to read these instructions 
carefully. Violations of page limits, margins, font sizes, organization of the grant, 
letters of support or recommendation, and other seemingly trivial issues are easy 
ways to get a grant rejected before it even has the chance to take up a study section’s 
time. Similarly, in light of the number of applications that each study section mem-
ber has to read, it is important to make it easy for them to like the application, both 
in terms of formatting (organize thoughts into clearly labeled subsections, leave 
space, use figures and tables to break the monotony of text) and content (explain the 
importance of the research, support the feasibility and likely success of the 
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proposed science with preliminary data, clearly describe the approach so that the 
reviewers can actually imagine how the research will be conducted, and identify 
potential problems that might arise and how they might be addressed). Finally, the 
overview (the specific aims page of an NIH grant, for example) is critical and must 
“sell” the grant; many reviewers will not read past a poor overview (usually because 
they have 50 other grants to read), and those who do will already have a bad impres-
sion of the grant which is likely not recoverable.

A research grant (R-grant in NIH terms) involves the identification of a signifi-
cant knowledge gap in the field, an approach likely to address this knowledge gap, 
and a prediction of how the findings might affect patient care (or policy). A career 
development grant (K-grant in NIH terms) involves these elements but with a (very 
important) parallel layer for the investigator in training: the significant knowledge 
gap in the field must parallel a knowledge (training) gap in the investigator, the 
approach likely to address the knowledge gap must also teach the investigator a new 
set of skills, and the prediction of how the findings might affect patient care must 
parallel short-term and long-term career goals for the investigator. The career devel-
opment and training layer of a career development grant should not be taken lightly, 
and is more often than not the Achilles’ heel of the grant.

Examples of successful grants abound, and investigators are encouraged to 
learn from these examples. Almost every funding source publishes a list of previ-
ous recipients, and many grant recipients (particularly those in one’s own institu-
tion, field, or collaborative network) are willing to share parts of their applications. 
The NIH goes one step further with NIH RePORTER (Research Portfolio Online 
Reporting Tools), a database of all funded grants, searchable by name, institution, 
department, topic, mechanism, and other characteristics; most importantly, the 
database also includes the narrative for each application which usually lists the 
specific aims and other critical elements. A read through NIH Reporter is a worth-
while lesson in what topics and approaches are “fundable”, how research can be 
framed in a compelling manner, and how to align a work scope with a funding 
mechanism. Furthermore, a creative use for this resource is the identification of 
mentors and collaborators; for example, those writing K-grants can search their 
own institution for R01-funded investigators with expertise in the areas where they 
are hoping to train.

28.6	 �“You See What You Look For”

(Stephen Sondheim, April 26, 1970)

The research funding environment is increasingly competitive and frustrating. 
That said, there are still billions of dollars out there for research funding (that’s a 
lot of Benjamins), and the emphasis on research directly applicable to patient care 
and policy (such as outcomes and other health services research) is growing. The 
classic NIH pathway of F32 to K23 to R01 is still very feasible for those with 
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persistence, mentorship, institutional support, and a research trajectory that lends 
itself to NIH funding. Others will find success through foundations, philanthropy, 
and other creative funding pursuits. Most everyone will have more failures than 
successes, most grants will require resubmission, and most successfully funded 
researchers submit multiple grants every year and seem almost more proud of their 
failures than their successes. In the context of these somewhat painful but still 
hopeful realities, let us never forget that the only grant with no chance of success 
is the grant not submitted.
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29Principles of Writing K and R Grants

Rachel E. Patzer

Abstract
The ability to obtain extramural funding, including National Institutes of Health 
(NIH) grants, is critical for any health services researcher. Developing and then 
maintaining a health services research laboratory requires funding to conduct the 
research and/or the hiring of core team members who will help to conduct the 
research. Grant writing is an important skill. Researchers must not only have 
novel and innovative ideas, but also communicate these ideas in a clear and con-
cise manner while following a particular format that grant reviewers expect.

The purpose of this chapter is to summarize the important considerations for 
writing career development (K-level) and research project (R-level) grants for 
federal institutes relevant to health services research, with a focus on the NIH. 
Sections will explore tips for obtaining health services research funding at the 
NIH, and selecting HSR-related study sections. The chapter will also detail the 
specific sections that must be written for K and R grants (e.g., specific aims, 
significance, innovation, approach) and sections unique to K grants (e.g., candi-
date background, mentor statement, etc.). This chapter will also provide tips for 
addressing common pitfalls of health services research grants and general strate-
gies for grant writing.

29.1	 �What Federal Institutes Fund Health Services Research?

According to the National Academy of Medicine’s 2018 publication “The Future of 
Health Services Research” health services research funding exhibited a 4.6% com-
pound annual growth rate between 2004 and 2011; this funding is aggregated from 

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28357-5_29&domain=pdf
mailto:rpatzer@emory.edu


328

sources including the National Institutes of Health (NIH), health services industry, 
the Agency for Healthcare Research and Quality (AHRQ), foundations, and other 
federal funding sources. The total annual funding estimate for health services 
research was ~$2.5 billion in fiscal year 2017, with NIH funding representing 
approximately two-thirds of total funding. However, this is still a minority of the 
~$37 billion funded by NIH annually. AHRQ, an NIH-independent federal agency 
within the Department of Health and Human Services, is typically considered the 
home of health services research. However, AHRQ’s funding allotment has declined 
across its 30+ year history and remains miniscule (~$416.6 million in 2017) com-
pared to the NIH [1]. In addition, several federal proposals have been presented to 
the Department of Health and Human Services to eliminate AHRQ or consolidate 
the agency within the NIH or other institutes. For example, upon passing of the 
Affordable Care Act, AHRQ’s prior responsibility for conducting comparative 
effectiveness research was reassigned to the newly formed Patient Centered 
Outcomes Research Institute (PCORI) in 2012 [2]. This chapter primarily focuses 
on NIH grant funding because it is the primary funder of health services research, 
but many of the same tips will apply to other funding sources.

While the majority of the 27 institutes comprising the NIH fund health ser-
vices research proposals, some institutes are more engaged in funding health 
services research than others. Each institute has a strategic plan, and institutes 
with plans that specifically mention health services research are the most promis-
ing to target for the purposes of grant funding. For example, the National 
Institutes of Minority Health and Health Disparities (NIMHD) includes a vision 
to raise “national awareness about the prevalence and impact of health disparities 
and disseminate effective individual-, community-, and population-level inter-
ventions to reduce and encourage elimination of health disparities,” which 
emphasizes health services research approaches to addressing health disparities. 
Other institutes also have a portfolio of funded research that includes health ser-
vices research [3].

Selecting an NIH institute may be simple if you are targeting a specific patient 
population (e.g., cancer—submit to the National Cancer Institute (NCI); kidney dis-
ease—submit to the National Institute of Diabetes and Digestive and Kidney 
Diseases (NIDDK), etc.). However, if you are targeting a health system (e.g., hospi-
tals, emergency rooms, etc.) that treat a diverse group of patients, you will need to 
put more thought into which institute may be the most appropriate. Start by review-
ing the various missions of each institute and potentially target one that is not 
disease-specific. For example, despite a broad population, you could narrow your 
research focus to an older population and target the National Institute of Aging. It is 
also a good idea to examine funding paylines (funding cutoff points for grant appli-
cations) by each institute, grant type (e.g. K01 vs. R01), and the number of awarded 
grants per institute. While not all institutes publish paylines, it is a component worth 
exploring because substantial variability exists in funding competitiveness by insti-
tute (e.g., in FY2016 the National Heart, Lung, and Blood Institute (NHLBI) funded 
48% of K01 grants vs. 19.2% at NCI). It may be in your best interest to select the 
institute with the best payline to increase your odds of funding. It is also important 
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to note that success rates vary from year to year, so applicants may want to exercise 
caution in solely using these data to drive their submissions.

29.2	 �Selecting a Study Section

Regardless of the NIH institute you target, it is worthwhile to request your preferred 
study section in your application. You will want to request that your grant applica-
tion is reviewed by health services researchers who understand and value the impor-
tance of the field. In the cover letter to your grant submission, you can specifically 
request the study section of your choice. Although there is no guarantee your request 
will be honored, it may be particularly important to request a study section if you 
are submitting to an institute that typically only funds a small portion of health ser-
vices research or whose mission does not specifically state its commitment to the 
field. If the methodology in your proposal is highly specialized, such as microsimu-
lation modeling, you can also request reviewers with that particular expertise.

A complete list of NIH study sections is available on the Center for Scientific 
Review website (in addition to other useful resources about the grant review pro-
cess) [4]. There are a variety of relevant health services research study sections, 
which are primarily clustered under the Healthcare Delivery and Methodologies 
(HDM) Integrated Review Group (IRG). The HDM IRG is a multidisciplinary 
review group that typically consists of a wide range of clinical, community, and 
population research studies that “examine the sociocultural, economic, environmen-
tal, and infrastructure factors that influence the delivery of health care, patient out-
comes, population health, and health policies.” The topics vary from acute to chronic 
health issues, and may focus on the individual patient, communities, populations, 
families, or health systems. The HDM study sections also review studies that pro-
pose new research methodology, such as novel analytic approaches relevant to 
health services, behavioral, and social science research. Within HDM, study sec-
tions include those detailed in Fig. 29.1. A complete list and description of study 
sections can be found online (https://public.csr.nih.gov/StudySections).

29.3	 �Identifying the Appropriate Funding Opportunity

Once you identify the appropriate NIH institute (or institutes) to target your proposed 
research, you will need to identify which grant mechanism is the most appropriate for 
you. This depends on the stage of career you are in (e.g., early, mid, or senior-level) as 
well as the stage of your research (i.e. how much preliminary data you have). There 
are NIH awards available for each stage in your career (T32, F32 for pre- and post-
doctoral fellows, K-level mentored career development awards, mid-career transition 
awards, and investigator-initiated R-level grants) (Fig. 29.2). Each institute will have 
a list of current funding opportunities posted to their website. These will likely include 
program announcements (PA) that designate priority areas for particular funding 
mechanisms in specific areas of science and research funding announcements (RFAs) 
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Healthcare Delivery and 
Methodologies 
Study Design

Collect, integrate, analyze, and 
interpret multi-platform clinical and 
biological data to support clinical 
decisions, and applications that 

develop, validate, and use the digital 
health, informatics technology, and 

computational rnethodology in 
healthcare services.

Clinical management of patients in 
community, primary care and 

home-based settings.

Develop and test the efficacy and 
effectiveness of community-level 

interventions aimed at preventing or 
moderating health risks and/or 

adherence to disease treatments across 
me lifespan.

Development and validation of clinical 
informatics tools and methods for health 
care delivery, and on processes for the 

collection, analysis, communication, and 
use of health data.

organization, delivery, and utilization 
of health care services, as well as 

health outcomes specifically related 
to health services. 

Biomedical Computing 
and Health Informatics

Clinical Management of 
Patients in Community- 

based settings 

Community Level Health 
Promotion 

Small Business: Health 
Informatics Special 

Emphasis Panel

Health Services 
Organization and Delivery

Hearth Disparities and 
Equity Promotion 

Nursing and Related 
Clinical Sciences

Community Influences of 
Health Behavior

Dissemination and 
Implementation Research

Societal and Ethical 
Issues in Research

Address, reduce or eliminate health disparities 
and improve equity related to access to care, 

treatment, or healthcare outcomes. Additionally, 
social determinants of health, systemic 

influences contributing to health disparities, 
and health equity improvement in specific sub- 

populations.

Clinical management of patients. 
Studies should have clear patient 

care implications or be closely 
associated with clinical practice.

How community-level factors prevent or 
moderate health risks and behaviors. May 

examine community-level social, cultural, and 
environmental risk factors and processes and 

their relationships with a broad range ot 
outcomes.

Dissemination and implementation of 
knowledge from scientific discovery to 
transform healthcare delivery, improve 

health outcomes and manage acute and 
chronic illness.

Ethical issues in human subjects’
research, clinical decision making, 
clinical trials, and recruitment. In 

addition, SEIR reviews historical, policy, 
and philosophical inquiry about the 

ethical, legal, and social implications of 
human genetics.

Fig. 29.1  Health services research study sections

Career Development Timeline

Pre-Doctoral Training

e.g. Undergraduate/graduate school, professional 
school (medical, dental, nursing)

Post-Doctoral (Mentored) Training

e.g. post-doctoral fellowships, post-graduate clinical 
training (residency)

Early/Mid-Career Investigator

Senior (Established) Investigator

NIH Funding Mechanisms

Fellowship (F series) grants
Training (T series) grants
R15: NIH Academic Research Enhancement 
Awards (for undergraduate/graduate students)

K01: Mentored Research Scientist Career 
Development Award
K08: Mentored Clinical Scientist Research 
Development (for clinicians)
K23: Mentored Patient-Oriented Career 
Development Award (HSR-focused)
K25: Mentored Quantitative Research Career 
Development Award

K12: Clinical Scientist Institutional Career 
Development Program Award (for clinicians)
K18: Research Career Enhancement Awards for 
Established Investigators
K24: Midcareer Investigator Award in Patient- 
Oriented Research (HSR-focused)
 K26: Midcareer Investigator Award in Biomedical 
 and Behavioral Research

K05: Senior Research Scientist Award
R01: NIH Research Project Grant Program 
(generally 3-5 year awards)
R03: NIH Small Grant Program (limited funding, 
max 2 years) 
R21: NIH Exploratory/Developmental Research 
Grant Awards (ideal for pilot studies)
R34: NIH Clinical Trial Planning Grant 
R41/R42: Small Business Technology Transfer 
(ideal for funding technology development)
R43/R44; Small Business Innovative Research 
(research for commercial products)
U01: Research Project Cooperative Agreement 
(requires substantial programming involvement 
by funding institute)

Transitional Funding Mechanisms

K02: Independent Research Scientist 
Development Award (for additional 
protected time for early scientists 
with research funding)

K22: Career Transition Award (2-  
phase mentored to independent 
research award)
K99/R00: Pathway to Independence 
Award (for high-level post-doctoral 
researchers)

•
•
•

•

•

•

•

•

•

•

•
•

•

•

•
•

•

•

•
•

•

•

Fig. 29.2  Appropriate funding opportunities by career and research stage
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or funding opportunity announcements (FOAs). PAs have standard due dates that are 
published on the NIH website, and RFAs typically have only one deadline. RFAs are 
ideal because they indicate that the institute has set aside a specific amount of money 
for work in this area. A weekly subscription to the NIH e-TOC (Table of Contents) is 
a useful way to stay informed about new grant opportunities and funding announce-
ments. Always be sure to read the funding opportunity instructions carefully to deter-
mine programmatic fit and eligibility criteria. If you believe you are eligible and your 
proposed research is a good fit, start by sending an email to the designated program 
official (PO) listed on the application with a brief description of yourself and your 
proposed work; also request a phone call to speak with the PO. Include an updated 
biosketch (more below) in this email so the PO has background information about 
your experience. If you have draft specific aims at this point, you could also include 
your draft aims to help provide additional information. This conversation ideally 
occurs at least several months in advance of the deadline to help you determine the 
potential fit of your idea with the grant mechanism or opportunity. The PO can help to 
ensure that your topic fits within the mission of the institute, and s/he can also help to 
identify the appropriate study section to request and provide guidance on potential 
scope of the proposed work. PO’s at the NIH are your advocate, are extremely expe-
rienced, and are usually very approachable and responsive.

29.4	 �General Strategies Before You Start Writing

Once you identify an appropriate target grant and have a deadline, contact your office 
of sponsored programs (OSP) or research administration services at your institution. 
OSP will have internal deadlines that are earlier than the stated grant mechanism 
deadline, and it will be helpful to work with your research administrators as early as 
possible to ensure you meet these deadlines. If you plan to work with other institu-
tions or have subcontracts, your deadlines are likely even earlier (especially for final-
izing the budget and personnel sections of the submission). Early on in the grant 
writing process, it is beneficial to set up a timeline as early as possible so that you can 
manage all of the grant components. This timeline should not only include a list of 
all main sections of the grant (e.g., Specific Aims, Significance, Approach, etc.) but 
also the other components that are required and can take substantial time to put 
together (e.g., budget, biosketches, planned enrollment tables, facilities and resources, 
protection of human subjects, letters of support, etc.). Note in the grant application 
instructions if there is a letter of intent deadline. While not always required, this 
should be submitted if it is recommended as it helps the institute understand the pro-
posed work and give them sufficient time to identify qualified reviewers.

Another tip—if possible, try to identify an example of a previously funded grant 
to give you insight into expected format, content, and scope. For example, if you are 
targeting a career development award, find someone who (relatively recently) 
received this type of grant. It is an added bonus if the example grant is also from 
the same institute that you are targeting, or at least a health services research grant. 
The NIH has a particularly useful online resource called the Research Portfolio 
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Online Reporting Tools (RePORTER) that you can use to give you an idea of suc-
cessfully funded grants [5]. You can even filter grants by study section or institute to 
see what topics were previously funded by each group. This may also be used as a 
mechanism to identify individuals within your own institution that have received 
grants from certain NIH institutes. Additionally, this tool can help you identify 
mechanisms that you may be able to approach to ask for a funded grant example or 
general advice about grant submissions.

29.5	 �Career Development Award—The K Grant

The purpose of the mentored career development award (e.g., NIH K grant) is to 
gain research expertise in a new area that will enhance your research capabilities. 
The career development award is intended to prepare you for an independent 
research career with formal guidance from a mentor and/or advisory team. NIH K 
awards provide protected time (typically 75%) from clinical, teaching, and/or 
administrative duties to focus on building your research portfolio and developing 
your skill sets (e.g., by learning new methods, taking coursework, etc.) to help 
you conduct your proposed research. It is important that you identify some kind 
of new training that you will receive. If you are new to the field but hope to 
become a health services researcher, an ideal example may be proposing to obtain 
a formal degree (e.g., Master’s in Science of Clinical Research (MSCR) or a 
Master’s in Public Health) during the protected time of the award to learn new 
skills (e.g., epidemiology, biostatistics, behavioral sciences, etc.). If you have a 
doctoral degree in these areas already, you could propose completing various 
training courses instead (e.g., NIH training institute for Dissemination and 
Implementation Research in Health, or a training institute on pragmatic trials to 
supplement other specific coursework that may be relevant to your proposed 
research). In your application, it is important to establish how this new training 
will advance your career as well as the science you propose.

The NIH website has a very helpful NIH K Research Training and Career 
Development component (formerly known as the K Kiosk) for identifying which K 
grant is appropriate given your background and career stage [6]. Typical K grants 
are mentored research scientist grants (K01) for those with a PhD, mentored clini-
cian scientist (K08) grants for those with an MD, and mentored quantitative research 
development grants (K25) targeted for engineers or quantitative scientists. Of note 
for health services researchers is the K23, which is a mentored patient-oriented 
research career development award intended to support clinical investigators dedi-
cated to patient-centered research. In addition, an excellent option for those who 
may not quite be ready for an NIH K grant is an institutional K (e.g., KL2) grant, if 
available at your institution. These grants are available through institutions that have 
a Clinical and Translational Science Institute, or CTSA, and provide 2 years of pro-
tected time and coursework (e.g. completion of an MSCR degree), with the expecta-
tion that candidates apply for an NIH career development (K) award in their second 

R. E. Patzer



333

year of the program. Foundations or societies also may have career development 
grants targeted to junior faculty (e.g., American College of Surgeons research career 
development award, Society of University Surgeons, etc).

When contemplating whether a career development award is right for you, it is 
essential to ensure you meet eligibility criteria and that you have the support of your 
department. This is particularly important for surgeons who are 100% clinical and 
already in a faculty position and for whom department chairs must arrange a neces-
sary cost share. Ideally, research time and intentions for an NIH K-grant are dis-
cussed prior to beginning a faculty position. Institutional support of the candidate, a 
scorable criterion for review, is important to show to reviewers. A letter of support 
from your department chair expressing commitment to providing protected time for 
a career development award is vital to your application.

There are restrictions in OSP to ensure eligibility. For example, some career 
development awards are restricted to US citizens or permanent residents, and many 
have explicit requirements on the maximum number of years from completion of 
post-doctoral training. Each NIH institute will have more details about maximum 
budget, eligibility, and instructions listed on the PA for each K mechanism. Other 
“requirements” for K awards may not be explicitly stated in the application but will 
most likely be critiqued in a review.

The scorable sections of most NIH career development grants include the 
Candidate, Career Development Plan/Career Goals & Objectives, the Research 
Plan, the Mentor(s), and the Environment and Institutional Commitment to the 
Candidate (Table  29.1). Many foundation or society career development awards 
require similar sections. It is important to gauge from your mentor and other expe-
rienced researchers in the field (preferably those who have reviewed career develop-
ment awards) whether you are competitive for a K. For example, some K awards 
favor candidates who are in faculty positions. If you are a post-doctoral fellow 
applying for a K grant, most reviewers will look for a letter of support from your 
institution stating that you will have a faculty position that is not contingent upon 
receiving this grant. Positions such as Assistant Professor will be viewed as more 
competitive than staff scientist, even if you are technically eligible with either title. 
Your publication record will also be scrutinized; for example, reviewers will look to 
see if you have at least one publication on the topic you propose in your application 
and at least one publication with your proposed mentor and/or mentoring team.

Table 29.1  NIH review criteria for K vs. R grants

Career development (K-type) grant Research project (R-level) grant
Candidate Significance
Career Development Plan/Career Goals Investigator(s)
Research Plan Innovation
Mentors, Co-mentors, Collaborators, Consultants Approach
Environment & Institutional Commitment to 
Candidate

Environment
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29.6	 �Research Project Grant—The R01 Grant

The traditional path for researchers is to receive a K, and then an R-level grant. 
Typically, those with a career development award will apply for an R-level grant a 
few years into the career development award (or once they have published results 
from the K grant). Those who have completed their terminal research degree or 
post-graduate clinical training within the past 10 years and who have not previously 
competed successfully as a PI for an R01 or an R01 equivalent can qualify for early 
stage investigator (ESI) status. Of note, NIH will consider requests to extend ESI 
status for reasons such as family care responsibilities, disability, and other cases 
determined at the sole discretion of the NIH. The status should appear at the time of 
submission, so investigators should ensure that their status is correctly marked on 
their ERA Commons profile. Be careful if it is your first R01 submission and you 
submit as multi-PI (two PI’s). You will only qualify if both PIs have ESI status. Of 
note, if you are successful in receiving the R01, you will lose your ESI status once 
awarded [7–9].

29.7	 �Importance of the Biosketch

Your NIH biosketch is critically important for any NIH grant and is accounted for 
in the scoring of grants (including the candidate section for career development 
grants, and the investigator(s) section for R-level grants). Instructions and examples 
are provided on the NIH website [10], but it may help to obtain an example from 
someone who has been previously awarded NIH funding. If this is your first grant 
application, ensure that your mentor takes the time to provide edits and critical 
feedback on your biosketch (and other sections of the grant, of course!). Your per-
sonal statement in the biosketch should detail why you are qualified to lead the 
project and receive the award (state the actual mechanism to personalize the bios-
ketch, e.g. “I plan to use the training and experience from this K01 award to estab-
lish an independent career as a health services researcher focused on implementing 
evidence-based interventions to improve gaps in the care of surgical patients with 
complications, etc.”). The personal statement should also include relevant aspects of 
your prior training, gaps in your current training that necessitate a career develop-
ment award, and your prior experience in the field. You may also use this opportu-
nity to describe any gaps or limitations in your past productivity (e.g., family 
obligations, active military service, illness, etc.). You can (and should) also high-
light up to four relevant publications to the proposed research and, ideally, provide 
examples of prior publications with your mentor and/or mentoring team to show 
established collaborations. The personal statement should not exceed the first page 
of the biosketch, should be confident but not boastful, and should be succinct.

Other sections of the biosketch are also important (Positions and Honors, 
Contributions to Science, and Research Support), but reviewers will likely focus on 
the personal statement as a way to succinctly summarize some of the key aspects 
that are in the rest of the biosketch. It is critically important that, as the Principal 
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Investigator, you ensure the biosketches of your coinvestigators (and/or mentors) 
have also been personalized to match your grant and that each coinvestigator and/or 
mentor specifically states their role on the proposed research (e.g., “I will serve as 
the primary mentor for the candidate and oversee all aspects of the training and 
career development plans, as well as the research aims”).

29.8	 �K Grant: Candidate Background and Goals  
for Career Development

The candidate’s background is the first sub-section of the candidate section. Typically 
written in the first person, the background is meant to be a brief (typically one or two 
paragraphs) overview of your research and/or clinical training experience and your 
motivation for continuing this training/research with the career development award. 
This subsection is primarily a personal essay that also includes scientific informa-
tion, your prior findings, and your research goals. The candidate information section 
will overlap with the biosketch personal statement, but can elaborate more on your 
personal experiences and how they have led you to become an ideal candidate for this 
career development grant. Highlight your current strengths, the needs of your 
research, and the training gaps that must be addressed to ensure you develop exper-
tise to close those gaps and become an independent investigator.

The second sub-section of the candidate section is the section on career goals and 
objectives. This section is typically about 1 page in length. The first part of this section 
should summarize your past scientific history and how a potential career development 
award can help bridge your past and future career development. What are some con-
sistent themes you can draw from your experiences that motivates you to continue 
your research? The next paragraph can describe your long-term goals. For example:

•	 My long-term career goal is to become an independent health services research 
investigator performing research to improve the dissemination and implementa-
tion of evidence-based interventions to improve access and outcomes of patients 
with end-organ failure requiring transplant surgery.

It is important to make clear in this section that this career development award 
will not just be a continuation of your post-doctoral work under your mentor; pro-
vide justification for how this award can help you grow into an independent investi-
gator. It is possible you could be criticized in the review if your research is too 
similar to your mentor’s research. Your short-term training goals related to this 
career development grant should fit within your longer-term career goals, and can 
be stated in relation to the goals of this proposal (e.g. “specific objectives of my 
career development plan are to…”). This section should provide justification for the 
necessary skills or training you need to achieve your career goals. Successful candi-
date sections often clearly list the domains in which they intend to obtain more 
training. The most common number of domains to propose for new training is 3–5. 
For those pursuing a health services research career, this could include new training 
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in qualitative or quantitative methods, training in pragmatic trials, survey design, 
implementation and dissemination methods, methods in health policy and econom-
ics, etc. The domains should be relevant to your proposed research plan (e.g., if you 
propose to conduct a survey in your research proposal, a training domain in survey 
research is appropriate). Beyond specific methodology, training domains on scien-
tific and grant writing and responsible conduct of research are largely applicable to 
most applications and should be included. This section can also answer how the 
specific training and career goals for this proposal will be able to help you accom-
plish your research questions. It could also help to provide a table so reviewers see 
a clear, concise summary of your career goals for this section (Table 29.2).

The third sub-section is the candidate’s plan for career development/training 
activities during the award period. This section should include details on your men-
toring team, as well as the specific training you will receive for each training domain 
you have proposed in your goals section. For example, you could start with 
Structured Mentorship, and summarize in 2–3 sentences the expertise that your 
mentorship team brings to complement your background, career goals, and proposed 
research aims. Next, provide detail of each mentor, starting with the lead mentor:

•	 Dr. Jane Doe, MD, PhD (Primary Mentor)—Dr. Doe is a Professor of Surgery 
and Epidemiology, and the Director of Health Services and Outcomes Research 
for the Department of Surgery. She has an international reputation for her work 
in patient-reported outcomes and quality metrics. She has been the Principal 
Investigator of numerous R01’s examining hospital quality and outcomes, and 
has been continuously funded by the NIH for the last 15 years. Dr. Doe has a 
successful track record for mentorship (primary mentor for 5 K-level awards and 
7  F-level awards) as well as >15 trainees at the post-doctoral level over her 
career. For this proposal, Dr. Doe will provide guidance and training in grant 
writing, qualitative methods, and patient-reported outcomes. Dr. Doe has com-
mitted to weekly face-to-face mentorship meetings, in addition to contact by 

Table 29.2  Example Table from Career Development Award: Summary of goals for career 
development

Proposed training 
domain Prior training

K award scientific and 
training objectives

Long-term career 
objectives

Behavioral research 
methods

Introductory 
behavioral sciences 
class in Master’s 
degree

To study the association 
of hospital volume and 
outcomes by surveying 
hospital leaders and….

Establish an 
independent 
research career in 
health services 
research

Dissemination and 
implementation 
research methods

No prior training To develop expertise in 
the implementation of 
evidence-based 
interventions…

To implement 
evidence-based 
interventions in 
clinical practice

Scientific and grant 
writing

Published 3 first-
authored papers; 
informal training from 
mentor

To improve technical 
skills in scientific and 
grant writing

To develop an R01 
on…
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telephone and email as needed, to discuss the research protocol, review study 
progress and career development, plan future grant proposals, and a plan for dis-
semination of my research with peer-reviewed publications.

This section should complement the mentor statements of your mentoring team 
and/or advisory committee members. Note, anyone described in this section should 
also have a biosketch included in the application. Be cautious about proposing to utilize 
mentors that are not at your institution. This is typically not a good idea, especially as 
a primary mentor. If you do include a co-mentor or advisory committee member from 
another institution, you will need to justify to the reviewers why this is critical, and why 
the mentor would be willing to do this. A strong letter of support and evidence of prior 
collaboration would be necessary to ensure the environment is supportive.

This section should also elaborate on the specifics of your previously stated 
training domains that are critical to your success as an independent investigator. 
Within each of these training domains, state your intended method for how you will 
obtain this training. This could include didactic training in formal coursework, 
training institutes that may be on or off campus, and/or any additional training. You 
can provide an overview of the new methods and skills you propose to learn, and 
bullet or list each of the training domains to provide the details of the structured 
training (e.g., didactic coursework including course numbers/names, seminars, lab 
meetings, conferences, etc.). For example, you could describe how you will obtain 
specific experience on methodology of pragmatic trials by attending an NIH work-
shop on the topic and by attending bi-monthly lab meetings of one of your mentors 
who has expertise and ongoing research projects in this area). Details about the tim-
ing of these activities, including how much time and effort you will spend on each 
activity, should be explained. The most informative way to communicate all of this 
detail is in a table (e.g., Table 29.3 shows an example for the first 2 years).

Table 29.3  Example Table from Career Development Award: Career development timeline

Year 1 Year 2
Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4

Formal coursework
Behavioral research 
methods (goal 1)

EPI 540
MSCR 591

Comparative 
effectiveness/medical 
decision making (goal 
2)

CMS Medicare 
Data Workshop;
MSCR 761;
MSCR 509

HPM 522

Health information 
technology (goal 3)

HLTH 3100P HLTH 3101P NIH 
mHealth 
Institute

Clinical trials (goal 4) MSCR 520,
MSCR 591

Responsible conduct of 
research (goal 5)

(continued)
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Table 29.3  (continued)

Year 1 Year 2
Q1-Q2 Q3-Q4 Q1-Q2 Q3-Q4

IRB rotation X
Key concepts in clinical 
research for 
investigators

X X

Research matters 
seminars (office of 
clinical research)

XX XX XX XX

Professional development
Local seminars Surgery Grand Rounds (weekly), Lab Meeting (weekly), School of 

Medicine Health Services Research Group (monthly)
National conferences Academy Health, American Society of Transplantation, Surgical 

Outcomes Club (each venue annually)
Research plan
Develop predictive 
models (Aim 1)

XX

Focus groups (aim 2) XX
Feasibility study (aim 3) XX XX
Close-out
Data analysis XX
Publication XX XX
Grant writing Institutional 

Seed Grant 
Submission

NIH R03 
submission

Structured mentorship
Weekly meetings with 
lead mentor

XX XX XX XX

Monthly/bi-monthly 
meetings with 
co-mentors

XX XX XX XX

Quarterly meetings with 
advisory committee

XX XX XX XX

Clinical and teaching responsibilities (25% time)
Weekly subspecialty 
clinic

XX XX XX XX

Attending for weekly 
surgery resident clinic 
4 h/week (career goal 1)

XX XX XX XX

29.9	 �K Grant: Mentor, Co-mentor, Consultant,  
Collaborators Section

One of the most important aspects for mentored career development awards is find-
ing the appropriate mentor. Ideally, this is a highly accomplished senior academic 
researcher with substantial experience (including a long history of NIH funding and 
prior experience mentoring junior faculty). Ideally, your mentor has a stable 
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financial environment to ensure you will have the support you need. While a history 
of R01 funding is ideal, this is not necessarily required of a successful mentor. Most 
importantly, the mentor should be 100% committed to you, your proposed research, 
and your career development. This high level of support must be communicated 
clearly in the mentor statement.

The overall objective of the mentor statements section is for the mentor(s) to 
clearly describe how the candidate’s research career will be enhanced by this career 
development award. The mentor should detail the plan for the candidate’s training 
and career development, the source and support for research, the nature and extent 
of supervision, and the mentor’s commitment to the candidate’s development, 
teaching and research load. It is also important to emphasize other responsibilities 
of the candidate (to ensure they will have 75% protected time), and the plan for 
transitioning the candidate to career independence. The mentor statement should 
also describe the mentor’s previous experience as a mentor (e.g., number of prior 
trainees, number of successful career grant recipients, etc.).

It is important that this section complement the candidate’s background and 
career goals sections. After discussing the specifics with your mentoring team, it 
may help to provide a detailed outline with the specifics of what you agreed on in 
the mentoring plan to ensure consistency across the grant application. If you have 
additional mentors, they can include additional material as needed to the same doc-
ument (max of 6 pages). Of note, letterhead is not necessarily required for the men-
tor statement, but is required for consultants, collaborators, or contributors.

29.10	 �K and R Grant—Research Plan

The research plan for a K grant can follow the same advice as for R-level grants, but 
the scope should be substantially smaller and allow for the time you need to obtain 
appropriate training to conduct the proposed research. This section consists of spe-
cific aims, significance, innovation, and approach. These are uploaded as two sepa-
rate files: specific aims (1 page), and research strategy (12 pages).

29.10.1  �K and R Grant—Specific Aims

Hopefully you have reviewed several examples of successfully funded grants and 
their specific aims, as this is the most helpful way to get started with these sections. 
The importance of the specific aims page cannot be overstated. It is the most impor-
tant document of your entire grant application, so it needs to make a big impact. If 
you are fortunate enough to have your grant discussed at study section, this may be 
the only document (perhaps with your biosketch) that other reviewers will read 
while your proposal is being discussed. You should start drafting your aims page 
early and perfect it (after obtaining input from your mentoring team and the pro-
gram officer) before continuing with the rest of the research plan. Remember that 
the research you propose in your specific aims should represent a new and expanded 
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direction in your work. You should have a good amount of preliminary scientific 
support from other researchers as well as from your previous work.

Generally, the specific aims page should start with a brief paragraph establishing 
the problem. To address the population health impact, use absolute (not just relative) 
numbers (e.g., epidemiology of the disease or condition should be detailed using the 
incidence or prevalence of the disease). Be specific—use numbers—and cite your 
examples. The second paragraph should detail the knowledge gap in the problem 
you discussed in the first paragraph. Cite any sentinel studies as well as any of your 
own studies that may be relevant and can help establish feasibility and/or expertise 
in this area, and then state what is known and not known. This is where you will set 
up the third paragraph of how your study will address these important knowledge 
gaps, and answer a critical question that is important and novel for the field. You can 
preview your innovative approach here about how you will address these important 
knowledge gaps. It is ideal if you can also bring this back to the FOA or the institute 
you are applying for (you could even quote here how this is relevant to the specific 
funding announcement). Be sure to state somewhere in these paragraphs your long-
term objective, as well as the objective of this grant. Next, you will list your specific 
aims (typically 2–3 aims), which should be as brief and specific as possible and will 
convey your outcomes and your hypotheses. Specify the aim in bold, and then detail 
the methodology that will be used to answer the aim (e.g., data sources, total num-
ber of patients/hospitals/clinicians you will study, the study design, time period, 
outcome(s)). The primary outcome must be crystal clear. Make sure your hypothesis 
is clearly stated. Some critical problems with aims: too many aims that make the 
work seem infeasible, subsequent aims are dependent on the prior aims, aims that 
are overly ambitious, and aims that have very little to do with one another to fit 
within the overall objective of the proposal.

The last paragraph (can be 1–2 sentences) should summarize how these results 
will have a real-world impact on population health, clinical medicine, health sys-
tems, etc. For a career development grant, many reviewers will also look for the next 
step of this research, e.g. “Upon completion of these K01 aims, we expect to have 
identified the hospitals with the worst post-surgical outcomes in our region and the 
patient and health system characteristics driving poor outcomes. These results will 
provide critical pilot data to inform our future R01 grant submission to implement 
existing evidence-based interventions to improve surgical outcomes.” This is a lot of 
content for one page, so ensuring it is clear and succinct should be a top priority!

29.10.2  �K and R Grant—Writing the Significance Section

The purpose of the significance section is to explain the importance of the problem 
your proposal addresses and how, if successfully achieved, your proposed aims will 
address the critical gaps in the field. This section details how your proposed research 
will improve scientific knowledge, technical capability, and/or clinical practice in 
the field. This section is NOT a literature review. The significance section should 
answer the “why” and the “so what?”—what is the compelling rationale for this 
research and how will your proposed work advance the science?
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The significance section is typically no more than two pages (4–6 detailed para-
graphs). It is extremely helpful to reviewers if you start each paragraph with a 
bolded summary statement or heading for the topic. The first statement is typically 
an overview of the epidemiology of the disease/condition/problem to provide a 
summary of the population health impact and scope of the problem. Subsequent 
sections should set up the gaps in the literature and the rationale of your proposed 
research. For example, in a proposal that plans to pilot test a shared decision aid for 
surgical patients, one paragraph in the significance section could include back-
ground about the motivation for why a decision aid may be important in this popula-
tion, e.g. “Critically important treatment decisions are often made without 
evidence-based information about a patient’s prognosis.” This paragraph would 
then be followed by a summary of what is known in the field about how patients 
currently make treatment decisions and why this may be a problem. The final sen-
tence of this paragraph should tie the gaps you have acknowledged back to your 
proposal, e.g. “Through surveys and focus groups, this proposal seeks to identify 
the most important information that patients and providers would like when consid-
ering transplant surgery and then develop and pilot the use of a simple, decision 
support tool to help patients make treatment decisions.” The significance section 
may also include important preliminary data (this can also go in the approach sec-
tion). If you have any relevant publications of your own, incorporate these here 
(e.g., “We have previously shown…(citation)”). For example:

•	 A.1. The Challenge of Medication Adherence in Organ Transplant. Solid 
organ transplantation is a chronic illness, where transplant patients must adhere 
to life-long treatment. In 2011, 17,000+ individuals received a kidney transplant 
and more than 4000 received a liver transplant; either from a deceased or living 
donor [1]. Approximately one third of these organs fail within 5 years—primar-
ily due to host rejection of the organ (graft) [2]. To prevent graft failure and life-
threatening, costly complications, transplant recipients must closely adhere to 
immunosuppressive medication regimens that require constant monitoring of 
therapeutic levels and frequent dose adjustment by care providers [3, 4]. Patients 
are often informed of medication changes by phone without written instructions, 
increasing the risk of confusion as existing regimen information and prescription 
labels become outdated [5, 6]. Patients also take other regimens for comorbid 
conditions, such as diabetes and hypertension [7–9]. According to recent pilot 
study we conducted among 78 transplant recipients from three metropolitan 
transplant centers, patients take on average 10 medications [10]. Transplant 
recipients’ medication regimens are exceedingly complex and dynamic, involv-
ing frequent physician visits, laboratory tests, and lifestyle and dietary modifica-
tions. Ongoing regimen adherence—including adjustment to frequent 
changes—is crucial, yet very challenging. In this proposal, we will employ a 
user-centered design to develop an electronic patient portal for transplant recip-
ients and their providers that will post real-time updates to medication changes, 
organize patients’ entire drug regimen in the most efficient manner, provide a 
way to communicate concerns via instant messaging, and program daily SMS 
text reminders to help patients’ remember when to take medicines.
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In contrast to the advice on completing the specific aims before writing anything 
else, it may be okay to start with bullets for main points of the significance section, 
and then add in more detail after the approach section is written to ensure the con-
tent is directly applicable to the methods and the approach you take to answer your 
proposed aims. Other important tips: bold and italicize main points (busy reviewers 
will appreciate this as they may just skim this section!) and include white space so 
the proposal is easy to read; remember that your reviewers are likely not all experts 
in your field, so do not assume they have any basic knowledge about the problem; 
avoid acronyms and common abbreviations in your field (as they may not be com-
mon in other fields); incorporate figures and tables of the main points you want to 
convey to the reviewers (and make sure that the tables/figures are readable and have 
appropriate citations so it is clear where any data come from).

29.10.3  �K and R Grant—Writing the Innovation Section

The NIH definition of “innovation” is important to consider when writing this 
section: “Does the application challenge and seek to shift current research or clin-
ical practice paradigms by utilizing novel theoretical concepts, approaches or 
methodologies, instrumentation, or interventions? Are the concepts, approaches 
or methodologies, instrumentation, or interventions novel to one field of research 
or novel in a broad sense? Is a refinement, improvement, or new application of 
theoretical concepts, approaches or methodologies, instrumentation, or interven-
tions proposed?”

This section can be short (a paragraph) and is best digested by reviewers in bullet 
points. This is where you could highlight how your proposal is doing something that 
has not been done before. For example, you may be the first to test a particular 
research question (ever or in this particular patient population), study a particularly 
unique and understudied patient population, or use innovative methods, techniques, 
or study design to answer the important research questions. Do not go overboard 
and stretch the innovation if the point is not truly innovative. Three to four bullets is 
the norm here, and in career-development grants the bar is not set quite as high as 
R-level grants in terms of novelty. However, you should still be proposing some-
thing novel that has not yet been researched.

29.10.4  �K and R Grant—Writing the Approach Section

The approach section is the section of the grant in which you describe your overall 
research strategy, planned methodology, and proposed analyses to answer the spe-
cific aims of your research. There are no required named subsections as dictated by 
NIH instructions, but key sub-sections within the approach include the study over-
view, timeline, study team, conceptual model, preliminary data (if not covered ear-
lier), study design, population (e.g., patients or subjects, hospitals/health systems, 
etc. and any inclusion/exclusion criteria), data collection procedures, informed 
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consent procedures, study measures (including outcome measures), statistical anal-
yses, sample size/power, data management (including missing data), expected out-
comes, dissemination of results, potential limitations and alternative approaches. 
This section is typically the longest section (8–10 pages) and contains all of the 
details on how you will answer your aims. Reviewers will score this section.

It helps reviewers to start with a section on study overview to remind reviewers 
of the overall goals and objectives and include the what, where, when, and how of 
the research proposed. This helps to provide context prior to the deep dive of details 
in the next sub-sections within the approach. The initial overview should include the 
actual geographic location and study sites (and potential justification for focusing 
on these particular regions) in the context of the overall study objective and long-
term research goals.

The next paragraph may include details on the study team (including information 
about the PI, all co-investigators, study sites, etc.)) and whether the team of investi-
gators has previously worked together. If so, describe (e.g., our team has previously 
collaborated on two prior R01 grants and several papers on this subject (cite)). For 
example:

•	 C.2. Project Leadership and Management. Our collaborative team for this 
proposed project will be led by epidemiologist and health services researcher 
Avedis Donabedian, MD, MPH (PI from Harvard University). Dr. Donabedian 
has more than 30 years’ experience studying health systems management and the 
quality of medical care and is the PI of two large studies in this area 
(R01-MD123456 and R01-DK123456). Included on the scientific team will be 
members from our surgical collaborative, including surgeon Joseph Lister (Co-I, 
Professor, Harvard), epidemiologist John Snow, PhD (Co-I, Associate Professor, 
Harvard), behavioral scientist and qualitative researcher Dr. Everette M. Rogers, 
PhD (Co-I; Assistant Professor, Harvard); and health economist Dr. Adam Smith, 
PhD (Co-I; Associate Professor, Harvard). An added strength of our proposed 
team is the contribution of the Massachusetts quality improvement organization 
(see Letter of Support). Our team includes experienced clinicians, epidemiolo-
gists, health services researchers, and social and applied behavioral scientists, 
epitomizing team-based science. All Co-I’s, community partners, and patients 
have previously collaborated through the 10-year history of our surgical 
collaborative.

In R01 grants, the investigator(s) is a scorable section, and reviewers will often 
look to this paragraph in the approach section in addition to the submitted bios-
ketches to get a summary of the key personnel on the grant and to evaluate whether 
there are any major weaknesses (e.g., missing expertise). It should be stated how 
often the team will meet together, and if coinvestigators or study sites are distributed 
geographically, how project oversight and site-standardization will occur to ensure 
the proposed aims are carried out successfully. This section can also help to address 
feasibility of the proposed research if it is clear that the team has worked together 
previously.
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The following paragraphs and sub-sections will depend on the type of study you 
do. Using examples of previously funded grants can be valuable here. In addition, 
because the type of information you need to address may vary based on the study 
design for your health services research project, it is helpful to use a checklist. If you 
are following a particular study design (e.g., cohort study, randomized study, prag-
matic trial, survey, etc.), use study design guidelines and their corresponding check-
lists (http://www.equator-network.org/) to ensure you have covered all of the essential 
elements a reviewer may raise (e.g., STROBE guidelines for observational research, 
CONSORT guidelines for randomized trials, SURGE guidelines for surveys, etc). In 
addition, NIH has a new emphasis on “rigor and reproducibility” relevant here, so 
include a statement somewhere in the Approach that demonstrates how your methods 
will be rigorous and reproducible [11]. These guidelines should be consulted with 
while writing the approach section to ensure each item is addressed.

For health services research grants, there are several areas that tend to most 
often get discussed and critiqued. For nearly all proposals, there should be a con-
ceptual model or theoretical framework guiding the research aims and driving 
your hypotheses. If you are not an expert in this, find someone who can help you 
(e.g., a behavioral scientist could help if you are proposing a behavioral interven-
tion). The best way to convey this model is typically using a figure or diagram to 
illustrate the key concepts and how they fit in with your specific aims. For exam-
ple, the social ecological model is a commonly utilized framework that considers 
how the interaction of individual, interpersonal, community, organizational and 
societal factors may have an effect on patient outcomes, and may be a relevant 
model to use when planning and implementing health promotion interventions. It 
helps to present your conceptual model prior to describing your specific aims and 
approach (for example, when selecting what covariates to measure and/or control 
for in analyses, you can refer back to this model). If you plan to collect a number 
of study variables/measures, it may help reviewers if you have a summary table 
highlighting the proposed measures, how they will be collected (e.g., survey, 
phone call, electronic medical record, etc.) and the primary outcomes for aims. 
Other potential issues in health services research-related grants are similar to 
what you may be critiqued for in a health services research manuscript—remem-
ber to address any potential biases that may occur (e.g., selection bias due to loss 
to follow-up or missing data, misclassification bias, unmeasured confounding, 
etc.) and how you propose to address these biases. Study design guidelines can 
help with this, and for those seeking additional background on these topics, 
Rothmans’ Epidemiology: an Introduction provides a good overview of the many 
types of biases in clinical research [12].

In 2015, NIH published new policies for addressing sex as a biologic variable. 
This should be addressed in the approach section. As stated in the NIH notice, “NIH 
expects that sex as a biological variable will be factored into research designs, anal-
yses, and reporting in vertebrate animal and human studies.” [13] This can be 
addressed in the subsection on study population that can detail the expected demo-
graphic and/or clinical characteristics of the proposed study population by describ-
ing the expected sex distribution or any pre-planned stratified analyses by sex.
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29.11	 �K and R Grant—Other Sections of Grant

It is easy to spend months on the specific aims and research plan alone, but do not 
forget about all of the other important documents that are required for the grant. 
Some are scorable, and all are important. A missing document (e.g., human subjects 
section) could prevent an otherwise excellent grant from being funded. While this 
chapter cannot go into the details for all of these sections, the most relevant to con-
sider include the abstract, narrative, facilities and resources, budget, statistical anal-
ysis plan (depending on whether you are proposing a clinical trial or not), planned 
enrollment tables, inclusion of children and minorities, resource sharing plan, data 
safety and monitoring plan or board, and letters of support.

Letters of support are important for reviewers, and can be used to help score the 
Environment section for R-level grants and the Environment & Institutional 
Commitment to Candidate section for K-grants (see Table 29.1). There are specific 
requirements for letters of support for career development awards (e.g., K01 requires 
three letters and a maximum of five letters, these cannot be from your primary men-
tor or co-mentor). Letters of support are important to determine feasibility of the 
study as well (e.g., if you are proposing to use a data source that is not publicly 
available, a letter of support detailing that you have permission to use these data is 
helpful). If you propose to conduct your study at study sites outside of your institu-
tion (e.g., community hospitals) that are not subcontracts on your proposal, it is also 
important to demonstrate feasibility of this with a letter of support. Other letters 
could convey general support, such as letters from relevant clinical societies or 
patient advocacy organizations that help to communicate the potential impact of the 
work you propose. While many grant writers tend to recycle facilities and resources 
documents from prior grants without much thought, for health services research 
grants (that may be more complex to describe in the approach section—e.g., the 
characteristics of the 10 hospitals you plan to include as study sites), this is an 
opportunity to provide more detail (e.g., hospital location, leadership, volume of 
patients, etc.) in addition to the typical material you find in this document. Typically, 
your research administration office can help you with the various other documents 
needed for the proposal.

29.12	 �General Tips for Writing Success

If writing grants was easy, everyone would be successful in getting funding. It takes 
time and hard work. Plan to start writing as early as possible. If it is your first grant 
submission, an ideal timeframe is 4–6 months. Start early, and write often. Create a 
“to-do” list that is more than just “write K grant” but breaks this down into sub-
sections so each section is easily tackled. If you have not yet had the experience, 
review someone else’s grant either informally or through an institutional study sec-
tion. Reviewing other people’s grants will allow you to put yourself in the mind of 
the reviewer and can improve your grant writing skills. Always remember that your 
reviewers are people that are very busy, and are responsible for reading many other 
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grants in addition to yours (often 10 or more at a time) amidst their own research 
and/or academic responsibilities. Writing clearly and concisely and formatting your 
grant so it is visually appealing is important. Remember to avoid abbreviations and 
acronyms if at all possible, and do not assume that your reviewer is in your field. 
Proofread several times, as typos will imply to reviewers that your research is also 
sloppy. Prior to submitting your final grant product, utilize internal reviewers at 
your institution, if possible. Find a trusted colleague and/or mentor who will give 
you critical feedback early. Then, submit and submit often!
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and Health Services Researcher

Scott E. Regenbogen and Alexander T. Hawkins

Abstract
An academic surgeon’s first faculty job is a key determinant of future success. 
However, the process for finding that job is poorly defined, especially as com-
pared with the standardization of residency and fellowship training. Securing a 
faculty position involves four distinct phases: identifying what type of job you 
are looking for, identifying potential positions, screening jobs and successfully 
negotiating a package that will offer you the best chance of success. At each 
stage, careful attention to the candidate’s goals, skills, and career mission are 
essential. In this chapter, we will discuss some guiding principles to help find a 
job with greatest chance of academic success and personal and professional 
fulfillment.

30.1	 �Introduction

When aspiring academic surgeons approach the end of training, the process of find-
ing a faculty job is often daunting. After 5–10 years of postgraduate surgical train-
ing, it has been a long time these individuals have undertaken a job search that 
involved anything other than a pro forma application and a computer matching algo-
rithm. Tenure-track academic surgery positions are rarely found in the back of jour-
nals or in online job databases, so the search is driven more by networking and the 
influences of mentors and local department leaders than by the forces of the 
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traditional job market [1]. The choices made in this process are extremely impor-
tant, however, as the first faculty position is often cited by successful academics as 
an absolutely critical factor in the development of a productive career in academic 
medicine [2]. A measured, careful and structured approach to the job search process 
is, therefore, highly advised, yet often bypassed, in favor of familiar settings and 
known entities. The process of obtaining a first faculty position in academic surgery 
comes in three main stages, which we will consider separately: looking for jobs, 
screening opportunities, and crafting a position. Before embarking on any of this, 
though, a period of self-evaluation is required.

30.2	 �Determining What Job You Are Looking For

Before the job search begins, it is critical to take the time for introspection about 
what you want in your early career. Success at this stage will require an honest and 
detailed cataloguing of needs, interests, motivations and goals. It is important to 
identify the elements of a job that are keys to development and success.

With a mission in hand, the first major framing decision will involve the 
emphasis and weighting of activities. How much of the professional effort will be 
patient care, and how much will be scholarly? Assuming that health services 
research is a meaningful part of the mission, there are generally two models for 
the academically influential surgical health services researcher. Some will be sur-
geons who publish—a clinically busy surgeon with a reputation as a skilled prac-
titioner, a regional, national, or international referral base, access to clinical 
outcomes data, and collaboration with researchers who provide analytic expertise 
and continuity to the flow of academic work. These surgeons will generally spend 
60–80% of their time on clinical work, external grant funding will not be a major 
contributor to their salary, and their incentive compensation will be determined 
primarily by clinical revenue. Others will be the health services researchers’ ver-
sion of the surgeon-scientist—a researcher who operates. These surgeon-scien-
tists will generally be known for their publications, presentations and external 
grant support. Their clinical practice will be designed to consume no more than 
20–40% of their time. They will support their salaries as principal investigators 
with external grant funding to offset the opportunity costs of lost clinical revenue, 
and their incentive compensation will ideally be tied to scholarly productivity and 
revenue from grant funding [3].

For young surgeons nearing completion of clinical training, it may be hard to 
distinguish which of these roles is a better fit. After all, this degree of self-
determination has been largely absent from the trainee’s recent years’ experience. 
But there are some clues you can use for self-assessment. A look at the non-
negotiable elements of the mission statement will often come from the side of the 
equation that should be receiving more emphasis. Also, “stretch goals” will often 
define the area deserving of most attention. Some may imagine achieving recogni-
tion through clinical volume and reputation, others through administrative promo-
tion and leadership, and others from a major grant or paper published in a 
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prestigious journal. Understanding which of these achievements will be the pri-
mary motivator, and which job model is a better career fit will shape the kinds of 
faculty positions sought, and the ways that potential employers will evaluate your 
candidacy. Keep in mind that nothing is set in stone and that successful careers 
often take a circuitous path.

The last step in preparation is an honest self-examination, to evaluate skills, 
expertise, and gaps in your track record. Do you have the knowledge, experience, 
and tools to carry out a career plan to reach your goals? Scrutinize your publication 
record, previous mentor relationships, and curriculum vitae, and try to imagine how 
your experience will be rated by interviewers, potential mentors, and department 
chairs. How many first-author publications do you have to demonstrate your ability 
to conduct and complete a paper? Have you ever obtained research funding, such as 
a training grant, or local project support? Do you have the classroom didactic train-
ing to support your research plan as an independent scholar? The health services 
research toolkit typically involves knowledge of biostatistics, clinical epidemiology, 
health policy and management. If any of these are lacking, but required for future 
work, consider how you might obtain formal training either before or, if necessary, 
during your appointment [4]. Some departments may be able to support enrollment 
in relevant coursework, but this will need to be considered early on.

This introspective exercise should culminate in construction of a personal “mis-
sion statement” that summarizes career goals across the four components of a job in 
academic surgery—scholarly, administrative, didactic, and clinical. In each of these 
categories, you will want to identify 1, 3 and 5 year concrete goals (Table 30.1). 
Some goals may be subject to external forces not entirely within your locus of con-
trol (e.g. “obtain” a grant, rather than just “submit”) and it is understood that success 
is not necessarily dependent on achievement of each of these goals on the prescribed 
calendar. Rather, this document will communicate your priorities to potential men-
tors, employers and collaborators and establish benchmark targets. Even more 
importantly, if properly constructed, it will be the touchstone by which you will 
adjudicate job choices and other critical career decisions along the way [5]. This is 
a task that deserves dedicated time and careful attention before the job search even 
begins.

Table 30.1  Strategic goal planning (with examples)

1-year goal 3-year goal 5-year goal
Scholarly Publish a manuscript as 

first year author
Obtain an internal 
research grant

Obtain an external 
research grant

Administrative Establish a network of 
connections within your 
department

Assume a position on a 
hospital committee

Earn a leadership 
position

Mentoring Lecture to the residents on 
your core clinical focus

Publish a paper with a 
resident in your research 
area

Mentor a resident in 
your research area

Clinical Ramp up clinical practice 
to mutual targets

Learn a new clinical 
skill

Build out a new 
clinical program
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30.3	 �Identifying Potential Positions

Once you have carefully compared your future goals and current skills, it is time to 
begin looking for faculty job opportunities. Depending on your clinical specialty, 
these jobs may be posted on institutions’ human resources websites, or advertised in 
the classified sections of journals or at meetings. However, it is most likely that the 
right job will not be found this way. Most jobs in academic surgery come from net-
working and referrals from colleagues or mentors [6]. So, a first step is simply to 
talk with those around you—residency and fellowship directors, division and 
department chairs, and other acquaintances in your clinical and/or research spe-
cialty. In health services research, these people can be found at the Quality, 
Outcomes, and Cost sessions of the American College of Surgeons Clinical Congress 
Surgical Forum, at the Outcomes Sessions of the Academic Surgical Congress, and 
through the Surgical Outcomes Club meetings and website. Seek out people whose 
papers you read and whose talks you admire. In particular, think about young fac-
ulty surgeons you might emulate—their mentors are likely to be people who can 
provide wise and essential guidance toward job opportunities. At each national 
meeting you go to, make a “meet list” of people you want to connect with. Contact 
them 2 weeks out and ask for 15 min of their time. Their contact info can usually be 
found on line or through societies’ websites. You must cast a wide net. The more 
you talk to people, and the more visible you make yourself, the wider the range of 
opportunities you will have to evaluate and consider.

An early decision to be made about the setting for the job is what type of research 
environment to seek out. Though surgical health services research has grown sub-
stantially in the past decade, from a sparsely populated cottage industry to a solid 
establishment distributed widely around the country, there are still a limited number 
of surgical departments that can boast a well-apportioned infrastructure in the field. 
One option is to seek out one of these institutions—a number of them can be found 
on the Surgical Outcomes Club website (http://www.surgicaloutcomesclub.com/
links). These are departments in which an established senior investigator has ongo-
ing projects and opportunities for junior faculty, residents and fellows. There may 
be up-and-coming protégés who have obtained career development awards with this 
senior mentor, or even progressed to their own major project grants under this tute-
lage. These institutions may have an established data management infrastructure, 
experienced analysts, and a core of other investigators with whom a junior faculty 
member might collaborate.

Beyond these surgical health services research hubs, however, there is a far wider 
variety of academic centers with a mature infrastructure of non-surgeons, and even 
non-physicians, doing this kind of work. Many of these groups would be well-
served by the addition of a young surgical investigator among their ranks. Often, 
their work will extend to areas of clinical expertise for which a surgeon can offer 
important practical insights. Senior investigators in these settings can often provide 
very good mentorship and development opportunities for junior faculty. They may 
be somewhat unfamiliar, however, with the clinical demands and expectations 
placed on junior surgical faculty. The academic medical doctor will often do just 
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one half-day outpatient clinic per week, or attend an inpatient service several weeks 
per year. They have large blocks of purely non-clinical time, whereas academic 
surgeons will typically have weekly clinic, operations, and a steady stream of 
patients in the hospital, requiring academic and clinical work to proceed in parallel. 
So, if you plan to be the surgeon in a medical health services research group, you 
will need to establish an understanding with your mentor and with your clinical 
chief to establish a productive mentoring and organizational structure and career 
development plan that works in this setting.

The third option for research setting is to “go it alone” as the pioneer surgical 
health services researcher in a department seeking to expand its research domain. 
Many surgery departments’ traditional focus on basic science research has broad-
ened, as the advent of outcomes benchmarking, public reporting, pay-for-
performance, and reimbursement reform have increased recognition of health 
services research as an essential component of surgical care improvement. These 
institutions may be interested in recruiting young faculty with training and experi-
ence in epidemiology, biostatistics, program evaluation, and health economics to 
found a home-grown surgical health services research group and provide training 
opportunities for residents and scholarly support to other faculty. Or they may be 
interested in applied health services research techniques, looking for a surgeon to 
lead internal quality improvement and clinical innovation efforts. These settings 
provide a great opportunity for early independence. Essential to this approach is a 
highly-motivated department chair committing meaningful resources and influence 
to the effort. In this scenario, you need to be very clear about the staff and finances 
you will be provided as this will be a key indicator of your success. Also make sure 
that there exists some level of higher mentorship at the institution. This may be 
found outside of the surgery department, depending on your particular interests and 
goals. There are real challenges for the junior faculty surgeon trying to establish 
both a clinical practice and a research infrastructure at the same time. And there is a 
very real risk of intellectual isolation without other like-minded faculty around. A 
young investigator going it alone will be well-served, therefore, to maintain close 
ties and collaborations with former mentors or other allied colleagues in other 
institutions.

30.4	 �Screening Jobs

Understanding the advantages and limitations associated with each of these settings, 
the next step will be to field recruiting offers and reach out to institutions that may 
be of interest. As these communications proceed, you will need to decide which 
ones are potentially viable opportunities worth investigating with a visit and inter-
view. This is a good time to revisit that mission statement, refresh and update your 
priorities and goals. They will be used as a checklist by which to evaluate each 
institution and the jobs they propose (Table 30.2).

A useful first screen will be to evaluate the success of academic junior faculty 
they have hired in the past 5 years or so. The experience of recent hires is a very 
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good predictor for how things might be if you join the department. Read their 
faculty profiles on the department’s website, search PubMed (http://www.ncbi.
nlm.nih.gov/pubmed) for their publication records and the NIH RePORTER 
(http://projectreporter.nih.gov/reporter.cfm) for their federal funding results. How 
many of them have obtained career development awards or society grant funding 
to support their startup? Are they publishing successfully? When an interview 
visit is planned, be sure that some of these young faculty members are included in 
your itinerary as they will be a very important inside information source about the 
viability of the clinical/academic balance in the institution. If they have been well 
supported and positioned to succeed, there is a good chance that you can follow 
their lead.

During the first interview visit, there is a great amount of detailed information to 
be obtained. Think of the first interview as a first chance to get to know the personal-
ity of the institution, the department, and the faculty. Is this an environment in which 
you can see yourself being successful? It is essential to get the “30,000 foot view” 
of what is valued and rewarded in the department. What is the leadership’s vision 
for the department and its faculty? Do they want to be the dominant clinical referral 
center? How do they view their role in the surgical community? What do they want 
to be known for? And what is the salary and incentive structure for faculty? Most 
departments will award financial bonuses for clinical productivity, but there are also 
some that offer equivalent or alternate rewards for academic success [5, 7]. These 
allow faculty to forgo additional clinical referral in favor of scholarly work, without 
sacrificing their income. Even more importantly, however, the presence of these 
incentives demonstrates a commitment to academic activity and anchors the goals 
of the institution by putting money on the table. At the most basic level, try to figure 

Table 30.2  Checklist for assessing potential positions

Research Do your goals align with those of the chair? What kind of support will you 
receive- monetary, biostatistics, research assistants, project managers?

Mentors Who will be your mentors? There should ideally be a panel comprised of both 
senior mentors who can help with resources as well as mid-level faculty who 
can help more with the execution of your work. Methodology is usually more 
important than subject content.

Geography Are you (and your family) going to be happy in the location? Are you close to 
extended family (if you want to be)?

Partners Do you get along well with your potential partners? Do they seem happy? Are 
they supportive of one another? Has there been a lot of recent turnover?

Compensation Is the salary competitive? Are you going to be able to meet your expected 
expenditures?

Protected time Will you be provided with explicit protected time to pursue your goals? Make 
sure you understand your block time as this is an essential foundation of 
success.

Clinical work Are you going to be expected to provide clinical services that fit with your 
training and desires?

Call How often will you be on call? What are your explicit responsibilities while 
on call?
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out whether the priorities and vision of the department align with your personal 
ambitions, and whether your most important goals will be supported? [8].

If the department’s mission and goals seem a reasonable match, try to define and 
imagine yourself in one or two very specific jobs within the department, both the 
clinical part and the research part. On the clinical side, assess the demand—is there 
a need for someone with your training? If you can bring a needed set of skills to an 
environment in which referrals are directed to the health system, rather than to par-
ticular surgeons, it will take far less effort to get a clinical practice started. Young 
surgeons who need to generate personal referrals will be more likely to sacrifice 
research time in order to respond to unplanned referrals and generate good will from 
their referring doctors. At the other extreme, closely evaluate your potential part-
ners. Be sure that there is some opportunity to share clinical responsibilities with 
others, so that the burdens of urgent referrals will not too often interfere with 
planned academic time. Do you get along well with your potential partners? Has 
there been frequent turnover? It is essential to talk not only with faculty that are at 
the institution, but also those who have left. Overall, there should be general agree-
ment between how busy you want to be, and how busy you will need to be in the 
particular setting being considered.

Probably the most important element to investigate, however, is the availability 
of adequate mentorship [6, 9]. Mentors will come in many forms. You should make 
contact both with potential senior and mid-level mentors. An effective senior men-
tor will guide career development training, ensure effective navigation of local poli-
tics, shape and optimize the quality and viability of manuscripts and grant 
applications, and guide involvement in key committees and specialty organizations 
[10]. An independently successful mentor can also provide research resources, as a 
mentee can often make secondary use of the data, equipment, and collaborators 
already present in the mentor’s organization. A senior mentor with a well-established 
and productive research infrastructure may provide even more resources in-kind 
than could be obtained with departmental start-up funds. And the academic mentor 
can be an essential line of defense against competing demands from clinical superi-
ors. Mid-level mentors are also essential to helping with “boots on the ground” 
execution of research and navigation of institutional culture. These are the faculty 
members that you aspire to emulate in 5–10 years. Finally, for women and minori-
ties, identifying mentors that you will be able to work with is even more critical. 
Women and minorities may face an additional set of challenges when starting an 
academic career [11]. Identifying mentors who can help you address these chal-
lenges is paramount.

Finally, think about the physical space. Is the hospital physically separate from 
the university and academic center? As a surgeon, rounding on postoperative 
patients, attending departmental meetings and other clinical responsibilities may 
leave relatively few days with no clinical commitments at all, so the time spent in 
transit can add up, unless travel between the clinical and research sites is relatively 
easy. Some distance, however, may be helpful, as physical departure from the clini-
cal environment allows more complete separation of time commitments.
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30.5	 �Negotiating the Job

If after the first interview, you are considered a good candidate for the position, a 
second visit will typically follow. The true negotiation begins with an offer letter 
from the department. This may come before or after your second interview. The 
offer letter should detail salary and other compensation, clinical responsibilities, 
teaching roles, administrative support, academic expectations, research start-up 
funds and other resources. Some institutions will even include explicit academic 
and clinical mentoring relationships in the letter as well. Regardless of the timing of 
the offer letter, the second interview offers the chance to ask more in-depth ques-
tions about what your job will look like, including the above themes.

On the clinical side, you should aim to define what proportion of your effort is 
supposed to be spent on patient care, and how that effort might be adjusted if 
research funding is obtained. If a career development award, such as federal “K” 
grant, is part of your academic plan, be aware that they typically require 75% effort 
dedicated to research, and ask whether this sort of funding mechanism could be 
accommodated. Some will make protected time for academic work explicit, whereas 
others may define effort allocations more conceptually. Simple measures of clinical 
expectation might be how many days per week you will operate, and how often you 
will be on call. Some departments will have minimum productivity expectations, 
measured in dollars or work RVUs. Others may treat the individual surgeon as a cost 
center and expect faculty to generate revenue to cover their costs and salary. At the 
most basic level, will your regular paycheck be determined by your clinical produc-
tivity? Regardless of the accounting method, it will be important to understand how 
clinical volume will be measured and at what point a new faculty member will be 
held accountable. Some will offer 2 or 3 years of allowance to grow clinical practice 
volume, but this is not universal.

The letter should also define what resources will be available to support clinical 
work. Will operating room block time be allocated to you directly? Will clinic space, 
medical assistants, and clinic support staff be available? Are there mid-level provid-
ers or clinical care support staff to answer patients’ phone calls, obtain records, and 
help with the logistics of clinical care?

On the research side, the offer letter should state general expectations and met-
rics for success in scholarly work. Physical space for conducting research should be 
explicit. If you are joining a well-established group, make sure that you have an 
office, cubicle, or at least a dedicated seat alongside your collaborators and mentors. 
If the group already has data managers, programmers, analysts, and/or statisticians, 
your start-up financial contribution to the group could be to have the department pay 
for a time-share of one or more of these people—perhaps half a data analyst for 2 or 
3 years. Remember that this should include support for both salary and benefits for 
this individual. Otherwise, consider requesting salary and benefit support to hire a 
research assistant who can perform some of these tasks. Some start-up discretionary 
cash should be included as well, to allow the purchase of computer equipment, soft-
ware, databases—the typical health services research needs. Although the cash sup-
port (“hard money”) needed for health services research may be less than is needed 
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to run a basic science lab, it will still be needed, especially if not joining a group 
with established data sources and analytic support.

Some department are reticent to put fine levels of details in your contract. A 
white paper that summarizes many of the above issues, as well as including your 
own goals from Table 30.1 can be very useful in making sure that both you and your 
chair are on the same page. This document will detail your own goals and the 
resources (time, staff, training, etc.) that the department will commit to help you 
achieving them.

Surgical training provides us with an enormous skill set, but negotiating a job 
offer is not one of them. When you enter this phase of securing a faculty position, it 
is important to leverage additional help. A wonderful and easily accessible book for 
this task is the book Getting to Yes by Roger Fisher, Bruce Patton and William Ury 
[12]. It introduces the concept that instead of a confrontation, the exercise of nego-
tiation should be an attempt to always reach a “Win-Win” agreement. Your chair 
will have finite resources to dedicate and it is essential that you develop clear mutual 
goals. There will be gives and takes throughout the process. That why it is so impor-
tant from the outset that you think about elements of a job that you must have and 
those that you cannot live without. Involve department heads and chairs of the cen-
ters that you trained at during this process to ensure that you are getting a fair offer. 
Consider having your contract read by an attorney with experience in employment 
contracting.

In the end however, the offer letter and subsequent negotiations are just a starting 
point. This conversation will define the essential details of the job, but the realities 
of the work will continue to evolve even after the final signed version of the contract 
[8]. Upon arrival in the job, start immediately setting consistent patterns for your 
involvement in academic work. Put boundaries on clinical time. Establish your lim-
its for unplanned, urgent consultations. Make sure time is blocked on your calendar 
for research meetings, reading, thinking, and writing, and treat these time blocks 
like mandatory meetings. And share your research progress with your clinical team, 
to help them understand the value and importance of both sides of your professional 
life. The precedents set in the first few months of the job will be hard to alter later, 
and will be more rigid determinants of the realities of the job than the paper contract 
signed in advance.

30.6	 �Summary

The task of finding a first faculty job in academic surgery can be daunting, but a few 
guiding principles can keep the process on track. First, go back to your mission 
statement often. Remind yourself why you chose to pursue this path in life, and why 
it is important to you and others. There is one job that would be right for everyone, 
so the requirement is to find the particular job that is right for you. Second, keep a 
long view. A career in surgery is likely to last three decades, so think about long 
research arcs and their impact. Choose a line of inquiry that motivate you to get out 
of bed in the morning, and feels important enough to counterbalance the very 
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compelling demands of patient care. And finally, take a great opportunity over great 
money. Mentorship, collaborators, protected time, institutional support, and suc-
cessful work/life balance will be far greater determinants of success and satisfaction 
than salary level, start-up funds and other compensation.

The process is poorly defined and the stakes are high—the first job will likely set 
the course for the rest of your academic career. Often the process is undertaken dur-
ing a time of high mental and physical workload in clinical training, with less time 
for careful consideration and negotiation than is deserved. The needs and interests 
of the academic surgeon—challenging clinical work, competition for research fund-
ing, and the drive to scholarly discovery—are complex, and often competing. But 
the opportunity and the privilege to make important contributions to patient care and 
public health as a surgical health services researcher are very real.
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31Building a Health Services  
Research Program

Benjamin S. Brooke and Samuel R. G. Finlayson

Abstract
The ability for surgeons to carry out high-quality health services and outcomes 
research requires organized efforts and infrastructure at both the departmental 
and institutional level. Beyond having well-trained investigators, programs dedi-
cated to surgical health services research must possess well-managed resources 
along with a clear mission and vision. This chapter details the important ele-
ments that are needed to build a successful surgical health services research 
program.

31.1	 �Introduction

A growing number of surgery departments in academic medical centers are striving 
to develop capacity in surgical outcomes and health services research (HSR). While 
some surgeons still harbor the misconception that surgical HSR is something that 
can be done on nights and weekends with data analyzed on a personal computer, 
there is increasing recognition that meaningful surgical outcomes research related 
to policy and clinical practice requires substantial commitment and infrastructure. 
This chapter will outline the important components of surgical HSR programs, and 
provide suggestions for program building based on the authors’ experiences with 
the Utah Interventional Quality and Implementation Research (U-INQUIRE) Group 
at the University of Utah, and Center for Surgery and Public Health at Brigham and 
Women’s Hospital.
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31.2	 �Mission, Vision, and Goals

Surgical HSR programs function most effectively when they are mission-driven. A 
mission represents the shared purpose of the members of the research group, and 
helps to guide decision-making and resource allocation. HSR is very broad in scope, 
and spreading effort and resources across a range of disparate purposes can weaken 
a research program, just as spreading burning coals can extinguish a fire. Successful 
surgical HSR programs have typically started by focusing on specific topics that can 
be studied across different specialties, such as quality of care, system innovation, or 
regional collaboratives.

The first step in developing a surgical HSR program is to articulate thoughtful 
mission and vision statements. A mission statement outlines the program’s aims, 
identifies the constituencies that the program serves, and describes how the program 
is uniquely suited to making its intended contribution. In essence, the mission state-
ment describes why the HSR program exists and what it can do for the department 
and institution. The value of a mission statement is in its ability to guide resource 
and effort allocation, and align them with specific program goals. The mission state-
ment also articulates the conceptual framework within which the HSR program 
functions. In comparison, a vision statement describes the ideal to which the pro-
gram aspires, and is intended to inspire efforts to meet these objectives.

The mission and vision of the program are ideally translated into actionable stra-
tegic and tactical goals. Strategic goals describe broadly the successes that the HSR 
program would like to attain, such as changing practice across a clinical collabora-
tive, achieving high levels of external funding, or creating a strong surgical research 
analytic core. Tactical goals describe more specific, easily measured tasks that lead 
to the achievement of strategic goals, such as successfully competing for a program 
grant, hiring a talented data analyst, or gaining access to a unique source of data.

A surgical HSR program’s mission, vision, and goals should be periodically 
revisited and revised based on the successes, failures, and evolving strengths of the 
program. Successful programs are able to adapt to changing circumstances, both 
inside the organization (e.g. faculty turnover, access to new data sources, etc.) and 
outside of the organization (e.g. new extramural funding opportunities). Moreover, 
it is important to be able to periodically shift the program’s focus to new opportuni-
ties without disrupting existing projects.

31.3	 �Organization and Governance

The organizational structure of a surgical HSR program is established to allow 
direct control over critical program assets, such as databases, servers, and the work 
priorities of staff members. The leader of the HSR program should be given a suf-
ficient budget to hire key personnel, obtain access to computing resources and 
secure access to data for surgical investigators. Program leaders who are just 
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starting out and or have limited funding are often forced to rely on data sources 
belonging to other groups, or analyzed by programmers who report primarily to 
investigators outside the program. This is a situation that should be escaped as soon 
as possible. When funding is limited to internal sources such as the department, 
program leaders should find low cost sources of data (see research platforms below), 
but still hire part or full time analytic and/or project support. Program leaders with-
out their own data and personnel reporting directly to them will often find their 
projects at the end of someone else’s queue.

In addition to a core of faculty investigators, a surgical HSR program will ide-
ally include administrators, project managers, programmers, masters-level data 
analysts, and doctoral-level biostatistical support. The number of individuals 
within these categories depends on the size of the program’s research portfolio. 
Specialized talent – such as systems engineers, decision analysts, or clinical coor-
dinators – may also be needed depending on the type of research pursued within 
the program. Where there are adequate resources and faculty mentorship, research 
trainees within different doctorate or master’s level graduate training programs 
can add significantly to a surgical HSR program. Trainees often bring new energy 
and perspective to projects as well as some level of programmatic and analytic 
support.

Surgical HSR program leaders should strategically direct the allocation of assets 
and resources, the most valuable of which is their key personnel’s time. Leaders 
should carefully oversee how much time analysts, project managers, and other per-
sonnel spend on each research project, and direct these personnel to give greatest 
priority to the work that is most in line with the mission and goals of the program. 
Often, projects need to be prioritized based on whether they are externally-funded 
or simply investigator-initiated by faculty members in the Department of Surgery. 
Extramural funded research projects are given the highest priority, as both an obli-
gation to the sponsor and to provide the best possible service to surgical investiga-
tors who bring funding to the program. But priority should also be given to 
investigator-initiated projects that have a high likelihood of leading to future extra-
mural grant funding. Often, this is work in which junior faculty members are 
engaged under the mentorship of program leadership, which will lead to career 
development awards. This form of department-sponsored research usually repre-
sents obligations that the Department of Surgery has made to specific faculty as part 
of a hiring package.

To manage analytic assets of the HSR program, the project portfolio of each 
analyst and project manager should be reviewed weekly. This includes reviewing 
percent time spent on each project for the preceding weeks, providing guidance 
when necessary to ensure that the highest priority projects got the attention they 
need, and setting short-term actionable goals (see Table 31.1). In practical terms, 
available resources (including time) need to be viewed as an investment, and must 
be directed toward maximizing “returns” most in line with the strategic and tactical 
goals of the program.
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31.4	 �Challenges in Faculty Development

Faculty development is a critical part of any surgical HSR program, but is often dif-
ficult to execute. Surgeons seeking to become HSR experts face several challenges; 
including time constraints, monetary disincentives, limited training opportunities 
(i.e. fellowships), and a paucity of senior surgical faculty mentors with expertise in 
HSR.

Compared to other specialties in medicine, surgery has historically demanded 
greater time commitment to clinical activity, making it difficult for surgeons to find 
time for research. This challenge is compounded by the common misperception 
among many academic surgeons that HSR requires little time to perform. Surgical 
HSR program leaders must convince surgeons who want to pursue HSR (and their 
clinical leaders) to make the significant time investment required to build a success-
ful surgical HSR portfolio.

Financial disincentives to focus on HSR are also particularly difficult for sur-
geons to overcome. The gap between research funding for salary support and what 
a surgeon typically earns with clinical activity is larger than for less generously 
remunerated specialties: the maximum NIH salary cap at the time of this writing is 
US$189,600 compared to a typical academic surgeon salary of approximately 
US$320,000. When 0.20 FTE salary support is awarded in an NIH grant, this would 
typically cover only about 12% of a typical surgeon salary. This salary gap widens 

Table 31.1  Sample research project management worksheet

Project 
name

Principal 
investigator

Support 
category

Funded 
effort 
(%)

Past 
week 
actual 
effort 
(%)

1 week 
ago 
(%)

Past 
4 week 
average 
(%)

Action 
items to 
complete

PE 
prevention

Jones Externally 
funded

20 18 22 21 Data 
analysis for 
aim 1

OR 
simulation

Jones Externally 
funded

20 22 12 19 Data 
analysis for 
aim 2

Elderly 
vascular 
dz

Wong Externally 
funded

15 10 19 16 Complete 
data tables

DoD free 
flap

Sargeant Externally 
funded

30 27 30 28 Methods 
for 
manuscript

Lung 
resection

Hernandez Department-
sponsored

n/a 5 6 4 Analytic 
plan for 
Grant

Thyroid 
cancer

Abdul Department-
sponsored

n/a 10 3 5 Analytic 
plan for 
Grant
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even more for junior faculty on K-awards where they must commit 75% full-time 
professional effort to their research project and career development activities. In the 
current tight market for research funding, doing clinical work is by far the easiest 
way for a surgeon to achieve targets for income generation, whether determined 
institutionally or personally.

There are a limited number of HSR fellowship training opportunities offered to 
surgeons, and the ones that do exist are highly competitive. Furthermore, the train-
ing paradigm in surgery is challenging for those pursuing a research career. Trainees 
in the medical specialties can enter research fellowships directly following resi-
dency training, which provides a smooth transition to an academic career. In con-
trast, surgeons typically complete HSR fellowships during “lab years” in the middle 
of residency, followed by 2–6 more years of clinical training. When surgeons finally 
start their first faculty job, they must balance the demands of developing a research 
portfolio with the steep clinical learning curve needed to build an academic surgical 
practice. This is a common barrier for most young surgeons and can slow down or 
stagnate their research and academic progress.

Surgical HSR is a relatively young field, but is growing rapidly. Many academic 
surgery departments aim to recruit surgeon scientists who have the skill set to ana-
lyze predictors of surgical quality and outcomes. Faculty members with HSR exper-
tise can significantly contribute to the dialogue related to optimizing healthcare 
delivery at their own institution as well as on a national level. These factors have 
placed HSR experts in high demand. But while this environment provides many 
opportunities for faculty to assume positions of leadership and responsibility early 
in their careers, it also points to a paucity of senior mentors for the increasing num-
ber of trainees and junior faculty who want to pursue surgical HSR.

31.5	 �Creating a “Faculty Pipeline”

Given the above challenges, creating an effective “pipeline” for faculty is of utmost 
importance to a surgical HSR program. The essential components of a faculty 
development pipeline include (1) securing protected research time; (2) identifying 
training programs and mentorship; and (3) providing access to active intellectual 
forums and grants administration support.

As with any field of surgical research, a young surgeon entering an academic 
faculty position needs protected research time. Since very few new faculty have 
mentored career development training grants at the very onset of their career, this 
protection typically comes from academic departments in the form of salary guar-
antees and reduced clinical volume targets. Leaders of surgical HSR programs must 
work closely with their department chairs and clinical division leaders to ensure that 
newly recruited research faculty obtain adequate support.

While not absolutely mandatory, formal training in research methods and clinical 
investigation is extraordinarily helpful to young surgeon investigators. Presently, 
many junior faculty with an interest in HSR will have completed a masters degree 
or research fellowship during residency training. If not, there are an increasingly 
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large number of university settings that offer participation in part-time or short-term 
graduate programs that teach the fundamentals of HSR. Such programs can help 
fast-track the development of junior surgical faculty members.

Mentoring of junior faculty is perhaps the most critical part of growing and 
developing a successful surgical HSR program. While junior faculty may have 
strong analytic skills and bring valuable perspectives and ideas to their work, they 
often do not know how to leverage these assets to advance their research careers. 
Faculty mentors not only help junior faculty develop hypotheses and design 
research, but also help them set realistic career goals, such as funding milestones 
and academic rank advancement. In addition, mentors should be able to help junior 
faculty develop important networks for academic engagement and collaboration. 
Mentoring along the typical research trajectory for a junior faculty member includes 
helping them identify seed funding for pilot studies early on, and mentored career 
development funding when possible (e.g. NIH K-level or VA CDA funding). These 
early mentored efforts ideally provide the basis for applications for higher levels of 
external grant funding sufficient to support time devoted to independent research 
(e.g. NIH R-level funding or grants from major foundations).

Faculty development is also facilitated by infrastructure to support grant writing. 
Competitive grant funders such as the NIH typically provide complicated and 
daunting grant application processes that can be very time-consuming. The com-
plexity of grant applications is a nearly prohibitive technical and psychological bar-
rier to a surgeon if unaided. To the extent that surgeon investigators can focus 
exclusively on developing and writing the science of a grant application, they will 
be more eager and able to pursue them. From the perspective of HSR program 
building, support of grant writing to make the process as easy as possible for faculty 
should be seen as an investment in the program. Indeed, if more grant applications 
are submitted, there will be a higher likelihood of obtaining sufficient funding to 
support the overall research program.

In addition to individual mentoring and grant-writing support, effective faculty 
development also requires access to intellectual forums where research ideas, meth-
ods, and interpretation of results are exposed to colleagues’ constructive critique, and 
fertilized with new ideas, study designs, and analytic approaches. These forums can 
take a variety of forms, such as regular research meetings, “work-in-progress” semi-
nars, and interdisciplinary conferences. To build strong intellectual forums for a sur-
gical HSR program, one cannot underestimate the importance of creating effective 
working space, preferably with offices clustered together (and actually used by the 
program members), with formal and informal gathering areas. Not only does dedi-
cated space create important opportunities for interaction between researchers, it also 
provides an escape from competing obligations (e.g. clinical work). While construct-
ing a “virtual” research center is attractive conceptually in a space-constrained aca-
demic center, this model is typically unsuccessful in achieving all the goals of a 
surgical HSR program.

Finally, research fellowship training programs for surgical residents should 
also be viewed as an important part of the faculty pipeline. Resident research 
fellows not only bring energy to the research environment and extend the 
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capacity of faculty researchers, but also become the “farm team” for future fac-
ulty recruitment efforts.

31.6	 �Creating a “Funding Pipeline”

Early on, surgical HSR programs typically depend on infrastructure investment 
from their hosting institutions (e.g. hospital, department, or occasionally other 
sources of public or private grant funding). Eventually, however, programs are 
expected to stand on their own financially, or at least incur only minimal ongoing 
local funding to support the services the program provides its host institution. To 
gain relative independence financially requires considerable focus on the grant pro-
duction pipeline.

A funding pipeline starts of course with motivated investigators who have well-
articulated and meaningful research plans and teams well-suited to carrying them 
out. However, the transition to a complete, competitive grant application requires a 
lot more. At a minimum, administrative support for the “pre-award” process is a 
critical component of a HSR program. This function requires key personnel with 
fastidious attention to detail, good communication with internal regulatory bodies 
(e.g. human subjects review committees, human resources departments), and famil-
iarity with the unique requirements set by a diverse group of funding 
organizations.

As competition for limited federal funding increases, investigators are increas-
ingly looking toward alternative sources of funding. Surgical HSR programs need 
to help investigators identify other sources of funding, including private foundations 
and philanthropy, as well as industry partnerships. Finally, partnerships with health-
care payers and large employers have also emerged as a source of research funding 
for surgical health services researchers with the goals of understanding and improv-
ing surgical value and quality of care for covered populations [1].

31.7	 �Creating a “Surgical Research Analytic Core”

Once surgical HSR programs become more firmly established in the Department 
and gain some degree of financial independence, it is usually worth the investment 
to develop an internal surgical research analytic core. A surgical core comprises 
both key personnel and data sources to streamline the entire process of conducting 
HSR for surgical investigators. Key personnel would include staff members that 
assist with IRB submission, programmers to manage various surgical datasets 
(including preparation for analysis), and biostatisticians (masters and Phd. level) to 
work closely with surgical investigators and other core members with the design 
and execution of statistical analyses. Moreover, data sources maintained by the sur-
gical analytic core may include administrative datasets purchased by the HSR pro-
gram (e.g. HCUP datasets), surgical registries, institutional datasets, or large 
working datasets for investigator initiated research projects.
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Once established, a research analytic core can provide a more seamless pipeline 
for surgical investigators to carry out their quantitative HSR projects. An example 
of how this internal process works is provided by workflow map used by the Surgical 
Population Analysis Research Core (SPARC) in the University of Utah’s Department 
of Surgery (see Table 31.2). This starts by having surgical investigators submit an 
on-line SPARC request for each individual research proposal, followed by a project 
meeting with core staff to discuss specific research aims and data sources needed. If 
the project is deemed feasible and data is available, SPARC assists in the IRB sub-
mission and helps prepare a detailed analytic plan. This also includes a cost estimate 
for all aspects of the study including data usage, programmer time, and statistical 
analysis. When possible, the same statistician works with the surgical investigator 
on writing the analytic plan and completing the final analysis.

31.8	 �Research Platforms

Successful surgical health services research requires an appropriate platform in 
order to undertake meaningful studies. A useful research platform can take any of a 
number of forms, including electronic datasets, clinical settings, research networks 
or collaboratives, learning health systems, or specialized analytic tools. Building a 
surgical HSR program requires identifying a set of research platforms that are 
appropriate to the kinds of questions investigators want to answer, and that are 
within reach given the resources available.

31.8.1	 �Electronic Datasets

Electronic datasets are a common, often easily accessible research platform, and 
have traditionally been the backbone of surgical health services research. Because 

Table 31.2  Step-by-step process for using the surgical population analysis research core (SPARC)

Steps SPARC workflow process
Step 1 Surgical principal investigator (PI) PI submits a SPARC request form on the 

Department of Surgery Research website (https://medicine.utah.edu/surgery/research/
sparc/).

Step 2 SPARC project manager will arrange a meeting between the surgical PI and core staff 
including programmer and statistician to discuss research aims, data sources needed, 
and develop a plan of action. Statistician works with the PI to write the analysis plan.

Step 3 Surgical PI submits final set of research aims to SPARC staff.
Step 4 SPARC provides a cost estimate to the surgical PI to complete the research study.
Step 5 SPARC assists with preparation of IRB application and any data use agreements 

(DUA).
Step 6 After IRB approval, a research dataset is pulled and cleaned for the surgical PI by the 

SPARC programmer.
Step 7 SPARC programmer hands off research dataset to surgical PI and statistician for 

analysis.
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of electronic data accessibility and ease of use, many successful health services 
researchers have started their careers using large datasets to establish a research 
niche, and have then graduated to other research platforms as their work has gained 
momentum and funding has been garnered. The least expensive electronic data is 
administrative data, which is typically drawn from sources not originally intended 
for research purposes, such as hospital discharge abstracts or data created for bill-
ing. Many such electronic datasets are now organized and augmented to facilitate 
their use as research tools, such as the National Inpatient Sample (NIS) and other 
various Healthcare Cost and Utilization Project (HCUP) datasets made available 
through the federal Agency for Healthcare Research and Quality [2]. In addition to 
administrative data, clinical registries have become another important source of 
electronic data. Over the past several decades, several clinical registries have 
become prominent data sources for surgical HSR including the American College 
of Surgeons National Surgical Quality Improvement Program (ACS-NSQIP) [3], 
the Society of Thoracic Surgeons (STS) National Database [4], and the Society of 
Vascular Surgery Vascular Quality Initiative (SVS-VQI) [5]. Other specialized 
sources of electronic data that are now frequently used in health services research 
include the US Census, physician workforce data from the American Medical 
Association, geographical data, and publically reported hospital quality measures.

To provide surgical health services researchers some guidance with using these 
datasets and others, a comprehensive series of articles focused on surgical datasets 
was published in JAMA Surgery between June and October of 2018. This included 
a checklist that can be used to ensure that key conceptual and methodological issues 
are addressed when using administrative databases and registries for secondary data 
analysis [6]. In addition, review articles were published as part of this series specific 
for the ten most common data sources used by surgical health service researchers, 
each serving as a practical guide to understand the limitations and strengths of each 
dataset.

31.8.2	 �“Local Labs”

Surgical health services researchers also find research platforms within their own 
clinical settings, using local communities, hospital clinics, and operating rooms to 
examine, measure, and intervene in surgical care delivery. Local clinical settings as 
a research platform have particular utility in patient-centered outcomes research, 
wherein measures and outcomes often require new information derived from direct 
patient contact. The same can be said for clinical decision science, preference 
assessment, surveys, implementation science, and qualitative research. Local clini-
cal settings are also useful to measure the effect of system design innovations on 
surgical outcomes and quality. Research using a hospital as a local lab for research 
has the potential advantage of providing direct benefit to the hospital, which may be 
willing to provide funds to support it. Simulation centers are also a kind of local lab 
that can be used as a controlled setting to examine the provider behavior component 
of surgical care delivery.
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31.8.3	 �Provider Networks and Quality Collaboratives

Provider networks and collaboratives created to measure and improve quality and 
value of care are increasingly used as platforms for health services research. 
Examples include the Northern New England Cardiovascular Disease Study Group 
[7], the Michigan Surgical Quality Collaborative [1], and the Surgical Care and 
Outcomes Assessment Program (SCOAP) [8] in Washington State. These types of 
regional quality collaboratives provide a platform for research and have resulted in 
important discoveries related to surgical care delivery and improving patient out-
comes. An illustration of this synergy is the Michigan Opioid Prescribing 
Engagement Network (OPEN), that used the statewide collaborative to develop and 
implement guidelines for post-operative opioid prescribing [9].

A national network for research collaboration, known as PCORnet, was recently 
established with funding from the Patient-Centered Outcomes Research Institute 
(PCORI). PCORNet is a network of healthcare institutions across the US focused 
on collecting and analyzing patient-centered and patient-reported outcome (PRO) 
data [10]. PCORnet is organized into Collaborative Research Groups (CRGs) that 
are focused on collecting data and studying specific health-related conditions within 
a multi-hospital research network. Each participating site transforms its data into a 
Common Data Model format in order to facilitate the collection of data for com-
parative effectiveness research.

31.8.4	 �Learning Health Systems

A learning health system (LHS) is another platform for surgical HSR that builds 
upon the data networks established by local labs and/or research collaboratives [11]. 
The Institute of Medicine (IOM) conceived of a LHS as a health care system in 
which “science, informatics, incentives and culture are all aligned for continuous 
quality improvement and innovation, with best practices seamlessly embedded in 
the delivery process and new knowledge captured as an integral by-product of the 
delivery experience.” In a LHS, the data generated from clinical practice create new 
knowledge, and that knowledge is directly fed back into the system to change and 
improves how we practice. Surgical HSR can be undertaken within this perpetual 
LHS cycle, which is designed to systematically gather and analyze outcomes on 
every patient. Each time care processes are refined in response to patient outcomes, 
this feedback cycle allows an opportunity for outcome assessment and research 
analysis.

31.8.5	 �Analytic Tools

A large body of health services research has been built on the use of analytic tools 
that synthesize information drawn largely from medical literature, including most 
notably meta-analysis, decision analysis, and cost-effectiveness analysis. Expertise 
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in these methods can serve as a platform for health services research to refine 
research questions and motivate further work using other research platforms.

Surgical health services researchers also benefit from collaborating with experts 
in bioinformatics and computer science, and adopting innovative health information 
technology (IT) tools. This includes developing dashboards, apps, and other 
IT-based tools that allow data to be captured as well as displayed for research and 
clinical purposes. Finally, there is growing interest within the surgical HSR com-
munity to utilize natural language processing technology and other forms of artifi-
cial intelligence to extract discrete information from written text in clinical notes in 
order to develop more granular sources of data [12].

31.9	 �Collaborations

Building a health services research program is greatly facilitated by the ability to 
create collaborations across research disciplines and expertise. While a single inves-
tigator with a little statistical knowledge, an electronic dataset, and a personal com-
puter can write and publish plenty of papers, the most meaningful health services 
research typically draws from a range of collaborations with other investigators who 
bring a variety of skills and knowledge to bear on the targeted research questions. 
Furthermore, multidisciplinary collaboration is almost always necessary to pursue 
extramural funding in health services research.

While collaboration in surgical health services research once meant finding other 
surgeon investigators to join in a project, many successful health services research 
programs have discovered significant benefit in working side-by-side with non-
surgeon health services researchers who provide different perspectives, suggest 
alternate study designs and analytic methods, and provide important opportunities 
for junior investigators to find research mentorship. As surgical health services 
research has become more sophisticated, surgical investigators have benefited from 
finding collaborators across a very broad range of expertise, including economists, 
psychologists, anthropologists, sociologists, systems engineers, and experts in 
informatics, biostatistics, qualitative methods, management, and health policy.

31.10	 �Conclusion

In summary, building a surgical HSR program requires careful planning, resources 
and strategic relationships at your institution. This usually starts by surveying the 
local academic landscape to identify what resources are available in terms of poten-
tial funding, research platforms, and expertise, then creating a clear vision with 
goals that are well aligned with the inventory of assets available. Surgeons with 
HSR training and expertise often need to be recruited to the program, but existing 
faculty and residents with the right talents should also be identified and cultivated. 
Successful surgical HSR programs build bridges to collaborators and mentors with 
valuable expertise, invest available funding and resources judiciously to maximize 
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their return, and identify and pursue potential internal and external funding sources 
through a carefully constructed and meaningful research agenda. Ultimately, suc-
cess in the endeavor comes to those who work hard, collaborate well, genuinely care 
about the questions their research aims to answer, and are prepared to benefit from 
good providence when it comes their way.
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