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Preface

It is our great pleasure to present the proceedings of the First International Conference
on Big Scientific Data Management (BigSDM 2018). BigSDM 2018 was jointly
organized by the Chinese Academy of Sciences, Peking University, Tsinghua
University, Renmin University of China, CWI, and MonetDB Solutions. BigSDM
2018 provided an open forum for international experts from natural and computer
sciences to explore the life-cycle management of big scientific data, to discuss major
methodologies and key technologies in big data-driven discovery making, to exchange
experience and knowledge about big scientific data across various fields through
specific cases, and to identify the challenges and opportunities in scientific discovery
acceleration.

BigSDM 2018 was held in Beijing, China, during November 30 – December 1,
2018. The theme of BigSDM 2018 was data-driven scientific discovery, focusing on
the best practices, standards, architectures, and data infrastructures for fostering
cross-disciplinary discovery and innovation. The topics involved application cases in
the big scientific data management, paradigms for enhancing scientific discovery
through big data, data management challenges posed by big scientific data, machine
learning methods to facilitate scientific discovery, science platforms and storage
systems for large scale scientific applications, data cleansing and quality assurance of
science data, and data policies.

We received 86 submissions, each of which was assigned to at least 3 Program
Committee (PC) members to review. The peer review process was double-blind. Each
paper was judged by its relevance to the conference, technical merits, innovations, and
presentation. After the thoughtful discussions by the PC, 24 full research papers (an
acceptance rate of 27.91%) and 7 short papers were selected. The conference program
included keynote presentations by Prof. Barry C. Barish (the winner of 2017 Nobel
Prize in Physics), Prof. Huadong Guo (Academician of Chinese Academy of Sciences),
and Prof. Alexander S. Szalay (Bloomberg distinguished professor of the Johns
Hopkins University). The program of BigSDM 2018 also included several talks by the
principal researchers from major scientific experiments, such as the
Five-hundred-meter Aperture Spherical radio Telescope (FAST), and more than 15
topic-specific talks by famous experts in big scientific management, to share their
cutting edge technology and views about the big scientific data management.

We are grateful to the general chairs, Prof. Xiaofeng Meng (Renmin University of
China), Prof. Martin Kersten (CWI, University of Amsterdam, MonetDB Solutions),
and Prof. Xuebin Chi (Computer Network Information Center, Chinese Academy of
Sciences), as well as to all the members of the Organization Committee, for their efforts
in the organization of the conference. We are thankful to all the PC members who
contributed their time and expertise to the paper reviewing process. In particular, we
would like to thank the local Organization Chairs, Prof. Zhihong Shen (Computer
Network Information Center, Chinese Academy of Sciences) and Hui Zhang



(Computer Network Information Center, Chinese Academy of Sciences), as well as
many volunteers, for their great efforts in the arrangement of the conference venue,
accommodation, and all the other relating issues. Without their support, the conference
would not have been successful. We would also like to thank the authors who
submitted their papers to the conference, and all the presenters who shared their
knowledge and experiences at the conference.

February 2019 Jianhui Li
Wenjuan Cui
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Gravitational Waves: Detectors to Detections

Barry C. Barish1,2(&)

1 Caltech, Pasadena, USA
barish@caltech.edu

2 UC Riverside, Riverside, USA
barry.barish@ucr.edu

We announced the observation of gravitational waves from the Laser Interferometer
Gravitational-wave Observatory (LIGO) on 11-February-2016 [1], one hundred years
after Einstein first proposed the existence of gravitational waves [2, 3]. Whether
gravitational waves existed or not was controversial among theorists for the first 50
years, and then the actual observation came after another fifty years to develop a
detector sensitive enough to observe the tiny distortions in spacetime from gravitational
waves. The instrument was developed through the LIGO Laboratory, a Caltech/MIT
collaboration, and the scientific exploitation through the LIGO Scientific Collaboration
(LSC), having more than a thousand scientists, from around the world, who co-author
the gravitational wave observational papers. In addition, many others have made and
are making important contributions to our research.

In this lecture, I describe the LIGO project and, the improvements that led to
detection of merging black holes in Advanced LIGO (Fig. 1). I also describe some key
features of the interferometers, some implications of the discoveries, and finally, I
comment on the evolution of LIGO planned for the coming years.

The basic scheme used in LIGO employs a special high power stabilized single-line
NdYAG laser that enters the interferometer and is split into two beams transported in
perpendicular directions. The LIGO vacuum pipe is 1.2 m diameter and is at high
vacuum (10−9 tor). The ‘test’ masses serve as very high-quality interferometer mirrors
that are suspended, in order to keep them isolated from the earth. The mirrors are made
of fused Silica and are hung in a four-stage pendulum for Advanced LIGO.

In the simplest version of a suspended mass interferometer, the equal length arms
are adjusted such that the reflected light from mirrors at the far ends arrive back at the
same time, and inverting one, the two beams cancel each other and no light is recorded
in the photodetector. This is the normal state of the interferometer working at the ‘dark
port.’ Many effects make the beams not completely cancel and the actual optical
configuration is more sophisticated.

When a gravitational wave crosses the interferometer, it stretches one arm and
compresses the other, alternating at the frequency of the gravitational wave. Conse-
quently, the light from the two arms returns at slightly different times (or phase) and the
two beams no longer completely cancel. The process reverses itself, stretching the other
arm and squeezing the initial arm at the frequency of the gravitational wave. The
resulting frequency and time-dependence of signal is recorded from a photo-sensor.
This signal is the waveform from the passage of a gravitational waves and it is directly
compared with the predictions of general relativity. The experimental challenge is to

© Springer Nature Switzerland AG 2019
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make the interferometer sensitive enough to record the incredibly tiny distortions of
spacetime that come from a gravitational wave over the various background noise
sources.

The spacetime distortions from the passage of an astrophysical source are expected
to be of the order of h = DL/L * 10−21, a difference in length that is a tiny fraction of
the size of a proton. In LIGO, we have made the length of the interferometer arms as
long as is practical (4-km), and this results in a difference in length of about 10−18 m.
We achieve this precision by using very sophisticated instrumentation to reduce the
seismic and thermal noise sources, and by effectively making the statistics very high by
having many photons traversing the interferometer arms.

We built the initial version of LIGO between 1994 and 2000, at which time we
began to search for gravitational waves with sensitivities beyond that of any previous
instruments. We improved the interferometer sensitivity in steps over the next ten
years, alternating improving the detector and searching for gravitational waves. We
failed to observe gravitational waves during this period, and embarked on a major
upgrade to Advanced LIGO in about 2010.

The Advanced LIGO laser is a multi-stage Nd:YAG laser. Our goal for
Advanced LIGO is to raise the power from *18 W used in Initial LIGO laser in steps
to 180 W for the Advanced LIGO laser, improving the high frequency sensitivity,
accordingly. The pre-stabilized laser system consists of the laser and a control system

Image Credit: Caltech/MIT/LIGO Lab

Fig. 1. The gravitational wave discovery figure showing the waveforms as they were observed
by the LIGO Scientific Collaboration (LSC) within minutes after the event was recorded in
Advanced LIGO. Each of the three figures show the detected “strain” signals in units of 10−21 vs
time. The top trace is the observed waveform detected in the Hanford, Washington interferometer,
the middle trace is the observed waveform in Livingston, Louisiana The two signals are almost
identical, but are shifted by 6.9 ms and have been superposed in the bottom trace.
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to stabilize the laser in frequency, beam direction, and intensity. For the results pre-
sented here, due to stability issues, heating and scattered-light effects, the laser power
has only been increased modestly over Initial LIGO. We will bring the power up
systematically in steps for future data runs, carefully eliminating issues from scattered
light, heating mirrors, etc.

The key improvement in Advanced LIGO that enabled the detection of the black
hole merger event was the implementation of an active seismic isolation and quadruple
suspension system (Fig. 2).

The multiple suspension system moved all active components off the final test
masses, resulting in better isolation. Initial LIGO used 25-cm, 11-kg, fused-silica test
masses, while for Advanced LIGO the test masses are 34 cm in diameter to reduce
thermal noise contributions and are 40 kg, which reduces the radiation pressure noise
to a level comparable to the suspension thermal noise. The test mass is suspended by
fused silica fibers, rather than the steel wires used in initial LIGO. The complete
suspension system has four pendulum stages, increasing the seismic isolation and
providing multiple points for actuation.

The active seismic isolation senses motion and is combined with the passive
seismic isolation using servo techniques to improve the low frequency sensitivity by a
factor of x100. Since the rate for gravitational events scales with the volume, this
improvement increases the rate for events by 106. This improvement enabled
Advanced LIGO to make a detection of a black hole merger in days, while Initial LIGO
failed to detect gravitational waves in years of data taking.

The observation of the first Black Hole merger by Advanced LIGO [4–7] was made
14 September 2015. Figure 1 shows the data, and Fig. 3 reveals the key features of the

Fig. 2. Advanced LIGO multi-stage suspension system for the test masses with active-passive
seismic
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observed compact binary merger. These are a result of the analysis of the observed
event shown in Fig. 1. At the top of Fig. 3, the three phases of the coalescence (in-
spiral, merger, and ringdown) are indicated above the wave forms. As the objects in-
spiral together, more and more gravitational waves are emitted and the frequency and
amplitude of the signal increases (the characteristic chirp signal). This is following by
the final merger, and then, the merged single object rings down. The bottom pane
shows on the left scale that the objects are highly relativistic and are moving at more
than 0.5 the speed of light by the time of the final coalescence. On the right side, the
scale is units of Schwarzschild radii and indicate that the objects are very compact, only
a few hundred kilometers apart when they enter our frequency band.

By comparing and fitting our waveform to General Relativity, we have concluded
that we have observed the merger of two heavy compact objects (black holes), each
*30 times the mass of the sun, and going around each other separated by only a few
hundred kilometers and moving at relativistic velocities.

On the top of the figure, we see the three different phases of the merger: the inspiral
phase of the binary black holes system, then their merger of the two compact objects,
and finally, there is a ringdown. The characteristic increasing frequency and amplitude
with time (the so-called chirp signal) can be seen in the inspiral phase. The largest
amplitude is during the final merger, and finally, there is a characteristic ringdown
frequency. The two Black Holes inspiral and merge together due to the emission of
gravitational radiation coming from the acceleration.

The bottom of Fig. 3 is even more revealing. The right-hand axis is basically in
units of about a hundred kilometers. That means the separation between the two

Fig. 3. The physics interpretation of the observed event as a binary black hole merger
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merging objects at the beginning was only *400 km, and at the end *100 km.
Therefore, these*30 Solar Mass objects are confined in a volume only about twice the
size of Stockholm, yet the final Black Hole has 60 times the mass of our sun, or 10
million times as massive as the earth. From the axis on the left, we see that when we
first observed this event, the two objects were moving at about three-tenths the speed of
light and that increases to over half the speed of light by the time of the final merges!

Since announcing our observation of GW150914, we have detected a total of ten
black hole mergers, and one neutron star merger. These observations establish the new
field of gravitational wave astronomy, as well as providing new important tests of
general relativity. As we look to the future, we expect to detect more types of phe-
nomena giving gravitational wave signals, and eventually open up a new cosmology
with gravitational waves.
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Big Data Challenges of FAST

Youling Yue1,2 and Di Li1,2,3(B)

1 National Astronomical Observatories, Chinese Academy of Sciences,
Beijing 100101, People’s Republic of China

dili@nao.cas.cn
2 CAS Key Laboratory of FAST, NAOC,
Beijing 100101, People’s Republic of China

3 University of Chinese Academy of Sciences,
Beijing 100049, People’s Republic of China

Abstract. We present the big-data challenges posed by the science
operation of the Five-hundred-meter Aperture Spherical radio Telescope
(FAST). Unlike the common usage of the word ‘big-data’, which tend to
emphasize both quantity and diversity, the main characteristics of FAST
data stream is its single-source data rate at more than 6GB/s and the
resulting data volume at about 20 PB per year. We describe here the
main culprit of such a high data rate and large volume, namely pulsar
search, and our solution.

Keywords: Big data · FAST · Pulsar

1 Introduction

The Five-hundred-meter Aperture Spherical radio Telescope (FAST) (Nan et
al. 2011) is a Chinese mega-science project, originated from a concept for the
Square Kilometer Array (SKA). Once the SKA concept moves toward small-dish-
large-number, FAST becomes a stand-alone project, which was formally funded
in 2007. The construction begun in 2011 and finished in 2016. The ensuing
commissioning phase will come to an end in September, 2019.

With an unprecedented gain of 2000 m2/K, superseding any antenna or
antenna array ever built, FAST poises to increase volume of knowledge, i.e.
the known sources and pixels of sky images, of pulsar and HI, by one order
of magnitude. To accomplish these goals in an efficient manner, a Commensal
Radio Astronomy FAST Survey (CRAFTS; Li et al. 2018) has been designed
and tested. Utilizing the FAST L-band Array of 19-beams (FLAN) in drift-
scan mode, CRAFTS aims to obtain data streams of pulsar search, HI imaging,
HI galaxies, and transients (Fast Radio Burst–FRB, in particular), simultane-
ously. Our own innovative technologies have made such commensal observation
feasible, which was not the case in past at, e.g. GBT, Arecibo, Parkes, etc.
CRAFTS requires acquiring and processing data in four conceptually indepen-
dent backends. The fast-varying nature of pulsar signals demand a sampling rate
c© Springer Nature Switzerland AG 2019
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of 10000 Hz or more, which makes pulsar search the main component of FAST’s
big-data volume. FAST is thus facing a big data challenge comparable to that of
Large Synoptic Survey Telescope (LSST), which also expects data over 100 PB.

We quantify the data requirement of CRAFTS, pulsar search in particular,
in Sect. 2, describe our current data solution in Sect. 3, and discuss our future
plan and challenges in the final section.

2 CRAFTS Pulsar Data Challenge

The golden standard of pulsar surveys is the Parkes multi-beam pulsar survey
(PMPS) (Manchester et al. 2001) started in August 1997. PMPS discovered
over 800 Pulsars. It utilizes 250 µs 1 bit sampling, 96 frequency channels, 288
MHz bandwidth, 13 beams, amounting to a 0.64 MB/s data rate. The total data
volume is about 4 TB, which is trivial for today’s desktop.

In the two decades following the PMPS, the computing power available has
grown exponentially. So does the appetite of astronomers, even outpace the
industrial trend, just like Otto in “A Fish out of Walter”. Assuming an increase
in pulsar search data volume by 100 fold in 10 years, we should expect 6.4 GB/s
data rate and 40 PB total volume for FAST pulsar survey. Forecasting tech-
nology requirements on decades time scale is necessarily unreliable, especially
when Moore’s law seems to be hitting the quantum limit in recent years. These
numbers, however, are amazingly close to the reality of FAST.

FLAN has 19 beams, with each has 2 polarization of 500 MHz bandwidth,
generating a total of 38 analog signals. With 1 GHz 8-bit sampling, this leads
to 38 GB/s total raw data rate. Store raw data is not an economically feasible
solution, not to mention the processing pressure. The solution is shrink the data
volume with acceptable loss.

3 CRAFTS Data Processing

There are two main challenges of CRAFTS pulsar survey. One is to store, trans-
fer, and process the data. The other is to sift through billions of candidate signals
to find about 1000 new pulsars. AI techniques are now common in such tasks.

Pulsar data can be simplified as a 2D matrix or a image, usually 8-bit. Pulsar
signal is repeating with characteristic patterns, but also with much variation. An
example is given in Fig. 1.

The processing of pulsar data is a multi-dimensional problem. Each dimen-
sion is computation of O(n) or O(n * log(n)). Since most pulsar signal is week,
we need to use FFT to find the period. For pulsar in binaries, the pulsar period
is not exact the same, it is modulated by the orbital period. This add 4 dimen-
sions of freedom. Searching will be computing intensive. Each dimension add the
computing complexity by a factor of 100 to 1000. This increase the computing
of PFLOPS at least by a factor of 108, i.e. 1023 FLOPS (0.1 YFLOPS).

First step of solving storage and transfer problem is data compression. With
FLAN, the on-board processing provided by ROACH2, facilitates 4k channels,
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Fig. 1. A sample image of pulsar data. Each bright line a pulsar signal. This is a strong
pulsar. Most pulsar signal is weaker than noise, thus need to be folded according to
the period to be shown.

full polarization, 8 bit sampling, and time resolution of 8 µs. The fastest pul-
sar has period around 1 ms. Time resolution of 8 µs is overkill, 0.05–0.1 ms
is enough and leaves some room for submillisecond pulsars. By compressing to
time resolution ∼50 µs, we cut the data rate to 1/6 of the raw, thus 6.3 GB/s
or 544 TB/day (24 h), which can be transferred through 100 GbE. This means
around 200 PB/yr first stage data, which is still huge. It must be further com-
pressed after the first round processing. Being irreversible, the second stage of
compression has to be done with caution and necessary compromise. The current
consideration is to reduce the channel number from 4k to 1k and data sampling 8
bit to 2 bit, a further compression factor of 16 can be achieved, corresponding to
∼12 PB per year. Considering maintenance time and other science data, FAST
will store about 7–10 PB pulsar data per year.

4 Discussion and Conclusion

For single-dish telescopes, especially FAST, their data volumes are manageable
by modern technology standards. The bigger challenge lies in optimizing the
solution under budget constraints.

In data processing, pulsar search has several unsolved problems. Searching
for pulsar in binaries, e.g., requires over ZFLOPS computational power, close to
YFLOPS. If exponential growth, even one slower than Moore’s law, still holds,
pulsar search problem for FAST can be solved after 20 years or more. By then
though, much larger pulsar survey will take place, e.g. phased array receiver with
100 beams or more for FAST, SKA surveys, and etc. Emerging techniques such
as quantum computing, AI, new algorithms will also see wider application.
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Abstract. Chinese space science starts to accelerate its pace with the
support of Strategic Priority Program on Space Science, planning to
launch more space science projects in the next five years. It brings
great requirements in timeliness and accuracy of data processing, raising
new challenges in heterogeneous data management and analysis. Chinese
Space Science Data Center (CSSDC) is constantly exploring ways to face
the potential challenges, keeping up with the rapid pace of new space sci-
ence projects. This paper introduces CSSDC’s preliminary explorations
of the big data processing and application in space science, including
the dynamic and scalable scientific data processing system that sup-
ports multi-satellites and multi-tasks, a hierarchical storage strategy for
large-scale space science data, and the application of the advanced data
mining methods to the space science researches with collaboration of
domain experts.

Keywords: Data processing · Space Science Missions · CSSDC

1 Introduction

In 2010 the China’s State Council approved the “Innovation 2020” plan to sup-
port a series of programs to promote scientific and technological innovation and
development. The Strategic Priority Program on space science (SPP) supported
by the plan was to launch various independent space science missions and inter-
national cooperations so as to deepen the understanding of the universe as well
as to make new discoveries and breakthroughs in space science. The first stage
of SPP (SPP I, from 2011–2017) has successfully launched the Dark Matter Par-
ticle Explorer (DAMPE), the Quantum Experiments at Space Scale (QUESS),
the Shijian-10 recoverable satellite and the Hard X-ray Modulation Telescope
(HXMT). All of the four missions are achieving promising results. The second
stage of SPP (SPP II) was officially approved in 2017 addressing its scientific
questions such as the origin and evolution of the universe and life, search for
extraterrestrial life, and the impact of the Sun and the solar system on Earth and
human development. SPP II will launch four satellites, the Einstein Probe (EP),

c© Springer Nature Switzerland AG 2019
J. Li et al. (Eds.): BigSDM 2018, LNCS 11473, pp. 10–15, 2019.
https://doi.org/10.1007/978-3-030-28061-1_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_3&domain=pdf
https://doi.org/10.1007/978-3-030-28061-1_3


CSSDC Big Data Processing and Applications in Space Science Missions 11

the Advanced Space-borne Solar Observatory (ASO-S), the Solar wind Magneto-
sphere Ionosphere Link Explorer (SMILE) and Gravitational wave high-energy
Electromagnetic Counterpart All-sky Monitor (GECAM).

As the data center of SPP, the Chinese Space Science Data Center (CSSDC)
is responsible for the data lifecycle management of the SPP missions, including
data processing, data management, archiving and sharing. Before the initiation
of SPP I, CSSDC kept around 1.5 TB of data from early space science missions.
Since 2011 the data volume and the number of data files in CSSDC shot up by
two orders of magnitude. The data generated by the SPP I project has accu-
mulated to about 170 TB by 2018, and the number of the data files are more
than one million. The new space science missions supported by the SPP II are
expected to produce more than 20 PB data, signifying that there will be another
two orders of magnitude increases in the amount of data in the next five years.

The exponential growth of data brings impact on our data processing and
management system, the existing data analysis methods based on Consultative
Committee for Space Data System (CCSDS) standard format are difficult to
meet the requirements of correctness and timeliness of data processing systems
for the new space science missions, the CCSDS packet counts are frequently
reset thus overlapped due to the large amount of data. CSSDC proposes a fast
processing method to transform the problem of large data processing into the
index of less data and the corresponding source package processing to improve
the efficiency of data processing, and a data-driven and business-driven collab-
orative processing framework is designed using scientific workflow technology
which supports diversified data processing flow of space science satellites and
parallel scheduling of various payload data processing tasks. This method has
the advantages of expandable processing efficiency and less memory usage. It
is applied to the ground system and meets the data processing requirements of
space science missions.

Space science missions usually have a variety of instruments, generating many
types of data with varying levels of importance and different frequency of access.
CSSDC applies a three-tier hierarchical storage to keep the data. The system
automatically assigns various kinds of storage resources to keep nearly 2000 kinds
of data products generated by DAMPE, QUESS, SJ-10 and HXMT with effective
and correct access. Thousands of data files distribution or transfer simultane-
ously brings huge challenge in I/O access, which had given a lesson in SJ-10
mission implementation. Data management and distribution in data product
granularity instead of file granularity is a good choice, which decreases the I/O
access to a large extent.

The experiences from the space missions, data management and data anal-
ysis enable CSSDC to be aware of that the massive heterogeneous data are
posing great challenges to the scientific data analysis - the growing mountains
of data piled up in the big data era always hide deeply the critical paths to
new knowledge. In this context, CSSDC starts to search for cooperation with
domain experts to apply the advanced data mining methods to the space science
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researches, expecting to get insightful views on the scientific data, which might
be the first step of a science or technology innovation.

2 Difficulties of Data Processing

There are several difficulties in the data processing of space science satellites. One
is that the generation speed of detection data is fast, although single detection
data is several hundred KB at most, the detection frequency is high. Taking
the DAMPE telemetry source package as an example, the fastest source package
generation is in 1 s and the slowest is in 32 s; the satellite data source package
is counted by 16 bits of continuous binary number, and the circulation is every
16384 counts. Source packet count overflow happens. It is hard to make source
packet rearrangement and splicing by traditional counting.

In addition, there are varieties of detection data and the amount of data
processing and calculation is large. For example, the HXMT has 18 main detec-
tors, 3 particle detectors, 3 on-orbit calibration detectors, 6 top anti-coincidence
shielding detectors and 12 side anti-coincidence shielding detectors. It has 13 vir-
tual channels and 36 kinds of data source packages. The average amount of raw
data downloaded by HXMT is 10 GB. Every time data is downloaded, virtual
channel separation and source packet extraction are needed in time. The amount
of computation in the parsing process is enormous. The number of parsed data
units is also very large, which has certain pressure on data storage, management,
retrieval and release.

Another difficulty is the diversity of data processing algorithms. Each satel-
lite’s data product has a different processing algorithm. Take the SJ-10 satellite,
which has the maximum detectors, as an example, there are 46 kinds of scien-
tific data products and 47 kinds of derived quick-look data products. It means
that the data processing system needs to implement as least the same number of
different algorithms. From the scheduling mode of algorithm module, there are
three kinds of data processing methods in space science: post-receiving trigger,
timing trigger and manual trigger, which meet the requirements of monorail orig-
inal data processing, multi-track joint processing and historical data processing
respectively.

3 CSSDC Data System

To tackle with the problems above, CSSDC applies the unified data processing
system with the architecture of general processing platform + satellite dedicated
processing plug-ins [1]. The data system is mainly composed by four parts. The
data processing package engages in multi-orbit satellites data parallel processing,
quick-look and visualization. The data management package engages in multi-
satellites all level data products and archive data permanent reservation and
management. The data distribution package provides near real time data distri-
bution to satellites mission teams for multiple missions. A common service plat-
form provides common service for the three packages, including data exchange,
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unified scheduler, PBS and unified database access service. Once the data pro-
cessing flow runs, the working flow engine invokes processing algorithm module
and processing parameters automatically according to the process definition. The
system subsequently implements mass data co-processing of multi-satellites and
data product outputting of multi-level standards by process driven means. The
general processing platform supports rapid, reasonable and efficient distribution
to processing nodes of satellite data processing tasks. The satellite dedicated pro-
cessing plug-ins, which meet the different satellite data processing requirements,
provide fast access to data products, satisfying all kinds of scientific users’ needs
for continuing the follow-up scientific data analysis (Fig. 1).

Fig. 1. Space science data processing framework.

The framework has several advantages such as it is data and business driven
approaches for the space science missions. Various pipelines are triggered cor-
responding to their different scenarios, the system has more convenience for
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executing the processing in parallel. The system applies the scientific work flow
technology which makes it easy to configure the data pipelines for each individual
user and add more pipelines and processing tasks. With one unified scheduler to
schedule all the tasks, the data processing for different missions are parallelized
(Fig. 2).

Fig. 2. Joint index structure for space science satellite data.

The data system proposes a joint index structure includes all the needed
information for preprocessing to simplify the processing for many cases such as
differentiation of the X band transmitter’s work modes, or finding the packets
gaps or the inconsistency of the time format. The joint index structure enhances
the efficiency of the processing, avoiding of data swapping and repeat data pars-
ing.

4 Anomaly Detection

The data processing system adopts data quality examines. They check the pro-
cess to ensure that the data products are valid, try to identify the errors in the
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data products files and eliminate them ultimately. The main method is to check
the correctness of the key value and the file format. CSSDC has applied sev-
eral machine learning techniques to help detecting and locating data anomalies.
A typical case is that the non-linear dimensionality reduction algorithm auto-
encoder successfully detect the anomalies in the HXMT’s engineering data. It
helps us merge different thresholds of different channels into one threshold. In
this way, it becomes clear at what time the anomaly occurred (Fig. 3).

Fig. 3. Anomaly detection of satellite engineering data via auto-encoder.

5 Discussion

The data processing and management platform has successfully supported four
space science missions. Service more than 500 scientists every day. And also the
following critical and characteristic problems has been successfully addressed.
The SPP brings opportunities of new discoveries in space science with great big
data challenges. The data system needs to support scalability to capture and
process space science data which are expected to be more than 20 PB in next
five years. More than 1 TB downlinked data needs to be processed within very
limited time, especially for the astronomy mission due to the scientific objectives
short lifetime. CSSDC needs to apply data product-driven approaches across the
entire data lifecycle from the onboard computing to data analysis and avoid of
transfer delay. The system also needs to increased data science services for on-
demand, interactive visualization and analytics, target specific analytic, such as
for space physic, astronomy, gravitational wave, solar flare, etc. Last but not the
least the data system needs to take full advantage of the very limited computing
resources, with very effective scheduler and processing algorithm. More works
needs to be done with limited resources.
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Abstract. With the rapid development of earth-observation technolo-
gies, different kinds of remote-sensing data are available, including SAR,
multi-spectral optical data and hyper-spectral optical data. Remote sens-
ing is already in an era of big data, which results in great challenges
of information services. On the one hand, the potential value behind
remote-sensing data has not yet been effectively mined for the thematic
applications; on the other hand, for some emergency applications such as
quick response of natural disasters (earthquake, forest fires, etc.), remote-
sensing data and its derived information should be instantly processed
and provided. However, the traditional data service mode of remote sens-
ing is unable to meet the needs of such kind of applications. This paper
proposes a concept of information services for big remote sensing data
based on the needs of remote-sensing applications. The challenges of a
big remote sensing data service are first discussed, and then the concept,
framework, and key technologies of information service for big remote
sensing data are also addressed.
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1 Introduction

Thanks to the aerospace-, airborne-, and ground-based earth-observation tech-
nologies, the distribution and location of the status, phenomena, and process
of the earth’s surface can objectively and rapidly be retrieved. The earth-
observation data has also been used for the survey of land and resources, land use
dynamic monitoring, investigation and evaluation of the eco-environment, emer-
gency response for disasters, post-disaster reconstruction, and security and mili-
tary purposes [10,26,37]. The thirteenth annual plenary meeting of the Group on
Earth Observation (GEO-XIII) held in St. Petersburg, Russian Federation from
7th–10th of November, 2016 put forward the “2017–2019 Work Programme”.
A global movement is underway in terms of earth-observation applications for
the sustainable development goals (SDGs), including biodiversity and ecosys-
tems sustainability, disaster resilience, energy and mineral resource management,
food security and sustainable agriculture, infrastructure and transportation man-
agement, public health surveillance, sustainable urban development, and water
resources management [5].

A lot of remote-sensing data are obtained from multi-sensors with multi-
resolution, multi-temporal and multi-spectral [31,34,35]. This is not only because
of the development of satellite and sensor technologies, but also because of
the increasing demands for earth-observation applications. It was reported that
the number of launched earth-observation satellites would be 2,427 by 2014, of
which the highest spatial and spectral resolution of optical satellite images would
reach 10 cm and 5 nm, respectively [36]. In addition, the small satellite constel-
lations, such as Planet Labs and Skybox, have also been rapidly developing in
recent years. It was stated that the daily volume of satellite remote-sensing data
acquired globally was up to 1 TB [12]. Remote sensing is in an era of big data.
For the past 30 years, China has made considerable progress in developing Chi-
nese earth-observation systems, which mainly consist of meteorology satellites,
resource satellites, and GF satellites. Moreover, China also has a small satellite
constellation for environment and disaster monitoring. Furthermore, the small
commercial satellite constellations, such as BJ and JL, are also members of the
Chinese earth-observation system. These kinds of earth-observation systems have
the ability to provide around-the-clock, full-weather, and global observation [9].

As far as the satellite data services are concerned, the satellite ground system
traditionally works in a fixed pattern of “receiving, processing, archiving, and
distributing [14,17]”. The earth-observation data and products are downloaded
and browsed online, and the thematic target information should be extracted
by offline data processing. Therefore, this traditional satellite service pattern
cannot meet the needs for rapid response applications, especially in real-time
emergency monitoring purposes, such as flood monitoring [21].

In this paper, the challenges of big remote sensing data (BRSD) services are
first analyzed [32,33], and then a framework for instant and active information
services of BRSD are proposed, followed by a discussion of the key technolo-
gies for the proposed framework. Instead of satellite data and products being
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ordered after offline processing, the customized earth-observation products and
the thematic information could be sent to users instantly.

2 Challenges of Big Remote Sensing Data Services

Satellite remote-sensing data has helped scientific decision making in emergency
issues. For example, Chinese government used satellite images for directing dis-
aster relief actions when the earthquake happened in Wenchuan County, Sichuan
Province, China, in 2008. Instead of the raw data, the users prefer ready-to-use
products and even the information derived from the raw data. How can these
demands be met? What are the challenges?

(1) Inefficient Services of Remote-Sensing Data

Traditionally, a remote-sensing data service runs under the mode of “receiv-
ing, processing, archiving and distribution [14,17]”. That is, data are regularly
preprocessed in the catalog after being received by ground stations. Metadata
are disseminated on the Internet for users to search, and data products are pro-
duced by data-processing systems according to the user’s orders. It normally
takes several days for the users to receive the products. In the case of emergen-
cies, such as an earthquake or forest fire, the urgent acquisition mode of remote
sensing data is usually activated; however, there will still be a delay of sev-
eral hours in the traditional remote-sensing data service chain. The information
extraction from the data for emergency events needs more time than the proce-
dure of traditional remote sensing data service mode. Thus, inefficient service of
remote-sensing data is the first challenge faced.

(2) How to Mine Information Intelligently from big remote sensing
data

An era of BRSD is coming because of the unprecedented ability of earth
observation data acquisition. However, the efficiency of data processing and infor-
mation mining is less than that of data receiving, which leads to a situation of
“big data but lack information or knowledge [12,19]”. One of the reasons is
that the process of traditional information extraction is vastly different than the
cognitive process of the human brain. Thus, new methods based on artificial
intelligence, such as deep learning, migrating learning, and human visual per-
ception should be developed to solve this kind of challenge. These techniques can
be used to create a collaborative cognitive computing model that might improve
the efficiency of mining information from remote-sensed data. Currently, Google
Earth Engine is one cloud-based platform that allows users to analyze petabytes
of satellite data for time-series information mining. With Google Earth Engine,
Pekel and colleagues processed three million Landsat satellite images taken from
between 1984 and 2015; with these images, they extracted and analyzed the
dynamics of land surface water bodies by using expert system, visual analysis,
and evidence reasoning methods [27].
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(3) How to Meet the Users’ Demands in the Era of big remote sensing
data

Traditional distribution service of remote-sensing data that follows “receiv-
ing, processing, archiving, distribution” is a passive service mode [14]. The prod-
ucts are produced by ground stations and data centers per the user’s orders.
Instead of the thematic information or target knowledge, the data service mainly
supplies the raw data or the standard products, and the users must process the
data by themselves, which again results in a gap between the user’s demands
and the data provided. The acquisition capacity of multi-source remote-sensing
data has been sharply increasing, and a new service mode of remote-sensing data
should be constructed, one which has the capability of data aggregation, intel-
ligent computing, and active pushing service. The new service mode of remote
sensing data can not only provide real-time distribution of satellite data, but
also supply instant data computing and thematic information extracting.

3 Framework for Information Services of Big Remote
Sensing Data

The framework for BRSD information services mainly includes three steps
(shown in Fig. 1): The first is to instantly harvest the satellite’s downlink data
from multiple receiving satellite stations and the historical data from multi-
source archiving databases. The second is to compute the data intelligently and
discover the knowledge from BRSD. The third is to actively push the information
to users.

The satellite downlink data, one of the most essential components of infor-
mation services, may be distributed worldwide to different satellite ground sta-
tions. Thus, the first step is to integrate the downlink data from multiple satellite
ground stations. Mainly, remote-sensing satellites can be divided into land satel-
lites, marine satellites, and meteorological satellites. These different satellites
normally correspond to different ground-receiving station network systems, and
the different remote-sensing data sources are characterized by massive volumes,
heterogeneous data types, and high-dimensional structures. It breaks down the
shortage of mining information from single sensor data by integrating the satel-
lite downlink data and multi-source historic remote-sensing data, so it has the
chance to excavate the spatial relations, invariant features, and dynamic changes
of the features hidden in the BRSD.

For BRSD information services, one of the greatest challenges is instant geo-
positioning. Fast, high-precision geometric positioning is the basis of integration,
advanced processing, and multi-source satellite remote-sensing images. Accurate
on-orbit geometric calibration of space-borne optical sensors is a key for the high-
precision geo-referencing of satellite images, and many satellite data, such as
IKONOS, ALOS, Pleiades, QuickBird, and WorldView, have been equipped with
mature calibration procedures and methods. For instance, the ALOS calibration
group utilizes geometric calibration fields that are distributed in Japan, Italy,
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Fig. 1. The framework for information service of BRSD.

Switzerland, South Africa, and other areas. Without any ground control points
(GCPs), the positioning accuracy (90% circular error) of an ALOS satellite image
is 9.4 m [15].

Because of the accuracy limitations of a satellite altitude orbit control system
(AOCS), improving the positioning accuracy of the space-borne optical sensor
has entered a bottleneck stage, and higher positioning accuracy without GCPs
is not expected until the breakthrough of AOCS technology. Therefore, to real-
ize accurate geometric positioning of space-borne optical images at this stage,
a certain number of ground control points or geometric registrations with ref-
erence images are commonly required. However, high-precision ground control
points and high-resolution reference images are usually difficult to obtain; thus,
the instant geometric positioning accuracy of satellite downlink data is limited.
First, accurate on-orbit geometric calibration and rigorous sensor models are
used to ensure the positioning accuracy of the satellite’s downlink data. Sec-
ond, to achieve accurate geometric positioning of a satellite’s downlink data, the
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imaging geometric models of multi-source satellites needs to be optimized with
the help of ground geo-reference or multi-satellite co-observations. On the one
hand, the general geometric imaging model (RPC model) can be solved or opti-
mized using sparse GCPs, which can be automatically collected from Bing Map,
Google Map, and other online image maps with the help of online matching
technology used on multi-source remote sensing images [23,24,30]. On the other
hand, in the absence of ground control data, the geometrical constraints between
different images in the same area can be used to compensate the errors of the
orientation parameters of space-borne sensors, thus achieving fast and accurate
geometric positioning without GCPs. In addition, because of the large volume of
the satellite downlink data, making the computation-intensive procedures, such
as automated image matching and orthorectification, near real-time by parallel
computing is also an essential issue.

Recently, an efficient and accurate geo-positioning approach based on the
geometric constrains of a multi-view image sequence and low-resolution reference
image (as shown in Fig. 2) was applied to eight scenes of GaoFen-1 (GF-1) PAN
images in absence of GCPs [22]. The spatial resolution of GF-1 PAN images
is 2 m while that of the low-resolution reference image (Landsat-8) is 15 m. By
performing multi-view matching and guided block adjustment, the geometric
accuracy of the GF-1 images reached 3.27 m (root mean square error), and the
process took about 90 seconds on an ordinary personal computer.

The second challenge for information services is how to mine information
intelligently from BRSD. The remote-sensing datasets are from multiple sources,
and have different passing times, and have different spatial and spectral resolu-
tions; this means a new mechanism of multi-source remote-sensing data fusion
and information coupling should be taken into account first. Note that when
a satellite orbits the earth, it normally takes a fixed time interval to collect
data from a region, with a specific spatial and spectral resolution. Therefore,
an image from a satellite can hardly hold the high spatial, spectral, and tempo-
ral resolution simultaneously in terms of the bottleneck of the onboard sensor
technologies [38]. A temporal-spatial data fusion model that might integrate the
advantages from the remote-sensing images with different temporal and spatial
resolutions can break the limitations of a single sensor and can thus alleviate the
issue between temporal resolution and spatial resolution. Zhao et al. strength-
ened the resolution of MODIS images by using compressed sensing technology
and forecasted images by a STARFM method [39]. Then, Song and Huang fore-
casted enhanced images by EXTARFM and also found results [28]. Funded by
the Strategic Priority Research Program of the Chinese Academy of Sciences,
CASEarth DataBank system will be constructed, which is a intelligent service
system of big remote sensing data with satellite data based RTU(Ready To
Use)products processing function, data engine,computing engine and data visu-
alization engine [6–8,11,13].

With the development of artificial intelligence, cognitive computing, and
other popular technologies, there is an opportunity to use these technolo-
gies to process BRSD. Deep learning can train many remote-sensing image
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Fig. 2. Efficient and accurate geo-positioning based on the geometric constrains of
multi-view image sequence and low-resolution reference image.

samples, construct a strategy that can learn multiple features automatically, and
conduct fast extractions of specific targets of multi-source historical archives
of remote-sensing data. Jean et al. used the convolutional neural network to
study the characteristics of Google Earth multi-source, high-resolution satellite
remote-sensing images to accurately predict poverty in Africa [16]. Luus et al.
proposed a multi-scale input depth learning strategy for supervised classification
of land use from multi-spectral satellite images which resulted in classification
accuracy significantly higher than that of other classification methods such as
unsupervised feature learning (UFL) and the vector of locally aggregated tensors
(VLAT) method [25]. Cheng et al. achieved target detection of high resolution
remote-sensing imagery by constructing a rotation invariant convolution neural
network, which can improve detection accuracy compared to traditional meth-
ods [3]. Looking at the similarities in geographical spatial distribution and the
sequence evolution of time in remote-sensing images, transfer learning can move
the priori-training geological rules into the target model so that the existing
model can quickly process remote-sensing geoscience information automatically.
Cao et al. proposed supervised transfer learning by using a small number of sam-
ples to extract super resolution remote-sensing image vehicle information, which
can be achieved with a high-accuracy vehicle detection rate [2]. Zhou et al. took



Information Services of Big Remote Sensing Data 23

the historical data as the label sample to carry on the classification and realized
the fast target sample classification through the transfer learning algorithm [41].
With the rapid increase of remote-sensing downlink data from onboard satellites,
real-time services for specific applications, such as quick responses to natural
disasters, will become possible. Therefore, it is necessary to construct a collabo-
rative cognitive model by integrating deep learning and transfer learning, which
can combine the examples, features, parameters, and knowledge to maximize
the information value of historical archive data and satellite downlink data. A
built-up area extraction model has been constructed using a deep convolutional
neural network (as shown in Fig. 3). The landsat-5 image and reference built-up
area map (as shown in Fig. 4) were used to create 20,000 training samples and
10,000 test samples. These samples were used to train the model.

With the accumulated magnanimous time-series remote-sensing data,
humans can understand the dynamic changes that happen on the earth’s sur-
face over a long period of time. Because changes in the earth’s surface are closely
related to global change regarding land-use/land-cover change and, the change
detection research with time-series remote-sensing data is significant [1,18,40].
The traditional information mining methods mainly rely on the models or rules
generated from historical remote-sensing data to map the changes in the earth’s
surface. In an information service mode, the ever-growing amount of data from
new sensors, particularly downlink data will help to improve the models gen-
erated from historical archives. On the one hand, satellite downlink data can
be used as a new data sample for the revision of the original model or rules;
on the other hand, the satellite downlink data can also provide current sur-
face status information. This means the previous situation might have been
recorded in the historical archived data. Therefore, it is significant to develop
a time-series information mining method that can combine historical data with
satellite downlink data. An incremental learning method provides a new way
of using real-time information extraction with big remote sensing data [4]. It
is a dynamic construction technique because the incremental learning method
acquires new knowledge from the continuous input samples without forgetting
existing knowledge. An incremental learning method uses the latest data to
extend the existing model knowledge so that it can effectively obtain information
and knowledge from the combination of historical cognitive models and newly
added data. With respect to real-time information extraction from big remote
sensing data, the incremental learning method has the advantage of acquiring
the downlink data continuously, progressively updating the original historical
data model in an incremental way. In addition, because the incremental learning
method does not require a relearning of all the data, it reduces the time and
space requirements for the processing system; thus, it is more favorable for big
remote sensing data processing. Based on the incremental learning method, the
time-series information extraction model that combines the satellite downlink
data with the original historical archive data can be studied. The involvement
of satellite downlink data can promote the optimization of the model, improve



24 G. He et al.

Fig. 3. Built-up area extraction model based on deep convolutional neural network.

the accuracy of surface information extraction, and quickly produce the results
(for example, providing real-time flood condition information).

By using the sequential pattern mining method, the hidden and meaning-
ful land-cover change patterns of Wuhan city in Hubei province, China were
discovered (as shown in Figs. 5 and 6) [20]. This method regards each classifi-
cation image as a temporal profile existing at every pixel location within the
time-series and searches for a recurrent pixel’s change patterns in space over
time to represent land-cover change dynamics. This study provides a new way
to detect the land-cover change, and experimental results showed that this app-
roach can quantify the percentage area affected by land-cover changes, map the
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Fig. 4. (a) The landsat-5 image of Beijing and Tianjin cities, China (Combined RGB-
543); (b) The reference built-up area map of Beijing and Tianjin cities, China (the
built-up area is shown in red) (Color figure online)

spatial distribution of these land cover changes, and reveal interesting informa-
tion regarding the trajectories of change. In the future, with the combination
of all the available satellite downlink data, it would put real-time monitoring
changes in the Earth’s surface within reach.

In recent years, a visual attention model has been used for target recognition
from high-resolution, remote-sensing images. An improved selective visual atten-
tion mechanism was applied for the rare earth mineral area detection in Dingnan
County of Jiangxi province [29]. In this case, ALOS 2.5 m panchromatic and 10 m
multi-spectral images were collected for a study on the extraction of mining-area
information, as shown in Fig. 7. By using a visual attention model, the extracting
area was obtained, as shown in Fig. 6. The results show that the visual atten-
tion model can extract useful information from remote-sensing images, such as
the exact number, the target area, and edge area with a high accuracy, which
indicates that this method has considerable value and can be widely used in big
data processing, especially for high-resolution, remote-sensing images.

How to deliver the information and knowledge actively is another key tech-
nical issue. First, it is necessary to take advantage of Internet services, not only
the traditional Web client, but also the mobile Internet client. The information
from BRSD should be actively pushed to the most ordinary users. Second, it
is very important to explore the behaviors and demands of the particular users
based on big data analysis technology and to provide a personalized, custom
push service to the users. Finally, the crowdsourcing service approach can be
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Fig. 5. Spatial distribution of the land-cover stable patterns of Wuhan city in Hubei
province, China.

used for remote-sensing training sample collection and precision verification. In
this way, more and more users can participate in information BRSD services.
Taking instant fire detection services for example, the information of the sus-
pected fire’s location can be quickly extracted from the downlink data. To verify
the accuracy of information extraction, a message can be pushed to certain users,
such as the users near the suspected fire spot, so that they can confirm if there
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Fig. 6. Spatial distribution of the human-induced patterns of Wuhan city in Hubei
province, China.

is a fire. This crowdsourcing service can improve the accuracy and efficiency of
information services.

4 Discussions

Currently, more and more remote-sensing information is needed by many emer-
gency applications such as earthquake quick response, forest fires monitoring,
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Fig. 7. (a) The image is the raw remote sensing image of ALOS (Combined RGB-341);
(b) The image is the mining area information map.

agricultural yield estimation and so on. The efficiency and ability of BRSD ser-
vice is becoming more and more important for these applications. From the
above, the concept of information service is defined, and the framework and
key technologies for information service are constructed and discussed. We not
only pay attention to the application of new technologies, but also focus on the
integration of traditional and new methods.

The instant geo-positioning of satellite downlink data is the basis of multi-
source satellite remote sensing image integration and subsequent processing and
application. Generally, fast and high-precision georeferencing of satellite down-
link data requires three aspects of essential technology: accurate imaging geo-
metric mode and on-orbit geometric calibration of space-borne optical sensors,
efficiently collecting ground control points (GCPs) from offline or online refer-
ence images, and robustly optimizing the imaging geometric model with GCPs
of limited quantity (number) or limited quality (geometric accuracy) or even
without GCPs. How to mine information intelligently from BRSD is another
challenge for information services. For this purpose, we need to develop the
intelligent information extraction model on the basis of artificial intelligence,
cognitive computing and other popular technologies, which is the most impor-
tant part in the framework of the information service. It is very important and
necessary to build up a collaborative cognitive model which has the ability to
integrate deep learning, transfer learning and incremental learning techniques in
order to combine the examples, features, parameters, and knowledge to maximize
the information value of historical archive data and satellite downlink data.

BRSD information services extend data sharing to informational knowledge
sharing, and covert the traditional passive mode to the active services pushing
mode. Through this information service framework, remote-sensing data and its
derived information can be instantly acquired, processed and provided.
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5 Conclusions

An era of remote sensing big data is coming, which has brought us a new sit-
uation for information services. On the one hand, the potential value behind
remote-sensing data has not been effectively mined for thematic applications.
On the other hand, for some emergency applications such as quickly responding
to natural disasters, the BRSD and its derived information should be instantly
processed and provided. However, the traditional data service mode of remote
sensing is unable to meet the needs of these kinds of applications. The challenges
of BRSD services were discussed first. Then, the concept, framework, and key
technologies of information services for BRSD were addressed.
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Abstract. In time-domain astronomy, we need to use the relational
database to manage star catalog data. With the development of sky
survey technology, the size of star catalog data is larger, and the speed
of data generation is faster. So, in this paper, we make a systematic and
comprehensive introduction to process the data in time-domain astron-
omy, and valuable research questions are detailed. Then, we list candi-
date systems usually used in astronomy and point out the advantages
and disadvantages of these systems. In addition, we present the key tech-
niques needed to deal with astronomical data. Finally, we summarize the
challenges faced by the design of our database prototype.

Keywords: Distributed database · Time-domain astronomy ·
Catalog data

1 Introduction

The origin of information explosion is astronomy, which is first facing challenges
of big data [13]. In the new century, with the development of astronomical obser-
vation technique, astronomy has already entered a informative big data era and
astronomical data is rapid growth in terabytes (TB) or even petabytes (PB).
When Sloan Digital Sky Survey project started in 2000, data being collected
by telescope in New Mexico in few weeks is greater than all historical data. In
2010, information files contained 1.4 × 242 bytes. But, Large Synoptic Survey
Telescope (LSST) can be used in Chile in 2019, which can get the same informa-
tion within 5 days. Now, a number of countries are running large-scale sky sur-
vey project. Except SDSS, these projects include PanSTARRS (Panoramic Sur-
vey Telescope and Rapid Response System), WISE (Widefield Infrared Survey
Explorer), 2MASS (Two Micron All Sky Survey), Gaia of the European Space
Agency (ESA), UKIDSS (UKIRT Infrared Deep Sky Survey), NVSS (NRAO
VLA Sky Survey), FIRST (Faint Images of the Radio Sky at Twenty-cm), 2df
(Two-degree-Field Galaxy Redshift Survey), LAMOST (Large Sky Area Multi-
Object Fiber Spectroscopic Telescope), GWAC (Ground Wide Angle Camera)
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in China and so on. These sky surveys are generating a large number of astro-
nomical data.

Astronomical data also has four V characteristics of big data: Volume, Veloc-
ity, Variety and Veracity [8]. For example, LSST covers all sky and store in the
database one cycle per 7 days. GWAC covers 5000 degree2 and stores in real-
time per 15 s. Astronomy moves on to a big data era. Therefore, it is important
to study big data which is generated by astronomy [9]. However, the existing
database systems cannot support the demand of astronomical data, especially
for the real-time and GWAC’s scalability. We need to design our database system
for the discovery of transient celestial phenomena in short-timescale.

The rest of the paper is organized as follows. Section 2 surveys the back-
ground. Then, there are the problem definition and basic knowledge in Sect. 3.
And, in Sect. 6, we list candidate systems used in astronomy and point out the
advantages and disadvantages of these systems. Then, in Sect. 4, we give the
functional analysis of our database prototype. In addition, we point out the
challenges to the design of our database prototype in Sect. 5. Finally, Sect. 7
concludes this paper.

2 Background

GWAC is built in China, which consists of 36 wide angle telescopes with 18 cm
aperture. Each telescope equips 4k× 4k charge coupled device (CCD) detector.
Cameras cover 5000 degree2. Temporal sampling is 15 s. Cameras detect objects
of fixed sky area for 8 h each observation night. GWAC has special adventure
in the time-domain astronomical observation, according to size of observation
field and sampling frequency of observation time. It is great challenges for data
management and processing in giant data and high temporal sampling.

Table 1. Dada volume generated by GWAC

Cameras One day (8 h) One year (260 days) Ten years

Records Size Records Size Records Size

1 3.37 × 108 61.88 GB 8.77 × 1010 15.71 TB 8.77 × 1011 157.1 TB

36 1.21 × 1010 2.17 TB 3.16 × 1012 565.62 TB 3.16 × 1013 5.52 PB

As shown in Table 1, GWAC works 8 h a night, 260 days a year on average.
The index of star catalog data in GWAC includes: each star catalog in one image
having 1.756 × 105 records. So, camera array can generate 6.3 × 106 records in
15 s, contain 1920 × 36 = 69120 images and occupy about 2.17 TB storage space
in each night. The requirements of database management systems (DBMS) are:
(1) rapid big data storage capacity that all star catalogs are ingested within 15 s
and 2.17 TB star catalog data in each observation night should be stored before
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next observation night. (2) high-speed data acquisition can be analyzed in real-
time and rapid contextual computing capacity when facing mass of incessancy
and high-density star catalogs. This means relevance star catalog data generated
by one CCD within 15 s and reference star catalog to form light curves. (3) In
10-year design cycle, GWAC will generate about 5.53 PB size of star catalogs.
Therefore, DBMS for storing star catalog data must have the great management
ability for massive data.

For GWAC, the most immediate way to data management and design of
processing system is the database (only for data storage) and peripheral pro-
gram (rapid operation and the result obtaining). Yang et al. [18] researched by
cross-match for key technique developed a sky partitioning algorithm based on
longitude and latitude of space and increased the speed of cross match compute
rapidly. Based on the advantage of parallel compute by graphics processor, Zhao
et al. [21] used graphics processor accelerate method to speed up the image sub-
traction processing. Zhao et al. [20] developed point source extracting program
SEXtractor in the field of astronomy which is developed by graphic proces-
sor accelerate. Wang et al. [17] developed a cross-match accelerating algorithm
based on graphic processor. The advantages of this plan are the straightforward
thoughts and many mature techniques. The disadvantages are that database is
exchanging with peripheral programs and bring useless time loss of I/O. Com-
bination of program results in lack of optimizations as a whole.

Jim Gray directed the development of Skyserver and purposed Zone algo-
rithm [4,5]. It means that we can use SQL of DBMS to realize hyperspace index
replacement classical Hierarchical Triangular Mesh (HTM). This method can
reduce data interaction and increase speed. This is the principle of large-scale
scientific computation and database architecture design: designing philosophy to
bring computation to data rather than putting data to computation [16]. This
paper inspired by this idea, purposes design idea that combines data processing
of GWAC and data management to a database platform.

Massive astronomical data is great challenge for data storage and manage-
ment. Therefore, rapid processing of massive astronomical data is very impor-
tant. GWAC astronomical database can provide inquiry service and form a light
curve. The database contains two scientific targets:

– Rapid big data storage capacity. All star catalogs generated by cameras
can be stored within 15 s, and 2.17 TB star catalog data in each observation
night should be stored before next observation night.

– High-speed data collection. Data can be analyzed in real-time, including
efficient detection and dynamic recognition astronomical object.

The main scientific target of GWAC is to search optical transient sources
in real time and locate in observation sky and formulate star catalog index.
GWAC works sky survey every 15 s. Facing incessancy observation intensive
stellar field and massive star catalog in short timescale, data processing system
must have relevance computing ability to rapidly recognize celestial objects and
data processing algorithm, meaning relevance star catalog data generated by
each CCD in 15 s and reference star catalog to generate light curve. So, the goal
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is that we need to develop a database which can integrate the algorithm of the
point source identification and has high expansibility.

3 Preliminaries

3.1 Problem Definition

Point Source Extraction. The camera array (Ω) is consist of 36 wide angle
telescopes. Each wide angle telescope Ti(i = 1, 2, ..., 36) equips 4k × 4k CCD
detector. Point source extraction is to transform optical image into figure signal
by CCD detector which forms star catalog data.

Each row of data in star catalog is used to record one star. Property infor-
mation [12] for each star shows on Table 2. Each image in star catalog has about
1.756× 105 records.

Cross-Match. It contrasts and matches the object catalog with template cat-
alog. As shown in Fig. 1, if object catalog could match template catalog, the
pipeline will enter timing sequence photometry channel to process and manage
light curve. If the star cannot be matched in template catalog, it is transient
source (candidate). Cross-match is the key algorithm in GWAC searching tran-
sient source and generation light curve. Cross-match issue must depend on effec-
tive partition strategy. We will divide the sky into each horizontal strip in the
pixel coordinate and each source has a strip belonging to itself. At first, cross-
match can compare strip property and decrease times of comparing. Strip can
be integrated inside database as the basic unit of data processing.

Light Curve. It is the change of the brightness of the object relative to the time.
It is the function of time, which usually shows a particular frequency interval.

3.2 Camera Array Processing Flow

There is a flow graph for GWAC data processing in Fig. 2. According to basic
preprocessing of original image, it will extract point source and astrometric cal-
ibration of star catalog. Then, it completes tasks about relative discharge cali-
bration, real-time dynamic identification of astronomical object and light curve
mining based on cross-match observation data and reference star catalog.

Overall, objectives of our database prototype are: (1) capacity of rapid stor-
age data, object catalogs generated by cameras should be ingested within 15 s.
2.17TB star catalog data in each observation night should be stored before next
observation night. (2) high-speed data acquisition can be analyzed in real time
and has rapid contextual computing capacity when facing mass of incessancy
and high-density star catalog. This means relevance star catalog data generated
by one CCD in 15 s and reference star catalog to generate light curve.
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Table 2. Star catalog attributes of each source

Name Type Description

ID long int Every inserted source measurement gets a unique id. generated
by the source extraction procedure

imageid int The reference ID to the image from which the source was
extracted

zone small int The zone ID in which a source declination resides, calculated by
the source extraction procedure

ra double Right ascension of a source (J2000 degrees), calculated by the
source extraction procedure

dec double Declination of a source (J2000 degrees) as above

mag double The magnitude of a source

mag error double The error of magnitude

pixel x double The instrumental position of s source on CCD along x

pixel y double The instrumental position of s source on CCD along y

ra err double The 1-sigma error on ra (degrees)

dec err double The 1-sigma error on declination (degrees)

x double Cartesian coordinates representation of RA and declination,
calculated by the source extractor procedure

y double Cartesian coordinates representation of RA and declination, as
above

z double Cartesian coordinates representation of RA and declination, as
above

flux double The flux measurements of a source, calculated from the mag
value

flux err double The flux error of a source

calmag double Calibrated mag

flag int The source extraction uses a flag for a source to tell for instance
if an object has been truncated at the edge of the image

background double The source extraction estimates the background of the image

threshold double The threshold indicates the level from which the source
extraction should start treating pixels as if they were part of
objects

ellipticity double Ellipticity is how stretched the object is

class star double The source extractions classification of the objects

4 Functional Analysis and Requirements

The key steps in processing GWAC’s data are shown in Fig. 3. Within 15 s, we
need to ingest 1.756 × 105 records into the database, complete the cross-match,
generate the light curve and fulfill the task of data mining. The core functional
analysis is as follows:
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Fig. 3. The goal of core processing

4.1 Real-Time Storage

The system could rapidly store object star catalog generated by cameras in 15 s.
2.17 TB star catalog can be stored as increment data and make sure that data
could be stored in real time. Also, system merges increment data daily during
data storage low cycle (non observation night and other time) to increase data
storage capacity and decrease storage delay.

4.2 Cross-Match

The system should establish efficient index mechanism, optimize database join
operation, increase star catalog relevance and efficiency of cross-match.

4.3 High Scalability

As the observation data of each wide angle telescope is increasing, it is hard to
use one server storage and analysis different telescopes data. We need to design
high reliable distributed clusters architecture. There are different subset clusters
for every wide angle telescope storage star catalog data to ensure consistency of
star catalog data. Also it realize whole system processing capacity linear growth
and high throughput rate and low delay.

4.4 Data Mining

In database, we need to use technique of data mining to find meaningful astro-
nomical phenomena. The process of data mining can divide into online mining
and offline mining (shown in Fig. 4).
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Online Mining. For data flow which observation time is shorter than one night,
real-time monitoring and inner analysis windows should be used for dynamic
recognition of astronomical targets.

Offline Mining. For long-timescale data which observation time is longer than
one night, using full scale historical data predict waveform of light curve and
judging change cycle of curve to analyze fluctuation features of star body is
better.

5 Major Challenges

Based on the functional analysis in Sect. 4, the main challenge issues for our
database prototype can be concluded as below.

5.1 Customized Operators

For characteristics of astronomical data, we can customize operators in our
database prototype. There are the customized operators as below:

– Increment storage operator “DeltaInsert” ensures data real-time storage.
– Range join operator “RangeJoin” ensures rapid cross-match.
– Data mining operator library ensures association analysis, classify, cluster,

outliers detector and other functions.

In addition, our database prototype is designed with batch processing and
query plan adapter of streaming processing, by uniform query system interface.
it cannot only get real-time data flow query result, but also it can get query
result of full-history form of offline historical data.

5.2 Large-Scale Data Management

With the increment of the amount of data generated by GWAC, our database
prototype needs to deal with the problem of data management in PB level. A
large-scale data management engine needs to be designed to ensure data consis-
tency and integrity, and easy to scale out.
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Table 3. Different system characteristics

Features SciDB OceanBase MonetDB MongoDB Spark

Storage engine Array data
model

Memory affair
storage

Binary
association
table

Assembly
storage

RDD

Advantage Shared-
nothing
design,
SciDB-R

Support
ACID Affair,
Fault tolerant
automatically
and load
balancing,
Division
storage

Automatic
indexing,
index not
taking extra
storage space

Powerful
query
language,
support
dynamic
query and
fully index

Easy to scale
out clusters
and fast
iterative
computations

Disadvantage Not support
complex
search
condition

Low open
source version

Low speed of
insert
operation

Not support
transaction
operation

Low data
storage
efficiency

5.3 Scalable Query Processing

In a large-scale cluster environment, our database prototype needs to ensure
a low query response time. We should use the design philosophy of massively
parallel processing (MPP) to implement scalable query processing.

5.4 Long-Term Data Storage

Since the life cycle of GWAC is 10 years, it is essential to provide the hardware
and the storage strategy to save all historical data. Original image data can
verify correctness of related analysis and provide original data for image analysis
in depth.

6 Candidate Systems

For characteristic and functional requirements of astronomical data, there are
some candidate systems preparing to be compared and their characteristics are
summarized in Table 3.

6.1 SciDB

SciDB is a new science database for scientific data. Application areas include
astronomy, particle physics, fusion, remote sensing, oceanography, and biology
[15]. Scientific data often does not fit easily into a relational model of data.
Searching in a high dimensional space is natural and fast in a multi-dimensional
array data model, but often slow and awkward in a relational data model.

Array DBMS is a natural fit for science data. So, SciDB uses array data model
as the storage engine. Another characteristic of SciDB is sparse or dense array.
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Some arrays have a value for every cell in an array structure. It have ability
to process skewed data. Moreover, SciDB uses the shared-nothing distributed
storage framework. This is easy to scale out the cluster. In addition, SciDB has
built an interface for R language that lets R scripts access data residing in SciDB.
However, SciDB can not support complex search condition. And, the effect of
data storage in real-time is not good.

6.2 OceanBase

OceanBase [2] is a high-performance distributed database. It can realize cross
row and cross table affairs based on hundred billions records and hundreds TB
data.

Because OceanBase is a relational DBMS, it uses memory affair storage as
the storage engine, and can support ACID affair. And, in the distributed environ-
ment, OceanBase provides automatic fault tolerance, load balancing and division
storage. However, the open source version of OceanBase is low, and the stability
of the system is not strong.

6.3 MonetDB

MonetDB is also a relational DBMS for high-performance applications in data
mining, scientific databases, XML Query, text and multimedia retrieval, that is
developed at the CWI database architectures research group since 1993 [11].

MonetDB is designed to exploit the large main memory of modern computer
systems effectively and efficiently during query processing, while the database
is persistently stored on disk. The core architecture of MonetDB has proved
to provide efficient support not only for the relational data model and SQL,
but also for the non-relational data model, e.g., XML and XQuery [7,10]. In
addition, MonetDB supports column-store by using binary association table as
storage engine. Moreover, It can build the index automatically, the index can
not take extra storage space. Yet, the efficiency of insertion operation is low,
especially for incremental insertion.

6.4 MongoDB

MongoDB [1] is an agile database that allows schemas to change quickly as
applications evolve, while still providing the functionality that developers expect
from traditional databases.

Figure 5 shows the basic difference between the schema-free document
database structure and the relational database [6]. While the tables in a rela-
tional database have a fixed format and fixed column order, a MongoDB col-
lection can contain entities of different types in any order. The element dbRef
allows the creation of an explicit reference to another document in the same
database or in another database on another server.

MongoDB uses assembly storage as storage engine to support dynamic query
and fully index, and has a powerful query language. However, it can not support
transaction operation well.
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Fig. 5. Basic data structure between mongoDB and a relational database

6.5 Spark

Apache Spark [3] is an open-source cluster computing framework for big data
processing. It has the distributed data frame, and goes far beyond batch appli-
cations to support a variety of compute-intensive tasks including interactive
queries, streaming, machine learning and graph processing [14].

Spark use RDD [19] as storage engine to ensure the correctness and fault
tolerance of the query processing. It is easy to scale out clusters, and has fast
iterative computing power. However, because spark needs to rely on other storage
frameworks, its data storage efficiency is low.

7 Summary

We investigate and survey requirements of databases in astronomy and introduce
the background knowledge, points out core problems and the main challenges.
However, none of these candidates is suitable for large time-domain surveys and
that a new system should be developed to meet the challenges.
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Abstract. In time-domain astronomy, STLF (Short-Timescale and
Large Field-of-view) sky survey is the latest way of sky observation.
Compared to traditional sky survey who can only find astronomical phe-
nomena, STLF sky survey can even reveal how short astronomical phe-
nomena evolve. The difference does not only lead the new survey data but
also the new analysis style. It requires that database behind STLF sky
survey should support continuous analysis on data streaming, real-time
analysis on short-term data and complex analysis on long-term historical
data. In addition, both insertion and query latencies have strict require-
ments to ensure that scientific phenomena can be discovered. However,
the existing databases cannot support our scenario. In this paper, we
propose AstroServ, a distributed system for analysis and management
of large-scale and full life-cycle astronomical data. AstroServ’s core com-
ponents include three data service layers and a query engine. Each data
service layer serves for a specific time period of data and query engine
can provide the uniform analysis interface on different data. In addition,
we also provide many applications including interactive analysis interface
and data mining tool to help scientists efficiently use data. The exper-
imental results show that AstroServ can meet the strict performance
requirements and the good recognition accuracy.

Keywords: Distributed database · Astronomical data · Full life-cycle

1 Introduction

In recent years, many large optical instruments in time-domain astronomy have
brought unprecedented observation capabilities to us. As shown in Fig. 1, these
instruments have made great progress in three factors, including field-of-view
(FoV), spatial resolution and temporal resolution, which means that the tele-
scope can search larger area and darker objects with higher frequency, respec-
tively. Due to the cost limitation, three factors cannot currently be met at the
c© Springer Nature Switzerland AG 2019
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https://doi.org/10.1007/978-3-030-28061-1_6

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_6&domain=pdf
https://doi.org/10.1007/978-3-030-28061-1_6


AstroServ: Serving Large-Scale Full Life-Cycle Astronomical Data 45

Time

DEC

RA

Time
exposure 
cadence

Discrete  event signal (DES)

DES 2

 FoV for one exposure

exposure 
cadence

RA

DEC

 Continuous scientific phenomenaFoV

Spatial resolution

Temporal resolution

HSR sky survey 

STLF sky survey

Future sky survey 

DES 1

Fig. 1. The left is a radar graph, which compares characteristics of different sky surveys.
STLF sky survey (middle) can generate continuous time-series data of the same star in
one night. HSR sky survey (right) can only generate discrete data points in one night.
RA and DEC are right ascension and declination, respectively.

same time, so that two ways are attempted to design observation instruments,
including HSR (High Spatial Resolution) sky survey and STLF sky survey.

The study about HSR sky survey has been around for a long time, such as
PTF [17], Skymapper [8], SDSS [11], Pan-STARRS [13], and LSST [9]. They
finish a survey within 3–5 days and scan different regions (about 3–9.6 square
degrees) at every exposure. Thus, HSR sky survey cannot catch short and con-
tinuous scientific phenomena or only catch discrete scientific events of different
observed regions.

STLF sky survey as a new observation approach cannot only simultaneously
observe lots of spacial objects, but also a huge amount of data is collected at
a high exposure frequency. For example, GWAC [19] finishes a survey within
15 s and scans the same region (about 5000 square degrees) at every exposure.
Through STLF sky survey, human being can understand how short astronomi-
cal phenomena evolve. Although the new observation ability can help scientists
reveal more natural laws, the database systems behind STLF sky survey will
face unprecedented challenges.

The new survey data generated by STLF sky survey provides scientists a
completely new way to achieve scientific discovery, being very different from
HSR sky survey. The databases behind HSR sky survey, such as SkyServer [18]
and Qserv [20], only support the management of long-term historical data. How-
ever, continuous time-series data has higher value and supports more analysis
methods on them, compared with discrete data points. Thus, scientists often
expect to launch an analytical query on streaming data, short-term data and
long-term historical data to confirm a scientific phenomenon and issue an alert
as soon as possible. It causes the analysis requirement not limited to long-term
historical data, but extend to full life-cycle of data. Obviously, it is more helpful
for scientists to reveal scientific laws on site since many astronomical physical
phenomena are transient and hard to reproduce, such as microlensing.

It is a challenging work to design a database behind STLF sky survey to
support continuous analysis on streaming data, real-time analysis on short-term
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Fig. 2. The left is the real data generation pipeline and the right is data generator to
simulate GWAC’s working mode.

data and complexity analysis on long-term historical data. We face stringent
data challenges as follows.

– High density. Hundreds of thousands of objects will be extracted after an
exposure, causing the database to require high throughput. For example,
GWAC can simultaneously observe about 3.5 million objects.

– High frequency. Many data will be generated in very short time, causing
the database to require low request latency. For example, GWAC will produce
data every 15 s so that The ingest latency must be less than 15 s and a real-
time query must be also finished less than 15 s.

– Tremendous amount. As time goes on, a lot of data will be accumulated,
causing the database to require efficient storage capacity. For example, GWAC
can collect 6.7 billion high-dimensional data points per night. Finally, produce
about 2.24PB size of data over 10 years. Thus, the storage resource should
be used as little as possible from an economic point of view.

The existing astronomical databases are designed for HSR sky survey, so they
do not have a good support for continuous analysis and real-time analysis. Other
high-performance databases, such as MonetDB [19] and Hbase [2], cannot sup-
port the scientific analysis. Thus, in this paper we follow GWAC’s data feature
to design a database AstroServ serving full life-cycle astronomical data of STLF
sky survey. AstroServ mainly includes five major contributions as follows.

– Detect service on streaming. It receives the newly arriving data, normal-
izes data with a scientific pipeline and recognizes abnormal star from huge
amounts of objects. This module can follow the status of observation instru-
ments in real time and find early phase of scientific phenomena.

– Real-time data service. It receives normalized data and identified abnor-
mal star information and manage one night of data. This module can effi-
ciently ingest them into in-memory store to provide real-time query service
by a set of compact data store and index structures.



AstroServ: Serving Large-Scale Full Life-Cycle Astronomical Data 47

Dbgen clusterGWAC

Detect service in streaming

Data source

Real-time data service

Long-term 
data service

Query engine

Applications Metrics & log 
system

Fig. 3. Major components in AstroServ

– Long-term data service. It ingests one night of data every time and finally
manage all historical data. This module can append data with a high through-
put and provide off-line query service by compact data scheme and efficient
metadata management.

– Query engine. We design a framework to build query engine to ensure that
it can query data from both real-time data service and long-term data service
with a unified way.

– Applications. Combined with core service of our database, we present two
applications including interactive analysis interface and off-line integrated
detector to help user fast tracking and data mining.

The rest of the paper is organized as follows. Section 2 introduces the GWAC
project and data sources. Section 3 presents our work. Section 4 describes our
experimental results. Section 5 is related work. Section 6 summaries our work
and presents directions for future work.

2 Background

2.1 GWAC Project

The Ground-based Wide-Angle Camera array (GWAC) with 20 cameras1, which
was built in China, was a part of the SVOM space mission. Each camera can
observe about 175,600 objects. Thanks to the low exposure cycle and large FoV,
the survey cycle of GWAC was equal to the exposure cycle 15 s. Thus, it is ideal
for searching for optical transients of various types by continuously imaging the
same region.

GWAC can produce 3.5 million rows of data per 15 s and 6.7 billion rows of
data are produced in one night (about 8 h). 2.24PB size of data will be produced
1 GWAC will eventually expand to 36 cameras.
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over 10 years. It suggests that the worst performance of our database must meet
(1) the throughput is more than 234,133 rows per second in detect service on
streaming, (2) the throughput is also more than 234,133 rows per second and
the query latency on 6.7 billion rows of data is less than 15 s, and (3) long-term
data service can also ingest 6.7 billion rows of data into database within 12 h
and can manage 2.24PB data and provide the tolerable query latency.

2.2 Data Sources

GWAC as a camera array only produces the image and the image will be trans-
formed into a relational table named as the catalog file through point source
extracting, etc, as shown in Fig. 2. The catalog file sent from remote place (e.g.,
Xinglong) to local servers (e.g., Beijing) will be used as AstroServ’s final input.
To easily design our database, we first develop a distributed data generator on
local cluster where each machine simulates a GWAC’s camera and synchronously
generates the catalog file. In addition, we also design a transient simulator to
randomly attach the scientific phenomenon to stars (e.g., attaching continuous
microlensing to some star) to test our detect service.

3 AstroServ’s Architecture

As shown in Fig. 3, AstroServ mainly includes six major components, where
detect service in streaming, real-time data service, long-term data service and
query engine belong to the core components. The core components manage dif-
ferent phases of data and provide the query service. Finally, achieve the full
life-cycle management.

3.1 Detect Service on Streaming

This component follows the “master-slave” mode and each slave node serves the
data generated by a camera, including two functions: (1) scientific pipeline and
(2) detector [10]. Scientific pipeline can assign the IDs to stars, find the new
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stars and normalizes the catalog data to help detector improve the recognition
precision. Then, several key steps have to be done. First, the catalog file where
stars have no IDs is sent to cross-match module [16], stars will be given IDs by
searching the nearest star in the template table which includes all of identified
stars. In cross-match module, we use the pixel coordinates to improve the perfor-
mance [21]. If the star in catalog does not appear in the template, it suggests a
new star and AstroServ will send an alerting signal. When the new stars appear,
they will be added into the template table. We design an encode strategy to
define the star ID and maintain the template table automatically. In addition,
flux normalization was carried out through comparison to standard stars in the
same fields to correct the magnitude error due to external interference, such as
the cloud. After that, the normalized catalog could be just used for transient
detection and storage (Fig. 4).

The detector is used for recognizing the scientific phenomena. After each
exposure, it receives the normalized catalogs and returns the set of abnormal
star IDs, called as Eset (Event set). The detector uses the integration frame-
work based on sliding window, including six models to detect different types
of scientific phenomena. Six models derive from two methods being NFD (Nor-
malized Feature Detector) and DIFF (first-order DIFFerence accumulation) [16]
with different window sizes. Each model will give a score representing the prob-
ability of an abnormal star to next module. An optimistic transient recognition
strategy will be used to decide Eset according to the maximum score of every
stars. Finally, send the alerting signals.

3.2 Real-Time Data Service

This component focuses on efficient storage and query of short-term data (e.g.,
one night of data). For example, one night of data in GWAC has high value,
so that the low-latency access to these data can help user analyze scientific
phenomena on site. Thus, both the ingest and query latency must be less than
the exposure interval. As shown in Fig. 5, we use a set of optimization methods
to improve the performance. We build scientific phenomenon model based on
key-value schema to organize data to speed up the access to time-series data.



50 C. Yang et al.

Catalogs

AstroCacheAstroBase Metadata

Fits parser 

 Table creator

Time interval
management

Buffer 
management 

Info Table

Mag
Table

Template
 Table Partitioner

Catalog ingester

Data mining

Data & metadata loader

Query parser & optimizer

SQL & API interface

M
et

ric
s

&
lo

g 
sy

st
em

Approximate 
space operator 

On-line query engine

Time 
operator 

Operator set intervalAnalysis, etc 

Off-line query engine

Accurate
space operator 

Time 
operator 

Operator set
nearNeighbourSearch, etc 

Interactive 
analysis

Applications

Q
uery engine

AstroServ cluster

Job server

Master Slave

Real-time 
service log Detector log

Real-time 
service 
metrics

Dbgen slave 
metrics

Catalog 
ingester log

Memory 
usage log

Detector 
Master log

Dbgen cluster 
metrics

Job server log

Encoder

Real-time data service

Lo
ng

-te
rm

 d
at

a 
se

rv
ic

e

Fig. 6. Long-term data service, query engine, metrics & log system and applications

In addition, we use partition methods to partition both catalog and template
table and physically cluster star data of the same partition to improve the ingest
due to less partition keys. Noting that we implement two partition methods: (1)
accuracy-aware grid partition presented by us and (2) Healpix partition [12].
Accuracy-aware grid partition supports the approximate query to improve the
query performance. For improving the access to scientific phenomenon data, we
build a time index based on time-evolving feature. It has the insert-friendly
structure and supports the distributed scan. For speeding up the analysis to
scientific phenomenon data, we first pre-analyze the abnormal stars inside every
partition and generate intermediate statistics to avoid the access to original
data. In addition, we also store hot data separately to improve their access. All
of generated data are finally transformed into key-value pairs and inserted into
a distributed key-value in-memory store. Although we insert multiple types of
data but they are clustered into different partitions so that it does not reduce
the ingest performance. Using the partition as the insert unit can also reduce
the unnecessary data structure overhead.

3.3 Long-Term Data Service

This component is actually a catalog ingester which ingests one night of cata-
logs into a disturbed on-disk store. The major challenge is to ensure that the
insert latency is less than 8 h. Thus, we overlap the processing between real-time
data service and long-term data service. As shown in Fig. 6, long-term data ser-
vice (i.e., time interval management) can dynamically monitor the generation
of normalized catalog and ingest catalogs when real-time data service is idle.
We totally use three logical tables to keep data: (1) original time-series informa-
tion except magnitude attribute in Info table, (2) magnitude attribute in Mag
table and (3) non-time-series information such as locations in Template table.
This organization form can improve the performance of the popular light curve
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analysis. For saving storage space, we design an encoder to compress data. In
addition, the usage of memory buffer can also improve the insert performance.

3.4 Query Engine

This component needs to support both the real-time analysis on short-term data
and complex analysis on long-term data. Short-term data is kept into AstroCache
being a disturbed key-value in-memory store, such as Redis cluster [6] and long-
term data is kept into AstroBase being a disturbed on-disk store, such as Hbase
[2]. Real-time analysis focuses on the scientific phenomena recognized by detector
and complex analysis focuses on large-scale star data. We design a query engine
integration framework which can transparently execute queries from different
data sources. The framework uses Web service (i.e., Job server module) as the
query interface and supports both SQL-like and API to access AstroServ. By
query parser, query engine can choose the correct sub-engine to run query. As
shown in Fig. 6, our on-line query engine runs approximate query efficiently and
can meet the minimum accuracy, but our off-line query engine is accurate. When
the query engine is launched, we first load the metadata into memory to improve
the query performance and every query job will be run distributedly.

3.5 Other Components

Metrics and Log System. AstroServ as a distributed database follows the
“master-slave” mode, so that we monitor services on master and slave nodes,
respectively. Different logs are benefit from profiling our system. The major
metrics include the size of data in both AstroCache and AstroBase, the Eset’s
size, the catalog size, the ingest and query latency, etc.

Applications. They mainly obtain data from the core components and help
users analyze data in an easier way. Currently, our applications include inter-
active analysis interface and data mining tool. Interactive analysis interface is
a web UI which is ability to graphically display alerting signals and analysis
results on an earth model. Data mining tool is a machine learning algorithm
integration framework which can recognize long-timescale scientific phenomena
from long-term historical data.

4 Experiments

4.1 Experimental Setup

We evaluate how well AstroServ works by using four metrics: insertion latency,
query latency, detector recognition precision and storage usage. We use GWAC
[19] as an example to test our system, in which each observation unit can collect
175,600 objects per 15 s and an observation experiment lasts 1,920 times (about
8 h).
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We simulate GWAC by using the distributed data generator. It follows the
“master-slave” mode, where each sub-generator simulates an observation unit.
A sub-generator produces a catalog file which is a relational table with 175,600
lines and 25 columns per cycle. In our experiment, we assign every sub-generator
to run on one machine. In addition, we simulate scientific event signals by set-
ting the Eset size to subject to the geometric distribution and the locations of
scientific events to subject to the uniform distribution. The duration of each
scientific event is also random. Finally, we simulate 19 observation units on 20
machines (one master), each of which has 12 CPU cores (CPU frequency is low,
only 1.6 GHz per core) and 96 GB RAM.

We also build AstroServ’s cluster on the same 20 machines where each slave
processes data produced by a sub-generator on the local machine. We use Go
and C++ to implement detector service and real-time service, respectively. Redis
cluster 3.2.11 as the key-value in-memory store where we launch 120 storage
nodes (i.e., master and slave nodes are half of each) and each slave node backs
up data of a master node. Hbase 1.3.1 is as the on-disk store. Spark 1.6.3 [4]
is used for query processing. We will divide the experiment into three parts as
follows.

4.2 Results

Detect Service on Streaming. For each slave node, the average detector
latency on 17,5600 rows of data is 3.97 s and the variance is 1.6 s. Noting that the
Go’s garbage collection may cause the detector latency to be longer. Although it
has no much impact on the overall performance, but it needs to be further opti-
mized. We also test the detector’s accuracy. We use GWAC’s specific parameters
to generate 3,240 time-series as test data and add the scientific phenomena for
each time-series. Our’s detector accuracy can achieve 73.5%. In other words, we
have ability to detect 2,381 scientific phenomena.

Real-Time Data Service. We ingest 19 catalog files per 15 s by real-time data
service lasting 1,920 times (8 h). The average insert latency is 2.35 s which is
less than our requirement 15 s. In addition, our ingest latency is stable and the
variance is 0.12 s. The size of 8 h data is 1.15TB, and AstroCache only uses
460GB main memory. It reduces the main memory overhead of our system. As a
comparison, Redis cluster without our optimization will consume 2.34TB main
memory. The main reason is that (1) we only manage the hot data and scientific
phenomenon data instead of the entire data set and (2) we use partition data
instead of star data as the storage unit which can cut unnecessary data structures
to maintain more keys.

Long-Term Data Service. We prepare one-night of data in advance to test
the continuous insertion performance. This component consumes 3.5 h to ingest
these catalogs into AstroBase and about 6 s for each catalog. The latency is
less than our requirement 8 h. As a comparison, Hbase without our optimization
needs 13 h to ingest one-night of data and about 24.4 s for each catalog. Our
optimization can improve 3.7× insertion performance.
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Query Engine. For on-line query engine testing, we refer to the LSST telescope
discovery ability [9] and decide to simulate the generation of 200,000 scientific
phenomena one night. This number is more than it at the real case to test the
worst performance of on-line query engine. The worst query latency on 6.7 billion
rows of data is 2.72 s being less than 15 s. For off-line query engine testing, we
preliminarily test it on 15.71TB (120 billion rows of data). We assume that the
size of result set is less than 1 million rows of data. When the result set is 1.2
million rows of data, the average query latency is 26 s.

5 Related Work

We survey the related work involving (1) astronomical data management system
and (2) distributed data store.

Astronomical Data Management System. In time-domain astronomy, cat-
alogs collected by telescopes had to be stored into a long-term database for
complex analysis. SkyServer [18] for SDSS was built on Microsoft SQL Server.
It was primarily responsible for long-term storage (since 2000), complex query
and the primary public interface catalogue data from SDSS. SciServer [7] was a
major upgrade of SkyServer. SciServer was a collaborative research environment
for large-scale data-driven science, but it still worked on long-term data. Qserv
[20] was a distributed shared-nothing database to manage the LSST catalogs
over 10 years. It was designed into a MySQL cluster by a proxy server and a
distribution file system xrooted. In addition, PostgrelSQL was used for storing
the original data for Skymapper. These databases did not consider the efficient
real-time time-series data management, due to the low time resolution of HSR
sky survey.

Distributed Data Store. The in-memory stores had high throughput and low
latency, and several solutions were considered before we embarked on Astro-
Cache development. In-memory distribution file systems, such as Alluxio [15],
was similar to HDFS [5] on disk. It followed the write-once, read-many approach
for its files and applications, but sometimes we had to update data. In-memory
distribution messaging systems, such as Apache Kafka [3], did not support ran-
dom read. In-memory relational databases, such as MonetDB [14], have been
tested for the insert performance through GWAC’s catalogs [19]. The experi-
ment showed the insert latency was not stable, and sometimes an insert oper-
ation could not be finished within 15 s, because of periodically pushing data
onto disk. In addition, it did not support query for scientific phenomenon data.
In-memory distributed key-value stores, such as Redis cluster [6], have been
tested by us through GWAC’s catalogs without our optimization. However, the
network latency was the main bottleneck because of too many keys. The total
amount of memory, which was consumed to keep one-night GWAC’s catalogs
into Redis cluster, was also unacceptable (more than data size), even if data was
compressed. The on-disk stores are suitable for long-term historical data stor-
age. However, some popular solutions are not applicable to our scenario. Apache
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Cassandra [1] is a distributed key-value database, but it is suitable for large-
scale data storage. HDFS as a distributed file system, can support large-scale
data storage but it does not support the necessary index and data organization
schema. Hbase without our optimization is also tested by us through GWAC’s
catalogs. The insert latency is unacceptable in our cluster. In addition, Hbase
does not support the scientific analysis methods.

6 Summary

AstroServ is a distributed database to analyze and manage large-scale full life-
cycle astronomical data for short-timescale and large field of view sky survey.
Detect service on streaming can finish the detect of 3.5 million stars within 3.97 s.
Real-time data service can finish the ingest of 3.5 million rows of data within
2.35 s. Long-term data service can finish 6.7 billion rows of data within 3.5 h.
The query latency on AstroCache is within 2.72 s and it on AstroBase is within
26 s. The overall performance is improved under our optimization. In future, our
query will use polystore framework to automatically adjust data distribution for
better performance.
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Abstract. China’s self-developed GWAC is different from previous astro-
nomical projects. GWAC consists of 40 wide-angle telescopes, collecting image
data of the entire sky every 15 s, and requires data to be processed and alerted in
real time within 15 s. These requirements are due to GWAC. Committed to
discovering and timely capturing the development of short-time astronomical
phenomena, such as supernova explosions, gamma blasts [1], and microgravity
lenses, hoping that GWAC will be able to make timely warnings and early
warnings in the early stages of these astronomical phenomena. The astronomical
researchers are provided with detailed information on the event by scheduling a
deep telescope to record the entire process of astronomical time development.
Second, the GWAC project requires observations for up to 10 years of storage.
These long-term stored data are provided to astronomers to help the astronomers
get new discoveries after the technology and means are updated, as well as
astronomy for astronomers. Big data mining provides support.

Keywords: GWAC � Astronomical � Storage

1 Introduction

With the development of computer technology, modern astronomical observations use
computers to analyze and process data on a large scale, and at the same time promote
the richness of astronomical observation technology. These astronomical observation
techniques combined with the development of big data technology, the real-time
analysis and management of massive astronomical big data has become possible. The
astronomical big data of these explosions also poses extremely high challenges and
requirements for the analysis and management of astronomical data. In 2000, the Sloan
Digital Sky Survey (SDSS) telescope in New Mexico collected more data in just a few
weeks than in the history of astronomy. By 2010, information The file has been as high
as 1.4 242B. However, the Large Synopticc Survey Telescope (LSST), which is
expected to be used in Chile in 2019 [2], will receive the same amount of data in five
days. In China, the Large Sky Area Multi-Object Fiber Spectroscopic Telescope
(LAMOST) and the Ground-Based Wide-Angle Camera Array (GWAC) surveys
generate massive amounts of data every day.
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The early astronomical data management system used file data management. Early
data management relied on observation methods and observation equipment. The
amount of data to be managed was not large, and only data analysis and archiving were
required. However, with the observance of observation methods and observation
equipment, the amount of observed data is often difficult to cope with using traditional
methods. Some projects use cloud computing to manage and analyze massive astro-
nomical data. For example, the pulsar detection project in Swinburn, Australia [1] uses
the cloud computing platform to analyze and process the data collected by the Parks
radio telescope at a rate of 1 GB per second, which involves a large number of
calculations and finally processes the results. And some intermediate results are
archived and saved. Nowadays, astronomical researchers are no longer satisfied with
the needs of the previous analysis and processing, but need to be able to query the data
they need according to the needs of astronomers. Currently, some astronomical projects
use the management of relational databases, such as the SDSS Sky Survey. The data is
processed periodically and stored in a relational database with a sample period of
71.7 s as a sampling period for use by astronomical researchers and astronomers.

However, the GWAC designed in China is different from the previous astronomical
project. The GWAC 40 wide-angle telescope collects the image data of the entire sky
every 15 s, and requires the data to be processed and alerted in real time within 15 s.
These requirements are due to GWAC’s [3] efforts to discover and Timely capture the
development of short-term astronomical phenomena, such as supernova explosions,
gamma blasts, and microgravity lenses. It is hoped that GWAC will be able to make
timely warnings and early warnings in the early stages of these astronomical phe-
nomena. A deep telescope to record the entire process of astronomical time develop-
ment [7] to help astronomical researchers obtain detailed information on the event.
Second, the GWAC project requires observations for up to 10 years of storage. These
long-term stored data are provided [5] to astronomers to help the astronomers get new
discoveries after the technology and means are updated, as well as astronomy for
astronomers. Big data mining provides support.

Massive astronomical data presents a series of challenges. The traditional astro-
nomical data management system can not meet the needs of astronomers for real-time
processing, storage, query and astronomical phenomena discovery of massive astro-
nomical data. For the real-time processing of GWAC massive data processing and long-
term management requirements, the traditional relational database is limited by the
single-node limitation and cannot meet the processing requirements of a large amount of
streaming data. Subsequent distributed systems such as Hadoop/HDFS cannot meet real-
time queries and analysis. NoSQL databases [6] such asMongoDB have poor support for
indexes and cannot meet the demand for efficient connection of large data volumes.

At present, researchers have designed a real-time data management system for
GWAC, which initially realizes the real-time data processing and astronomical phe-
nomenon discovery. However, there are still some problems in the real-time system.
The data processed in real time is not only related to the astronomical phenomenon.
None of them were saved, and astronomers could not view the historical data observed
by the telescope, nor could they query the massive data. Not only that, the astronomical
phenomenon discovery module of the real-time system uses an algorithm with low
accuracy and low recall rate in order to ensure the performance of the system as much
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as possible, which leads to some astronomical phenomena that cannot be discovered,
and can not guarantee the accuracy of the discovered astronomical phenomena. Sex.

Therefore, with the existing problems of the needle, we combined with the appli-
cation background of the GWAC telescope to design an off-line analysis and manage-
ment system for astronomical data to solve the above series of problems [4]. The system
is mainly divided into three parts: storage manager, query engine and astronomical
phenomenon mining [8]. The storage manager mainly implements the rapid storage of
massive astronomical data, and organizes the data structure in the database according to
the cluster state and the data interface. The query engine mainly implements a profes-
sional query interface for astronomy. The astronomical phenomenon mining part mainly
realizes mining and analyzing astronomical phenomena from massive data.

2 Related Work

2.1 GWAC Telescope Array

The ground-based wide-angle camera array GWAC under construction in China consists
of 40 wide-angle telescopes with a diameter of 18 cm. Each telescope is equipped with a
4k * 4k charge coupled device (CCD) detector. The entire camera array covers a range
of 5,000 square degrees and a time sampling period of 15 s. The observed observations
of the fixed sky area targets for each observation night were as long as 10 h. From the
observation of the size of the field of view and the sampling frequency of the observation
time, the ground wide-angle camera array has a special advantage in time domain
astronomical observation. The huge amount of data and high-speed sampling rate pose
great challenges to the management and processing of data. The star table data indicators
of the ground wide-angle camera array are: (1) The star table data has about 1.7 * 105
records per image, and the entire camera array produces 6.8 * 106 (data volume is about
1.3 GB) records in 15 s, each There are about 2400 * 40 = 96000 pictures in the eve-
ning, which requires about 2 TB of storage overhead. (2) With a 10-year design cycle,
GWAC will produce a super-large-scale catalogue of the order of 3–6PB.

2.2 Astronomical Data Management Related Work

At present, the main functions of astronomical databases at home and abroad are still
concentrated on electronic archiving, search and download, and mainly through three
stages.

(1) In the rise phase, the astronomical database at this time is mainly based on the data
storage of the file system. The most famous one is the set of identifications,
measurements, and bibliography for astronomical data (SIMBAD) of the Centre
Data Center CDS (centre de Donnes stellarires). Manage astronomical data,
archive, sort, and organize data, and provide cross-recognition and file catalog
retrieval for global catalogs.

(2) The relational database implements the astronomical data management stage,
represented by VizieR and SDSS, which provide star catalog services. By the end of
the 1990 s, SIMBAD services could not meet more complex query requirements,
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and CDS developed a more powerful ViziR. System, ViziR underlying dependency
data model, supports ID and location based search, and does not have the maximum
search radius requirement, has faster response speed [9], but the search is less
customized, in addition, another professional astronomical data management ser-
vice for Sloan Digital Sky Survey SDSS self-developed database. SDSS’s astro-
nomical database Skyserver is based on Microsoft’s SQL Server custom
development, with features such as fast query, batch download, SQL retrieval and
visual graphical interface. This stage of astronomical data management began to
customize the scientific application of various astronomical data on the basis of the
database to meet the special retrieval needs of astronomical data.

(3) The upcoming large-scale astronomical database stage, represented by the US
large-diameter panoramic LSST and SKA (square kilometer array) []. Some
emerging astronomical fields such as gamma-ray bursts and supernova explosions
have more urgent requirements for time-domain astronomical observations, which
directly lead to the explosive growth of astronomical data. The US LSST design
records 3 images of 1 billion pixels per 15 s. The amount of data collected every
night is about 15–30 TB, and it can be visited once every 3 days. It is expected to
receive observation missions [10] in 2022. The Australian SKA program gener-
ates more than 12 terabytes of data per second. The original image produced in a
single day is 1 EB, and the first phase of construction is expected to begin in
2020. The above-mentioned large-scale astronomical observation project has
created a huge challenge to the current data management framework. High-
throughput, large-scale storage and fast search have become the main problems. It
is worth mentioning that Meng et al. [7] have carried out some research work on
the current GWAC data management scenario, and proposed a management
scheme based on MonetDB database. The GWAC [3] data generator gwac_dbgen
has been developed to simulate the real data format and magnitude of a CCD
continuously generated. In addition, based on the simulation data of the generator,
the cross-authentication algorithm in the MonetDB database is implemented using
SQL to avoid data movement. However, when the accumulated data size is large,
the scalability of MonetDB is poor and the storage time is not stable enough.

3 Design Concepts

3.1 Scalability

Over time, the system will accumulate a large amount of astronomical data, and the
observatory will increase the number of observing equipment. We have designed an
easily scalable model. This model can add data storage devices when the amount of data
is large, or add data processing devices when adding astronomical observing devices.

3.2 Low Latency

GWAC is a short-cycle astronomical observing device, which requires data processing
to be completed in a short time or it will cause data congestion [12]. We designed a
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high-performance astronomical data processing model and astronomical phenomena
detection model.

3.3 Parallelism

The observation data acquired by each telescope in the GWAC telescope array is
unshared, and the data processing flow of each telescope can be completely separated,
so we use a parallel architecture for astronomical data processing.

4 System Architecture

4.1 Overall Architecture

The huge amount of observed data gives the system two challenges: (1) the system
needs to have extremely high throughput. (2) The system needs high-performance real-
time processing and analysis functions. In response to the above challenges, we pro-
pose a real-time astronomical data processing framework based on the characteristics of
GWAC data. GWAC consists of forty telescopes, and the observation data of each
telescope is not related to each other [14]. Therefore, we use forty servers for each
telescope. Parallel real-time processing and analysis of observation data, one server
performs overall control and status monitoring on the real-time layer system. The
system architecture of the real-time layer is as follows (Fig. 1).

In the system, the user performs overall control and monitoring through the master
node. Each worker node processes the observation data acquired by one telescope.
After real-time processing of the observation data and astronomical phenomenon
discovery, the worker node returns the hot data such as astronomical phenomena. To
the master node, the master node then tells these hotspot data to be displayed to the user
through the front end.

Worker Node
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System
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Fig. 1. Ovreall architecture.
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4.2 Distributed Data Storage Scheme with Mixed Memory and Hard
Disk

There are three parts of the data that astronomers pay more attention to, template star
catalog data, observation star catalog data, and astronomical event data. The template
star table data mainly records the celestial bodies in the sky, where each line represents
the basic information of a celestial body. Observational star catalog data primarily
records specific data for each observation of a celestial body in the sky, with each row
representing information observed once by a celestial body. The astronomical event
data mainly records every astronomical phenomenon in the sky, where each row
represents the specific information of an astronomical event of a celestial body. The
data descriptions of the specific three kinds of star tables are as follows.

There are three parts of the data that astronomers pay more attention to, template
star catalog data, observation star catalog data, and astronomical event data. The
template star table data mainly records the celestial bodies in the sky, where each line
represents the basic information of a celestial body. Observational star catalog data
primarily records specific data for each observation of a celestial body in the sky, with
each row representing information observed once by a celestial body. The astronomical
event data mainly records every astronomical phenomenon in the sky, where each row
represents the specific information of an astronomical event of a celestial body. The
data descriptions of the specific three kinds of star tables are as follows.

In order to satisfy the persistent storage of massive data and a series of query
operations including join query, we designed a distributed storage scheme of mixed
storage of memory and hard disk based on GWAC data background. For hot data such
as template star table and astronomy for query access. The event star table, we store it
in the Redis cluster, we store it in the HBase cluster for the observation star catalog
with less access to the query. This storage method guarantees the reliability of the
persistent star table data, and also makes the template star catalog in Redis and the join
operation of the observation star table in HBase have better performance (Fig. 2).

Template catalog RealƟme data

ObservaƟon catalogOffline mining catalog

Fig. 2. Data storage schema.
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4.3 Astronomical Data Offline Management and Mining Framework

The offline layer system mainly faces three challenges: (1) the system needs to be
scalable, and the massive star table data makes the system have to periodically increase
the storage node to provide space for subsequent data. (2) High-performance data
storage and mining solutions. Since the real-time layer system occupies a large amount
of system CPU and memory resources every night, the data storage and mining of the
offline layer system can only be performed during the day. (3) The huge amount of data
also brings a high delay to data query. How to combine storage and query to give a
reasonable offline data storage solution. We designed astronomical data offline man-
agement and mining framework based on Hadoop\HBase\Spark cluster for the above
problems. The architecture diagram of the offline layer system is as follows. The
following mainly from offline data (Fig. 3).

For the data processed by the real-time layer, the offline layer also uses a parallel
way to store data into the database. At the same time, combined with the characteristics
of astronomical query, we pre-calculate and store the intermediate data required by
some queries during the storage. Query performance. For the massive star table data
stored in HBase, we use the time series data analysis algorithm to mine it based on
Spark.
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4.3.1 Parallel Data Entry Mechanism
In order to improve the warehousing performance as much as possible, for the 40 nodes
processed in the real-time layer, we will perform the warehousing operation in parallel.
HBase can effectively support the simultaneous storage of multiple nodes. The
experiment shows that the GWAC nightly observation data is In the daytime, it can be
completed in about 200 min.

4.3.2 Calculating the Integration Data
In order to provide high-performance query services for massive astronomical data, we
propose the idea of calculating the integration of data, that is, in the daily storage
process, the intermediate data (such as average value, maximum value, minimum
value, etc.) required for some queries are stored in the process. Calculate in order to
reduce the performance overhead of the query.

4.3.3 Data Blocking
In massive astronomical data, astronomers are always more interested in some of the
data. From the perspective of data columns, queries such as star brightness values and
star space coordinates are more frequent. In view of such data characteristics, we
propose the idea of data partitioning, which divides the data column into hotspot
columns and non-hotspot columns, and stores the hotspot columns and non-hotspot
columns separately, thereby improving query performance.

5 Experiments

We have done a series of tests on the storage and query performance of the system. The
test results show that our system has good storage speed and query performance.

We performed a series of tests on the performance of astrobase on a 20-node
cluster, including data warehousing performance and query performance. The servers
used in the experiment are all ubuntu16.4 system environments, and the deployed
software environment is hadoop2.8.1, hbase1.3.1. The storage space of each server is
about 1 TB, and the memory space of each server is 32 GB.

5.1 Astrobase Data Storage Performance Experiments

We simulated the data generated by 20 telescopes and tested the gwac data ware-
housing performance on 20 nodes. The experimental results show that the nightly
observation data can complete the data warehousing operation in about 3.5 h, which
can meet the basic needs of gwac.

5.2 Astrobase Query Performance Experiments

In order to improve the query performance of GWAC astronomical data, we adopt the
idea of computing and integrating data. In the data storage process, some hot query data
(such as average value, maximum and minimum value) are pre-calculated, and daily
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operation results are recorded. When the user queries, these calculation data can be
directly called to improve the overall query performance.

We designed an intermediate calculation data table, saved the intermediate results
in a table, and provided a query for the intermediate calculation data. We currently
record the average of the daily light curve and store it in astroBase.

Intermediate Data Calculation Delay
The calculation of intermediate data is mainly carried out in the data warehousing
process, and the calculation process will have a slight impact on the warehousing
performance. The following figure is a graph of the storage performance when the
calculated data is not used and the calculated data is used. We tested the performance
impact of intermediate data calculations when storing 3000 star catalog files (Fig. 4).

As can be seen from the above figure, the calculation of the intermediate data will
have a performance impact of about 150 s on the daily data storage. Compared with the
overall storage time of about 4 h, the impact is not very large.

Intermediate Data Query Performance
The use of computational integration data can significantly improve query perfor-
mance. We tested the query latency with and without this scheme. The chart is as
follows (Fig. 5).
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It can be seen that before the calculation is integrated into the data scheme, the
query delay is about 27 s. After the calculation is integrated into the data scheme, the
query delay is reduced to about 6.4 s, which significantly improves the query
performance.

6 Conclusion

Experiments show that astrobase can meet the long-term management needs of
astronomers for astronomical data. Astrobase can realize long-term storage of billions
of rows of data and provide high-performance index for data query.
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No. 2016YFB1000602.
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Abstract. Big data has been an important analysis method anywhere
we turn today. We hold broad recognition of the value of data, and prod-
ucts obtained through analyzing it. There are multiple steps to the data
analysis pipeline, which can be abstracted as a framework provides uni-
versal parallel high-performance data analysis. Based on ray, this paper
proposed a parallel framework written in Python with an interface to
aggregate and analyze homogeneous astronomical sky survey time series
data. As such, we can achieve parallel training and analysis only by defin-
ing the customized analyze functions, decision module and I/O interfaces,
while the framework is able to manage the pipeline such as data fetching,
saving, parallel job scheduling and load balancing. Meanwhile, the data
scientists can focus on the analysis procedure and save the time speeding
this program up. We tested out the framework on synthetic data with
raw files and HBase entries as data sources and result formats, reduced
the analyze cost for scientists not familiar with parallel programming
while needs to handle a mass of data. We integrate time series anomaly
detection algorithms with our parallel dispatching module to achieve
high-performance data processing frameworks. Experimental results on
synthetic astronomical sky survey time series data show that our model
achieves good speed up ratio in executing analysis programs.

Keywords: Big data analysis · Deep learning algorithm ·
Performance optimization

1 Introduction

In recent years human society generates data increasingly, the large proportion
of which are time series data, such as ECG [1], data center system metrics, traf-
fic flow data, financial data and other industrial monitor data. For example, a
search engine can monitor its search response time (SRT) by detecting anoma-
lies in SRT time series in an online fashion [7]. These time-resolved values can
c© Springer Nature Switzerland AG 2019
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reflect the characteristics of a metric through time axis. We are able to sketch the
outlines of a dataset, but handling outpouring data requires lots of computing
resources, paralleled high-performance computing emerged as a promising app-
roach for data processing. But most data scientists are not familiar with database
programming or parallel programming, or they are not proficient in implement-
ing high-performance programs which can meet the need for high-performance
computing and digesting data in quantities in modern society. What is inspir-
ing is that time series data are formatted data that they are homogeneous, so
processing procedures of these data have many steps in common that could be
summarized as a general parallel strategic module to speed up the programming
and synthesize the result from different sources. The I/O of the data and the
analysis operation is the only variable between two different analysis tasks. Other
components like the scheduling policy, data cache pool, and auxiliary utilities
can be reused.

The major contributions of our paper are as follows: Firstly, we present a par-
allel data analysis framework based on parallel programming modules and data
analysis modules. We provide simple interface allows programmers not famil-
iar with parallel programming knowledge to implement high-performance data
analysis programs dealing with big data [10] simply.

Secondly, we implemented a data cache pool based on producer-consumer
module for distributed shared memory task scheduling. Based on these ideas,
we proposed a modularized data computing pipeline, a database and disk I/O
optimized parallel data processing framework composed of data acquisition mod-
ule, data persistence module, training module and data processing module.
By organizing them with a parallel programming framework, we build a high-
performance data processing framework with strong scalability. In this paper,
we introduce the architecture of the parallel data processing pipeline framework.

In this paper, we introduced the background of astronomical survey data
analysis and discussed the related works in Sect. 2. Section 3 presents the overall
design and implementation of our framework dealing with the need for analy-
sis task. Section 4 introduced the application of our framework in production.
Finally, Sect. 5 concludes this paper.

2 Background and Related Work

Ground-Wide Angle Cameras (GWAC) [9] in China is a telescope build for
observing the sky continuously, which can generate 1-Dimensional star lightness
time series data every dozen seconds. Exploiting anomaly incidents in these accu-
mulated curves are critical for observing astronomical exploration like exoplanet
or supernova explosion. These astronomical phenomena would cause anoma-
lies on light curves with certain patterns, which could be a spike or frequency,
phase shift on the data values. Detecting anomalies means discovering transient
astronomical objects or capture historical astronomical incidents, is of great sig-
nificance in the field of astronomy. Data analysis plays an important role in the
latest researches and industrial fields. But online real-time anomaly detection
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attaches more importance to time-efficiency, it requires low alert delay after the
anomaly appeared. On the online system, the input data from real-time cameras
to the module is not complete that it only consists of the data before the current
time. Offline data analysis allow a more complex module to process these data
with higher complexity and resource consumption. Moreover, the view of the
module is more complete, the input to the module can be the data of the day,
containing the whole data points of the anomaly, such that the method we use
and the feature we focus on would be much different from the real-time data
analysis module.

Existing big data processing framework like MapReduce [8] is prepared for
computer engineers manipulating a cluster with hundreds or thousands of nodes.
Hadoop is a distributed data management architecture allows users to manage
big data with high throughput by a bunch of parallel computing instructions,
which aims at large scale computing tasks and high reliability. Data scientist
without much understanding of parallel programming cannot make the best of
such heavyweight programming model, and the abstraction of this programming
module is not easy for data scientists to implement scientific computation algo-
rithms. Analogously, Spark [17] is a memory-based big data computing architec-
ture, which mainly aims at the programming module and needs a distributed or
high-performance file system to manage I/O and the data flow. And its elusive
architecture is, similarly, hard for analyst without parallel programming basics
to write a data analysis programming fast and efficiently. In the meantime, data
analysis software like R [14] or SPSS [5] are not scalable enough to connect
various data sources or implement parallel acceleration modules, to provide the
user a full and complete programming package to implement an analysis system.
While MATLAB and other data analysis software are not fully paralleled for big
data and large training tasks, although they have integrated with many statistic
algorithms, efficiency is the other important point dealing with such massive
datasets. So it is urgent to develop a parallel programming framework with a
simplified interface for high-performance big data analysis.

Ray [12] is a high-performance distributed execution framework targeted at
large-scale machine learning and reinforcement learning applications. It provides
us with a unified interface that can express both task-parallel and actor-based
computations, supported by a single dynamic execution engine. To meet the per-
formance requirements, Ray employs a distributed scheduler and a distributed
and fault-tolerant store to manage the system’s control state. It is a high perfor-
mance framework. Python [4] is a scripting language absorbed the advantages of
both mathematical computation and system level programming, which has bet-
ter potentials to implement parallel programs while with great richness of scien-
tific computing libraries like machine learning libraries as Keras [2], Scikit-learn
[13] and math libraries such as Numpy [3]. Secondly, Python is with better porta-
bility and is cross-platform while scientists can execute this program among all
supported systems. Thirdly, Python is compatible with different databases and
network libraries, we can easily connect our framework with various databases
for file systems to a collection. By contrast, C++ and other languages which
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are more close to the system level is not friendly to data analysis for data scien-
tists, although they can achieve great parallel performance. On the contrary, the
R language is not feasible for achieving parallel model though it has powerful
scientific computing libraries. So we pick Python to achieve this data analysis
framework which can exploit best parallel performance and provide strong script
libraries to scientific analysis tasks.

3 Architecture

The whole pipeline consists of four components, a data cache pool, an analy-
sis module, a result write-back interface and a dispatcher. We implemented the
dispatcher which determined the interfaces among these components and the
pipeline logic. The data cache pool reads from the data source constantly to
feed the data to the dispatcher for analysis, the framework is implemented by a
controller and a Python lib Queue, a producer-consumer model, which ensured
the thread safety among the threads dispatched by the dispatcher component.
The dispatcher controls all the slave threads who carry out the data fetching,
analysis and write back procedures, while it just invokes the corresponding func-
tions and has no idea about how these components work, the dispatcher connects
the data flow and dispatches these threads.

3.1 Task Scheduling

Fig. 1. Task scheduling strategies
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The framework supports two strategies for task scheduling: static scheduling
and dynamic scheduling. Static scheduling generates certain jobs at the same
time, and distributes each task to one thread respectively, the slaves will process
and analyze the data and wait for others to finish, they will be assigned with new
task together once all the threads finished the analysis operation. On the con-
trary, the request for data is done by each thread under the scenario of dynamic
scheduling, and once a slave finished its analysis operation, it will request for a
new one immediately (Fig. 1).

By default, the framework works in static scheduling mode, because there
won’t be much difference applying the same analysis model to different data
with similar format but different content and static scheduling could aggregate
the I/O and decrease the time spend on communication. We implemented the
dispatch logic that manages the data flow. While the user needs to define the
interface between the raw data source and data cache pool and get known of the
format we used to store the data.

3.2 Analysis Pipeline and Parallel Neural Network Training

Figure 2 illustrates the architecture of our framework. From the programmer’s
view, they need to define the function of each link in the pipeline like how the
model gets data, how to analyze them to obtain the result and how to save the
results.

Fig. 2. Analyzer architecture

The cache pool controller will fetch data from the predefined data source
once the amount of data in the pool is less than a threshold. We keep a cache
pool to feed all the threads the time series data, and the write back is done
respectively by these slaves. Both training and processing jobs can be scheduled
by this framework.
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For deep neural network training tasks, the ray is talented with a framework
can be configured to use both GPUs and CPUs to proceed the training jobs,
named Ray Agent Policy Optimizer as Fig. 3 shows. At a high level, Ray provides
an Agent class which holds a policy for environment interaction. Through the
agent interface, the policy can be trained, checkpointed, or an action computed.
Slaves are managed by Ray to update the parameters and configure automat-
ically and thus to speed up the training procedure. As for other training jobs,
the parameters might not able to be updated by more than one task or acceler-
ated by parallel computing, to ensure the correctness of the training algorithm
and the capability of our framework to all algorithms the module would use, the
framework can only digest the data serially for typical analysis algorithms. Mean-
while, RLlib [11] is integrated with Ray for reinforcement learning that offers
both a collection of reference algorithms and scalable primitives for composing
new ones.

Fig. 3. Distributed deep network training architecture

As Fig. 2 shows, the parallel data processing module is designed to achieve
high-performance analysis, the programmer is expected to implement following
functions to complete the whole data analysis flow: (1) Function defining the
procedure we collect the data from the database for raw CSV file, as the connec-
tion between the manager of the data cache pool. (2) The function implements
the entire analysis procedure, with interface getData to get single data from data
pool as an input indexed by the name of single data series, while with interface
writeResult to save corresponding analysis result to the storage system. (3) The
function writeResult for saving the result, each of the slaves will call this func-
tion to write back the analysis result, .csv file and database are supported in our
framework.
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3.3 System Implementation

The framework consists of four components, DataFetcher, Dispatcher,
DataWriter and Utils, which each of them is a Python class. As Fig. 4 shows,
Dispatcher is the motherboard of the framework and organize all other classes.

DataFetcher defines the procedure the data cache pool read from the data
source, and the logic we maintain the cache pool. The programmer needs to
implement the function fetchData to read from the raw data source, and we
implemented the function init to initialize the cache and the function getData to
read from the cache. Dispatcher is the class that pulls all these basic components
together into a framework. The parallel architecture of ray defines an Actor which
is the minimum unit executing the analysis logic.

Fig. 4. Class hierarchy and analyzer implementation

For the data cache pool, a daemon thread is created to manage an HBase
[16] and keep it filled, after we invoke the getData function, which can make
full use of the I/O of the disk or network, overlap the time computing and I/O.
The data read request from slaves can be returned directly by memory access
instead of through network communication or disk access which could costs tens
or hundreds of time more than memory operations. Currently, the data requests
are made in a distributed way that managed by a synchronized queue that could
feed these data to the slaves. As Eq. (1), the size of cache pool should be big
enough for all the threads to get a job data and finish corresponding processing
for one time. Thus once any one of these slaves found the data remaining in
the cache pool is not adequate, and started the read request from the raw data
resource, fittingly, all other slaves finished their job and request data from cache,
at this extreme circumstance, all these slaves are able to get one job and start
their task without any block. And the data could be ready for the threads finished
processing the data from the last batch, ensuring the pipeline filled.

cache pool size >
read latency × number of threads

analysis module processing time
(1)
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Secondly, the analysis framework, theoretically, can avoid all communications
between two analysis thread slaves by fetching enough data items from the cache
pool, gathering all the prerequisite data for one result in a single thread. The
data flow is denoted by job which include two fields named name and data.
Function getData will return a list of a dictionary which each element of the
array is a job. The name of a job is a unique identifier used for job scheduling
and result write back. And the analysis operator will focus on the content of
the dictionary. What’s inside of the data need to be determined by the data
scientist. In our implementation, it is an array which each of the elements is the
magnitude of the brightness of a star, and the array is a time series data. If the
algorithm needs a certain amount of time series data as a batch, we can pass a
parameter to the function getData to obtain multiple data at the same time.

Finally, the writeback cannot be avoided, it is done by the slaves respectively,
parallel writeback could save more time than creating an individual thread to
handle this job or aggregate all the writeback request to a single agency thread
in real time, cause it will turn the parallel module into a serial one and the write-
back of results could be the bottleneck and slows the whole module down, not as
the cache pool does. In most cases, the analysis result is always more simple than
the input, the analysis is a procedure summarizing and obtaining the feature of
a data set. As an example, the size of the average value of an array with millions
of elements is one, so each analysis output of a data is much smaller than the
input, and the output could be very small compared to the input. Therefore,
we can exploit the best performance of disk or network by distributed result
write back, no matter saving the result to a remote database server or local
disk. If the result data is not too big, a more flexible approach is to store all the
result in memory managed by the class DataWriter, asynchronous write back
to a database server or disk is another solution. In a word, our framework is
able to implement various write back policy meeting different task and storage
conditions.

4 Offline Time Series Data Mining Application

4.1 Anomaly Detection of Astronomical Sky Survey Data

Astronomical sky survey data generated by GWAC is a group of time series data
which each of a data item is a one-dimensional key-value set. The magnitude of
light of the star is indexed with a time stamp. To analyze these formatted data,
we make the best of the pipeline and the framework is able to process them
efficiently.

Based on the previous framework, we can implement almost any offline big
data mining algorithms including deep neural networks with our framework to
achieve high-performance analysis procedure, as long as the data are homo-
geneous and can be processed with the same method. Take Seasonal Hybrid
Extreme Studentized Deviate (S-H-ESD) [15] as an instance, it is a time series
anomaly detection algorithm based on a statistical hypothesis test. The algo-
rithm decomposes time series data into seasonal, trend and residual components.
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Periodic variation of the time series is extracted by the seasonal component; Non-
periodic variation of the time series is extracted by the trend component, and
the residual is the time series remaining after the previous two components are
extracted. The S-H-EAS algorithm estimates the long-term trend of a time series
and detects anomalies using median absolute deviation. This approach doesn’t
require enormous parameters to be trained or warming up and is scalable for
being parallelized.

We integrate S-H-ESD anomaly detection module with our framework as an
analysis component, which digests the time series data preprocessed from raw
data source, when it found anomaly in a time series, we record the anomalous
values together with its anomaly score, here we use the value of Median Absolute
Deviation (MAD) to denote the intensity of the anomaly, this score is saved to
the anomaly result database directly. The Anomaly object in this application is
a key-value pair whose key is a string by concatenating region id of a star, start
time, end time and the star id in the corresponding region.

Because this algorithm detects anomaly by testing the distribution of time
series data, so the anomaly is discovered by a single data point, thus the anomaly
is reported point by point. We added a function in DataWriter to aggregate some
continuous anomalies into a larger one, in order to lighten the load of data I/O
and organize these anomalies better simultaneously.

As an example, the following code demonstrate the main function of a pro-
gram applying the S-H-ESD anomaly detection algorithm to a dataset, loading
data from csv files and write back to HBase database:

from Dispatchers import Dispatcher
from Fetchers import CsvFetcher
from DataWriters import HBaseWriter
from Detectors import ShesdD

dt = ShesdD ()
df = CsvFetcher("./data/all")
dw = HBaseWriter(host = "127.0.0.1", port = 50000)
dp = Dispatcher(dt ,df ,dw ,4)
dp.init()
dp.run()

4.2 Train a Deep Network in the Distributed Setting
with Astronomical Sky Survey Data

The deep network can be trained in a distributed way, we might need to ship
the model parameter between process or machines, compute a gradient on slaves
and update the parameter on the master node. In a traditional way, we define
the architecture of the deep neural network on each node or process memory
respectively, and feed them the data to update the gradients. And then gather
them to a single node to calculate the average value of these parameters, thus
to achieve distributed training.
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Ray works with TensorFlow [6] by extracting gradients from the module
and shipping the parameters to achieve distributed training. Benefit from the
computing framework we applied, it is very convenient to implement parallel
training with Python, and we are able to train deep network in parallel using Ray
by passing parameters between processes. Integrated with our high performance
I/O cache pool, the user can define the deep network while train them with few
codes to write.

5 Conclusion

We find that (1) This framework can accelerate analysis algorithms, achieve
almost linear acceleration ratio and simplify the analysis programming, helping
data scientist without parallel programming basics to implement high perfor-
mance, high throughput data analysis module. (2) Queue managed by Python
is strong and scalable enough that can be used to scheduling these tasks, and
implement high performance distributed data cache pool. Computing and I/O
overlapping is an efficient approach to decrease the cost caused by insufficient
disk or network bandwidth. (3) This framework is modularized which is applica-
ble for different data sources and storage format. This programming architecture
is of high significance in abstracting the big data analysis pipeline, optimization
for this module is always ongoing depending on various application scenarios.
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Abstract. As sky survey projects coming out, petabytes and exabytes of
astronomical data are continuously collected from highly productive space
missions. Especially, in time-domain astronomy, Short-Timescale and Large
Field-of-view (STLF) sky survey not only requires real-time analysis on short-
time data, but also need precise astronomical data for special phenomena.
Additionally, it is important to find a partition method and build an index based
on that for effective storage and query. However, the existing methods cannot
simultaneously support real-time and variable-precision query in astronomy. In
this paper, we propose a novel astronomical real-time and variable precision
query method based on data partitioning with Hierarchical Equal Area isoLat-
itude Pixelation (HEALPix for short). Our method calculates the time through
model and predict precision by machine learning, which can accurately predict
the partition level number of HEALPix which can effectively reduce the cost of
time for query by layer and layer. The method can meet the user’s requirements
of real-time and variable-precision query. The experimental results show that
our method can optimize previous query strategies and reach a better
performance.

Keywords: Real-time � Variable precision � HEALPix � Astronomical data

1 Introduction

In the 21st century, with the emergence of various latest observation techniques, the
astronomical field has ushered in the era of information explosion. And the main
challenge of the era is the management of astronomical big data. For example, GAIA
[2] and LSST [3] are expected to produce PB-level data. At the same time, the
investigation and analysis of astronomical phenomena is the basis of astronomical
discovery. By analyzing a large amount of astronomical data, astronomers can more
effectively discover astronomical phenomena, such as gamma-ray bursts, supernovae
and microgravity lenses. However, we still face many challenges: as the scale of
astronomical data increases dramatically, (1) how astronomers find the data they need
in the shortest time, it is crucial to find astronomical phenomena in time. (2) many
astronomical operations are computationally intensive, complex and costly. Thus, it is
important to maintain balance between real-time and variable precision that is a method
finding an approximate solution in computer. For example, when an astronomical
phenomenon appeared, the astronomer may query database to find the star. However,
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different astronomers have different needs. An astronomers may be focused on real-
time. At the same time, another astronomer can pay close attention to precision.
Therefore,

In this respect, with the growing of astronomical surveys, we need a scalable
solution to study complete spatial data exploration. In order to solve the above chal-
lenge, a good solution is to propose a variable precision query optimization method
based on HEALPix [1], which can not only meet the short time scale requirements of
astronomical data query, but also satisfy the variable precision queries. However, due
to the complexity of astronomical data, there are also many problems to be addressed:
(1) How do we provide astronomers with expressive queries? (2) How do we storage
and query effectively? (3) How do we reduce the complexity of astronomical
operations?

So far, there are some complex astronomical query systems and spatial indexes.
However, these systems have some limitations.

(1) Lack of query patterns that can satisfy both time and precision.
(2) Limited performance for partition mode queries.
(3) The query engine based on partitioning algorithm does not have good optimiza-

tion measures or methods.

Therefore, we redesign query optimization strategy based on HEALPix partition
algorithm so that it can meet the user’s time query and the variable precision query
requirements. These optimizations can provide an effective, fast and accurate large-
scale astronomical data query solution.

The rest of the paper is organized as follows. Section 2 is background. Section 3 is
related work. Section 4 introduces our work. Section 5 describes the experimental
results. Section 6 summarizes our work and presents directions of future work.

2 Background

2.1 GWAC

The Ground Wide Angle Camera (GWAC) that built in China, is consisted of 20 wide
angle telescopes with 18 cm aperture. Each telescope is equipped with 4k � 4k charge
coupled device (CCD) detector. The entire camera array covers 5,000 degrees2 and the
sampling period is 15 s. The observed time of the fixed sky area is as long as 8–14 h at
each observation night. GWAC can generate 3.5 million rows of data pre 15 s, 6700
million rows of data at one night (8 h) and 2.24PB in 10 years. The GWAC has special
advantages in time-domain astronomical observation that reflect from the field of
observation view and the sampling frequency of the observation time. Therefore, it is
crucial to ensure real-time of store and query for such a large amount of data.

2.2 HEALPix

HEALPix is one of the most popular astronomical data indexing methods for astro-
nomical data. In this paper, we use the partition characteristics of HEALPix to satisfy
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our needs and optimize the partition coverage method to achieve variable precision
query requirements.

HEALPix divides the sky space into 12 basic pixels (cells). The nesting numbering
scheme of HEALPix has a layered design method which the basic pixels are recursively
subdivided into four equally sized pixels on a spherical coordinate system. These
subspaces are organized into trees and the amount of subdivision (the height of the tree)
is given by the Nside parameter.

We adopt partition method of HEALPix for the following reasons:

(1) HEALPix divides the sphere into equal areas, which is good for calculating
precision.

(2) HEALPix uses the mapping technique of the celestial space to divide the sky.
Each small unit has a unique ID. We can effectively index and retrieve data
through the ID.

(3) Data linearization using HEALPix preserves the locality of the data, which can
help us organize similar points in the same partition and continuous partition.
Thus, optimized query is accessing similar object groupings and avoiding to
search unrelated partitions.

Previous work has proposed methods for sky spherical division, such as simple
mesh sky division and HTM algorithm [4]. The work of comparing the two algorithms
is carried out in [5]. Both HTM and HEALPix use a fixed number of cells to hierar-
chically divide the sky area. The difference between them is that area divided by
HEALPIX is equal. In our article, we use HEALPIX instead of HTM for the reason.

3 Related Work

Previous work has been used in various fields, Hao [6] uses variable precision to
accelerate 3D rendering. User input minimum precision, computer output the result to
meet user accuracy requirement through arithmetic calculations. Schulte [7] introduces
a variable precision interval arithmetic processor, which can detect and correct implicit
errors in finite precision numerical calculations by variable precision method. It also
provides the method to solve problems that cannot be effectively solved using tradi-
tional floating point calculation. Li [8] uses variable precision for computational esti-
mation. In the SKA-SDP workflow, FFT calculations take up a lot of overhead. It can
improve power efficiency through variable precision calculation. However, no one
query uses variable precision query in the astronomy.

4 Implementation

In our method, we have two query process strategies. First, we regard the time as the
first consideration. Then we consider the precision more important. When user inputs
right ascension, declination, radius, time, precision, flag (Ra, Dec, R, T, P, F for short)
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for query, we firstly decide what the Flag is. When flag is 0, we will do the first
strategy. When flag is 1, we will do the second strategy.

There are two kind of strategies that process the query. The first strategy determines
that the level can meet the given time requirement, the second step is to determine
whether the accuracy satisfies the user query. As long as the current accuracy is greater
than user input accuracy, the model outputs the partition number of coverage area.
When the query accuracy does not meet the requirements, we will turn to the next level
to judge. If the condition is not corresponded, there will be an error message for user.

We split the factors that affect time into layers and radius. As showing in the left
figure of Fig. 1, the time taken for query is firstly increased and then decreased as the
radius of the query increasing, that is due to the query mechanism of HEALPix. So we
can formalize the relationship between time and radius as

t1 ¼ a� r2 þ b� rþ c ð1Þ

Where t1 is the time of query, r is the radius of query and a, b, c is the parameters.
The left figure of Fig. 1 shows the relationship between the time and Nside that is the
layer of HEALPix. It can be seen from the figure that the time of query increases
exponentially with Nside. So we can formalize the relationship between time and Nside
as

t2 ¼ p� 2q�l ð2Þ

Where t2 is the time of query, l is the number of layers and p; q is the parameters.
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Fig. 1. The left is relationship between radius and time. The right is relationship between radius
and number of layers.
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In summary, the time of query may be affected by the radius and the number of
layers. So, we combine the above two formulas into one formula as follows:

t ¼ q0 þ q1 q2 � r2 þ q3 � rþ q4
� �� 2q5�l ð3Þ

Where t is the time of query, r is the radius of query, l is the number of layers and
q0, q1, q2, q3, q4, q5 is the parameters.

The second strategy determines that the level can meet the given precision
requirement. Then we judge whether the query time of the layer satisfies the user’s
needs. As long as the time is less than the user’s requirement, the model outputs the
partition number of coverage area. When the time does not meet the requirements, we
will judge next level again. If the condition is not corresponded, there will be an error
message for user.

We calculate the area of crown. Then we can get all the number of cell which is the
intersection of crown and quadrilateral of HEALPix. Since each area of quadrilateral is
equal, the total square of the spherical surface is 41252.96 and the number of quads is
fixed per layer. So we can formulate the precision as follows:

P ¼ A1

A
¼ A1

N � Si ð4Þ

P is the precision of query; A is the crown area; N is the number of cell that is
intersection of crown and quadrilateral of HEALPix; Si is per area of ceil in the ith

layer.
We project the spherical surface onto a plane. Size of it is 4 and the corresponding

spherical surface is 41252.96 degrees2. The spherical crown is an approximately square
which projected onto the plane. We can calculate the area as follows:

When radius of the circle is less than p/2, the length of side can be expressed as:

y ¼ cos p� 2� radð Þj j ð5Þ

When radius of the circle is more than p/2, the length of side can be expressed as:

y ¼ 1þ cos radð Þj j ð6Þ

The crown area that is projected to the plane is formulated as A1 ¼ y2. The area of
each small grid can be formulated as Si ¼ 4=npi that is projected onto the plane for per
layer. The number of blocks in the ith layer is recorded as npi.

The processing flow of variable precision query is showed as the algorithm 1, that
is composited by the model of time and precision. The Ra and Dec is used to determine
center point of the query. The R is the radius of query. The Pre and T is the precision
and time. The F is a flag bit that is used to determine time priority or precision priority.
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The HT and HP is the prediction time and precision.

Input : Ra , Dec , R , Pre , T, F
Result : cell number
1 If F=0
2 If T>HT
3 If P<HP
4 output cell number
5 else check the next level
6 else output error
7 else If F=1
8 If P<HP
9 IF T>HT
10 check the next level
11 else output cell number
13 else output error
14 return cell number

Algorithm 1. Variable precision query the tables.

5 Experiment

In this section, we evaluate our two strategies firstly. Then we provide an overall
evaluation of the method. We obtain data about time, radius and number of layers
through experiments. We model the first method by several sets of data and fit the
second method by machine learning. Metrics that we evaluate our methods are query
time and accuracy. Table 1 shows that the prediction of time surpasses the precision of
prediction. There is lower cost of time and loss of precision by fitting polynomial. For
predicting precision, the random forest is better than other methods. The main reason is
too few features.

We obtained the correspondence among the number of layers, the radius and the
precision through experiments. Then we fit our experimental results through SVM [9],
KNN [10] and random forest [11]. The experiment shows as the Table 1, that the
random forest predict effectively and can accurately locate the number of layers.

Table 1. The evaluation of our methods.

Strategy Method Time (seconds) Precision

Time prediction Polynomial fitting 0.00089 99.3%
Precision prediction SVM 0.00125 20.4%

KNN 0.00461 43.1%
Random forest 0.00172 99.1%
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The baseline is the original method that queries layer and layer. Comparing with the
method, we found that our algorithm can locate the number of layers required and
reduce the unnecessary consumption of time. As showing in the Fig. 2, when the level
is less than 7, our method is as effective as the traditional method. As the number of
layers increasing, our method is significantly better than the traditional method.

6 Summary

In this article, we present a variable-precision real-time astronomical query method.
This method can apply HEALPix that is one of the astronomical partition algorithms to
astronomical queries through an efficient query mechanism. The result outperforms the
previous method. This method can simultaneously satisfy the user’s real-time and
variable precision query. Not only accuracy but also performance is better in the
method. This approach provides a way to speed up query for many astronomical
queries. In the future, we will organize the partitioning algorithm of the astronomy to
construct a variable precision query framework for astronomers.
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Abstract. In modern astronomy, Short-Timescale and Large Field-of-view
(STLF) sky survey produce large volume data and face a great challenge in cross
identification. Furthermore, transient survey projects are required to select the
candidates fast from large volume data. However, traditional cross identification
methods didn’t satisfy the observation of transient survey. We present a fast and
efficient cross identification system for large-scale astronomical data streams. By
receiving a high-frequency star catalog and maintaining a local star catalog, the
system partitions the star catalog and cross identification with the object catalog.
A coding strategy is used to manage the unique ID of the all-sky star. After
processing data, all the results are stored in Redis and generate the light curve.
Our experiment shows that the method could meet the strict performance
requirements and good recognition accuracy on fast real-time sky survey pro-
ject. Additionally, our system shows good performance in low latency large
volume astronomical data processing and our system has been successfully
applied in the Ground-based Wide Angle Camera (GWAC) online data pro-
cessing pipeline.

Keywords: Cross identification � Pipeline � Data flow �
Astronomical data processing

1 Introduction

With the development of astronomical telescopes, the volume of astronomical data has
been continuously expanded. At the same time higher requirements and challenges
have been put forward for the processing and storage of a large amount of astronomical
data. The research on optical transient sources has become a major topic in the field of
astronomy. The transient source is a sudden short-term aperiodic astronomical phe-
nomenon. And the time span consists of seconds to year, including supernovae, gamma
bursts, and microgravity lenses [3]. The study of transient sources is of great impor-
tance to astronomy and physical phenomena in the universe, so the observation and
research of transient sources has become the focus of the astronomical community,
such as the US-supported science project Large Weather Survey Telescope (LSST),
Catalina Real-Time Transient Survey (CRTS) [8] and so on. China’s current con-
struction of the transient source search equipment Ground-based Wide Angle Camera
(GWAC) is composed of 36 wide-angle cameras with a diameter of 18 cm. Each
wide angle camera is equipped with a 4k � 4k CCD detector and the field reached
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5,000 square degrees. An observation image is generated per 15 s and each observation
image contains approximately 175,600 objects. The device is of great significance for
the search of unknown short-time transient sources.

Due to the characteristics of the transient source, the observation transient source
astronomical device has the characteristics of large field of view and high sampling
rate, which poses a great challenge to the processing and management of the star
catalog. Taking GWAC as an example, GWAC produces an observation image about
every 15 s, which has at least 3.5 million rows of data, about 6.7 billion rows of data
per night and about 2.24 PB of data for the next decade.

Our contribution is the following three points:

1. Continuous processing of astronomical data. Our algorithm receives the astro-
nomical star catalog continuously and ensures cross identification within a short
time. In addition, maintaining the template star catalog and saving the results
include intermediate data into Redis [1].

2. Manage the unique ID of the all-sky star. Efficient and accurate cross identification,
maintaining a unique template star catalog and giving the star a unique ID.

3. High throughput and low latency pipeline. Designed an efficient pipeline that
combines cross identification, traffic normalization and maintenance of the star
catalog into one component to find scientific phenomena as quickly as possible.

The rest of the paper is organized as follows. Section 2 is related work. Section 3
introduces our work. Section 4 describes the experimental results. Section 5 summa-
rizes our work and presents directions of future work.

2 Related Work

Our related work focuses on the astronomical data management system. In astronomy,
the data collected by the telescope must be stored in a long-term database for complex
analysis. SkyServer [2, 5] is based on the Microsoft SQL Server mainly used to be
responsible for Sloan Digital Sky Survey (SDSS). And SkyServer is used to long-term
storage and management of data. Qserv [7] is a distributed shared-nothing database for
the LSST catalog and a key feature of Catalina Real-time Transient Survey (CRTS) is
that it is the first fully open synoptic sky survey: all detected transients are published
immediately, with No proprietary period at all, using several Internet-based mecha-
nisms, this open-data approach benefits the entire astronomical community.

These studies play an important role in multi-band astronomy. They are mainly
aimed at the cross identification of massive data. And the real-time requirements for the
intersection of the stars are not demanding [4]. But the cross match of transient sources
requires high real-time requirements and the order of magnitude is at least 10^5 [6].
Therefore, for the transient source survey project such as GWAC, real-time fast cross
match and data processing algorithms are needed. Our algorithm is mainly for the data
processing of the GWAC optical camera array in the Sino-French astronomical satellite
SVOM project. In the large field view of GWAC, five million stars can be observed
simultaneously. Considering the time series observation mode, it will get about
5 Millions of light curves with a 15-second sampling interval.
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3 Architecture

As shown in Fig. 1, our data source is from the Xinglong Observatory and the GWAC
camera array collects data at regular intervals. The collected raw data is subjected to
three steps. The first step uses the original data to construct and form a template star
catalog of the current sky area. The second step performs a point source extraction
operation on the original data to generate an observation star catalog for the obser-
vation. The third step adjusts the observation star catalog according to the template star
catalog and process the data that cannot be used. Then GWAC sends data to the
primary node of the cluster. And the primary node selects a suitable child node through
the scheduling algorithm to transfer the data to the child node. The child node deals
with the data and finally stored into the database.

3.1 Scientific Data Process Pipeline

Our algorithm mainly receives and processes three types of catalogs and generates data
products. The temp catalog is an irregularly generated star catalog (excluding
peripheral catalog) in the template image. It contains 14 basic astronomical tables
shown in Table 1 (exclude No. 15 16). And the object catalog is an observation catalog
generated every 15 s. It contains the time of the current observation, the camera
number, the sky area number and the basic data of the 16 astronomical tables in
Table 1. The object catalog needs to be aligned with the temp catalog and X, Y need to
be converted to the coordinates of the template catalog. The Temp catalog is a master
template table that is maintained on the local machine and used for fast cross identi-
fication. And it is used to quickly determine the star ID and maintain consistent
updates. The core part of our algorithm is consisted a cross identification of star catalog
and a unique way of identifying the star ID.

And we use the HEALPix [11] to partition the catalog. HEALPix is one of the most
popular astronomical data indexing methods for astronomical data. And uniquely
determine a star ID using the camera number, the sky zone number, the HEALPix
partition number and its number in the current catalog. By using this encoding method,

Fig. 1. Scientific data process pipeline
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it can be well adapted to the mode of our current multi-camera with multi-day zone. At
the same time, it is simpler and convenient to query and inset data.

3.2 Catalog Cross Identification

In the science of astronomy, it is common to record the physical quantities in astro-
nomical catalogs. The same star has different designations in different catalogs. For
example, we have a and b two catalogs and a_id, b_id are the designations of the same
star in a and b respectively. It is often necessary to know b_id given a_id.

The biggest challenge of the cross match for the large field of view massive data
astronomical survey project is to find optical transient sources and how to process these
data in real time. According to its data characteristics, matching method of the star
template is more suitable for data processing of optical transient sources. The main
speed bottleneck of the star template matching method lies in the cross identification of
the star catalog because a large number of cross match processes are needed.

In the astronomical catalog data, the same stars have different names in different
star tables. We need to match these stars in data processing and management. The
offline cross match algorithm is often a template for maintaining an all-sky area. For
example, USNO-B [9], USNO-B is an all-sky catalog that presents positions, proper
motions, magnitudes in various optical passbands, the catalog’s size is about 80
GBytes. We cannot use such a template catalog of all-day zones for cross match
because this catalog cannot meet our real-time requirements for finding transient
sources.

Table 1. Basic data set

No. Col name Font size and style

1 NUMBER Star number
2 ALPHA_J2000 Right ascension
3 DELTA_J2000 Declination
4 X_IMAGE X coordinate
5 Y_IMAGE Y coordinate
6 MAG_APER Magnitude
7 MAGERR_APER Magnitude error
8 THETA_IMAGE Image parameter
9 FLAGS Identification
10 ELLIPTICITY Ellipticity
11 CLASS_STAR Classification identifier
12 BACKGROUND Background light
13 IMAGE Image contour parameter
14 VIGNET Image quality parameter
15 PIXXO X original coordinates
16 PIXYO Y original coordinates
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As shown in Fig. 2, we propose a fast and continuous cross match algorithm which
does not need to maintain a large all-sky area star table and cross match by maintaining
a local template star table of a partial sky area. For the cross identification of the
catalog, our algorithm is mainly divided into two parts. Firstly, we can quickly filter out
the required reference stars by partitioning the template catalogue and quickly filtering
out the reference stars of the target celestial bodies from the template catalogue. Then
there is a fast position matching operation between the target object and a small number
of selected reference stars. After finding the target star, update the data of the target star
and the template catalog of the current sky zone. As the data continues to be processed,
the cross identification of the target star will be more accurate and faster.

4 Experiments

We use GWAC’s real data as a test set. Each catalog contains approximately 29,700
stars of data. In our experiment, we placed the subroutine in the Docker [10] for testing.
By using Docker, we can better schedule our programs and resources. We simulated
the data transmission mechanism of GWAC and simulated 16 telescopes each telescope
sent an observation star catalog in 15 s. And we ingest catalog files per 15 s lasting
960 times (4 h).

We have 20 computers (including one master node and 19 child nodes) and each
computer including 12 CPU with 1.6 GHz per core and 96 GB RAM. Our data pro-
cessing is about 0.72 s per cross match and the entire time (include insert the database)
is about 2.82 s. In addition, our algorithm only uses 4.8 GB main memory of per child
node and the latency is stable

Fig. 2. Data process and cross identification
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5 Summary

Our system is a distributed big data processing framework for analyzing and managing
astronomical data about optical transient sources. The entire real-time processing flow
can satisfy the short-time and large-field characteristics of the astronomical transient
source project. A complete processing flow is about 2.82 s. Our system maintains the
template star catalog corresponding to each sky zone without maintaining a star catalog
of the all-sky zone and the processing speed is able to be accepted. With the processing
data increases, the processing efficiency and accuracy will continue to increase. In the
future, our child node scheduling will be more efficient and get better performance.
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Abstract. High energy physics experiments have been producing a large
amount of data at PB or EB level, and there will be ambitious experimental
programs in the coming decades. The efficiency of data-intensive researches is
closely related to how fast data can be accessed and how many computational
resources can be used. Changes in computing technology and large increases in
data volume require new computing models. This paper will give an overall
introduction to scientific data management technologies and applications in high
energy physics. The current data management framework and workflow will be
investigated at first. These include data acquisition, data transfer, data storage,
data processing, data sharing and data preservation. Then some ongoing
research and development on data organization, management and access will be
introduced. Finally the EventDB, an event-based big scientific data management
system will be introduced. The test on more than ten billion physics events
shows the query speed is greatly improved than traditional file-base data man-
agement system.

Keywords: Scientific data management � EventDB � EOS �
High energy physics

1 Introduction

Nowadays, high energy physics (HEP) experiments have been producing a large
amount of data at PB or EB level, and distributed computing technologies has been
widely used in high energy physics field. To provide computing support to LHC
experiments, the Worldwide LHC Computing Grid (WLCG) [1], the one of the largest
distributed computing systems in the world, is built and operated. To process the BES-
III experiment’s data the distributed computing infrastructure [2] based on DIRAC
middleware [3] has been setup and became operational since 2013. Other large
experiments such as Belle II [4], Icecube [5] and so on also build their computing
platforms to process the large amount of data.

Moreover, there will be ambitious experimental programs in the coming decades.
The High-Luminosity Large Hadron Collider (HL-LHC) [6] will be a major upgrade of
the current LHC. HL-LHC will investigate the properties of the Higgs boson and other
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related particles. It is scheduled to begin taking data in 2026 and to run into the 2030s,
some 30 times more data than the one LHC has currently produced will be collected by
ATLAS and CMS. China is upgrading current neutrino experiment (dayabay) to the
new generation experiment JUNO [7], and the cosmic ray observatory (ARGO-YBJ) to
LHAASO [8]. They will produce 10 times more data than the old ones.

High energy physics is typical data-intensive application. The scientific research is
closely related to how fast data can be accessed and how many computational resources
can be used. Changes in computing technology and large increases in data volume
require new computing models [9], compatible with budget constraints. The integration
of newly emerging data analysis paradigms into our computing model has the potential
to enable new analysis methods and increase scientific output. In this paper we will
focus on data management technologies and application in high energy physics.

This paper is structured as followings. Section 2 summarizes the HEP data pro-
cessing workflow. Section 3 introduces current data management technologies and
ongoing activities in these fields including data acquisition, data storage, data transfer,
data processing and data preservation. In Sect. 4 an event-based big scientific data
management system - EventDB is introduced. Finally Sect. 5 discusses the conclusions
and future work.

2 HEP Data Processing Workflow

An HEP data processing workflow can generally be divided into data acquisition
(DAQ), event reconstruction, and data analysis stages, and the results of each stage will
be saved to storage system separately. Detector systems are generally responsible for
the collection of data, filtering and building of events. The data saved to the storage
system at this stage are called “raw data”. These raw data are processed during the
event reconstruction stage to produce physics-related information including particle
identification and energy measurements etc. This step will take much time and may
actually produce a larger data set than the original raw data. Data analysis is usually
performed for an individual physical interaction process. The process includes data
selection, statistical summarization, creation of plots, and production of the final result.
Data analysis workflows are generally more demanding of I/O than compute power.

Moreover, Monte Carlo simulations and event generations are very important for an
HEP experiment [10]. Simulation is the process to mock up the physics theory and
response of detectors. The structure of a simulation package can be split into two main
components including the physics modeling and the detector simulation. The recon-
struction package will be the same to both the simulation and the real data flows.

A typical HEP data processing workflow is depicted in Fig. 1.
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3 Data Management Framework

As mentioned in Sect. 2, each step of data processing may face big challenges with the
rapid development of HEP experiments. These challenges cover many topics such as
data acquisition, data transfer, data storage, data processing, data sharing and preser-
vation. We summarize the basic technologies and main specific challenges each topic
will face, describe current practices and some activities.

3.1 Data Acquisition

Scientific data are generally produced by detector or physics simulation. Data acqui-
sition systems [11] are critical components in high energy physics experiments. They
are embedded in an environment of custom electronics. With high performance com-
puting platforms and affordable high-speed networking equipment, the volume of
acquired data can be significantly reduced. For example, ATLAS detector on LHC
produce tens of terabytes per second and the trigger system consists of a hardware
Level-1 (L1) and a single software-based high-level trigger (HLT) [12]. This two-stage
system reduces the event rate from 40 MHz to 100 kHz at L1 and to an average
recording rate of 1 kHz at the HLT. The data rate is reduced to about 1.5 GB/s by the
trigger system, which means that about 47 PB of raw data is sent and kept in the offline
storage system.

Monte-Carlo event generators are also critical to modern particle physics, providing
a key component of the understanding and interpretation of experiment data. The event
simulation also produce “raw data” similar to the detector output. Collider experiments
also have a need for theoretical QCD [13] predictions at very high precision.

Both simulation and detector will produce a large amount of data which are sent to
offline storage system. These data will then be transferred, processed or analyzed by
physicists around the world.

Fig. 1. Data processing workflow in high energy physics.
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3.2 Data Storage and Access

The LHC experiments currently provide and manage about an exabyte of storage,
approximately half of which is archival, and half is traditional disk storage. Other
experiments that will soon start data taking have similar needs, e.g., Belle II has the
same data volumes as ATLAS about tens of hundreds of PB per year. The HL-LHC
storage requirements per year are expected to increase by a factor close to 10, which is
a growth rate faster than can be accommodated by projected technology gains.

Currently there are three types of storage systems widely used in HEP community,
including clustered file system, application-layer storage system and hierarchical
storage system. These three kinds of systems don’t have strict differences, and they are
all adopting distributed storage technologies. A clustered file system is a file system
which is shared by being simultaneously mounted on multiple servers. Clustered file
systems usually implement client kernel modules which are POSIX compatible. Lustre
file system [14] is one of typical clustered file system, which supports many require-
ments of leadership class HPC environments. IHEP has deployed Lustre since 2008,
and currently provides more than 10 PB disk capacity.

An application-layer storage system is similar to a clustered file system, but lack of
some file system syntax features such as client kernel module, complete POSIX com-
patibility and so on. EOS [15] and dCache [16] are typical ones. EOS has been
developed by CERN since 2010, which is a software solution for central data recording,
user analysis and data processing. EOS supports thousands of clients with random
remote I/O patterns with multiprotocol support including HTTP, WebDAV, CIFS,
FUSE, xrootd, gsiFTP, etc. EOS provides over 250 PB of raw disk space on more than
1.2k nodes and 50k disks at CERN. The architecture of EOS is depicted in Fig. 2.

Fig. 2. EOS architecture.
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Hierarchical storage management (HSM) is a data storage technique that auto-
matically moves data between high-cost and low-cost storage media, for example
between hard disks and tapes. CASTOR [17], Enstor [18] and HPSS [19] are widely
used in HEP community. Currently about 350 PB LHC data is stored on tapes managed
by CASTOR at CERN.

Changes in computing technology and large increases in data volume bring huge
challenges for data storage system. There are some ongoing activities on Data Orga-
nization, Management and Access (DOMA) to solve these challenges [20], including:

Sub-file granularity, for example event-based, data management systems are
implemented for all applications to select and analyze events aiming at offering an
advantage over current file-based granularity.

Organize data using column-wise, versus row-wise to improve performance of each
kind of access, or design efficient data storage and access solutions that support the use
of map-reduce or Spark-like analysis services.

Place data in different storage layers intelligently, or cache date remotely to use
computing resources effectively.

Study how to minimize HEP infrastructure costs by exploiting varied quality of
service from different storage technologies.

Optimize data access latency globally with respect to the efficiency of using CPU,
at a sustainable cost.

3.3 Data Processing and Distributed Computing

Real raw data and simulated data will be reconstructed in real time after they are sent to
offline storage system. It is important that event reconstruction algorithms continue to
evolve so that they are able to efficiently exploit future computing architectures, and
deal with the increase in data rates without loss of physics. Scientific questions are then
answered by analyzing the data obtained from suitably designed experiments. The
physics analysis also need to compare measurements with predictions from models and
theories. Such comparisons are typically performed long after data taking, but can
sometimes also be executed in quasi real-time on selected samples of reduced size. The
data processing requires huge computing resources. In past decades, HEP has suc-
cessfully setup global distributed computing system such as WLCG (Worldwide LHC
Computing Grid) [21]. The WLCG infrastructure has been divided into “Tiers” as
shown in Fig. 3.

WLCG is made up of four layers, or “tiers”; 0, 1, 2 and 3. Each tier provides a
specific set of services. Tier 0 is the CERN Data Centre, responsible for the safe-
keeping of the raw data (first copy), first pass reconstruction, distribution of raw data
and reconstruction output to the Tier 1 s. Tier1 are thirteen large computer centers with
sufficient storage capacity. Tier 2 s are typically universities and other scientific
institutes, which can store sufficient data and provide adequate computing power for
specific analysis tasks. Individual scientists will access these facilities through local
(also sometimes referred to as Tier 3) computing resources. In total, WLCG currently
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provides experiments with resources distributed at about 170 sites, in 42 countries,
which pledge every year the amount of CPU and disk resources they are committed to
delivering. These sites are connected by 10–100 Gb links, and deliver approximately
500k CPU cores and 1 EB of storage, of which 400 PB is disk. More than 200M jobs
are executed each day [22].

There are a number of changes that can be expected in the next decade that must be
taken into account. There is an increasing need to use highly heterogeneous resources,
including the use of HPC infrastructures which can often have very particular setups
and policies; volunteer computing which is restricted in scope and unreliable, but can
be a significant resource; and cloud computing, both commercial and research. All of
these resources can be more dynamic than directly funded HEP computing sites. In
addition, diversity of computing architectures is expected to become the normal, with
different CPU architectures and more specialized GPUs and FPGAs.

3.4 Distributed Data Management and Transfer

Distributed computing model allows jobs to run at different sites, so there is continual
challenge of integrating heterogeneous systems and sites into data management
infrastructure. Distributed data management and transfer play an important role in HEP
computing environment. Here we will introduce it using an example of WLCG/EGEE
data management [23] as shown in Fig. 4.

Fig. 3. WLCG Tiered computing model
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The WLCG infrastructure provides a set of data management services and inter-
faces for the LHC experiments and their data models. The File Transfer Service
(FTS) [24] allows for the scheduling of the transfer of data files between sites. It allows
applications to access files using abstractions such as the “Logical File Name” (LFN), a
human-readable identifier of a file in the Grid. The Storage Resource Manager
(SRM) provides a web service interface to storage, offering the basic functionality
necessary to add files, extract them, or delete them. Storage systems are deployed in
different sites to provide storage capacity and SRM interface. These storage systems
has been mentioned in Sect. 3.2, for example EOS, CASTOR, dCache, luster, etc.
The WLCG experiments also have developed their own data management frameworks.
For example, a transfer service such as PhEDEx [25] developed by the CMS collab-
oration, could have evolved to fulfill the role of the FTS. The ATLAS collaboration
developed Rucio [26] which is the Distributed Data Management (DDM) system in
charge of managing all ATLAS data on grid.

Some HEP experiment detectors are located far away from data center, for example
IceCube South Pole neutrino observatory. The data produced by detectors has to be
transferred to data center reliably and efficiency in real time. Spade [27] is a decen-
tralized mechanism for data management that has been used in High Energy and Light
Source physics experiments.

High performance optical private network is very important to transfer massive data
between different sites. For example, LHCOPN connects CERN with the Tier-1 centers
and a mixture of LHCONE [28] and generic academic networks connect other sites. In

Fig. 4. Overview of data management components in WLCG/EGEE
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the network domain, there are new technology developments, such as Software Defined
Networks (SDNs), which enable user-defined high capacity network paths to be con-
trolled via experiment software, and which could help manage these data flows. These
new technologies require considerable R&D to prove their utility and practicality. In
addition, the networks used by HEP are likely to see large increases in traffic from other
science domains.

3.5 Data Preservation and Sharing Data Preservation and Sharing

Data from high-energy physics (HEP) experiments are collected with significant
financial and human effort and are mostly unique. An inter-experimental study group
on HEP data preservation and long-term analysis (DPHEP) was convened as a panel of
the International Committee for Future Accelerators (ICFA). The group was formed by
large collider-based experiments and investigated the technical and organizational
aspects of HEP data preservation. A report [29] was released in 2012 addressing the
general issues of data preservation in HEP. According to the report, data produced by
the HEP experiments are usually categorized in four different levels: Level 1 data
comprises data that is directly related to publications which provide documentation for
the published results; Level 2 data includes simplified data formats for analysis in
outreach and training exercises; Level 3 data comprises reconstructed data and simu-
lations as well as the analysis level software to allow a full scientific analysis; Level 4
covers basic raw level data (if not yet covered as level 3 data) and their associated
software and allows access to the full potential of the experimental data.

Data in different levels will be opened and shared to different use cases, and these
cases are summarized in Table 1 [29].

Currently each of the LHC experiments has adopted a data access and/or data
preservation policy, all of which can be found on the CERN Open Data Portal [30]. All
of the LHC experiments support public access to some subset of the data in a highly
reduced data format for the purposes of outreach and education. The Durham High
Energy Physics Database (HEPData) [31] has been built up over the past four decades
as a unique open-access repository for scattering data from experimental particle
physics papers. It comprises data points underlying several thousand publications. Over
the last two years, the HEPData software has been completely rewritten using modern
computing technologies. In the future, HEP community will continue to work together

Table 1. Various preservation models, listed in order of increasing complexity.

Preservation model Use case

1. Provide additional documentation Publication-related information search
2. Preserve the data in simplified format Outreach, simple training analyses
3. Preserve the analysis level software and data
format

Full scientific analysis based on
existing reconstruction

4. Preserve the reconstruction and simulation
software and basic level data

Full potential of the experimental data
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to extend and standardize the final data and analysis preservation scheme via HEPData,
Rivet [32] and/or other reinterpretation tools.

4 Event-Based Management System

The traditional high energy physics data processing technology uses file as a basic data
management unit, and each file contains thousands of events. The benefit of file-based
method is to simplify the complexity of data management system. However, one
physical analysis task is only interested in very few events, which leads to some
problems including transferring too much redundant data, I/O bottleneck and low
efficiency of data processing. To solve these problems, some experiments begin to
develop and use event-based management system.

The EventIndex [33] is the complete catalogue of all ATLAS events, keeping the
references to all files that contain a given event in any processing stage. It replaces the
TAG database, which had been in use during LHC Run 1. For each event it contains its
identifiers, the trigger pattern and the GUIDs of the files containing it. Major use cases
are event picking, feeding the Event Service used on some production sites, and
technical checks of the completion and consistency of processing campaigns.

EventDB is a system supported and developed by ‘Big Scientific Data Management
Systems’ project in China. In this system, event data is still stored in ROOT file while a
large amount of events are indexed by some specified properties and stored in in
NoSQL database. Moreover, IndexDB also provides event-oriented cache and transfer
services to improve the physics analysis efficiency. The architecture of EventDB is
depicted in Fig. 5.

High Energy Physics Offline Software System 
(BESIII, HXMT, ... )

EventDB Management System

High Energy Physics Data Storage System
(Lustre, GPFS,EOS...) 

Event-oriented 
Caching System

Event-oriented Data 
Transfer System

Event Index Database

Event Tag Extractor

Data Flow

Control Flow

Fig. 5. The architecture of EventDB
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There are three components including EventIndexer, EventAccess and EventExtr-
actor. EventIndexer is an event index database. EventAccess includes two compo-
nents: Event-oriented Data Transfer System and Event-oriented Caching System.
EventExtractor is an event tag extractor, it will scan all of DST files and extract event
attributes into DB.

We have set up a test bed including two sites between Beijing and Chengdu to
evaluate the performance of the system. The distance of the two sites is about 2000 km.
The network latency is about 35 ms, and the bandwidth is 1 Gpbs. Currently EventDB
already support BESIII and HXMT experiments, and more than hundreds of billions of
events are indexed. We chose four use cases to perform the performance test as shown
in Table 2. In the test, 11237 BESIII events was selected and analysed from 99130
events in total.

The test results showed that the analysis time was 9.3 s with event indexer, about
30% faster than file-based model. When using event cache, the analysis time was
reduced to 2.16 s greatly. For remote sites, the analysis time was 11.68 s if using event
indexer and event cache, which was even better than original analysis on local site
(Fig. 6).

Table 2. Test cases of EventDB.

Case Site Event
indexer

Event
cache

1: Original analysis Local No No
2: Original analysis with EventIndexer Local Yes No
3: Original analysis with EventIndexer and Event Cache Local Yes Yes
4: Original analysis with EventIndexer on remote site Remote Yes Yes

Fig. 6. The performance of EventDB vs original file based storage system.
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5 Conclusions

Future challenges for High Energy Physics in the domain of data management are not
simply an increase of data volume. The significantly increased computational require-
ments will also place new requirements on data access. Specially, the use of new types
of computing resources (cloud, HPC, etc.) that have different dynamic availability and
characteristics will require more dynamic data management systems. Applications
employing new techniques, such as training for machine learning, will likely be
employed to meet the computational constraints and to extend physics reach. The data
management systems will need to meet these changes.

One of data and storage management solutions is trending towards heterogeneity.
This means that storage becomes more cost-effective as it becomes available, for
example from a cloud provider. With the increase of wide area network bandwidth and
the employment of dynamic cloud resources, the data placement optimizations can play
important role to better manage data between different sites, whilst maintaining the
overall CPU efficiency. It will be different from traditional distributed data access.
Others solutions, such as event-based data management, will improve the efficiency of
physics analysis in a scalable, cost-effective manner. And the “data-lake” approach
concentrates data in fewer, larger locations and making increased use of opportunistic
compute resources located further from the data.
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Abstract. During the process of scientific research, the amount of data
collected from scientific experimental devices has reached hundreds of
PB per year. So how to use these data efficiently to produce some sci-
entific findings is a hot problem. There are many challenges in the use
of these scientific big data, such as the storage, processing and shar-
ing of the data. In this paper, we propose a data management system,
EventDB, for scientific big data. EventDB provides data management
function for massive semi-structured scientific data; In EventDB, we pro-
pose IndexDB to provide a faster data retrieval, cross-domain access to
provide a better data sharing and operator libraries to provide higher
performance data analysis. Our preliminary experiments show that our
system has improved performance by more than 6 times in data retrieval.

Keywords: Scientific big data · Data storage · Data retrieval · HBase

1 Introduction

With the development of technology, more and more large scientific devices have
been applied to scientific experiments, such as the Europe Large Hadron Col-
lider (LHC) [12] and the Beijing Electron-Positron Collider (BEPC) [13] in high-
energy physics; Sloan Digital Sky Survey (SDSS) [14] and Five-hundred-meter
Aperture Spherical radio Telescope (FAST) [15] in astronomy and so on. The
use of these large scientific devices has made the data generated during scientific
experiments larger and larger. Particles collide in the LHC detectors approxi-
mately 1 billion times per second, generating collision data about 1PB per second
and the data permanently archived in its tape libraries has over 200PB [2]. As
time goes on, the amount of data will grow larger and larger.

The data generated by many large scientific experimental devices has semi-
structured data feature. For example, high-energy physics and astronomical
observations. The data format commonly used in high-energy physics data anal-
ysis is root [3], which is made up by many Events. The experiment data exists as
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attribute value of Event. The Event attributes are different, either the number
of attribute or the value format of attribute may be different. The data format
of attributes are not structured. The format commonly used in astronomical
observation data analysis is fits [4], which also has the same characteristics. The
semi-structured data characteristics make these data unfavorable for managing
with RDBMS. Currently, the data is usually stored on disk or tape as a file.

Although the amount of data generated in scientific experiments is large,
scientists are only interested in a small part of the data. For example, in high-
energy physics, the Events used by physicists in an analysis are usually less than
1% of the original data, or even one parts per million [5]. Because of the large
amount of the data for analysis, the scientists pick the data based on certain
criteria and then analyze the picked data. It takes a lot of time to screen out a
small part of the original data. At present, the file-based storage way needs the
file to be opened and read in the screening process, resulting in a large amount
of disk I/O. However, only a part of the read data will be used in the analysis,
and many others are actually useless.

At the same time, the experiment data may be used by scientists located
in different organizations or regions. The different organizations or regions have
different storage size and processing capacity. In high-energy physics, the World-
wide LHC Computing Grid (WLCG) is a global computing infrastructure whose
mission is to provide resources to store, distribute and analyze the data gen-
erated by the LHC [6]. Due to the concentration of initial data and the huge
differences environment in network between organizations we need an efficient,
transparent system to support physical analysis issued in different organizations.
However, WLCG doesn’t support event-level data transfer and is not satisfied
with our requirements.

As we described before, we think that the traditional scientific big data pro-
cessing system has some problems, it is not limited to the following aspects.
Firstly, the problem of data storage scientists often care about a small part of
the overall data. This small amount of data is screened from the original data
with multiple times. Therefore, the way of data management directly affects the
performance of data screening. Secondly, the problem of data processing. In the
analysis and processing of existing scientific big data, it is done on the retrieved
small data set. In fact, the data analysis can be run on a distributed platform
along with retrieving data; it can improve the speed of data processing. At last,
the problem of data sharing. Scientific experimental data is open to scientists all
over the world under certain conditions, and data analysis should be available to
execute at any site. To deal with these challenges existing in scientific big data, we
design a system, EventDB, which mainly contains three components, IndexDB,
Operator Library, Cross-domain access. To improve the speed of screening useful
data, we propose IndexDB. In order to speed up the data analysis, we propose
Operator Library. At the same time, we propose Cross-domain access to provide
better data sharing.
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The rest of paper is structured as follows. Section 2 introduces some back-
ground knowledge. Section 3 describes the related works. Section 4 describes our
system design. Section 5 shows the evaluation to our system. At last, Sect. 6
concludes our work.

2 Background

2.1 Data Processing

Figure 1 depicts the process of data analysis in a common scientific experiments.
Firstly, we record the raw data came from detectors, sensors, etc. Then, we
use some tools to reconstruct the raw data to build useful data that can be
analyzed. Because of the large size of the data, scientists usually retrieve the
data according to certain conditions. Further, they will do simulations or further
analysis on the screened data to obtain scientific findings. Taking high-energy
physics as an example, the processing of high-energy physics data mainly includes
data reconstruction, analysis, and simulation. The information generated by the
high-speed collision of the particles is filtered by the online capture system of the
sensor and transmitted to the offline system for storage. These data are called
raw data and stored in RAW file format. The raw data consists of individual
events, which are saved as files to the disk storage system and stored in the tape
library for a long time; these raw data need to be reconstructed before being
analyzed. The reconstructed data is saved as a DST (Data Summary Tapes) file.
Physicists analyze the events in these DST files through an analysis framework
to produce ROOT files that describe histograms or curves. In addition, Monte
Carlo simulation software is often used to verify the analysis results. A data
analysis usually needs to screen out interesting events from billions of events and
then performs statistical analysis. These events are further analyzed to generate
statistical charts or to perform fitting analysis.

Fig. 1. The data processing flow of scientific big data

2.2 HBase and Fuse

HBase. HBase is an open-source, non-relational, distributed scalable, big data
store [18]. It is developed as part of Apache Software Foundation’s Apache
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Hadoop project and runs on top of HDFS (Hadoop Distributed File System).
HBase has very effective MapReduce integration for distributed computation
over data stored within its tables and provides a fault-tolerant way of stor-
ing large quantities of sparse data. HBase supports coprocessors, which was
inspired by Google’s BigTable coprocessors. With coprocessor, HBase can push
the computation to the server in where it can operate on the data directly with-
out communication overheads. This method can give a dramatic performance
improvement over HBase’s already good scanning performance.

Filesystem in Userspace. Filesystem in Userspace (FUSE) is a software interface
for Unix-like computer operating systems that lets non-privileged users create
their own file systems without editing kernel code [19]. FUSE consists of a bridge-
like module in kernel and a libfuse library in userspace. Many existing file systems
are based on fuse development, such as Lustre, GlusterFS, WebDrive and so on.

3 Related Work

With the amount of scientific experiments data increasing, many scientific fields
have proposed countermeasures. In high-energy physics, Becla et al. [10] and
Düllmann et al. [11] propose Objectivity/DB database system to store the
all data. Goosens in CERN, Cranshaw in ANL and et al. [7] use the Ora-
cle database to store the index information of the ATLAS experiment. With
database optimization techniques such as horizontal and vertical partition, they
build TAGDB, which can support one billion-level Event index. Sánchez et al.
[8] use HBase to build an Event index database, EventIndex, for ATLAS. Lei et
al. [9] propose a high-energy physics data storage and process system, which uses
HBase to store the Event data and uses MapReduce to implementing parallel
process. In astronomy, Wiley et al. [17] use MapReduce framework to implement
a scalable image-processing pipeline for the SDSS imaging database. Brahem et
al. [16] present AstroSpark, a distributed data server for astronomical data.
AstroSpark extends Spark, a distributed in-memory computing framework, to
analyze and query huge volume of astronomical data. These works only focus on
only one part of the processing analysis. Our work points out several problems
in the analysis of scientific big data, and provides a holistic solution.

4 The Architecture

In order to efficiently use the large amount of data generated by scientific experi-
ments, we design a system, EventDB, which improves the processing performance
of scientific big data. Figure 2 shows the three main components of EventDB.
EventDB consists of three main components, namely IndexDB, Operator library
and cross-domain access. Next we will introduce these three components accord-
ing to previous three problems existing in scientific big data analysis.
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Fig. 2. The three main components of EventDB

4.1 Data Storage

At present, the experiment data still stores in the form of files. The data screening
is very inefficient based on this form. In order to get an eligible data set quickly
we build IndexDB, which provides an inverted index table of the data. Inverted
index is an index data structure storing a mapping from content to its locations.
Objects in scientific experiment data usually have many data attributes. We use
the inverted index table to map the attribute value to the location including
the filename, the offset in the file. Although the basic idea sounds simple, but
it is not simple at all. We met many difficult problems to solve. Such as How to
import data quickly facing so many events data? How to place the index table for
faster access? And so on. To import data quickly, we write the record to HFile
concurrently without using HBase APIs. To reduce the size of the inverted index
table, we reduce the dimensions of the data attributes of the object; we build
a multi-level index and do some data compression using bitmap. To speed up
the query, we adjust the data layout using our algorithm to improve the data
locality.

Taking the high-energy physics as an example, in order to quickly obtain the
data set required by physicists, Liu [1] has extracted a series of feature quantities
(called TAGs) and stored them in separate ROOT files and the TAGs as an index
has been applied to BESIII. However, the tag information stored in the file is
still slow when searching for the tag itself. We extracted TAGs from the data and
use the TAGs information to create an inverted index for the events. We store
the inverted index table into the HBase table as the key-value form. Figure 3
shows an example of a table in HBase.

The Rowkey contains the runID, each data attribute and the value. Each
line represents a list of files containing the attribute and the offset in the file.
Because the construction of the primary key in HBase uses a lexicographically
ordered index structure and is usually cached in memory, it has good query
efficiency. Through the inverted index of key-value table, we can quickly locate
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Fig. 3. The inverted index of Events stored in HBase

the file and the offset of the instance, which greatly improves the efficiency of
Event screening.

IndexDB not only provides indexing function, but also supports to store
original data directly. For astronomy, the size of each object is small, so it can be
stored in IndexDB, I call this way ADSD (All raw Data Stored in the Database).
ADSD can further improve the performance of data access, but it requires a very
large storage overhead when the amount of raw data is too large.

4.2 Data Processing

In the current scientific big data analysis, the analysis usually starts after the
screening ends. In order to accelerate the process of data analysis, we propose an
Operator Library, which is a package for the common operations of the scientific
analysis. With the coprocessor provided by HBase, the analysis can be started
directly at each node running the screening, without waiting to complete all the
screening results.

Taking the high-energy physics as example. The data processing of existing
high-energy physics is usually submitted to the offline system for data analysis
after completing the screening. With the help of the IndexDB, our system has
the ability to quickly scan. Due to the distributed nature of HBase, after each
node completes the filtering of a given condition, we can analyze the data in
advance at the node, and finally combine the analysis results at the master
node. This does not require the screening to be completed before data analysis.
The most common data analysis tool is ROOT in high-energy physics. Our
Operator Library contains the calculation operations commonly used in root,
such as Mag(), Dot(), Angle() and so on. These operators are implemented on
HBase through coprocessor. So the scientists just need to write their analysis
program with the API provided by us, the analysis can be done at each node
running the filtering. With Operator Library, we can get the analysis results
faster.

In addition to providing some basic operators, Operator Library also sup-
ports users to define operators themselves. The scientists only need to write
code following our specification, we can load the new operator dynamically and
support the new operator to use in the analysis.
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4.3 Data Sharing

In general, the experiment data will be used by many scientists, who come
from different scientific research institutions all over the world, so a cross-
organizational and cross-regional mechanism is necessary to ensure efficient
access to experimental data.

Fig. 4. The architecture of Cross-domain access

To provide object-level data sharing, we provide a cross-domain access sys-
tem. The cross-domain access system stores the metadata information of the
experiment data file at the local site using Ramcloud, which syncs the metadata
of data files located in remote site. RAMCloud is a storage system that provides
low-latency access to large-scale datasets. To achieve low latency, RAMCloud
stores all data in DRAM at all times [24]. When the file or the object is accessed
on the local site, the Plugin firstly queries the related metadata from the Ram-
cloud, then the remote site’s data will be fetched by the FUSE module in the
form of a file block or an object and cached on the local site. Through this
system, the data analysis program can run seamlessly anywhere. The granular-
ity of data transfer is file blocks level or object level, thus greatly reducing the
amount of useless data transfer. Taking the high-energy physics as an example,
cross-domain access seamlessly supports existing high-energy physics analysis
and provides event-level access support. The architecture is shown in Fig. 4.

With EventDB, the pattern of scientific big data analysis has changed.
Figure 5 shows the changes. In the traditional way, analysis job should commit
to the data owner site and run as a batch job, which commits to a job scheduling
system, such as condor [20], openpbs [21], etc. After introducing EventDB, each
site can commit job on local, the cross-domain access can fetch the data from
the data owner to insure the job running. At the same time, with the IndexDB
and operator library, we reduce a large amount of I/O requests and improve the
processing performance.
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Fig. 5. The new processing flow of scientific big data

5 Evaluation

We just completed the preliminary evaluation, the following evaluations are
mainly about IndexDB and we still need to do more test on cross-domain access
and operator library parts.

5.1 Experiments Setup

We build HBase on 10 Dell servers, with Intel Xeon E5-2630v4 CPU, 64G RAM,
256 GB SSD and 20TB 10000 rpm disk, running Red Hat 4.4.7. All nodes are
inter-connected by a 1000M Ethernet switch. The version of core softwares are:
HBase v1.2.0, JDK v1.8.0. The data set in the experiment uses the running data
of BESIII, which contains a total 2800 files and 500 billions events. The total
size of the data is about 450 TB. We use 7 tags to construct the event index.

Importing Data. In EventDB, the first step is to build the inverted index table
into HBase. Due to the large amount of the data, the construction speed also is
important to the data users. New experimental data needs to add into HBase
every once in a while. We do lots of optimization about importing data. Cur-
rently, the speed of importing event can be reached 200 millions per second.
It takes only about three days to import a 500 billions Events. From the data
disclosed by EventIndex [23], it requires 660 s to import 100 millions events with
128 parallel threads, and about 38 days to import 500 billions events. We are
far faster than him. We think the reason is that EventIndex build record based
on message and HBase API, our system write records to the HFile directly.

Events Query. BESIII Offline Software System(BOSS) software suite is used for
BESIII simulation and analysis [22]. We simulate the scientists’ query operation
used in BOSS. We compare the time spent by using BOSS and using EventDB
in executing same query operations. Figure 6 shows the comparison. In Fig. 6,
the time consumption of the single user query using EventDB is just 1/10 of
BOSS, some cases even is 1/100 of BOSS. Because of the query conditions are
very complicated; it causes that the final results only contain little Events. The
BOSS still need search from large number of files and EventDB can quickly get
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the results from the IndexDB. We also do some tests on the multiple users to
EventDB. In general, the average query efficiency increases more than 6 times
and our throughput can reach 2 millions Events per second.

Fig. 6. The query performance comparison of Boss and EventDB

Functionality. We compare our system with the other scientific big data sys-
tem in high-energy physics and astronomy. We choose EventIndex used in high-
energy physics and the astronomy work which uses MapReduce for the SDSS
imaging database. Table 1 shows the difference of these systems. The EventIn-
dex only supports to store the data as files, EventDB can also store data in
HBase. The EventIndex only supports data screening and do not speed the data
processing, EventDB can speed up the data processing using the implemented
API. EventDB also provides the Cross-domain access to support data sharing.
Comparing with MapReduce for SDSS, it only tries to use mapreduce pattern
to speed up the data analysis; it doesn’t provide the ease to use APIs; it also
doesn’t provide the solution for data sharing across the organization or regions.
Comparing with other two systems, our system provides better performance and
more comprehensive functions.

Table 1. The solution to three challenges in different systems.

EventIndex MapReduce for SDSS EventDB

Data storage File SQL (file + Index) or (ADSD)

Data processing Traditional way Mapreduce jobs Coprocessor

Data sharing - - Cross-domain access
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6 Conclusion

In our paper, we summarize several problems in the management of scientific big
data with semi-structured features, and propose an EventDB system. EventDB
overcomes difficulties in scientific big data through IndexDB, Operator Library,
and Cross-domain access. Compared with the traditional scientific big data man-
agement system, it has the characteristics of more efficient data retrieving, faster
data analysis, and better data sharing.
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Abstract. At present, data generated by high-energy physical devices has
reached the PB or EB level as it is constantly updated and running. Therefore,
the technical requirements for physical analysis are constantly increasing with
the mass of physical events generated by high-energy physical colliders. The
physical analysis for high-energy physics events refers to the selection of
thousands of meaningful events from massive physical events. The analysis
process relies on different attribute parameters and different operators to obtain
the final selection criteria. Because the traditional method of high-energy phy-
sics events analysis is less efficient and more complex, it is very important to
design an efficient and convenient operator library for high-energy physics
events processing. This paper proposes a new operator library system based on
hbase coprocessor for high-energy physics events processing. It uses storage
structure and endpoint coprocessor of the hbase as the framework of the physical
analysis operator library, uses protocol buffer to customize the client and server
RPC communication and encapsulates the operators in the object-oriented data
analysis framework ROOT to hbase coprocessor. In this way, the complexity of
the high-energy physics events analysis is reduced and the efficiency of the
calculation is improved. In the experiment, we take the zc3900 analysis process
as an example and apply it to the 10 nodes experimental cluster. The test results
show that the proposed system is more efficient and avoids the complexity of the
events processing.

Keywords: Scientific big data � High-energy physics � Event analysis �
Operator library � Hbase coprocessor

1 Introduction

High-energy physics is a frontier branch of physics, also known as particle physics. Its
scientific goal is to study the smallest unit and interaction law of constituent materials.
It is a subject based on experiment, and it is also a subject based on the close com-
bination of experiment and theory [1, 2]. With the development of science and tech-
nology, the scale and complexity of high-energy physics are constantly improving. The
increase in the scale and complexity of the experiment means increases in the amount
of data and the difficulty of data manipulation, but the calculation mode of high-energy
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physics is basically unchanged. Its calculation mode is that the modern data acquisition
system collects and rapidly filters the experimental data to form the original experi-
mental data, and then the data storage system records the original data for subsequent
data analysis and processing [3]. The accuracy of high-energy physics experiments
depends on the statistics of the data. The construction and operation of a new gener-
ation of high-energy physics experiment equipment has produced data of PB and EB
magnitude. Massive amounts of data require super-large scale storage, computing
resources and network resources, which poses great challenges to data management
technologies such as data collection, storage, transmission, sharing, analysis and pro-
cessing [4].

Event screening and analysis is an important part of data analysis and processing in
high-energy physics. We call the data calculation process in the data analysis process as
an operator, which is the theoretical basis for the analysis and prediction of physicists [5,
6]. With the rapid development of high-energy physics, the complexity of event analysis
for high-energy physics is getting higher and higher, and the scheduling, combination,
communication, and mapping of algorithms applied to big data analytics platforms are
becoming more and more complex. It is very complicated and redundant to analyze each
type of operator and apply it to the big data management platform of high-energy
physics. The operator library is a collection of high-energy physics basic operators. It
can be combined into various required algorithms according to the needs, giving full
play to the advantages of the big data platform. It can not only effectively solve the
execution time of operators, but also give full play to the parallel characteristics of
distributed systems to improve the calculation efficiency of operators and achieve the
optimal operation cost. Operator library is a set of operators with certain functions and a
standard library of the whole high-energy physics complex algorithm. A complete
operator library can lay a good application of big data management platform in high-
energy physics data. The operator library plays a very important role in the big data
management platform for high-energy physics events. Decomposition and mapping
based on high-energy physics operators have become one of the research hotspots of
high-energy physics. It is urgently needed by physicists to assemble the basic operators
of high-energy physics into a complete standard operator library with certain functions.
Therefore, this paper proposed the design and implementation of events processing
operator library based on Hbase coprocessor for high-energy physics.

The rest of the text is organized as follows. The second part introduces the related
work of the system, including the ROOT framework and Hbase coprocessor. The third
part describes in detail the design and implementation of events processing operator
library based on Hbase coprocessor for high-energy physics, including operator library,
event analysis process and system analysis. The fourth part describes the system per-
formance evaluation. Finally, the fifth part is Conclusions.

2 Related Work

At present, the massive data produced by high-energy physics experiments are widely
dependent on the storage and processing of ROOT framework [7]. The application of
Hbase in high-energy physics experiments is relatively small, but the combination of
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Hbase and high-energy physics experiments has become a research hotspot. Therefore,
this section is based on the application of the ROOT framework and Hbase coprocessor
in high-energy physics.

2.1 ROOT Framework

ROOT is an object-oriented framework system used primarily for high-energy physics
data analysis. The ROOT framework provides the basic tools and services for analysis
of high-energy physics, such as multi-dimensional histogram, curve fitting, data
modeling, and simulation. It is programmed in C++ and contains 60 libraries and 19
modules. It uses an object-oriented structure and provides methods for serialization and
deserialization. It can quickly convert between memory objects and disk files [7, 8].

High-energy physics is based on ROOT files when relying on the ROOT frame-
work for data analysis. The ROOT file has a strict storage format. The file begins with
100 bytes to record the basic information of the file and the position of the pointer.
There are two fields indicating the offset of the first data object and the offset of the file
end for the file. There are consecutive data objects behind the file header. Each data
object contains two parts, which are the size of the object and the offset of the object in
the file. Therefore, each data object in the ROOT file can be accessed sequentially from
the beginning of the file. This sequential access mode does not meet the requirements
of large-scale data analysis. So ROOT provides a tree structure to support more flexible
file access methods, which can selectively access certain branches of the event. A tree
structure contains one or more branches, each branch contains a list of leaves, each leaf
represents an attribute class of the branch and its variable is a simple type [9].

2.2 Hbase Coprocessor

Hbase is a column-oriented storage database based on Hadoop, and its design idea
comes from BigTable of Google. The storage structure of Hbase is a multi-dimensional
orderly mapping, commonly referred to as column-oriented or column-cluster storage.
The storage structure does not care about the data type. This structure enables HBase to
process structured, semi structured or even unstructured data. Its underlying layer uses
Hadoop distributed file system HDFS as the storage system, which makes Hbase have
good fault-tolerant performance and horizontal extension [10]. Compared with the
traditional database, Hbase only provides row key indexing and does not provide
flexible filtering query function. Therefore, in some query cases, full table scanning is
required. And it does not have the computational power of some commonly used
aggregate functions.

The Hbase coprocessor provides a mechanism for developers to run custom code
directly on region server to manage data. Users can use the coprocessor to write code
running on the Hbase Server side. HBase supports two types of coprocessors, which are
Endpoint and Observer. The Endpoint coprocessor is similar to the stored procedure in
the traditional database. The client can call these Endpoint coprocessors to execute a
piece of Server-side code and return the results of the Server-side code to the client for
further processing. The most common usage is to the aggregation operation. Another
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kind of coprocessor is called Observer, which is similar to the trigger in the traditional
database. This coprocessor will be called by the server side when certain events occur
[10, 11].

3 Design and Implementation of the System

The system in this paper is based on the basic operator in the ROOT framework. The
protocol buffer is used to customize the RPC service. Based on the Hbase coprocessor
programming framework, the base operator is encapsulated on the Hbase server and the
aggregation operation is implemented on the client. In this way, the data analysis
process with high efficiency and low bandwidth is realized.

3.1 Operator Library

The operator library is a basic operator commonly used in the process of high-energy
physics data analysis. The complete operator library can reduce the redundant operation
of high-energy physics in the event analysis process. In order to make the process of
event analysis more convenient and efficient, we try our best to abstract the basic
operators in the ROOT framework and combine them into a complete operator library.
In the ROOT framework, we can divide operators into MathCore, MathMore, and
Physics Vectors. MathCore contains some basic implementations of numerical algo-
rithms, such as probability density functions, cumulative distribution functions,
quantile functions, trigonometric functions, and statistical functions. MathMore is a
supplement to MathCore, including polynomial calculation, elliptic integral, hyperge-
ometric function and coupling coefficient. Physics Vectors is for describing vectors in
2, 3 and 4 dimensions and their rotation and transformation algorithms, including
transposed matrices, symmetric matrices, vector products, cross vectors, and so on.

This paper takes the analysis process of zc3900 as an example. We split the basic
operator in the zc3900 event analysis process and found that the analysis process uses
the basic operator list in the ROOT framework as follows. They are TVector3.Mag2(),
TVector3.Mag(), TVector3.Dot(), TVector3.Angle(), TLorentzVector.Mag2(),
TLorentzVector.Mag() and TLorentzVector.M(). So we reproduce these basic opera-
tors in the experiment and add them to the operator library for use in the zc3900
analysis process.

We integrate the abstracted operators into the operator library, which provides a
more convenient and effective combination calculation method for specific event
analysis. The system encapsulates the operator library on the Hbase coprocessor after
assembling into a complete operator library. Since the operator is the calculation of the
event attribute value, the Endpoint coprocessor is used. That is, the operator library is
published on the Hbase server side, and the aggregation of different Region calculation
results is implemented on the client side. During the implementation of the custom
Hbase endpoint coprocessor, protocol buffer is used to customize the RPC service to
achieve communication between different Hbase nodes. The working principle of the
operator library mounted on the Hbase endpoint coprocessor is shown in Fig. 1.
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In the process of implementing the operator library using the Hbase endpoint
coprocessor, we prepared a proto file to define the RPC interface and then use the
protocol buffer to generate the java file corresponding to the proto file. Then we
implement the server class. It inherits an abstract class generated by the protocol buffer,
which is the inner class of the proto corresponding java file. And it implements the two
necessary interfaces CoprocessorService and Coprocessor for Hbase coprocessor. The
concrete operator is then written into the class as a method to form the final server-side
class. The generated interface file and implementation class file are packaged into a jar
and placed on hdfs. Finally, the client class is implemented, and the operators in the
operator library can be directly invoked to aggregate the calculation results in different
regions to solve the final result.

3.2 Event Analysis Process

Event analysis refers to the process of event filter and reconstruction of original data
generated by high-energy physics experiments. In the process of data analysis for high-
energy physical, different event filter conditions are adopted for different event anal-
ysis. The event filter condition consists of different operators in the operator library.
Each event is judged to satisfy the filtering condition according to the calculation
results of the combined operator, and then the signal histogram is generated to show the
event distribution. Taking the zc3900 analysis process as an example, the event filter
flowchart of the operator library based on the Hbase coprocessor is shown in Fig. 2. It
can be seen that we can directly combine the operators of the operator library to
calculate whether each event meets the filtering conditions in a distributed and con-
current way. And then we can pick out the events that meet the conditions to generate

Fig. 1. Schematic diagram of the operator library mounted on the Hbase endpoint coprocessor.
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the signal graph. Because it is based on Hbase to scan the data in full table, the IO
overhead is much smaller than that of directly reading the ROOT file. In addition, the
efficiency has been greatly improved due to the synchronized calculations on different
Regions.

3.3 System Analysis

The demand for data processing of high-energy physics can no longer be satisfied with
traditional computing methods. The huge data requirements for computing environ-
ment of high-energy physics are gradually improved, including massive data storage
capacity, superior computing power, high-speed data transmission, and large-scale
distributed collaborative processing mechanism. Therefore, this paper designs a oper-
ator library system based on Hbase coprocessor for event processing of high-energy
physical. And it uses the Hbase coprocessor for event filtering.

In this system, we designed the operator library and implemented the basic operator
in the ROOT tool as much as possible, so the system can reduce the amount of code
and provide convenience. In addition, we make full use of the high concurrency and
high availability of Hbase to carry out the calculation process by multiple nodes
simultaneously. Therefore, the efficiency of operator library is optimized.

Fig. 2. Flow chart of zc3900 analysis process based on Hbase coprocessor operator library
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In the process of implementing events processing operator library based on Hbase
coprocessor for high-energy physics, we first analyze the high-energy physics analysis
tool ROOT to abstract its base operator and encapsulate it into the operator library.
Then the operator library is mounted on the Hbase coprocessor. The user can directly
call the operator in the operator library to calculate the event data and directly return the
calculation results to the client. Its internal calculation process is invisible to the user.
Finally, we use the interface as a user. The framework design of the system is shown in
Fig. 3. We take the zc3900 analysis process as an example to show the interface, as
shown in Fig. 4.

Fig. 3. Frame design diagram of operator library.

Fig. 4. User interface of zc3900 analysis process
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4 System Performance Evaluations

The performance evaluation uses the data used in the zc3900 analysis process as the
evaluation object, and the filter condition is the track set in advance. Figure 5 shows the
comparison of the amount of code between the system we designed and the ROOT tool
in the zc3900 analysis process. It can be seen that the system we designed has less code
and simpler operation in the process of event filtering. Figure 6 shows the comparison
of the calculation time between the system we designed and the ROOT tool in the
zc3900 analysis process. It can be seen that the system we designed has improved the
efficiency by 16% for the zc3900 analysis process. Therefore, the system we designed
improves the computational efficiency of event filter in data analysis of high-energy
physics and reduces the redundancy and complexity of user operations.

Fig. 5. The amount of code between the operator library and the ROOT tool was compared in
the zc3900 analysis process.

Fig. 6. The calculation time between the operator library and the ROOT tool was compared in
the zc3900 analysis process.
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5 Conclusions

Based on the high-energy physics and the zc3900 case analysis process and combined
with the advantages of Hbase, this paper studies and designs a new system of events
processing operator library based on Hbase coprocessor for high-energy physics. It
makes the event filter process highly parallel. The test results show that the system has
faster data processing speed, more convenient operation mode and more friendly
interface than traditional systems. The Hbase endpoint coprocessor can place logical
calculations on the server side, allowing users to perform their own operations on the
server side. However, the system has not been verified in the large-scale production
environment. There are still many areas to be studied and improved in the study of the
operator library based on Hbase coprocessor.

References

1. Chen, Y., Shi, J., Chen, G.: A survey of high energy physics computing system. e-Sci.
Technol. Appl. 5, 3–10 (2014). https://doi.org/10.11871/j.issn.1674-9480.2014.03.001

2. Cheng, Y.D., Shi, J.Y., Chen, G.: Design and optimization of storage system in HEP
computing environment. Comput. Sci. 42, 54–58 (2015). https://doi.org/10.11896/j.issn.
1002-137X.2015.01.012

3. Wang, L., Chen, Y.D., Chen, G.: Design and performance optimization of metadata server in
mass storage system. Comput. Eng. 38, 1–3 (2012). https://doi.org/10.3969/j.issn.1000-
3428.2012.02.001

4. Huo, J., Lei, X., Li, Q., Sun, G.: High energy physics data processing system with parallel
heterogeneous clusters. Comput. Eng. 41, 1–5 (2015). https://doi.org/10.3969/j.issn.1000-
3428.2015.01.001

5. Lei, X., Li, Q., Sun, G.: Hbase-based storage and analysis platform for high energy physics
data. Comput. Eng. 41, 49–55 (2015). https://doi.org/10.3969/j.issn.1000-3428.2015.06.010

6. Dong-Song, Z., Jing, H., Dong, L., Gong-Xing, S.: High energy physics data analysis system
based on mapreduce. Comput. Eng. 40, 1–5 (2014). https://doi.org/10.3969/j.issn.1000-
3428.2014.02.001

7. Brun, R., Rademakers, F.: ROOT—an object oriented data analysis framework. Nuclear
Instrum. Methods A 389, 81–86 (1997). https://doi.org/10.1016/S0168-9002(97)00048-X

8. Antcheva, I., Ballintijn, M., Bellenot, B., Biskup, M., Brun, R., Buncic, N., et al.: ROOT—A
C++ framework for petabyte data storage, statistical analysis and visualization. Comput.
Phys. Commun. 180, 2499–2512 (2009). https://doi.org/10.1016/j.cpc.2009.08.005

9. ROOT a Data analysis Framework. https://root.cern.ch/
10. George, L.: HBase: The Definitive Guide: Random Access to Your Planet-Size Data.

O’Reilly Media Inc., Sebastopol (2011)
11. Vashishtha, H., Stroulia, E.: Enhancing query support in HBase via an extended

coprocessors framework. In: Abramowicz, W., Llorente, I.M., Surridge, M., Zisman, A.,
Vayssière, J. (eds.) ServiceWave 2011. LNCS, vol. 6994, pp. 75–87. Springer, Heidelberg
(2011). https://doi.org/10.1007/978-3-642-24755-2_7

124 Z. Du et al.

http://dx.doi.org/10.11871/j.issn.1674-9480.2014.03.001
http://dx.doi.org/10.11896/j.issn.1002-137X.2015.01.012
http://dx.doi.org/10.11896/j.issn.1002-137X.2015.01.012
http://dx.doi.org/10.3969/j.issn.1000-3428.2012.02.001
http://dx.doi.org/10.3969/j.issn.1000-3428.2012.02.001
http://dx.doi.org/10.3969/j.issn.1000-3428.2015.01.001
http://dx.doi.org/10.3969/j.issn.1000-3428.2015.01.001
http://dx.doi.org/10.3969/j.issn.1000-3428.2015.06.010
http://dx.doi.org/10.3969/j.issn.1000-3428.2014.02.001
http://dx.doi.org/10.3969/j.issn.1000-3428.2014.02.001
http://dx.doi.org/10.1016/S0168-9002(97)00048-X
http://dx.doi.org/10.1016/j.cpc.2009.08.005
https://root.cern.ch/
http://dx.doi.org/10.1007/978-3-642-24755-2_7


Event-Oriented Caching System
for ROOT Data Analysis in HEP

Baoan Liu1,2, Can Ma2(B), Bing Li2, and Weiping Wang2

1 University of Chinese Academy of Sciences, Beijing, China
2 Institute of Information Engineering, Chinese Academy of Sciences, Beijing, China

macan@iie.ac.cn

Abstract. In the field of high-energy physics, Event is the basic data
unit, referring to a particle collision or interaction among particles. At
present, advanced physical experimental devices can produce a large
amount of Event data up to PB level. While Compared to these mas-
sive data generation, data storage system based on files at the moment
is out of date. Event data are mostly random accessed, but searching
a few specific Event in large files is an inefficient job. Therefore this
paper proposes an event-oriented data storage technology, caching fre-
quently accessed data in HBase. This paper serializes the Event data
in the ROOT files and dumps them to intermediate files, and then a
large number of intermediate files are transferred into the HBase by the
method of bulkload and cluster resources. Eventually, using the data of
Beijing Spectrometer (BESIII) Experiment, we conduct a data access
experiment. The result shows that the new storage schema can improve
the performance of data random access by more than 4 times.

Keywords: Event-oriented · Caching system · Random access

1 Introduction

Event is the basic unit of high energy physics experimental data, referring to a
particle collision or the interaction among particles. In a large physical experi-
ment, the number of the produced Event data can be as large as trillion scale.
At present, the Events are mainly stored and calculated in the form of ROOT
[1,2] file. It is a standard format file in the field of high energy physics, which
may contains millions of events, and each event may have hundreds of properties.
These files are currently stored in some distributed file systems like Lustre [3].
Storage based on large files leads to huge I/O overhead and poor performance
when retrieving events by some attributions’ value. Meanwhile, the calculation
nodes and storage nodes are separated and connected through high speed net-
work. When it is required to access some events in a file, the whole file will be
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loaded, however, most of which are useless. All these cause serious network and
storage resources waste. Therefore event-oriented storage and calculation mode
is a good solution to these problems.

On the other hand, according to the investigation and survey on high-energy
physics data and the related data processing, most physicists merely focus on
some certain events, which may be distributed in different files. Even in the same
file, there is a skipping access between consecutive requests. Based on the two
points above, the I/O performance is difficult to optimize while conducting data
analysis in such storage mode.

In view of the problems faced by current high-energy physical data storage,
many research institutes at home and abroad have studied the current mature
big data tools, such as HDFS [4], MapReduce [5,6], HBase [7] etc, and applied
them to high-energy physics [8]. Such as, the University of Iceland has con-
ducted research and test on data parallel analysis of MapReduce replacing Par-
allel ROOT Facility [9]. ATLAS has studied the use of Hbase to store metadata.
Cern studied the application of HDFS and MapReduce in the field of high-
energy physics. Nebraska University tried to use HDFS as the storage system of
the CMS experiment. Xiaofeng Lei’s HBase platform [10] is instructive, but the
mapreduce job to load data also has much I/O consume.

2 Related Work to the Event-Oriented Caching System

This paper proposes an event-oriented storage technology caching frequently
accessed data into HBase. we use different data processing methods and improve
data storage performance. While in specific implementation, through serializing
the Event data ROOT files, generate the representation of intermediate file. Then
by the spark cluster, bulkload these files into HFile, a standard storage format of
HBase data [11]. This method is currently used as a caching tool for the original
storage system. Physicists can import a batch of experimental data as a whole
and analysis experiments for this batch of data will be accelerated. If some Events
are unavailable in HBase, it will turn to the ROOT files automatically. Combined
with the function of the database, the paper provides a function for prefetching
continuous events. By setting the size of prefetching data, the performance of
data sequential access can be improved as well. Experiment results show this new
storage mode can help improve access efficiency of the physical offline analysis
system.

3 The Traditional Data Storage Method

ROOT is a framework for data processing, born at CERN, at the heart of the
research on high-energy physics. It processes PB-level experimental data gen-
erated by various high-energy physics experiments every year and stored these
data in the form of ROOT files. Figure 1 is the structure of TFile [12], an abstrac-
tion of ROOT files. The header portion holds the format information of the file,
ensuring that the file conforms to the ROOT specification without the suffix.
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The header also stores some serialization characteristics of objects stored in the
file so that the original ROOT object can deserialized when loading. Each object
is assigned with an offset for indexing. Eventually, the actual data is stored in
the data section and is compressed when saved, which reduces space overhead
[13].

Fig. 1. Structure of TFile.

For high-energy physical data, the storage adopts a more complex data struc-
ture - TTree. TFile writes the TTree object directly to the file. TTree is a data
structure implemented in the ROOT framework for random reading, as shown
in Fig. 2 [14]. Event data is stored in the Branch part of the TTree. Each branch
contains a leaf list for storing data of smaller granularity. One branch has a bas-
ket structure, which is a buffer used to implement I/O operations between files
and memory. TTree is something like column-stored mode, branches of one tree
hold the same attribution of different events. When a particular event needed
to be load to the memory, depending on the nature of the cache, Basket will
load the same attribution of other events in the vicinity, and the load resources
will be wasted if the caching data is not truly needed. That is also a significant
reason for proposing event-oriented cache schema.

High-energy data is stored in seven top-level objects, and the seven objects
are TevtRecObject, TdstEvent, TdigiEvent, TevtHeader, ThltEvent, TMcEvent
and TtrigEvent. These seven objects are stored in the Branch structure in Fig. 2.
There is a lot of leaf data under the Branch of these event objects. Branches and
leaf nodes are organized into one TTree. Data is organized hierarchically like a
tree. Furthermore, an event data is not always containing all the seven Branches
mentioned above.

For a generic ROOT object, the framework provides a complete mechanism
for accessing. The seven event classes above, however, are actually defined by the
physicists according to the requirements of high-energy data and extended based
on rules of ROOT framework. The definition of the seven classes are in BOSS
software. So it is necessary to integrate the resources of the two frameworks when
using Event data. ROOT class for storing event objects [6].
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Fig. 2. Data structure of TTree.

This chapter mainly describes the storage format, data structure, related
framework and technology of the original data storage mode.

4 Design and Implementation of the Event-Oriented
Caching System

The granularity of traditional storage mode is too big for offline analysis software
with event as a basic unit of processing. Although TTree improves the efficiency
of random reading, considering the skip reading access mode of physicists, there
are still massive useless event data being loaded into memory, resulting in serious
I/O resource waste. The method proposed in this paper will extract the events
frequently accessed from ROOT files, and cache them into the HBase. When
the physical analysis software conducts data access, it first accesses the K-V
database and then the original file system if not hit. The new storage mode with
event granularity is more suitable for the accessing mode.

In order to dump event data into the database, a series of transformation
is necessary. Meanwhile, the database needs to connect with the existing offline
analysis software, so a new set of data access interface should be designed. The
overall process is shown in Fig. 3. The data abstraction part extracts events from
the ROOT files, and the data serialization part transforms the complex structure
of event into a serialized string. The event import part compared two storage
mode and use the method of bulkload and spark cluster to load the events into
HBase. The data interface part provides a C++ interface for the traditional
high-energy physical software to access the caching system. Depending on the
custom of the physical experiments, this paper adopts the batch update strategy
to refresh the entire caching system by the new data produced in the latest
experiment. Besides, this paper implements a prefetch function by adding a
cache strategy at the client side. Each section will be covered in detail next.



Event-Oriented Caching System for ROOT Data Analysis in HEP 129

Fig. 3. Processing flow chart of the event-oriented caching system.

4.1 Event Abstraction

This section includes loading event data into memory and data Persistence.
These Event classes are extended based on the rules of ROOT framework and
defined in BOSS software-an offline analysis software based on Gaudi [15] frame-
work. So it is necessary to integrate the two resources. The specific process of
extracting event data into memory is shown in Fig. 4.

Fig. 4. Event data abstraction.

The event data classes belong to user-defined ROOT classes, and the defi-
nition file is in the physical analysis software known as BOSS. For the use of
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the custom ROOT classes, there is a set of specification in the ROOT frame-
work. Operate on the source file using ROOTs root-cint tool to generate an
interface dictionary. ROOT uses a compiler called Cling to compile C++. This
compiler has been embedded inside the ROOT framework and it is not con-
venient for external development. Following the complicated compiling rules of
ROOT framework, this paper grasp the way to compile using gcc. Besides the
interface dictionary, another tool is also needed, root-config, to get varies com-
pilation conditions required by ROOT [13]. To facilitate modular programming,
this paper compiles the code and generate a dynamic library as a tool to extract
event data.

4.2 Event Serialization

The design of event data class is complex, which can hardly be disassembled into
basic data type to storage. On the other side, physical analysis is generally based
on event, so if an event is disassembled into basic data types, extra work will be
done to restore it. The main character of the event-oriented storage system is to
store the event itself into the K-V system directly. The event class are previously
persisted to ROOT files, involving complicated data structure, different from
the K-V storage mode, instructive to our work indeed. In this paper, a new
event serialization method is proposed referring to the storage schema of ROOT
framework. Serialization refers to the conversion of objects to binary bytes. This
concept often occurs, for instance, when data is transmitted over the network
it needs to be serialized by sender and deserialized by the receiver. Also in
persistence, objects stored in disk needs to be serialized first, and when objects
are read, it needs to be deserialized back. Serialization solutions must be mature
enough to prove their availability in productive practice. Meanwhile, it is very
convenient to debug if the correctness of the serialization and deserialization
data results is recognizable. This paper proposes a serialization method based
on persistency and network transport of ROOT framework.

The serialization tool implemented in this paper is SerTMessage class, pro-
viding serialization and deserialization interfaces. Serialization interface takes
TObject class as input parameter and outputs a binary byte stream. TObject
is a base class of the entire framework, that is, the interface supports all the
TObject descendants serialization in ROOT. The deserialized one is to get the
byte stream output the original object back. This tool class inherits from TMes-
sage class. TMessage is actually a tool for transferring objects in the network.
It involves the specific process of serialization, but provides no related public
interface.

As the superclass of TMessage, TBufferFile implements some read/write
interface provided in TBuffer and also implements some serializable method of
basic data types. However, it has limitations. With serialization, persistency and
network transport bundled together, the underlying implementation is complex
and cannot accept TObject type and get serialized byte stream, which is not a
tool that can provide good interface.
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TBuffer inherits from TObject, which is used for serialization and preserving
the serialized structure in a character point variable. TBuffer provides read/write
interface for serialization and deserialization, but has not been implemented [9].

SerTMessage is a combination of the above tools and provide available seri-
alization function directly. It is noted that the serialized data is 1.5 times larger
compared to the original file. The reason is that ROOT files is compressed dur-
ing persistency. Considering this, compression algorithm should be cooperatively
considered when we store these data.

4.3 Event Import

This section covers how to persist event data to K-V database from memory,
including the design of the storage schema, selection of data import method and
implementation of access interface.

Storage Schema. The serialized events can be stored into HBase directly. For
hbase, if the muti-column cluster is used for storage, some more mapping data
of the key and column cluster will generate. When the amount of data becomes
large, it will take up a lot of storage capacity. Therefore, a single cluster storage
mode is selected. Another issue to be considered is to separate or merge branches
when storing event, which actually depend on the access way of the data. The
original TTree structure provides a schema similar to column storage and it gives
us direction to store the different branches separately. These schema is suitable
if Branches are accessed mostly separately. If the whole Event is accessed more
often, the merge schema is better otherwise. While both situation exist when
physicists conduct analysis, and there is no clear proof that which one is more
frequently. One the other side, it was found by statistics that if no compression
algorithm is used when the serialized events are preserved into database directly,
no matter what schema, the data will expand compared to the original file. When
storing data with the schema of merging Branches together, the expansion ratio
is slightly lower, but space will also increase by about 60%. Considering the
large volume of high energy physics experimental data, a compression algorithm
is necessary. Compared on various performance of data compression algorithm
supported by HBase, which is shown in Table 1 [16], snappy compression algo-
rithm is prefered. The effect and performance comparison of the two storage
modes will be detailed in the experimental section.

Table 1. Efficiency comparison of three compression algorithms.

Compression algorithm Compression ratio Compression speed Decompression speed

GZIP 13.4% 21 MB/s 118 MB/s

LZO 20.5% 135 MB/s 410 MB/s

Zippy/snappy 22.2% 172 MB/s 409 MB/s
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Improvement of the Importing Method. There are many methods for
data importing, and the following three are the commonly used at present: (1)
The native Client API; (2) mapreduce job; (3) Generating HFile directly by
using BulkLoad. The first two methods will communicate with RegionServers fre-
quently, when massive data is stored at one time, a lot of RegionServer resources
may be occupied, which impairs queries on other tables.

Data in HBase are stored in HDFS in form of HFile. So a more efficient
and convenient method is to take the method of BulkLoad by Spark [20]. This
method is suitable for batch writing. BulkLoad generates StoreFiles through a
cluster job and loads them into the HBase directly, which will cause less I/O,
CPU as well as and resources overhead.

With the method of BulkLoading and spark cluster to complete data migra-
tion, the efficiency and anti-pressure capacity are improved. Because the serial-
ized event is an unrecognized binary string, it is impossible to distinguish the
boundaries of two events in a file when importing data. Therefore, an extra oper-
ation of encoding is added after the serialization, so that the serialized events
can be stored as a well-formed intermediate text file in hdfs.

4.4 Data Access Interface

HBase supports java language, but does not provide interface for C++. In the
field of high-energy physics analysis, BOSS is a commonly used analysis software,
which will obtain events from storage system and conduct analysis by interface
provided in ROOT framework. Both BOSS and ROOT are developed in the
C++ language, so a set of C++ interfaces to access the new storage system is
required for platform consistency.

Thrift [17] is a software framework, which is used for the development of
extensible and cross-language service that allows users to pass messages between
systems implemented in one or more languages [18]. In this paper, the C++
interfaces are accomplished by the services provided by thrift. The Thrift frame-
work [19] actually implements a kind of C/S mode. Through the Customized
files of data structure and service interface, we compile and generate server-side
and client-side codes to support cross-programming languages communication.
In this paper, the client code is written by c++, and the server side is java.

Throughout the development environment, physical analysis software BOSS
is strict with the versions of operating system and compiler. The version of oper-
ating system must be Redhat linux 6.5 and the compiler must be gcc-4.4.6. The
compiler of thrift2 which is developed by C++ and C language, will encounter
version-incompatibility problems when install the thrift environment by source
code. This causes the available thrift versions are restricted in a scope. This
paper uses thrift-0.9.2.

4.5 Cache Replacement Strategy

The main function of a caching system is to keep hot data in an efficient storage
region and reduce the time delay for frequent data accessing. Thus, how to
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update the stored data is of great importance. That is, how to seek the hot data in
and old data out. At the same time, due to the change of storage mode, the data
access method of traditional physical analysis software should be also changed.
In order to further improve the access efficiency, a function of prefetching has
also been added in the client.

During a high energy physics analysis work, different physicists only care
about certain part of the whole data set according to their research content.
There might be no any overlap among the data sets. However, what all physi-
cists have in common is that they are interested in the latest data, which is
generated from recent large experiment. Therefore, the event-oriented caching
system adopts the cache replacement strategy of batch update, that is, the latest
experimental data are imported into caching system.

For the client cache, a bidirectional linked list is used to cache recently
accessed event data. The pointer of each event is located by its key in HBase,
and the query time is O(1). In general, the classical replacement strategy LRU is
used. The new access data will be updated to the head of the linked list. When
the cache overflows, event at the end of the linked list will be remove firstly. The
bidirectional linked list and scan function of HBase can be used together. We use
a configurable pre-fetch function along with scan function to obtain continuous
data. Improving the pre-fetch number of events will improve the efficiency of
data sequential access.

5 Evaluation and Analysis of Event-Oriented Caching
System

5.1 Storage Mode Comparison

There are two storage modes proposed in 3.3.1. This paper tried the two storage
schemas respectively. For the merge storage schema, it creates the class called
TBossFullEvent, which inherits from the TObject class. This class includes the
seven objects fields and a flag used to mark the branch of each object. The
class graph is shown in Fig. 5. This schema stores the TBossFullEvent class and
necessary extra properties.

Fig. 5. The class structure of TBossFullEvent.
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The table structure designed in HBase for this schema is simpler. The schema
of the caching system is shown as Table 2. The key of each event is spliced by
the filename and entry id. The filename is from ROOT file in which the event
originally exists and the entryid is one property of the event. There is only one
cluster named Event, which includes 3 fields: eventInfo, length, and d length.
EventInfo represents the final processed result of the entire event, length is the
size of the serialized result, and d length is the length of the encoding length.

Table 2. Event table merged in caching system.

Key Event:eventInfo

Filename:entryid Event Length D length

SeriString1 size of SeriString1 size of coded SeriString1

Different from the merged one, the separated storage schema stores the seven
Top ROOT objects independently. The key of each event is also the concatena-
tion of the filename and entry id. There is only one cluster named Event, which
includes at most 9 fields. The field of Slen array and Dlen array are required.
And the other seven fields depend on whether each Branch exists. Slen array is
spliced by each length of the serialized string of each branch. And Dlen array is
spliced by each length of the coded string of each branch. The schema is shown
as Table 3. Ls1 represents the length of serialized String1 and Lc1 represents the
length of the decoding String1 and so on.

Table 3. Event table separated in caching system.

Key Event:eventInfo

Filename:entryid Slen array Dlen array Branch1 Branch2 ...

ls1-ls2-... lc1-lc2-... SeriString1 SeriString2 ...

The performance of the two in storage space and read-write time is compared
by serializing and loading 15000 events into the caching system. The results are
shown in Table 4, which conveys that the merged schema has advantage over the
separated one.

5.2 Data Access Comparison

A series comparative experiment for random access to real Event data are con-
ducted to verify the performance of the new storage schema. When conducting
the random-access experiment, it preserved 190,000 events and randomly gener-
ated 10,000 event-ids. Contrast experiments are using the original file. In each
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Table 4. Performance comparison of writing by different storage mode.

Storage mode Size of all events Average size of event Time of loading Occupied
storage space

ROOT file 511.5MB 34.91K 313.65MB

Merged storage 493.2MB 33.67KB 19.8 s 339.45MB

Separated storage 494.5MB 33.72K 21.26 s 340.31MB

Table 5. Performance testing of random reading.

Num of events (piece) 500 1000 2000 3000 5000 10000

Time of ROOT file 67.44 s 137.16 s 271.01 s 404.28 s 678.65 s 1363.83 s

Time of caching system 11.5 s 30.36 s 62.76 s 98.29 s 165.63 s 336.55 s

case, three experiments were conducted to get the average result. The perfor-
mance of the event-oriented storage system and the traditional storage system
for random access are shown in the Table 5.

Compared with the traditional storage system, the speed of the random data
reading is increased by more than 4 times. Considering the cost of opening
multiple files, the efficiency improvement should be more obvious if more ROOT
files are loaded into the caching system.

6 Conclusion

In this paper, through a lot of analysis on characteristics of high-energy physics
Event data, combining with the existing storage mode, we proposed a Event-
based storage schema.

The main work of the paper is the processing of data transformation. Through
in-depth study of ROOT, we realized Event extraction from ROOT files. The
serialization and deserialization of the Event data is done based on ROOT frame-
work. The communication between Database and analysis software is solved by
using thrift. In the end, the performance has been improved by more than 4
times compared with the traditional data access method. At present, the new
storage system has been applied to event data management and transfer system
in high energy physics.
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Abstract. As a data-intensive computing application, high-energy physics
requires to process and store massive data at the PB or EB level. It requires high
performance data access and large volume of data storage as well. Some enter-
prises and research organizations are beginning to use tiered storage architec-
tures, using tapes, disks or solid drives at the same time to reduce hardware
purchase costs and power consumption. Tiered storage requires data manage-
ment software to migrate less active data to lower cost storage devices. Thus an
automated data migration strategy is very necessary. Data access requests are
driven by the behavior of users or programs. There must be associations between
different files that are accessed consecutively. This paper proposes a method to
predict the heat of data access and use data heat trend as the basis criteria for data
migration. This paper proposes a deep learning algorithm model to predict the
evolution trend of data access heat. This paper discussed the implementation of
some initial parts of the system. Then some preliminary experiments are con-
ducted with these parts.

Keywords: High-energy physics storage � Tiered storage � Data migration �
Data access heat � Deep learning

1 Introduction

The scale of High Energy Physics computing has been expanding as human exploring
origins of the universe and basic material composition [1]. High-energy physics
experiments storage produce and process PB level data. On one hand, it is difficult for
traditional storage systems based on disks to support higher IOPS services. On the
other hand, only a very small number of files would keep active for a fixed period of
time. So IHEP computing center are considering to use tiered storage architectures [2],
which include tape, normal disk or solid state drives to reduce hardware purchase costs
and power consumption.

Limited by cost factors, an automated data migration strategy [3] is needed to
migrate less active data to lower cost storage devices. At present, automatic data
migration strategies, such as LRU, CLOCK, 2Q, GDSF, LFUDA, FIFO, etc., are all
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strategies for the exchange of in-memory caches. They need to run in the kernel of
operating system, so their exchange rules are relatively simple [4].

Data access requests are not completely random. They are driven by the behavior of
users or programs so they would show access locality in file system [5]. This motivates
file access prediction as the basis criteria for data migration.

1.1 Prediction Model

LS model [6] uses a file’s most recent successor as the next one to be accessed.
Essentially the basis of LS and the extended version, DLS is when a certain user reads
some files sequentially, generally the past access sequence would be repeated more or
less. On this basis, Aigui Liu et al. proposed a ULNS model which adds user infor-
mation to produce more accurate subsequent file prediction [7]. The prediction accu-
racy is better than LS model, but it also relies heavily on historical file access order. It is
not very efficient when there are massive files, or the access order laws are not so
obvious. Palmer et al. used associative memory to identify patterns in the context of file
access order. They used cache which called Fido to learn this pattern [8]. Griffioen et al.
proposed a scheme for predicting file access using some probability maps. But those
probability maps only record files whose access frequency is within a certain window
size [9]. Tait et al. studied techniques for detecting laws of file access order in client-
side cache management and used them to prefetch files from the servers. They assumed
that most users’ behavioral patterns would produce special file access patterns for data
sets of specific applications [10].

The Stable Successor (or Noah) and Recent Popularity [11, 12] methods extended
the Last Successor algorithm by attempting to filter out noise of the observed file access
order. Stable Successor records subsequent accessed files for each file. Recent Popu-
larity looks in the access order for successors of the file, then uses the Best-k-of-n
algorithm to pick the next file most likely to be accessed.

1.2 File Access Heat

Since mass storage systems for high-energy physics experiments tend to have billions
of files, it is difficult to achieve good results regardless of which file access prediction
algorithm is used. Therefore this paper predicts file access heat, i.e. file access fre-
quency. In general, performance metrics or load predictions for continuous time can
use regression analysis [13]. To predict data access, regression analysis can also be
used to predict and help generate migration decisions. Since migration decisions and
the I/O performance of tiered storage are directly affected by predictions’ accuracy, so
we need to train a regression analysis model for every file in storage system. That is an
impossible task to accomplish at this stage for the reality of high-energy physics
storage systems with billions of massive files. Generally speaking, the best file
migration strategy does not change within a certain interval of access frequency. This
paper divides file access frequency into multiple bins. The model only needs to predict
which bin a file’s access frequency would fall in. It is worth the cost of not being able
to predict precisely if more accurate prediction could be made on which bins a file
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belongs to. Therefore the prediction problem is re-presented as a classification problem.
Only one classification model is needed for all files, as shown in Fig. 1.

After some research, we found that more than 95% of the files in high-energy
physics storage would not be accessed over three times in the next 7 days after being
accessed once. Those files were defined as cold file/cold data. Nearly 3% of the files
would be accessed between one to three times. Those files were defined as warm
file/warm data. Nearly 1% of the files would be accessed more than three times. Those
files were defined as hot file/hot data.

2 File Access Feature Construction

The file heat classifier prediction accuracy is very dependent on inputs, that is, training
set. Generally speaking, file heat changes are affected by multiple factors, such as
different data access methods used by different users/applications, and different high-
energy physics data analysis software. Therefore, data heat prediction not only needs to
consider data access frequency in the past, but also needs to consider data access mode
of different users/applications. In the underlying file system it means different data
access features. In this paper. The premise of our project is try to predict file access heat
from the perspective of underlying file system. That is to say, for different files file
system can perceive the difference of file metadata and different file access trace. From
file system traces we can get file reading and writing, file pointer seeking operations
and so on.

Lustre [14] and EOS [15] are the most widely used mass storage systems in high-
energy field. Taking CERN as an example, EOS manages 15 instances, 2.6 Billion
files, and nearly 250 PB of data. The amount of data read and written in EOS in the
past month is nearly 100 PB. Institute of High Energy of the Chinese Academy of
Sciences is also using Lustre and EOS to manage massive amount of data over 10 PB.
To not affect file system performance, Linux’s trace functionality is disabled. It forces
us to obtain file access features in Lustre and EOS from other sources. The log system

Fig. 1. Given a file, there are n possible migration decisions for the tiered storage where n is the
number of tiers. This paper introduces three bins for we have three tires at present: tapes, disks
and solid drives.
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of EOS FST servers keep data access records in file units, including file opening,
closing, reading, writing e.g. As follows,

log=a048f57a-6034-11e8-8f98-288023415e08&path=/#curl#/eos
/user/b/biby/yinlq/rootdata/QGSJET-FLUKA/Helium/1.e14_1.e
15/wcda003363.root&ruid=10408&rgid=1000&td=*CioA-gA.16391
02:551@vm088029&host=eos07.ihep.ac.cn&lid=1048578&fid=123
971808&fsid=25&ots=1527263977&otms=887&cts=1527263998&ctm
s=734&rb=0&rb_min=0&rb_max=0&rb_sigma=0.00&wb=8830528&wb_
min=63&wb_max=32768&wb_sigma=2225.83&sfwdb=8814629&sbwdb=
8814592&sxlfwdb=8781824&sxlbwdb=8814592&nrc=0&nwc=271&nfw
ds=3&nbwds=1&nxlfwds=1&nxlbwds=1&rt=0.00&wt=24.91&osize=0
&csize=8830565&sec.prot=unix&sec.name=root&sec.host=vm088
029.ihep.ac.cn&sec.vorg=&sec.grps=root&sec.role=&sec.info
=&sec.app=fuse 

Since our project is still in the early stages of research, all file access records were
stored in the column-oriented NoSQL database – Hbase [16]. Using Hbase makes it
easier to select different features to train the prediction model.

After pre-processing, we get such file access vectors such as <access timestamp, file
name, file size, file read/write times, sequential and random access ratio, read and write
ratio, read and write bytes>. This paper compacted multiple vectors into a sequence of
time series by hour, as shown in Fig. 2.

When building training samples, a fixed training time window should be set, such
as 30 days. Model inputs are file access features in the past 30 days, as shown in Fig. 3.

Fig. 2. File access eigenvector organized by hour.

Fig. 3. If the training horizon is 30 days and the granularity is 1 h, the training horizon is
represented by 720 records, which means 720 access eigenvectors.
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Usually the width of each time record is 1 h, which means every file records one
access feature vector every hour. Each training sample would contain 720 records and
720 access feature vectors. In the training process, the predicting model has equal
ability to learn the access characteristics for different time since the width of the time
record is fixed. In some cases, we want to use as much historical information as
possible. So expanding the training horizon could help learn more file access infor-
mation. More access features need to be saved in each training sample. This could lead
to an increase in the complexity of the prediction model, and the difficulty of training
can even lead to over-fitting problems. In this paper, the method of dynamical training
time window is used, as shown in Fig. 4, and the width of each time record would
become larger as time goes forward. It not only achieved the goal of using as much as
historical information as possible, but also avoided the problem that the model was too
complicated to train.

3 Overall System Design

As shown in the foregoing, the obtained file access feature vector is a fixed-length time
series which is very suitable for solving with Long-Short Term Memory (LSTM).
LSTM [17] is an improved recurrent neural network which is capable of learning the
long-term hidden dependencies. Each LSTM cell has three gates: input gate, output
gate and forget gate. Those gates are used to control whether the information can pass
through the cell or not. Therefore the LSTM network is capable of memorizing con-
textual information when mapping between input and output sequences [18].
The LSTM network structure is shown in Fig. 5.

Fig. 4. The longer the time, the wider of a time record. Old data access information get
consolidated as time moving forward.
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The tiered storage system designed in this paper has a fixed data migration cycle.
The cycle begins with collecting file access records from the EOS log system, ends
with migrating a set of files across different ties. The specific steps included in the data
migration cycle are as follows.

Step1: collect file access records from the mass storage system of high energy
physics. According to statistics, in the storage system used by the LHAASO collab-
oration, tens of thousands to hundreds of thousands of such file access records are
generated every day. In this paper, HBase is used to store such unstructured access log
data. File name and access time are used as the rowkey in HBase.

Step2: generate features from the access records. Useful features are often compact
numerical indicators organized by hour, e.g. Number of bytes read or written to a
certain file.

Step3: label the training data set. Determine a training horizon and a prediction
horizon. Bin the number of access in prediction horizon and use the bin as basis of
training data set labels.

Step4: train a classifier based on LSTM network to make predictions on a given
file.

Step5: test the classifier. Slide the training horizon and prediction horizon forward
for some time to collect a new training data set and test the trained classifier.

Step6: migrate a set of files. Use the classifier to predict file access heat changes and
perform file migration (upward migration or downward migration) according to a
predetermined migration strategy.

Step7: Evaluation. Calculate the classifier prediction accuracy. It would help the
construction of file access features and model training method.

Fig. 5. LSTM network structure. Its composed of units of recurrent neural network (RNN). It’s
capable of learning long-term dependencies.
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4 Experiments and Tests

Our first research is mainly for the high-energy physics experiment LHAASO located
in Sichuan, China. The distributed storage system EOS provides storage services for
the LHAASO experiment and LHAASO cooperation group user. The total number of
user files currently in EOS has exceeded 70 million. According to statistics 5,842,207
files had been accessed during the month of 2018.4.1 to 2018.5.1. In the week of
2018.5.1 to 2018.5.7, the number of cold files accessed less than 3 times is 5,776,611.
The number of hot files accessed more than 3 times is 66,196. In this paper, a sample
data set consisting of 5,842,207 access feature vectors is obtained. These training
feature vectors were divided into three groups, which are training data set (80%),
evaluation data set (10%) and test data set (10%).

The LSTM prediction model is constructed based on tensorflow [19]. The model
parameters are as follows:

A 4-layer fully connected artificial recurrent neural network with 64 LSTM
nodes/cells per layer. The learning rate ranges between 0.001 and 0.0001. After each
epoch, the learning rate was multiplied by an attenuation coefficient c. In order to
improve the convergence speed of the model, 256 samples are input into the network at
the same time.

The trained LSTM model is tested using the test data set, and the evaluation data is
used to verify the prediction results. The accuracy of the prediction and other evalu-
ation indicators were calculated, as show below (Table 1).

5 Conclusion

Intelligent migration technology of tiered storage is the development trend of mass
storage systems used in the field of high-energy physics. This paper proposes a method
of supervising machine learning to predict data access heat. Based on the model
prediction, we provided a migration strategy for tiered storage systems. We collected
file access logs over a period of time from EOS, preprocessed them into a time series
vector and divided files into different bins according to the number of accesses. Then
we built a LSTM neural network for prediction. We created sample data sets from
LHAASO users’ real files in the production environment. The prediction accuracy is

Table 1. Key indicators of the classifier based on supervised machine learning

Evaluation indicators Evaluation data set Test data set

Predict accuracy 0.9060 0.8844
TPR 0.9211 0.8944
FPR 0.1076 0.1251
Precision 0.8358 0.8716
Recall 0.8712 0.8944
F-measure 0.9026 0.8829
AUC 0.7027 0.6611
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close to 91% for those files accessed within one month. At present, migration decisions
are based on the predicted changes in data heat. But we didn’t consider influences
brought by data migration to the performance of the storage system. Next, we plan to
introduce the concept of migration cost, consider the impact of migration on storage
performance, study adaptive file migration strategy and seek to minimize migration
costs.

Acknowledgments. This work was supported by the National key Research Program of China
“Scientific Big Data Management System” (No. 2016YFB1000605).
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Abstract. With the development of the new generation of High Energy Physics
(HEP) experiments, huge amounts of data are being generated. Efficient parallel
algorithms/frameworks andHigh IO throughput are key tomeet the scalability and
performance requirements of HEP offline data analysis. Though Hadoop has
gained a lot of attention from scientific community for its scalability and parallel
computing framework for large data sets, it’s still difficult to make HEP data
processing tasks run directly on Hadoop. In this paper we investigate the appli-
cation ofHadoop tomakeHEP jobs run on it transparently. Particularly, we discuss
a new mechanism to support HEP software to random access data in HDFS.
Because HDFS is streaming data stored only supporting sequential write and
append. It cannot satisfy HEP jobs to random access data. This new feature allows
the Map/Reduce tasks to random read/write on the local file system on data nodes
instead of using Hadoop data streaming interface. This makes HEP jobs run on
Hadooppossible.WealsodevelopdiverseMapReducemodel forHEP jobs such as
Corsika simulation,ARGOdetector simulation andMedea++ reconstruction.And
wedevelop a toolkit for users to submit/query/remove jobs. In addition,weprovide
cluster monitoring and account system to benefit to the system availability. This
work has been in production for HEP experiment to gain about 40,000 CPU hours
per month since September, 2016.

Keywords: Hadoop � HDFS � Mapreduce � HEP data analysis

1 Introduction

HEP experiments have been accumulated huge amount of datasets for decades. These
datasets are produced by sophisticated detector systems that observe particle interac-
tions. IHEP (Institute of High Energy Physics, Beijing, China) manages a number of
China’s major scientific experiments including BESIII [1], Dayabay [2], HXMT [3],
LHAASO [4], JUNO [5] and so on. All of the experiments are typical data intensive
applications, which require huge amount of computing power and storage. To meet the
computing requirements, we have more than 15,000 CPU cores managed by
HTCondor [6], 11 PB disk storage mainly deployed using Lustre [7] and EOS [8] file
system and 5 PB tape storage. Figure 1 shows the computing system in IHEP. With the
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development of a new generation of HEP experiments, more and more data are being
generated. The traditional computing system has certain limitations in scalability, IO
performance, fault tolerance and so on. The exploitation of new computing technolo-
gies has become an urgent practice to overcome a series of challenges in data analysis.
Efficient parallel algorithms/frameworks and High IO throughput are key to meet the
scalability and performance requirements of HEP offline data analysis.

Hadoop [9] is widely used to support data-intensive distributed application as it
provides a software framework for distributed storage using HDFS [10] file system and
processing big data using the MapReduce [11] programming model. Hadoop proposes
the new idea of “Moving computation to data” instead of the traditional one “Moving
data to computation”. This fact becomes stronger while dealing with large data sets.
The main advantage is that this increases the overall throughput of the system. It also
minimizes network congestion. Though Hadoop has gained a lot of attention from
scientific community for its scalability and parallel computing framework for large data
sets, it is still difficult to make HEP data processing tasks run directly on Hadoop. In
this paper we introduce the big data technologies into the HEP data analysis. The aim is
to investigate the application of Hadoop to make HEP jobs run on it transparently.

2 HEP Data Analysis

The particular workflow of HEP data analysis [12] is illustrated in Fig. 2. Raw data is
produced by sophisticated detector systems and simulation. The aim of the HEP data
analysis is to mining the amount of experiment data to get the final results.

Fig. 1. Computing system in IHEP
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HEP data analysis is divided into Mont Carlo simulation calculation, reconstruction
calculation and analysis calculation. The three kinds of calculation behave as CPU-
intensive computing and IO-intensive computing. CPU and IO are easily become the
bottleneck of HEP data processing. Take LHAASO offline data analysis for example,
the data processing includes three parts: system initialization, event processing loop
and job end. The system initialization completes the initialization of application
manager, service modular and object, and also the configuration of job attribute. The
event processing loop contains event reading, event processing and event storage. The
job end is to save the file, close the service and release the resource after all the events
have been processed.

3 New Data Access in HDFS

Hadoop HDFS provides high throughput access to application data and is suitable for
cases that handle large data sets. It releases a few POSIX requirements to enable
streaming access to data. However, it cannot support random read and write operations.
But physical software is designed and developed based on GAUDI [13] or SNIPER
[14], and physical data is stored with ROOT format [15]. The I/O pattern of HEP
software is random access. In order to make HEP jobs run on Hadoop, it’s necessary to
change the HDFS data access methods to support random read and write.

3.1 Implementation

HDFS consists of a Master/Slave architecture in which Master is NameNode that stores
metadata and Slave is DataNode that stores the actual data. The NameNode contains all
the information regarding which block is stored on which particular DataNode in
HDFS, hence client needs to interact with the NameNode to get the address of the
specific DataNode where the requested blocks are actually stored. The DataNode
performs read and write operation from all clients’ requests. Whatever clients read or
write in HDFS, clients need to communicate to the NameNode to get number of blocks,
block location, replicas and other details firstly. Based on the information, clients can
communicate with the specific DataNodes to get block path to read/write by calling

Fig. 2. The workflow of HEP analysis
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HDFS streaming data access API. Additionally, NameNode is responsible to check
whether clients are authorized to access that block. So it gives a security token to
clients which they need to interact with the DataNode for authentication. After getting
the address of DataNode that contains the specific blocks, clients will directly connect
to the DataNode to read/write blocks with FSDataInputStream/FSDataOutputStream
interfaces.

We implemented the new data access in HDFS by changing the data access
methods of HDFS. Figure 3(a) shows the original HDFS data read flow. Figure 3(b)
shows the new HDFS data read flow. From Fig. 3, we know this new data access
allows the HEP software to read/write data directly in the local File System with the
read interfaces of local File System instead of calling FSDataInputStream interfaces.
The main advantage of new data read is that there is no data transmission, no network
IO and low latency under one replica.

For write operation, the HDFS client sends a create request on Distributed
FileSystem APIs to makes an RPC call to the NameNode to create a new file in the
namespace. The Namenode performs various checks to make sure the file doesn’t exist
and the client has the permission to write the file. Then DistributedFileSystem call the
FSDataOutputStream to write data in the specific DataNode. When the client has
finished the file, it calls close() API on the stream. The write flow is more complicated
than read. What we do is to change the part of writing data which is the process when
client starts to write data in the block. When the DistributedFileSystem get the block
location to know the address of the DataNode and block path, it lets HEP software to
write data in the specific block location with the local file system API like ext3/ext4.
Figure 4 shows the updated write data flow.

(a)HDFS data read flow              (b) New HDFS data read flow

Client HDFS Service

Linux 
File System

NameNode

DataNode

DataNode Deamon

getPath getLocatedBlock

getBlockPathread

Fig. 3. Read data flow
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3.2 Performance

We evaluated the performance of the new HDFS data access by submitting the real
HEP jobs in Hadoop farm and traditional computing farm (Introduced in Paragraph 1).

Testbed Specification

HDFS: 1 NameNode, 5 DataNodes(6*6 TB, Raid 5), 1 Gigabit Ethernet
Lustre:1 Metadata server, 5 OSS servers with 2 Disk Arrays(24*3 TB, Raid 6), 10
Gigabit Ethernet

Test flow

(1) Prepare a large data set and copy into HDFS and Lustre;
(2) Submit the IO intensive jobs(Medea++) in Hadoop computing farm to access the

prepared dataset, and record the job execution time of the job;
(3) Submit the same job in traditional computing farm to access the same dataset

stored in Lustre, and record the job execution time of the job.

Results: Figure 5 displays comparison of medea++ job time consumption between
HDFS and Lustre. It’s clear to know the job access HDFS is one third of Lustre, which
illustrate the job efficiency is higer than Lustre for IO intensive jobs. Because the IO
intensive job requires large network IO as well as the Lustre client service consumes
additional system overhead. Both of them affect the job operation efficiency.

Fig. 4. New write data flow
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4 Use Case in IHEP

4.1 User Interface and Monitoring

In order to provide a friendly interface, we develop a toolkit for users to
submit/query/remove jobs. Diverse MapReduce models for HEP jobs are provided
such as Corsika simulation, ARGO detector simulation and Medea++ reconstruction.
For example, users can submit a job with the following command.

hsub þ queue þ jobType þ jobOptionFile þ jobname

queue: queue name
jobType: MC(simulation job), REC(Reconstruction job), DA(Analysis job)
jobOptionFile: Job option file, to describe the input files, output files, job execution
environment settings, job execution commands and so on.
Jobname: job name

In addition, the cluster monitoring in terms of cluster healthy, number of running
jobs, finished jobs and killed jobs is provided. We enable the ganglia to collect the
specific metrics to monitor the CPU load, network IO and memory. And we write
scripts to get the real-time job status including the number of running jobs, the number
of finished jobs, the number of pending jobs and the killed jobs, and then make them
visualized in ganglia and grafana. Figures 6 and 7 shows the real-time job monitoring.

Fig. 5. The execution time comparison of medea++ job between HDFS and Lustre

Fig. 6. Real-time job monitoring
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We also develop the accounting system to do job analysis in aspect of job numbers,
task numbers, CPU time and memory usage group by username, jobId and job exit
code. The system consists two parts: information collector and visualization. The
information is collected by parsing the Hadoop logs and to get the items including
username, group, CPU time, job create time, job finish time, memory usage and so on.
All the information will be stored into Elasticsearch cluster and visualized with Gra-
fana. Figure 8 shows the cpu time and memory used by user.

4.2 Status in IHEP

This work has been in production for HEP experiment and the jobs use about 40,000
CPU hours per month since September, 2016. The production system has the storage
140 TB (88% used) and 120 CPU cores. It supports the HEP computing tasks like
Corsika simulation, ARGO detector simulation and Medea++ reconstruction. The
running status of the new computing system illustrates it’s a successful story in HEP
experiment in IHEP.

5 Conclusion

In this paper we present the application of Hadoop to make HEP jobs run on it
transparently. This work has been in production for HEP experiment since September,
2016.

Fig. 7. Real-time job monitoring in Grafana

Fig. 8. The cpu time and memory used by user
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We discuss the new data access in HDFS to support HEP software to random
access data in HDFS. This new feature allows the Map/Reduce tasks to random
read/write on the local file system on data nodes instead of using Hadoop data
streaming interface. This makes HEP jobs run on Hadoop possible. And diverse
MapReduce model for HEP jobs are provided such as Corsika simulation, ARGO
detector simulation and Medea++ reconstruction.

We also develop the friendly user interfaces and wrap them as a toolkit for users to
submit/query/remove jobs. We provide the real-time cluster monitoring in terms of
cluster healthy, number of running jobs, finished jobs and killed jobs and accounting
system is included.
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National Natural Science Foundation of China (NSFC) “Research on the Key Technologies of
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Abstract. A large amount of data is produced by large scale scientific facilities
in high energy physics (HEP) field. And distributed computing technologies has
been widely used to process these data. In traditional computing model such as
grid computing, computing job is usually scheduled to the sites where the input
data was pre-staged in. This model will lead to some problems including low
CPU utilization, inflexibility, and difficulty in highly dynamic cloud environ-
ment. The paper proposed a cross-domain data access system (CDAS), which
presents one same file system view at local and the remote sites, supporting
directly data access on demand. Then the computing job can run everywhere no
need to know where data is located. For the moment the system has been
implemented including these functionalities such as native access for remote
data, quick response, data transmission and management on demand based on
HTTP, data block hash and store, uniform file view and so on. The test results
showed the performance was much better than traditional file system on high-
latency WAN.

Keywords: Experimental data in HEP � Cross-domain access �
Remote file system � Cache � High performance

1 Introduction

Experiments in High Energy Physics (HEP) are mainly based on large-scale scientific
devices, such as the European Large Hadron Collider (LHC), Beijing Electron Positron
Collider (BEPC) and Daya Bay Neutrino Experiment. Lots of data is generated by the
devices, every year 25 PB data is generated in by LHC and 100 TB data is generated
by BEPC [1].

Computing in HEP is data-intensive and the essence of it is to mine rare events
from massive data. The event is a unit of experiment data which is independent from
others. So a data file is usually composed of series of events and different data files are
scheduled to several nodes without communication. High throughput and concurrency
make the computing mode of HEP different from others, cluster computing and iso-
lation storage are main features of HEP computing. Based on the characteristics, data
files will be scheduled to different nodes of different sites.
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In traditional computing model, computing jobs and data files are usually scheduled
to sites by grid computing for computing and analyzing. However, low resource uti-
lization, inflexible scheduling and complicated maintenance restrict its development,
and it cannot manage data files like distribute file systems which are not fit for applying
in WAN [2]. While distributed computing is the common way in HEP. For data sharing
between small sites with scare resources, a kind of efficient and flexible data man-
agement system is significant.

Focus on these, a new kind of cross-domain data access system (CDAS) for dis-
tribute sites in HEP is designed. With the technology of streaming and cache, it can
access data of remote site as needed by an effective way. And the system provides a
unified file view to manage files of remote site locally. Then it is tested and compared
with other distributed file systems which are widely used in HEP to show its advan-
tages in cross-domain data access between distrusted sites.

2 Streaming and Cache in File System

2.1 Traditional Distributed File System

In HEP, Lustre GlusterFS EOS are usually used as distributed file system to manage
data files. Lustre is kind of parallel distributed file system and it is used in large
computing cluster and supercomputer, it provides good underlying I/O performance but
security and scalability are not available of it [3]. GlusterFS is mainly used in clusters
and it is suitable for offline applications, it has good security and scalability but there is
not metadata server of it which makes clients to be busy and perform badly for lookup
[4]. EOS is an EB-level distributed file system developed by CERN. Comprehensive
data management including master-slave, dynamic data migration, file replicas and so
on make it suitable for HEP [5]. These distributed file systems are usually used to
manage files in LAN and the comparison of their characteristics are shown in Table 1.

Among these distributed file systems, only EOS takes cross-domain data access
into consideration. But it just cluster IP addresses to access data from the closest file
server. When clients access the data, communication layer of EOS identifies the IP
address and redirect to the closest file server. If the file is not on the server, the server
will broadcast to other file servers and the target file server will send the copy as

Table 1. Comparison of features between different distributed file systems.

Features Lustre GlusterFS EOS

Metadata server Double metadata
servers

No metadata server
Elastic hash

Double metadata
servers

Data reliability RAID Data mirroring Replica, stripe, etc.
System
scalability

Storage scalable Storage scalable Storage scalable

Applying scene Super computing Multimedia
application

HEP computing
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response. Clients always communicate with the closest file server to access data file.
During the process, data access is still based on files which is the same as grid
computing and it cannot perform well.

Features of Lustre, GlusterFS and EOS are shown in Table 1, they are suitable for
varies of application scenes but they all cannot work in WAN. Latency in WAN has a
great impact on the performance of traditional distributed file systems. File system
POSIX API cannot work in WAN with high latency. In 10000 Mbps bandwidth, the
throughput of EOS with different latency is shown in Fig. 1. Histograms indicate read
throughput with different latency and the curve shows the change of read throughput.

The interaction latency is usually about 1 ms of LAN, tens of milliseconds of WAN
in China and hundreds of milliseconds of WAN between countries such as the latency
is about 200 ms between China and Europe. As it is shown in Fig. 1, the performance
of EOS with high latency decreases exponentially and the file system is unable to work
with tens of milliseconds latency.

2.2 Streaming and Cache

Streaming transmission is mainly applied in streaming media (audio and video), it
includes two types: sequential streaming and real-time streaming. For sequential
streaming, media files are transmitted and downloaded in order, files cannot be read
randomly. Real-time streaming makes the media bandwidth to match the WAN
bandwidth, so the media can be watched in real time. But it needs particular streaming
media server and protocol, it cannot ensure the quality of service faced with network
congestion [6]. Steaming transmission is usually used with cache as system parts to
provide an efficient and strong real-time way for data access.

Streaming and cache are used to solve the network latency and congestion. The
latency and congestion destroy the real-time data access what makes users cannot enjoy
the media data frequently. In HEP, cross-domain data access for distributed sites is an
important feature. While there are great limitations of cross-domain data access
between distributed sites with traditional computing mode such as grid computing, as it

Fig. 1. The change of I/O performance with different network delay.
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is shown below. Especially in small sites, short of kinds of computing resources makes
it hard to develop grid computing.

1. Pre-allocation of storage and computing, low resource utilization
2. Transfer whole file, waste of resources and inflexible scheduling
3. No complete data management system
4. Based on grid computing, hard to develop and maintain

In experiments of HEP, a particle collision or interaction generates experimental
data which constitutes an event and some events make up a physical data file – DST file
[7]. Scientists are interested in some events of DST files, some data blocks of the file. So
transferring whole DST files will waste the limited resources without any significance.

As is talked above, streaming transmission is suitable for cross-domain data access
in HEP. It will transfer data blocks on demand to improve resource utilization and
latency has little impact on it. In addition, streaming is based on HTTP protocol which
is robust and portable and it is easy to develop and maintain without any operations of
ports and firewall. Combined with cache, it will increase the throughput and speed up
the response.

The cross-domain data access system is designed with streaming and cache. It is
focus on data access between distrusted sites what is different from traditional dis-
tributed file systems. It has good performance of cross-domain data access, high
resources utilization and network latency has little impact on its PSOXI API. In
addition, it has complete data management functions.

In the system, events (data blocks) are transferred by streaming between distributed
sites. Cache works as the core module to communicate with both the remote station and
clients, all the data is handled by it. Requests from clients are sent to the cache and the
cache will communicate with the remote station to pull the data by a long connection,
as is shown in Fig. 2.

3 System Design and Implementation

The system is consist of three loose coupling Unix Services: CacheD, TransferD and
File Plugin and there are three parts in CacheD: MetaD, DataD and Daemon Process,
the whole system structure is shown in Fig. 3.

Fig. 2. The data flow of the cross-domain data access system.
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Building on loose coupling services, the system has good scalability and security.
Loose coupling makes errors isolated and not spread. Unix Services run in the back-
ground and they do not communicate with the terminal to make systems security.

3.1 CacheD

CacheD is the core module (control module) of the system, data-flow and control-flow
of the system are through it. Firstly, requests from clients are sent to Daemon Process
then it establishes a long connection with remote site to pull data blocks. Data blocks
will be cached and returned to clients. During the process clients are separated from data
source site what ensures the security and increases the throughput of the system. CacheD
makes cross-domain data access performs as well as accessing local data. CacheD is
composed of three parts: Daemon Process, MetaD and DataD, as is shown in Fig. 4.

Fig. 3. The structure of the cross-domain data access system.

Fig. 4. The structure of the CacheD.

158 Q. Xu et al.



Each module of CacheD is loose coupling and the metadata is separated from data
blocks. The metadata and data blocks are managed and stored independently, then their
relationship is also stored in MetaD. In CacheD, hash map is token to keep load balance
of storage nodes and enhance data security. Modules are described in detail as follows.

1. Daemon Process
The message queue is consist of static thread pool and blocking queue, it is used for
fast response to concurrent requests. Static thread pool avoids the cost of thread
construction and destruction to improve the response speed. And it is designed as a
service (Daemon) which runs in the background to listen the target port effectively.
The daemon adopts stand-alone, signal-control mode and it does not depend on the
super demon.

2. MetaD
The MetaD stores the metadata of cache files and the information of data blocks
based on RocksDB. RocksDB is a new key-value database based on memory. It can
support large-scale storage and access effectively. It has better compressibility and
low resource consumption. The data size in RocksDB is about 70% of InnoDB with
compression, with the same size of memory the performance of it is about 500% of
InnoDB. RocksDB is based on LSM-Tree (Log Structured Merge-Tree) which has
better memory utilization and no write exploding. At last its raw data is always
merged into log files, so it can provide good data security and quick disaster
recovery.

3. DataD
DataD provides data blocks redirection and load balancing based on HASH. Data
blocks are hashed to different storage nodes and named by UUID (Universally
Unique Identifier). The relationship between data blocks and target files is stored in
MetaD by key-value format. By this way, the metadata of target files is separated
from data blocks in order to simplify data migration and ensure data security. There
are two kinds of file views reflected to target directories of remote sites. The first
one is logical file view which is the structured output of metadata from MetaD and it
do not need any storage resources. The other one is physical file view which is
generated by function-lseek. The function builds the mirror of target directories with
empty files, the empty files are as the same size as target files but they just take up a
few space. The physical file view is optional.

When the first data block of a target file is cached, the system pre-allocates the
space for the target file by function-fallocate. Then the subsequent data blocks of the
target file are written into the space based on offset and size, by the way it accelerates
the caching of data blocks.

Storage with Hash. The system converts absolute paths of target files to strings with
fixed length by hash and the string is corresponding to an exclusive cache directory. By
this way, the data set is divided into multiple cache directories for load balancing. The
file in cache directories is named by a unique UUID, but the data is still accessed by the
absolute path in remote sites, as is shown in Fig. 5.
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RSHash is taken in the system, RSHash, KDRHash, APHash and DJBHash are
commonly used for string hash. RSHash is good at the combination of letters and
numbers and it is suitable for directories hash. Both the time and space complexity of
RSHash is lower than others with lest computation cost [8].

Cache files are named by UUID (UNIX API – uuid_generate), the function is based
on high quality random number generator (/dev/urandom). Then the random number
will be converted to a string (36 Bytes) by function - uuid_uparse. High quality random
numbers are unique, it avoids the collision between different cache files.

The absolute path of the target file in remote sites and the cache file is a pair of key-
values which is stored by MetaD. So cache files can be accessed by absolute path as a
result of MetaD which reflects the absolute path to cache files. The reflection makes
cache files access implicit, so the data is more reliable scalable and flexible.

Cache Replacement. CacheD is the data warehouse for clients, all the data interaction
is through it. In order to provide effective cache and improve cache hit ratios, CFLRU
(Cache File Least Recently Used) based on LRU is designed. In the policy the refer-
ence count of cache files will increase when there is any data block of it being accessed,
the least accessed file will be replaced recently according to the reference count.

In HEP, some events of a data file always have week correlation and physicists are
commonly interested in several discrete events of a data file. So CFLRU is suitable for
HEP computing, in which the data file is composed of weakly related data blocks.

3.2 TransferD

Tornado is adopted as the transfer service TransferD. Tornado is a Python web
framework and asynchronous networking library, originally developed at FriendFeed.
By using non-blocking network I/O, Tornado can scale to tens of thousands of open
connections, making it ideal for long polling, WebSockets, and other applications that
require a long-lived connection to each user [9].

Tornado is developed by Python. In order to communicate with CacheD efficiently,
the C-API of Tornado clients is implemented by CPython and core interfaces are

Fig. 5. The hash of data files.
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Meta_rsync Data_get and Data_put. They support metadata synchronization, data
blocks downloading and data blocks uploading.

Furthermore, multi-streaming, segmentation and retransmission are added into the
Tornado server to provide an efficient and stable transmission service in WAN.

3.3 File Plugin

The File Plugin provides similar POSIX File System API (the Standard Interface of
Portable UNIX File System), as is shown in Table 2. It supports UNIX local file
systems such as FUSE, EXT4 and XFS and distributed file systems such as GlusterFS
and EOS. All the file systems are mounted in CacheD and communicate with Daemon
Process by the File Plugin API, the operation of the CacheD is transparent and
changeless for clients.

For general applicability in HEP, XrootD framework is taken as the default file
management system for clients. XrootD is a kind of high performance, scalable and
fault tolerant data access framework. It is often applied in HEP computing and it is
composed of an extensibility framework, a communication protocol and a set of plugin
tools. High degree of freedom makes it suitable for almost data access and it supports
ROOT framework which is applied in most HEP experiments [10].

When jobs are processed by physical analysis frameworks such as Sniper, BOSS
and Gaudi, the data blocks can be accessed by XrootD from CacheD directly. Clients
do not need copy the whole data, it makes data access effective and simple.

4 Benchmarks

In order to ensure the security of HEP experiment data, the cross-domain data access
system (CDAS) only supports read-only and write-only mode. Clients can read the data
files or create private files but they do not have the permission to modify data files. In
the section, comprehensive tests about read-only performance and stability of the

Table 2. File Plugin (XRootD) API.

API Description

int xrd_open() Open file (OW/OR)
int xrd_close() Close file (Auto)
int xrd_getattr() Get metadata from remote site
int xrd_read() Read file (Transfer data block, if not cached)
int xrd_access() Whether file is accessible
int xrd_opendir() Open directory, get DIR_ID
int xrd_readdir() Read directory (Metadata of files in it)
int xrd_rfsync() Sync files to remote site
int xrd_refresh() Update cache files
int xrd_unlink() Delete cache files
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system are carried out. For write-only mode, the new file from clients are cached by
CacheD and it will synchronize to remote site regularly, it is a time-delay system.

In the test, two servers belong to different network segments work as the remote site
and the local site. TC (Traffic Control) tool is used to simulate the transmission latency
in WAN. The tool iperf is used to test the bandwidth. Iperf is a kind of network
performance test tool, it can get the maximum TCP/UDP performance and it has
multiple parameters and UDP characteristics [11]. By the test, the bandwidth is about
937 Mbit/sec.

4.1 Test Environment

1. Hardware
CPU: Intel(R) Xeon(R) E5-2630 v3 @2.40 GHz * 32
Memory: 8 GB DDR3 1600 MHz * 8
Disk: SATA 7200 rpm 4.0 TB (Cache 128 MB)

2. Software
OS: CentOS 6.0 x64 Linux
Kernel: Linux version 2.6.32-696.1.1.el6.x86_64
Test Tool: IOzone-3.424

IOzone is a kind of file system benchmark tool, it can test different R/W modes of
the file system in different operating systems [12].

4.2 Test for Read Performance

In HEP computing, the size of most data files is about 600 MB. Therefore, the test file
is selected with the size of 700 MB (Average Upper Limit of Data Files) and the
performance of the system is compared with traditional distributed file systems Lustre
and EOS, the result is shown is Table 3.

Taking the throughput as the measure of the system I/O performance, it is shown
that the cross-domain data access system has perfect I/O performance and stability.
With the latency increasing, the I/O performance of Lustre and EOS decrease greatly as
a result of that the file system semantics are broken by the latency and the file system
cannot get the response in time. According to asynchronous and multi-streaming in
HTTP protocol, the performance of the cross-domain data access system just decrease a
little. In addition the test file is not cached, if it is cached the performance of the system

Table 3. Read performance (Throughput) of different file system (MB/s).

Network delay (ms) Lustre EOS CDAS (file not cached)

0 79.85 30.12 77.36
1 45.93 7.26 72.71
10 13.87 1.03 64.02
100 1.49 0.12 51.38
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is as the same as the local file system. Table 3 is shown that when the latency is about
tens of milliseconds, traditional distributed file systems are almost crashing. While the
I/O performance of the cross-domain data access system is about 51.38 MB/s with
100 ms network delays which shows that the system meet the requirements of cross-
domain data access for distributed sites in HEP.

The speedup of CDAS with Lustre and EOS is shown in Fig. 6, it is obviously
shown that the advantage of CDAS is more and more significant with the increasing of
network delays, it is greatly suitable for cross-domain data access in WAN.

4.3 Test for Stability with Network Delay Jitter

The I/O performance of the system with different network delay is tested and the result
is shown in Fig. 7. The result shows that the system has perfect performance
(50 MB/s–80 MB/s) in cross-domain data access and it is more stable. High network
delay in WAN does not have a great impact on the system, especially compared with
other distributed file systems. So the system meets the requirement of stability in cross-
domain data access in WAN.

Fig. 6. The speedup of processing data between CDAS and Lustre, EOS.

Fig. 7. The change of I/O performance with different network delay.
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5 Conclusion

The cross-domain data access system (CDAS) for distributed sites in HEP is designed
and implemented. It adopts streaming and cache to the system by which the system
accesses data on demon and effective. It accesses cross-domain data by TransferD
based on HTTP protocol, cache data blocks in CacheD and communicate with clients
by File Plugin (XrootD). Cross-domain data access is localized and transparent for
users in the system. The system is suitable for data access between distributed sites in
HEP, it can make the most of resources in small sites to accelerate physical computing
and it has perfect I/O performance and stability in WAN.
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Abstract. The informal data structures and trillions of data volume
are the challenges for databases to store and retrieve semi-structured
data. Most researchers deal with the issues through R-Tree, KD-tree and
space curves, but these structures are not suitable for default and discrete
values of semi-structured data, and even require sampling before storage.
We present MD-Index, a scalable multi-dimensional indexing system that
supports high-throughput and real-time range queries. MD-Index builds
bitmap index of sliced data over a range partitioned Key-value store.
The underlying Key-value store guarantees high throughput, large data
storage, high availability and fault tolerance of the system, and bitmap
provides multi-dimensional index of data. Meanwhile, MD-Index encodes
the discrete values as the hash code of a slice, and stores the data and
the bitmap of a slice in the same region (a storage unit of the range
partitioned Key-value store) to utilize distributed computing and data
locality. Our prototype of MD-Index is built on HBase, the standard Key-
value database. Experimental results reveal that MD-Index is capable of
storing and retrieving trillions of semi-structured data and achieving a
throughput of two million records per second.

Keywords: Multi-dimensional index · Key-value store ·
Bitmap index · Semi-structured data

1 Introduction

Server logs, user preferences collected by terminals, geographic location infor-
mation and scientific experimental data are common semi-structured data, and
these kinds of data do not conform to fixed models that can be illustrated
as schemas in relation databases, which means that the relationships between
data entities are difficult to described as ER [10]. The retrieved dimensions
are usually more than ten or more. In addition, it is common that millions of
semi-structured data records are generated per second by devices and terminals,
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and queries within several seconds are demanded, so semi-structured databases
require to meet high throughput and real-time query. Relational databases such
as MySQL support multi-dimensional queries, but trillions of data volumes and
unfixed data schemas become performance and functional bottlenecks for rela-
tional databases; Key-value databases such as HBase [8] provide high-throughput
and high-capacity storage, but a single primary key index makes it hard to sup-
port efficient multi-dimensional retrieval. At present, most of the research work
focuses on R-Tree [1,6], KD-Tree [1,2], and space curves [3] to implement multi-
dimensional index. However, these structures are not suitable for default and
discrete values of semi-structured data, and even require sampling before storage
[1]. MD-HBase leverages a multidimensional index structure layered key-value
store. MD-HBase partitions entire data space into different subspaces by Z-order
curve, and uses K-d tree or Quad-Tree to group these subspaces. However, Z-
order curve is based on continuous values and K-d tree is time-consuming when
split, so MD-HBase is only suitable for low dimensional data such as geographic
location information. J K. et al. use space-filling curves for multi-dimensional
indexing. Their paper proposes efficient algorithms to construct spatial curves,
but isometric and segmenting dimensions are required. EDMI leverages Z-Order
prefix R-Tree as the index layer. KD-Tree is used to partition data space into
subspaces. In order to accelerate the construction of KD-Tree, EDMI will sam-
ple the data to be inserted. In addition, Z-Order prefix R-Tree is built through
MapReduce which is a batch process. Therefore, EDMI cannot satisfy real-time
insertion.

Fig. 1. Architecture of MD-Index.

In order to achieve multi-dimensional index of trillions of semi-structured
data, we propose MD-Index. MD-Index takes each record of data as input to the
system, which makes MD-Index support batch import as well as real-time inser-
tion of streaming data. MD-Index encodes the discrete values as the hash code
of a slice within which the bitmap index is built to realize multi-dimensional
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retrieve. Therefore, the global multi-dimensional query is the aggregation of
results of each slice. Figure 1 illustrates MD-Index’s top-level architecture show-
ing that a slice stored in Key-value database consists of three parts: storage
location pointing at the serialized semi-structured data arrays, meta informa-
tion describing the states of the slice, and bitmap index. To ensure these three
parts of a slice locate in the same region where network transmission does not
exist when computing, the hash code is taken as the prefix of their key. Fur-
thermore, the storage medium of semi-structured data can be a local file system
as well as HDFS [9] whose storage strategies assure a copy located at the client
host, or even directly stored in the key-value database if the slice if relatively
small, either way the data locality is fulfilled when extracting data.

Contributions

• We propose the design of MD-Index that uses bitmap index to implement
multi-dimensional index over a Key-value store for semi-structured data.

• MD-Index supports real-time insertion and retrieval, and meet the real-world
demands of high-throughput, large-capacity storage, and real-time response.

• We implement a prototype of MD-Index based on HBase, and the experimen-
tal test is carried out on the trillion-level semi-structured data set, demon-
strating the scalability and efficiency of MD-Index.

Organization. Section 2 provides related work on data slicing, bitmap index
and the storage of serialized data. Section 3 describes the design and implemen-
tation of MD-Index. Section 4 presents a detailed evaluation of MD-Index on
server and client side respectively. Section 5 concludes the paper.

2 Background

A. Data Slicing of Big Data. Data slicing is to take the fragmented data as a
unit of storage and calculation, which can exert the abilities of parallel computing
and scalability of distributed system. An appropriate slicing strategy is supposed
to increase the parallelism of computing and reduce the amount of network
data transmission required. There are two categories of conditions of the multi-
dimensional query: equivalent query (EQ) and range query (RQ). A condition of
the equivalent query is p = v while that of the range query p ∈ [v1, v2). Key-value
store uses B+Tree as the index layer that has the advantage of range query, so it
is better to carry out range query within a slice. Semi-structured data generally
has discrete attributes such as machine number and event type etc. If there are
no discrete attributes, a slice attribute is required to fragment data into buckets,
usually the self-incrementing number or timestamp of the data. A record of data
can be denoted by r = (τ,d, c), where τ is the slice attribute and can be default,
d = (d1, d2, . . . , dm) the set of discrete attributes, c = (c1, c2, . . . , cn) the set of
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continuous attributes. Assuming tz is the bucket size of the slice attribute, the
hash code of a record of data is as below.

hashCode(r) = hash(�τ/tz�,d) (1)

The hashCode is taken as the prefix of the key of a row in Key-value store,
then data with identical prefix will be stored in the same region. Hence, hook
functions added to the region can manipulate the data within a slice and create
bitmap index dynamically.

B. Bitmap Index. The bitmap index [4] identifies whether the attribute of a
record of data is equal to a certain value by a boolean known as bit. Because
the discrete attributes are used to generate hash code, MD-Index’s bitmap is
established on the continuous attributes set c. Suppose the data within a slice
is R = (r1, r2, . . . , rk) and an attribute c ∈ c has l values denoted as v =
(v1, v2, . . . , vl), the bitmap index for the attribute c is a k × l matrix Mc of
booleans.

Mc[x][y] =

{
1, if rx.c = vy

0, else
(2)

Using ebmic(y) to represent a column of matrix Mc, it demonstrates the data
whose value of attribute c equals to y, which is similar to the idea of inverted
index. In actual use, in addition to the equivalent bitmap index (EBMI) above,
the range bitmap index (RBMI) as well as the interval bitmap index (IBMI) can
be established. RBMI will be more efficient and space-efficient to demonstrate
the data whose value of an attribute is less than a specific value, and so is IBMI
to show the data whose value of an attribute is between an interval. rbmic(y)
denotes the data r that r.c < y, and ibmic(z, y) denotes the data r that z ≤
r.c < y. Both rbmic(y) and ibmic(z, y) can be obtained by the or-operation of
ebmic(y) as below. ⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

rbmic(y) =
⋃
t<y

ebmic(t)

ibmic(z, y) =
t<y⋃
t=z

ebmic(t)
(3)

C. The Storage of Serialized Data. Serialization is the process of transfer-
ring data into a format that can be stored persistently. JSON and Protobuf are
the most common methods to serialize data structures, or you can even leverage
the writable interface of java to implement the work of serialization. Whatever
method you take, you will get a byte array s = serialize(data), whose length
is l = length(s). Assuming the data stored within a slice is s = (s1, s2, . . . , sn),
MD-Index concatenates s to realize the process of dynamical insert, so the meta
information l = (l1, l2, . . . , ln) needs to be updated after s inserted in order to
split the concatenated serialized data. Figure 2 illustrates the process of inserting
data and updating meta information.
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Fig. 2. The process of inserting data and updating meta information.

3 Multi-dimensional Index Design

Key-value store requires a well-designed schema to implement bitmap storage
and multi-dimensional index of MD-Index. The combination of and-or operations
of bitmap calculates the result of multi-dimensional index of a slice by hook
functions attached to the region, aggregations of which are the final result of MD-
Index. B+Tree [7] has efficient performance of range query, so schema supporting
range query will increase performance of bitmap index. In addition, EBMI is
applicable to the case where the number of distinct values of each attribute is
modest, for EBMI is to increase in proportion to the number of values. When
the number of distinct values is remarkably large, merging EBMI into RBMI or
IBMI is leveraged by MD-Index. Specially, data skew is unavoidable and a slice
needs to be split when over the threshold. Thus, the merging of bitmap and the
splitting of slice are the keys of MD-Index’s scalability and efficiency.

A. Schema Design of Key-Value Store. Table 1 demonstrates the schema
design of Key-value store. MD-Index is made up of three parts: storage loca-
tion pointing at the serialized semi-structured data arrays, meta information
describing the states of the slice, and bitmap index. hashCode#splitCount is a
self-incremental number, showing the order of current split of a slice and incre-
menting 1 when a slice split. MD-Index has three categories of bitmap index.
In initial state, only EBMI is built since few values are inserted into MD-Index.
With the expansion of distinct values, EBMI needs to be merged into RBMI
or IBMI to save storage space and speed up retrieval. In the schema of key, a
special function named pad is leveraged to encode value to make sure that the
lexicographic order is consistent to the numerical order, which can take advan-
tages of B+Tree’s efficiency of range query. For example, 8 is smaller than 13
while “8” is greater than “13” in the format of string. The easiest method to
encode a number is to pad it with zero. Such as “008” is smaller than “013”
which is consistent to the numerical order. If we update bitmap index every
time a record of data inserted, a lot of rows need to be appended by a single
bit, which is unefficient of any Key-value store system. Therefore, MD-Index
launches daemon threads to update bitmap index in batch mode when the data
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needs to be retrieved is accumulated to a specific amount. This is actually a kind
of cache or buffer operation.

Table 1. Schema design of Key-value store

Key Value

Location hashCode#splitId#data Serialized data array

Bitmap hashCode#splitId#ebmi#attribute#pad(value) ebmiattribute(value)

hashCode#splitId#rbmi#attribute#pad(value) rbmiattribute(value)

hashCode#splitId#ibmi#attribute#pad(v1)#pad(v2) ibmiattribute(v1, v2)

Meta hashCode#splitId#attribute#count The number of
distinct values of this
attribute

hashCode#splitId#serialized#format Format information of
serialized data array

hashCode#splitId#size The size of bitmap
index

hashCode#splitId#count The number of data
stored in this slice

hashCode#splitCount Self-incremental order

Algorithm 1. Insert a record of data
Input: r be the data to be inserted
Output: how to insert into slice and update bitmap
hashCode = hash(r);
region = getRegionByPrefix(hashCode);
// Invoke insert function of the region by rpc
if region.rpc.invoke(”insert”, r) then

split = regoin.getCurrentSplit(hashCode);
if split.isFull() then

split = region.createNewSplit(hashCode);
end
s = serialize(r); l = length(s);
split.concat(s);
meta.concat(l);
for ebmi in slice’s bitmap do

if ebmi’s (attribute, value) in r then
ebmiattribute(value) appends 1;

else
ebmiattribute(value) appends 0;

end
end

end
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B. Process of Inserting Data. Determining the slice to which a record of data
belongs is to calculate the hash code. Recall that hashCode = hash(�τ/tz�,d),
so maybe hundreds of thousands of data will get the same hash code. Hook
functions attached to the region receive those data with the same hash code
prefix and append them in the row whose key equals hashCode#splitId#data.
The initial value of splitId is 0, and the suffix data is just a identification whose
value may the “data” itself to increase readability. The steps for inserting data
are shown in Algorithm 1. Since there is a threshold to the number of data a
slice can hold, the insertion algorithm check the size of current split of the slice
and create a new split for the slice when the split is full. Creating a split is to
increase the splitId by 1 and append data to the current split.

C. Merge EBMI into RBMI. Bitmap index is considered to work well for
low-cardinality columns. The exploding of distinct values will waste storage space
and reduce computing speed. In the real world, the Pareto and Locality principle
universally exist. Merging EBMI into RBMI can reduce the storage space and
make it even more efficient when searching for ranges. Of course, missing bitmaps
of certain values after merging results in positive cases with errors, which can
be deleted by adding a filter function.

Algorithm 2. Merge EBMI into RBMI
Input: ebmic be the EBMI of attribute c
Output: merge EBMI into RBMI when the number of distinct values

over threshold
v = ebmic;
if ‖v‖ > threshold then

// cnt be the number of RBMI after merging
// get the most frequently visited values of top cnt
v∗ = mostFrequentlyV isited(v, cnt);
for v ∈ v∗ do

// get previous value of v in v∗

v− = getPreV alue(v);
rbmic(v) = rbmic(v−) ∪ (

⋃t=v
t=v− ebmic(t));

insertOrUpdate(rbmic(v));
end

end

Algorithm 2 shows the process of merging EBMI into RBMI. MD-Index
launches daemon threads to merge RBMI when over the threshold. cnt be the
number of RBMI after merging, we can remain the most frequently visited values
of top cnt. Equation 3 can calculate the RBMI, but a large number of repeated
computations are carried out. Figure 3 shows how to calculate rbmic(v) by its
previous RBMI.
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Fig. 3. The process of calculating rbmic(v) by its previous RBMI.

Algorithm 3. Process of retrieving data
Input: q = (δ, ξ,μ) be the conditions of a query
Output: the data satisfied the searching conditions
result = ∅;
for δ ∈ δ, ξ ∈ ξ do

hashCode = hash(δ, ξ);
region = getRegionByPrefix(hashCode);
bitmap = 11...11...1111;
for μ ∈ μ, (attribute, value) ∈ μ do

if μ is EBMI then
bitmap ∩ = ebmiattribute(value);

else if μ is RBMI then
bitmap ∩ = rbmiattribute(value);

else if μ is IBMI then
split value into (v1, v2);
bitmap ∩ = (rbmiattribute(v2) ⊕ rbmiattribute(v1))

end
result ∪ = region.getDataByBitmap(bitmap);

end
result = filter(result);

D. Process of Retrieving Data. Before retrieving data in MD-Index, we
should abstract the query conditions. Assume that query conditions are denoted
by q = (δ, ξ,μ), where δ = (�τ1/tz�, �τ1/tz� + 1, . . . , �τ2/tz�) is a list of
buckets describing the search scope of the slice attribute τ ∈ [τ1, τ2), and
ξ = (dx = vx, dy = vy, . . . , dz = vz) is a set of key-value pairs of dis-
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crete attributes describing equivalent queries, and μ = (cx ∈ [vx1, vx2), cy ∈
[vy1, vy2), . . . , cz ∈ [vz1, vz2)) is the set of range queries for continuous attributes.
Algorithm 3 provides the pseudo code for the process of retrieving data. It seems
to be a serial process architecturally, but in fact, the regions are distributed
across the hosts, and the client sends asynchronous requests to regions through
rpc and handles response by the callback functions, so this is a distributed paral-
lel process, similar to a fork/join framework. The region a bitmap index belongs
to is found by the hash code, and hash codes calculated from all permutations
of δ ∈ δ and ξ ∈ ξ are actually the indexes of the first two query conditions
of q. Therefore, the combination of hash code and bitmap index realizes the
multi-dimensional index of semi-structured data.

4 Experimental Evaluation

We implemented our prototype using HBase [8] 1.2.0 and Hadoop [9] 2.6.0 as
the underlying system. Our experiments were performed on astronomical satel-
lite data which amounts to trillion with 7 dimensions. The data source can
be accessed and downloaded at http://hsuc.ihep.ac.cn/web/hxmtdata/, and its
formats are described on https://fits.gsfc.nasa.gov/ in detail. The size of our
cluster was varied from 4 to 16 nodes. Each nodes consists of 24 cores and 48
threads, 64 GB memory, 256 GB SSD, 2TB HDD, and 64 bit Linux(v2.6.32).
We used throughput per second to evaluate the performance of insertion speed,
equivalent query speed, and range query speed. In order to test the concur-
rency performance, the number of clients increased from 1 to 50. Each client
synchronously and continuously sent requests to MD-Index.

Fig. 4. Throughput of insertion, equivalent equery and range query change with the
number of clients. Each client synchronously and continuously send requests to MD-
Index.

Figure 4 illustrates the performance of MD-Index. It should be noted that
the vertical coordinates are the throughput of the MD-Index as a whole, rather
than the throughput of a single client. The performance of range query drops
sharply when the number of clients increases to a certain number, even causing
MD-Index to crash, because the result set of range query is too huge. MD-Index
does not paginate, and the result set accumulated by the client explodes the
physical memory.

http://hsuc.ihep.ac.cn/web/hxmtdata/
https://fits.gsfc.nasa.gov/
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Fig. 5. Experimental results on MD-Index and EDMI.

We completed a series of experiments to compare the performance of MD-
Index with EDMI [1], another multi-dimensional index system over Key-value
store with lowest latency time as far as we know. We used the average latency
time of requests to evaluate the query performances. Figure 5 shows that MD-
Index performs better than EDMI on equivalent query and range query.

5 Conclusion

In this paper, we propose an efficient multi-dimensional index framework—MD-
Index. MD-Index encodes the discrete values as the hash code of a slice, and
builds bitmap index on the continuous values. Moreover, MD-Index takes each
record of data as input to the system, which makes MD-Index support batch
import as well as streaming data of real-time insertion. MD-Index is capable of
storing and retrieving trillions of semi-structured data and achieving a through-
put of two million records per second.
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Abstract. The increasingly massive amount and open access of literature
provide a data foundation for technology insight based on big data analysis. This
paper proposes a new technology insight framework based on the text mining-
Technology Dependency Graph (TDG). Firstly, an adversarial multitask learn-
ing model and distantly-supervised learning model are applied to extract the
technology entities and dependency relations with a little labeled sample. Then,
a weighted directed graph, i.e., a TDG, is constructed with the technology
entities as vertices and the dependency relations as edges. A TDG contains rich
and valuable semantic information which represents the support, contribution or
relying on relationship between technologies. At the same time, the social
network properties of TDG allow researchers to analyze and mine hot topics,
key technologies, and technology architecture by using network theories,
methods and tools. In the case study, the TDG of DSSC (dye-sensitized solar
cell) is constructed. Furthermore, the technology dependency architecture for
DSSC is constructed according to a spanning tree out of the TDG, which pro-
vides a global perspective for the research of DSSC.

Keywords: Information extraction � Text mining � Scientific literature �
Technology insight � Dependency graph � DSSC

1 Introduction

Currently, researchers have access to a huge and rapidly growing amount of scientific
literature available on-line [1]. Recent estimates reported that a new paper is published
every 20 s [2]. At the same time, during the last few years the number of scientific
papers that are freely accessible on-line considerably grew. Sometimes between 2017
and 2021, more than half of the global papers are expected to be published as Open
Access articles [3]. At the same time, the scientific literature not only contains the
authors’ original research, but also a large number of reviews and summaries of pre-
vious research works. From the beginning of the 20th century, researchers began to use
the bibliometrics method for technology insight. However, bibliometrics generally
focuses on the metadata of literature to find co-citation and co-occurrence information,
lacking deep mining to the content.
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J. Li et al. (Eds.): BigSDM 2018, LNCS 11473, pp. 176–185, 2019.
https://doi.org/10.1007/978-3-030-28061-1_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_19&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_19&amp;domain=pdf
https://doi.org/10.1007/978-3-030-28061-1_19


The achievement of big data analysis and artificial intelligence technologies has
provided new routes for literature-based technical insight, which lie in two aspects: the
data focused on is not only the metadata, but also the unstructured full text of the
literature; the representation of knowledge is no longer co-citation or co-occurrence
information, but the knowledge graph containing various technology entities and
semantic relationships between technology entities. The framework in the related
researches generally consist of two tasks: extracting structural information from the
literature content and analysis for technology insight based on the extracted informa-
tion. However, there was rarely a research in which both of the two tasks could be
accomplished sufficiently.

In this paper, we applied deep learning approaches to solve the problem of text
mining with only a small number of labeled samples, and implemented the extraction
for technology entity and dependency relation between entities. A weighted directed
graph was constructed with the technology entities as vertices and the dependency
relations as edges, which is called as Technology Dependency Graph (TDG). A TDG
contains rich and valuable semantic information which represents the support, contri-
bution or relying on relationships between technologies. At the same time, the social
network properties of TDG allow researchers to analyze technologies by using network
theories, methods and tools. The main contributions of this paper are: (1) we con-
structed a comprehensive architecture for building and defining TDG; (2) we presented
an adversarial multitask learning model and distantly-supervised learning model for the
information extraction with limited labeled sample. (3) we discussed the potential
applications of TDG for technology insight, and applied TDG into technology archi-
tecture generation.

The whole paper is organized as follows. Section 2 introduces the related work. We
describe our methods in Sect. 3. In Sect. 4, we present the case study on DSSC (dye-
sensitized solar cell). Finally, in Sect. 5 we conclude this paper and explore the future
work.

2 Related Work

Related works are mainly from two research communities: management and computer
science. The former often uses simple text mining methods, such as: clustering [4],
rules-based methods [5, 6], etc., to extract keywords [7] or technical concepts; but its
advantage is that it can analyze text mining results with mature technical insight
methods, such as technology roadmap [5], network theory [7], technology life cycle
theory [8], TRIZ [4], etc., to achieve professional conclusions and discovery. The most
similar study with this paper is the SAO-based (Subject – Action – Object) network
analysis method with subject and object as technological key concepts and action as
relations [9]. Examples include constructing technology trees [10], analyzing techno-
logical trends [11] and detecting signals of new technological opportunities [12].
However, the SAO network is generally built by heuristic rules or existing software,
which requires a lot of manual work and contains a lot of noise. The researches from
computer science community have strong information extraction ability, and can
extract richer semantic information based on various methods such as LDA [13], CRF
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[14], and machine learning [15]. However, its shortcoming is the lack of technical
analysis theory, so only some preliminary conclusions can be drawn in technical
analysis, such as the distribution of key-phrase or topic over time [13–15].

In summary, there was rarely a research in which both of extracting structural
information from the literature content and analysis for technology insight were
accomplished sufficiently. In this paper, we applied deep learning approaches to
improve text mining, and presented a network of TDG which can be used for tech-
nology insight with existing network theories, methods and tools.

3 System Architecture

3.1 Basic Concepts

Technology Entity: There are many different expressions for technology in previous
researches, such as technology concept, technology entity, technical terms, and key
phrase. Because the TDG is defined as a special knowledge graph, the expression of
technology entity was adopted to represent the technology in this paper.

Dependency Relation: The dependency relations refer to the semantic relations of
promotion, dependence, contribution, use, etc. between two different technology
entities. If the technology entity v1 has dependency relation with the technical entity v2,
it can be expressed as <v1, v2>.

Technology Dependency Graph: The TDG is a weighted directed graph with the
technology entities as vertices and the dependency relations as edges. The TDG can be
expressed as G = <V, E>, where the vertices set is represented as V = {v1, v2, v3, …}
and edges set is represented as E = {e1, e2, e3, …}. The edge ek from vi to the vj
represents that technology of vj depends on technology of vi. And the weight of ek is
expressed as W(ek), which equals the number of times the corresponding dependency
relationship ek appears in the literature.

3.2 Architecture

The architecture of TDG consists of three modules – information extraction module,
TDG construction module and technology analysis module. The information extraction
module is developed for extracting technology entities and dependency relations from a
massive amount of academic papers or technical patents. In the TDG construction, a
weighted directed graph is generated by connecting the technology entities according to
dependency relations. In the technology analysis module, with the help of network
theories, methods and tools, we can obtain insight into the technology architecture, key
technologies or hot topic, etc. for a certain domain.

3.3 Information Extraction Module

Entity recognition and relation extraction are both sub-tasks of information extraction
[16]. The biggest challenge for information extraction from scientific literature is the
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lack of labeled corpus, and large-scale manual annotation is very costly. This paper
proposed semi-supervised, weak supervision and transfer learning to realize the
extraction of technology entities and dependency relations based on a small amount of
labeled corpus.

Entity Extraction

A corpus for task ScienceIE [17] at Semeval2017 was built which consists of 500
journal articles distributed among the domains Computer Science, Material Sciences
and Physics. Based on ScienceIE corpus, we developed a Neural Network of transfer
learning to apply the knowledge gained in the three domains above to recognize entities
in new domains (e.g., solar-energy). This model is a multi-tasks framework which
consists of a target task and two auxiliary tasks:

Target Task: Technology entity recognition for target domain (e.g., solar-energy)
based on a small number of labeled samples.

Auxiliary Task1: Science keyphrase recognition for the source domain, i.e. Computer
Science, Material Sciences and Physics.

Auxiliary Task2: Inspired by the work on domain adaptation [18], an adversarial task
is introduced as a domain discriminator to recognize whether source domain or target
domain the input sample is belong to. When the domain discriminator cannot distin-
guish the domains of the input sample, it means that the model learns the sharable
features, and ensuring better transfer learning ability.

This adversarial multitask learning model is shown in Fig. 1. An adversarial
multitask learning model (BiLSTM) is used to extract sharable features of input text,

Fig. 1. The adversarial multitask learning model. The model includes a shared feature extractor
(green), a target domain label predictor (blue), a source domain label predictor (purple) and a
domain discriminator (yellow). (Color figure online)
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two conditional random fields models (CRF) are used to predict technology entities
through sequence tagging, and a domain discriminator is used to recognize whether
source domain or target domain the input sentence is belong to.

Relationship Extraction
Distantly-supervised relation extraction has been proven to be effective in many
researches when the labeled data set is small. A knowledge base (KB) of relation or
concept instances is used to train a distantly-supervised learning system [19], but in
many cases the knowledge base is lacking or incomplete: e.g., there is no release of a
dependency relation knowledge base. Bing [20] extracted seeds from the well-
structured corpus, and then extended to a complete instance-base through the semi-
supervised method of label extension, combined with the distantly-supervised method
to extract the medical concepts and relationships. Inspired by the work of Bing, we
present a method which combines Bootstrapping and distantly-supervised to extracting
technology dependency relation. Firstly, based on a small amount of well annotated
corpus, bootstrapping method is used to generate a technology dependency relation
instance-base that is sufficient to support distantly-supervised learning. Then, the
distantly-supervised relation extraction model is trained to achieve the generalization of
Bootstrapping.

3.4 TDG Construction Module

The construction for TDG consists of two tasks: entity linking and weight assignment.
Entity linking is the task to link entity mentions in text with their corresponding entities
in a knowledge base [21], which will be used to filling the extracted technology entities
and dependency relations to the correct positions in the TDG. Because the expression
in the scientific literature is rigorous, there is little ambiguity about the full name of the
technology entity. The main challenge of entity linking is to find the correspondence
between the abbreviation and the full name of the same entity, and we use a simple
pattern matching method [22] to achieve this correspondence. The weight of the
directed edge in TDG is assigned by the number of scientific literatures that contains
the corresponding dependency relation.

3.5 Technology Insight Based on TDG

As a weighted directed graph, the TDG has rich properties of social networks that allow
researchers to accomplish technology insight by using theories, methods and tools of
graph, social network and even traditional bibliometrics. This section will explore some
technical insight scenarios of TDG based on social network analysis theory.

Path Based Technology Architecture Construction: In graph theory, a directed path
in a graph is a directed sequence of edges which connect a sequence of vertices which
are all distinct from one another. The terminal vertex in a path is pointed to by all other
vertices, which means that the technology of the terminal vertex depends on the
technologies of all the other vertices in a path of TDG. All the paths with a certain
technology as the terminal construct a complete technical dependency architecture
which provides a global perspective for the certain technology.
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Centrality Based Evaluation of Technical Importance and Maturity: In social
network analysis, indicators of degree centrality and betweenness centrality can
identify the importance of vertices within a graph. The degree increases as the fre-
quency of occurrences of corresponding technology increases in the literature, which
means that we can obtain the hottest technology by finding the vertex of the highest
degree. As the maturity of a technology increases, its application becomes more
extensive, and the outdegree of corresponding vertex will increase. Therefore, the ratio
of the outdegree and the intdegree can reflect the maturity of a technology.
Betweenness centrality quantifies the number of times a node acts as a bridge along the
shortest path between two other nodes. In a TDG, betweenness can be used to find the
key technologies.

Structural Equivalence Based Discovery for Alternative Technology: In a net-
work, if two actors do not change the structure of the entire network after replacing
each other, the two actors are structurally equivalent. The structural equivalence can
measure the similarity of relational patterns or network positions between two vertices.
In a TDG, alternative technologies can be discovered according to the structural
equivalence between technologies, which help researchers to bypass insurmountable
technical difficulties in technological innovation activities.

Community Evolution based technology trend prediction: In the TDG, technolo-
gies similar in disciplines, fields, applications, etc. are grouped into communities. By
studying the birth, merger, decomposition, and extinction of these communities in the
time dimension, we can predict the technology trend. For example, it is indicated the
emergence of a new interdisciplinary when two different communities are merging
together.

4 Case Study

This empirical study applied the proposed framework to literatures of related to DSSC
(dye-sensitized solar cell) which is a low-cost solar cell. We retrieved 473935 related
articles with keyword of ‘dye-sensitized solar cell’ from an aggregation digital Library
(consisting of INSPEC, WPI, EI, Elsevier, Springer, etc.). All were published in
between 1999 and 2015.

4.1 Construction for TDG of DSSC

We employed a framework of adversarial multitask learning introduced in 3.3.1 to
extract technology entity. The corpus of source domain was released by Semeval2017
[17] which consists of 500 journal articles distributed among the domains Computer
Science, Material Sciences and Physics. The corpus of target domain is about DSSC
built by manual annotation from 20 articles. We implemented the extraction through
modifying the source code shared by Chen1 [23]. For the dependency relation

1 https://github.com/FudanNLP/adversarial-multi-criteria-learning-for-CWS.
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extraction, we also labeled 38 relations instances from 20 articles, and expanded to 573
instances by bootstrapping. After that, we applied the distantly-supervised learning to
extract the dependency relations between technologies. At last, we obtained a TDG of
DSSC which consists of 472 vertices and 1027 edges. Being rendered by Gephi2, the
TDG is shown in Fig. 2.

4.2 Technology Insight

In this section, we applied the TDG to analyze the technology dependency architecture
of DSSC. Firstly, we got a spanning tree with DSSC as the terminal out of the TDG
using Breadth First Search. In this spanning tree, all other technologies point to DSSC,
which means the technology of DSSC is directly or indirectly depend on the other
technologies. So, the spanning tree represents the technology dependency architecture
of DSSC (Fig. 3). In order to make a clear description, we converted the spanning tree
into a table (Table 1), which contains the dependency relations whose weight bigger
than 10. Based on expert knowledge and literature verification, it is confirmed that the
technology architecture of DSSC obtained by this analysis method is close to the actual
situation.

Fig. 2. The TDG of DSSC. Every node represents a technology, and the directed edge
represents the dependency relation between technologies.

2 https://gephi.org/.
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Fig. 3. The dependency architecture of DSSC. For example, DSSC depends on anodes which in
turn depends on nanocrystalline technology (shown in the red wireframes). (Color figure online)

Table 1. Table of the dependency architecture for DSSC. The DSSC is dependent on
technologies in the second column, and technologies in the second column are dependent on
technologies in the third column.

DSSC Window layer thin-film cds, flexible plastic substrates, gallium arsenide,
microcrystalline silicon

Electrolyte potassium iodide, electron donor mediator, polysulfide, ionic
liquid, sodium polysulfide solution

Photocatalyst nanoparticles, titanium oxide, optical radiation, quantum dots,
titanium dioxide, znin2s4

Buffer layer znse, zn-doped cigs layer, znte, porous silicon, znpc, zno
particles, azo films, bathocuproine, cds nano-layer

Interlayer copolymer encapsulant, transparent multiwalled carbon nanotube
sheets, carrier transportation process

Antireflection
coating

pecvd-grown sinx film, silicon nitride films, thin nanoporous
layer, moth-eye antireflection nanostructures

Absorber
layer

ternary chalcopyrite semiconductor cu, single-phase sns films,
colloidal nanocrystals, evaporated sns

Anodes titania, ruthenium, zns, nanocrystalline, nanowire, fullerene
Active layer novel cyanine-fullerene dyad, organic films, vhf-gd technique,

bulk heterojunction structure
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5 Conclusion

This paper introduced Technology Dependency Graph (TDG), a big data analysis
framework will facilitate the technology insight from scientific literature. We applied
deep learning methods to implement the construction of TDG, and discussed the
potential applications of TDG for technology insight. Several extensions of the
framework we presented can be performed in future works. The types of technology
(such as PROCESS, ATTRIBUTE, and MATERIAL) should be identified further to
enrich the semantic information in TDG. And we will do more case studies to evaluate
the application of TDG for technical insights.
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Abstract. Nowadays plenty of data are in graph format. For exam-
ple, knowledge graph use vertices to represent entities and use edges to
represent relations between entities; graph data in microbiology contain
microorganisms and relations between them etc. So information can be
obtained by graph mining from these data. Graph clustering is a part of
graph mining. Recent years, many graph clustering algorithms have been
proposed. But most of them are Sequential Algorithms. So they cannot
run in distributed environment. In this case the volume of data that can
be processed by the algorithms is limited. In this paper we propose a new
parallelized graph clustering algorithm based on Spark. And some meth-
ods have been adopted in the algorithm to improve its running speed.
From the experimental results we can find that the proposed algorithm
is better than the parallelized graph clustering algorithm for comparison.

Keywords: Parallelized graph clustering · Community detection ·
Spark · Graph mining · Graph data

1 Introduction

Graph contains many nodes and edges. So it can be used to model the data of
many fields. Generally, in graph data, nodes are used to represent data items
of the field. Edges are used to represent the relationship between data items.
For example, in microbiology, a node represents a specific microorganism or the
property of a microorganism. The edge between the microorganisms represents
the relationship between the microorganisms. In World Wide Web, a node rep-
resents a specific webpage. An edge specifies whether a hyperlink exits between
two page or not. In social networks, a node of the graph represents a user and an
edge represents the relationship between two users which can be subscription,
friendship etc.

Nowadays as graph is used to describe data in many fields, an efficient graph
mining algorithm can help to find out the valuable information from the graph
data related to these fields. In graph mining, graph clustering is a very important
c© Springer Nature Switzerland AG 2019
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mining task. It is also called community detection. Main task of graph clustering
is dividing the vertices of graph data into different clusters. In the result of
clustering, the connection between the vertices in the same cluster should be as
close as possible and the connection between the vertices in different clusters
should be as remote as possible. The connection can be measured by the value
calculated based on the number of links between the vertices. Graph clustering
has been adopted in many different fields. For example, in microbiology [1], graph
clustering has been used to detect the clusters of proteins and the network of
diseases. In graph visualization [2], graph clustering is used to put the similar
vertices of a graph into same cluster. A cluster is shown as a vertex on the screen.
In this way, the graph can be shown more clearly. In computer networks [3], graph
clustering can also be performed on the graph consisted by network users. By
doing so, the users that are close with each other in geographical distance or
share same interests can be found. With the information, the service quality of
the network can be improved.

In recent years, the volume of graph data increased very fast. So graph clus-
tering algorithm should perform on big graph data. The most efficient way to
deal with big graph data is performing parallelized graph clustering on dis-
tributed system. Now the number of parallelized graph clustering algorithms
is still relatively small. And most of them are based on a distributed comput-
ing framework of Hadoop called MapReduce or parallelized framework called
MPI [4–8]. The parallelized graph clustering algorithm based on Spark is rela-
tively scarce. Though MapReduce and MPI are very famous, they still have some
shortage. For MapReduce, during computation it needs to read and write data
stored on disk repeatedly. So performing computing based on MapReduce will
cost plenty of time. For MPI, the reliability of this computing framework is very
poor and it also has the problems of communication delay and load unbalance.
The performances in all these aspects are improved greatly by Spark [20]. So
we choose to propose a parallelized graph clustering algorithm based on Spark.
Nowadays many graph clustering algorithms have been proposed [9–13]. Among
them, one part is the graph clustering algorithm based on spectrum [14–16]. A
very famous and representative algorithm in this kind of algorithms is the one
proposed by Donetti et al. [14]. This algorithm tries to model the graph data
by using Laplacian matrix and describes the vertices of the graph data by using
eigenvectors of the Laplacian matrix. In this way a vertex of graph data will
become a point in high dimensional space. So the vertices will be more distin-
guishable. And then the clustering result will be greatly improved. In this paper
a new parallelized graph clustering algorithm based on the algorithm described
in [14] is proposed. Moreover, some strategies are adopted to promote execution
speed of the proposed algorithm.

The rest of this paper is organized as follows. In Sect. 2, the newly proposed
parallelized graph clustering algorithm based on spectrum will be described.
The experimental evaluation is presented in Sect. 3. Finally, the paper will be
concluded in Sect. 4.
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2 PGCAS Algorithm

In this section, we will propose a new parallelized graph clustering algorithm
based on spectrum. In this algorithm, firstly all the 1 degree vertices in graph
data should be filtered out. As the connected neighbors of 1 degree vertices are
closer to them than other vertices in graph data, all the 1 degree vertices should
be put to the cluster that their neighbor belongs to. So during the clustering
process, 1 degree vertices need not to be judged. In this case, 1 degree vertices
can be filtered out. After filtering, the volume of graph data will decrease greatly
and at the same time a new edge set Enew will be obtained. The elements in set
Enew are in the form of ej = (kj , vj). kj and vj are the indexes of vertices. So
these two values are integer. Then a Laplacian matrix must be obtained. Each
row and each column in the matrix correspond to a vertex in graph data. If a
value of the matrix is -1, it means that there is an edge between the vertices
represented by the row and column the value belongs to. The values of main
diagonal elements of Laplacian matrix are the degrees of the vertices represented
by the rows or columns the values belong to. While the Laplacian matrix is
obtained, D eigenvectors of the matrix should be calculated. We can use Lanczos
algorithm [17] to calculate all the eigenvectors. Then a matrix L can be built
based on the D eigenvectors we have obtained, as shown in (1):

L = [l1, l2, ..., lD] (1)

Columns l1, l2, ..., lD of matrix L is D eigenvectors of the Laplacian matrix.
Now we can use the rows of matrix L to represent the vertices of graph data.
Each row corresponds to a single vertex. In this way, all vertices of graph data
will be map to D dimensional space. Then we can perform clustering based on
bottom-up hierarchical clustering algorithm. During the clustering we can use
cosine similarity to calculate the similarity of two vertices. The pseudo code of
PGCAS algorithm is shown in Algorithm1:

In the third step, a Laplacian matrix is built based on set Enew. The Lapla-
cian matrix is represented by a set named matrix. This set is a triple set. Ele-
ments of this set are in the form of (index0, index1, value). index0 is row index
of the element. index1 is column index of the element. value is the value of the
element which located in row index0 and column index1. In order to reduce the
storage space the triple set consumes, the values of the elements in matrix that
are equal to 0 will not be stored in the triple set. Moreover, as Laplacian matrix
is a symmetric matrix, if the triple set that represents Laplacian matrix contains
element (index0, index1, value), it must contain (index1, index0, value). In this
case, index0 of each element in the triple set could also be treated as column
index and index1 could be treated as row index. The pseudo code of Laplacian
matrix building process is shown in Algorithm2:

In Algorithm 2, set Enew is updated at 2. Based on the updated set Enew a
new set matrixA is obtained at 3. Set matrixA represents a matrix. Rows and
columns of the matrix represent the vertices of graph data. It is obvious that set
matrixA is a symmetric matrix. Set matrixB described in step 4 also represents
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Algorithm 1.PGCAS Algorithm
Intput: edge set Enew, dimension value D
Output: clustering result set result
1: β0 = 0
2: Filter out the vertices whose degree is 1.
3: Build a Laplacian matrix based on set Enew, the laplacian matrix is represented

by a set called matrix.
4: Build a zero vector q0 and a random vector q1, these two vectors are also represented

by set.
5: for i = 1 → D do
6: z = matrix ∗ qi, αi = qT

i z, z = z − αiqi − βi−1qi−1, βi = ||z||2
7: if βi = 0 then
8: Break
9: else

10: qi+1 = z
βi

11: end if
12: end for
13: Calculate the tri-diagonal matrix T based on all the values of αi and βi obtained

above and compute the matrix Q based on all vector q obtained.
14: Performing eigenvalue decomposition based on matrix T , T = PUP T . This task

can be fulfilled by using QR decomposition algorithm, and then matrix P will be
obtained.

15: L = QP .
16: Build a graph model G(V (id, vector), E(srcid, dstid)).
17: Build a result set result.
18: Perform hierarchical clustering based on graph model G(V, E). During the cluster-

ing process, set result will be updated repeatedly. When the clustering process is
finished, set result will be returned as final result of clustering.

Algorithm 2. building Laplacian matrix
Intput: edge set Enew

Output: Laplacian matrix matrix
1: Exchanging position of key and value of each element in set Enew by map operation.

Then we will obtain a new set E1. The elements of set E1 are in the form of
ej = (vj , kj).

2: Enew = Enew ∪ E1. Then cluster the elements of set Enew with the same key by
groupbykey operation. After that a new set named N is built. The elements of set
N are in the form of ei = (kj , Dj). kj is the key of the element and Dj is a set of
values that share the same key kj . Each element of set N corresponds to a vertex
in graph data.

3: Change the form of elements in set Enew by map operation. All the changed
elements form a new set matrixA. Elements of set matrixA are in the form of
ej = (kj , (vj , −1)).

4: Then the form of elements in set N should also be changed. All the changed ele-
ments form a new set matrixB. The elements of set matrixB are in the form of
ej = (kj , (kj , degj)). Value degj is the number of elements in set Dj . So degj is the
degree of vertex indexed by kj .

5: matrix = matrixA ∪ matrixB
6: return set matrix as result.
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a matrix. This matrix is a diagonal matrix. Rows and columns of this matrix
represent the vertices of graph data. The values of diagonal elements of matrixB
are the degree values of the vertices of graph data. Set matrix obtained in step
5 also represents a matrix. This matrix is a Laplacian matrix. It is calculated by
summing up matrix represented by set matrixA and matrix represented by set
matrixB. As both matrices represented by set matrixA and set matrixB are
symmetric matrix, matrix represented by set matrix is also a symmetric matrix.

In the 4-th step of Algorithm 1, vector q0 and q1 should be built. q0 is a zero
vector and q1 is a random vector. Both of these two vectors are represented by
set. Vector q0 is represented by set q0. Vector q1 is represented by set q1. Both
set q0 and set q1 are built by map operation based on set N which is obtained
in second step of Algorithm 2. Elements of set q0 are in the form of ej = (kj , 0).
Elements of set q1 are in the form of ej = (kj , rand). rand represents a random
value.

In the for loop of 5-th step of Algorithm1, α1, α2, ..., αD, β1, β2, ..., βD−1 and
q1, q2, ..., qD are calculated. All these values are used to form the tri-diagonal
matrix T and matrix Q. The form of matrix T is shown in Eq. (2):

T =

⎡
⎢⎢⎢⎢⎢⎣

α1 β1 · · · 0 0
β1 α2 · · · 0 0
...

...
. . .

...
...

0 0 · · · αD−1 βD−1

0 0 · · · βD−1 αD

⎤
⎥⎥⎥⎥⎥⎦

(2)

The form of matrix Q is shown in Eq. (3):

Q = [q1, q2, ..., qD] (3)

In step 5–12 of Algorithm 1, the sum of two vectors, the product of two vectors
and the product of a vector and a matrix should be calculated. As the volume of
graph data is big, the sum and product values should be calculated in parallelized
way. So we will try to fulfill the calculation tasks by set operations. In step 5,
vector z is calculated firstly. During the calculation process, set matrix and set
qi should be joined by join operation. Then a new set E2 is created. The elements
of set E2 is in the form of ej = (kj , ((vj , value1j), value2j)). (vj , value1j) is a
value of an element with key kj in set matrix. value2j is the value of an element
with key kj in set qi. While we get set E2, we need to process elements of the set
by map operation. Then we get a new set E3. The elements of set E3 are in the
form of ej = (vj , value

′
j). value

′
j is the product of value1j and value2j . Finally in

set E3 the values with same key should be summed up by reducebykey operation.
All these processed key value pairs in set E3 form a new set z. z represents a
vector. While vector z is obtained, αi should be calculated. During the process,
set qi and z are joined by join operation. Then a new set qiz is obtained. The
elements of set qiz are in the form of ej = (kj , (eleqj , elezj)). eleqj is the value
of an element of set qi whose key is kj . elezj is the value of an element of set z
whose key is kj . After that, process all the elements of set qiz by map operation.
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All the processed elements form a new set qiz2. Each element of set qiz2 can be
computed by summing up eleqj and elezj . Finally all the values in set qiz2 will
be summed up by using reduce operation. The result of summing is the value of
αi. Now vector z should be updated. During updating, firstly, join set z, qi and
qi−1 by join operation. Then a new set middleV ec is created. All the elements
of set middleV ec are in the form of ej = (kj , (vzj , vqij , vqij−1)). vzj , vqij and
vqij−1 are the values of elements of set z, qi and qi−1. These elements share the
same key kj . After that set middleV ec should be updated by map operation.
Set z is set to the updated set middleV ec. Elements of set z are in the form of
ej = (kj , (vzj −vqij ∗αi−βi−1 ∗vqij−1)). When the updating process is finishing,
value βi should be calculated based on vector z. βi can be calculated by summing
up all the values of set z. This task can be fulfilled by map operation and reduce
operation.

In step 7, the value of βi should be checked. If it is equal to 0, break out
of the loop. Otherwise, form a new set qi+1 based on set z by map operation.
Elements of set qi+1 are in the form of ej = (kj , vj/βi).

While all the αi, βi and qi are obtained, tri-diagonal matrix T and matrix
Q should be computed. In step 13, matrix T is composed by all the values of αi

and βi and matrix Q is formed by all the vectors q1, q2, ..., qD.
Now the tri-diagonal matrix T and matrix Q have been obtained. The dimen-

sion of the rows and columns of the matrix T is D. We will calculate a D dimen-
sional vector for each vertex in graph data. Obviously, value D is not very large.
So we can perform QR decomposition for the tri-diagonal matrix T based on the
sequential algorithm presented in Algorithm 3. Then matrix P will be obtained.
When both matrix P and matrix Q are obtained, matrix L can be calculated by
multiplying matrix P and matrix Q. Each row vector of matrix L represents a
vertex of graph data.

Algorithm 3
Intput: tri-diagonal matrix T
Output: matrix P
1: T1 = T
2: for k = 1 → n do
3: Performing QR decomposition based on matrix Tk, Tk = Qk ∗ Rk

4: Tk+1 = Rk ∗ Qk

5: end for
6: P = Q1 ∗ Q2 ∗ ... ∗ Qn

In step 17 of Algorithm 1, graph model G(V (id, vector), E(srcid, dstid)) is
built. Set V contains all the vertices of graph model. Each vertex of set V is a
cluster of vertices in graph data. It may contain only one vertex of graph data
or multiple vertices of graph data. id is the index of the element in set V . vector
is a D dimensional vector corresponding to the element indexed by id. Initially,
each element in set V only contains one vertex in graph data. So at this time
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id is the index of vertex of graph data and vector is the vector corresponding
to the vertex specified by id. Set E contains all the edges of the graph model.
Each element of set E represents an edge which connects two elements in set V .
srcid is the index of source vertex of the edge; dstid is the index of destination
vertex of the edge.

In step 18 of Algorithm 1, a result set result is created. This set is used to
store clustering result. Each element of set result corresponds to a vertex in
graph data. So the set can be built based on set V by map operation. Each
element of set result represents a vertex of graph data and all the elements are
in the form of ej = (clusteridj , idj). idj is the index of the vertex; clusteridj
is index of the cluster that the vertex belongs to. obviously, During the process
of creating set result, each vertex in set V will be mapped to a new element
which contains idj and clusteridj . Initially the value of idj equals to the value
of clusteridj .

In step 19 of Algorithm 1, the bottom-up clustering algorithm is performed
based on the graph model G(V (id, vector), E(srcid, dstid)). The parallelized
clustering algorithm is shown in Algorithm4:

Algorithm 4
Intput: graph model G(V (id, vector), E(srcid, dstid)), the number of vertices need to

be clustered clustnum, set result
Output: set result
1: while the number of vertices in set V is greater than 1 do
2: Calculate the similarity values for all the pairs of connected vertices based on

triples of graph model. Then a new element can be created based on each triple. All
the newly created elements are in the form of ej = (srcidj , dstidj , simj). srcidj is
the index of source vertex of the edge which belongs to the triple. dstidj is the index
of destination vertex of the edge which belongs to the triple. simj is the similarity
value between source vertex and destination vertex. All the new elements form a
new set E1.

3: Collect clustnum elements from set E1 that have the largest sim values. All
these elements form a new set E2. sim values of all the elements in set E2 should
be deleted. The form of elements in set E2 will be changed to ej = (dstidj , srcidj).

4: Find all clusters in set E2.
5: Update the clusterid value of all the elements in set result based on the cluster

information obtained from set E2.
6: Update set V and set E based on the cluster information, then a new vertex

set Vnew and a new edge set Enew will be got.
7: Create a new graph model G(Vnew, Enew) based on set Vnew and Enew.
8: end while

In step 2 of Algorithm 4, the similarity values of all the connected vertices are
calculated. Each pair of connected vertices is contained in a triple. Each triple
of graph model contains two vertices and an edge. The triples are in the form of
(srcnode, edge, dstnode). srcnode and dstnode represent two vertices. They are
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connected by an edge represented by edge. srcnode represents the source vertex
of the edge. dstnode represents the destination vertex of the edge. Both srcnode
and dstnode belong to vertex set V of graph model G. Element edge belongs to
edge set E of graph model. In this case, the similarity value can be calculated
based on each triple. We can calculate the similarity value of two connected
vertices of an triple by mapTriplets operation. Then a new element is created
based on a triple. Each element contains index of the source vertex, index of the
destination vertex and the similarity value of the two vertices. Set E1 consists
of all the new elements.

In step 3 of Algorithm 4, clustnum elements with largest similarity values
should be found. The process can be fulfilled by the parallelized algorithm
described in Algorithm 5:

Algorithm 5
Intput: set E1

Output: set E2

1: Change the form of the elements in set E1. After that the elements in set E1 are
in the form of ej = (simj , (srcidj , dstidj)).

2: The elements of set E1 should be sorted based on keys of the elements by sortbykey
operation.

3: Add an index to each element in set E1 in order. Now the elements of set E1 are
in the form of ej = ((simj , (srcidj , dstidj)), idj). idj is index of the element.

4: Delete all elements whose index is greater than clustnum by filter operation.
5: All the elements of set E1 should be changed by using map operation. The form of

all the elements in set E1 are changed to ej = (srcidj , dstidj). All these changed
elements form a new set E2.

In step 4 of Algorithm 4, all clusters of vertices in set E2 should be found. In
set E2, each element is a pair of vertices. So each element of E2 represents an
edge. In this situation, a vertex set Vpart and an edge set Epart could be built
based on set E2. Then a graph model G1(Vpart, Epart) could be built based on
set Vpart and Epart. Finally all the connected subgraphs of graph model G1 can
be found by connectedComponents operation. Each connected subgraph repre-
sents a vertex cluster. The minimum vertex index of each connected subgraph
is treated as the index of the cluster. Now the elements of set Vpart are in the
form of vj = (idj , clustidj). idj is index of the j-th vertex. clustidj is index of
the cluster which contains the j-th vertex. At last, all the elements of set Vpart

should be added into a new set V1.
In step 5 of Algorithm 4, clusterid values of some elements in set result

should be updated. Now set V1 obtained in step 4 is used. Firstly set result and
set V1 should be joined by leftoutjoin operation. The elements in set result are in
the form of ej = (clusteridj , (idj1, idj2)). idj1 is index of j-th vertex of set result.
idj2 is a cluster index of an element in set V1. After that the elements of set result
should be updated by map operation. During the updating process, each element
in set result should be checked. If an element of set result contains idj2, the value
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of idj2 will be used to replace the value of clusteridj . Then idj2 will be deleted.
Now all the elements of set result are in the form of ej = (clusteridj , idj1).

During clustering process, some vertices of graph model G are put into same
cluster. So in step 6 of Algorithm4, the vertex set V and edge set E of graph
model G must be updated. The updating process is shown in Algorithm6:

Algorithm 6
Intput: graph model G(V (id, vector), E(srcid, dstid)), set V1

Output: vertex set Vnew, edge set Enew

1: Join vertex set V and V1 by using leftoutjoin operation. After that the form of
elements of set V are changed to vj = (idj1, (vectorj , idj2)). idj1 is index of the
elements of set V and V1. vectorj is a vector that corresponds to the element of set
V whose index is idj1. idj2 is cluster index of the vertex contained in set V1 whose
index is idj1.

2: The elements of set V should be updated by using map operation. Check whether
an element contains idj2. If so, use the value of idj2 to replace the value of idj1.
Otherwise, keep the value of idj1 unchanged. While the updating is finished, all idj2

should be deleted. Now the elements of set V are in the form of vj = (idj , vectorj).
3: Cluster the elements that share the same index in set V by groupbykey operation.

Then a new set V2 is created. All the elements in set V2 are in the form of vj =
(idj , vecsetj). idj is the element index. vecsetj is a vector set.

4: Update the elements in set V2 by using map operation. Calculate the mean vector
vecj of all the vectors of vecsetj of each element and use this vector to replace
vecsetj . Then a new set Vnew is created. All the elements of set Vnew are in the
form of vj = (idj , vecj). idj is index of the element and vecj is the mean vector.

5: Join the edge set E and set V1 by leftoutjoin operation. Then the form of elements
in set E are changed to ej = (srcidj , (dstidj , idj2)).

6: Update the elements in set E by map operation. Check whether an element of
set E contains idj2. If so, the value of idj2 is used to replace the value of srcidj .
Otherwise, keep srcidj of the element unchanged.

7: Continue to update all the elements in set E. After that the form of all elements
in set E are changed to ej = (dstidj , srcidj).

8: Repeat all the operation described in step 5 and 6. Then change the form of ele-
ments of set E into (srcidj , dstidj) by map operation. All the updated elements
form the new set Enew.

3 Experiment Descriptions

In this section, experiment will be described in detail. In the experiment the pro-
posed parallelized graph clustering algorithm based on spectrum will be tested.
And the proposed algorithm will be compared with the parallelized algorithm
described in [18]. The experiment is performed on a cluster that contains ten
virtual machines. CPU of each virtual machine has 24 cores. The memory of
each virtual machine is 64G and the disk capacity is 1T. Version of Hadoop used
in the experiment is 2.7.3. Version of spark used is 2.3.0.
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In this experiment, the proposed algorithm will be tested based on two
datasets. One is WDCM dataset; the other is YAGO dataset. As all the data
in these two dataset are in RDF format, both of these two datasets need to be
preprocessed. During the preprocessing, each vertex gets a unique index value.
Then each RDF triple is replaced by a pair of index values. The first index
value is the index of source vertex and the second index value is the index of
destination vertex.

3.1 Datasets and Measurement Metrics Introduction

WDCM dataset is a microbiological data set. Data volume of WDCM dataset is
very big. It contains plenty of information related to germ, bacterial and fungus
etc. All the microorganisms appeared in this dataset are connected by edges.
All these connected microorganisms form a large graph model. WDCM is a data
center. This organization tries to collect all the microbiological data, integrates
them and provides management so that user can access the whole data easily.

YAGO dataset is also a graph dataset released by Max Planck Institute.
The data of YAGO is collected from Wikipedia, WordNet and GeoNames. The
entities collected from Wikipedia are connected with the entities collected from
WordNet. Otherwise, the time attribute and location attribute are added to
many entities of YAGO dataset.

Table 1 shows the number of vertices and number of edges in WDCM dataset
and YAGO dataset:

Table 1. Numbers of nodes and edges

Dataset Number of vertices Number of edges

WDCM 92720410 286439613

YAGO 72136513 244795904

The experiment will measure and compare the running time of the proposed
algorithm and the algorithm described in [18] based on WDCM dataset and
YAGO dataset. And modularity values [19] of the clustering results of the two
algorithms are also measured and compared. Modularity value is a measurement
metrics for graph clustering result and this metrics has been widely used. The
way to calculate the modularity value is shown below:

modularity =
∑
i

(eii − a2
i )

ai =
∑
j

eij
(4)

eii is the ratio of the edge number in cluster i to the total edge number in graph
data. eij is the ratio of the edge number between cluster i and cluster j to the
total edge number. In graph clustering, better clustering result always has larger
modularity value.
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3.2 Experimental Results

In this section, the experimental results will be presented. Figure 1 shows the
experimental results based on WDCM dataset. Figure 2 shows the experimental
results based on YAGO dataset. PGCAS shown in Figs. 1 and 2 is the paral-
lelized graph clustering algorithm proposed in this paper. Compared Algorithm
represents the parallelized algorithm described in [18]. As the proposed PGCAS
algorithm contains the parameter clustnum which should be set by users,
results based on different clustnum values will be presented in this experiment.
PGCAS(500000) column represents the experimental results of the proposed
algorithm in which parameter clustnum is set to 500000. And PGCAS(1000000)
column represents the experimental results of the proposed algorithm in which
parameter clustnum is set to 1000000. Moreover, two parallelized algorithms
will be tested based on two measurement metrics. One is the running time of
the algorithms; the other is modularity value of the clustering results. In Figs. 1
and 2, part (a) shows the running time of the two algorithms; part (b) shows
the modularity values of the clustering results.

(a) Time (b) Modularity

Fig. 1. Experimental result based on WDCM

In Figs. 1 and 2, it is obvious that no matter which value the parameter
clustnum is set to, 500000 or 1000000, the running time of PGCAS algorithm
is always less than the Compared Algorithm. It means that the time-reducing
methods adopted by the proposed PGCAS algorithm, including filtering 1 degree
vertices and clustering multiple vertices at one time, can reduce the running time
of the proposed algorithm efficiently. Besides, modularity values of the clustering
results of PGCAS algorithm based on different parameter values are greater than
modularity value of the clustering result of Compared Algorithm. It means that
clustering result of the proposed algorithm is better than the clustering result
of Compared Algorithm.

At the same time, it is obvious that PGCAS algorithm gets different
results by setting different values to parameter clustnum. The running time
of PGCAS(500000) is longer than PGCAS(1000000). But the modularity value



PGCAS: A Parallelized Graph Clustering Algorithm Based on Spark 197

(a) Time (b) Modularity

Fig. 2. Experimental result based on YAGO

of PGCAS(500000) is higher than PGCAS(1000000). So the clustering result of
PGCAS(500000) is better than PGCAS(1000000). It means that, although when
parameter clustnum is set to 1000000, the running time of PGCAS algorithm
can be shortened efficiently, the clustering result becomes coarser.

4 Conclusions

A new parallelized graph clustering algorithm is proposed based on Spark in this
paper. In the proposed algorithm some new methods are adopted to shorten the
execution time of the algorithm. In the experimental result, it is obvious that
the algorithm proposed in this paper runs faster and can get better clustering
result.

Acknowledgements. The work is supported by the National Key Research and
Development Plan under grant No. 2016YFB 1000600.
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15. Gulikers, L., Lelarge, M., Massoulié, L.: A spectral method for community detec-
tion in moderately sparse degree-corrected stochastic block models. Adv. Appl.
Probab. 49(3), 686–721 (2017)

16. Zhang, X., Newman, M.E.J.: Multiway spectral community detection in networks.
Phys. Rev. E 92(5), 052808 (2015)

17. Golub, G.H., Van Loan, C.F.: Matrix Computations. Johns Hopkins University
Press, Baltimore (1996)

18. Zhang, Q., Qiu, Q., Guo, W., et al.: A social community detection algorithm based
on parallel grey label propagation. Comput. Netw. 107(P1), 133–143 (2016)

19. Newman, M.E.J., Girvan, M.: Finding and evaluating community structure in net-
works. Phys. Rev. E 69(2), 026113 (2004)

20. Zaharia, M., Chowdhury, M., Franklin, M.J., et al.: Spark: cluster computing with
working sets. HotCloud 10(10–10), 95 (2010)



Query Associations Over Big Financial
Knowledge Graph

Xiaofeng Ouyang, Liang Hong(&), and Lujia Zhang

School of Information Management, Wuhan University, Wuhan 430072, China
hong@whu.edu.cn

Abstract. Knowledge graph, as the core technology of artificial intelligence, is
playing a more and more important role in the financial field. In this paper, we
study the problem of querying associations over big financial knowledge graph
formed by equity network. This type of queries is building block for many
financial services, which reveal the complex equity structure that covers several
vertices of interest including enterprises, shareholders and so on. Specifically,
we propose efficient algorithms to find Top-k path with largest control power
between two vertices, namely Dual-node Association Query (DAQ). Differently
from typical path queries, first, there are heterogeneous edges in financial
knowledge graph, including shareholding and holding. Second, DAQ calculates
path weights based on product rather than sum of edge weights on the path.
Further, we propose an efficient algorithm for Multi-node Association Query
(MAQ) that generalizes DAQ. Experimental evaluation and extensive case study
on a real financial knowledge graph demonstrate the efficiency and effectiveness
of the proposed algorithms.

Keywords: Financial knowledge graph � Equity association � Top-k path

1 Introduction

The rise of big data and artificial intelligence has prompted the financial industry to
transform into intelligent finance. However, in Chinese financial sector, the accumu-
lation of big data is not enough, and the labeled financial data corpus is in small
number. In the face of massive multi-source heterogeneous data, knowledge graph is a
powerful representation with semantic processing and open data organization capa-
bilities. Financial knowledge graph can support multiple smart applications in large-
scale financial fields, especially, we focus on equity risk control using equity-networks-
based financial knowledge graph.

Equity structure is an important feature of the financial field. The primary signif-
icance of studying equity structure in enterprise governance is to provide relevant
empirical evidence for the decision-making and management of relevant departments,
especially for the optimization of equity structure and the improvement of enterprise
governance structure of Listed Companies in China [14]. Equity ratio means the size of
control power, if we find the connection of financial equity, we can grasp the basis for
the formation and transmission of financial risks. From the perspective of finance, such
as relation, equity and control, to the perspective of knowledge graph, we focus on the

© Springer Nature Switzerland AG 2019
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query of equity structure and propose knowledge association query, it refers to the
equity association between two or more entities, which include banks, enterprises and
natural persons. In this way, we can find the Top-k largest equity control power chain
between entities for association analysis of equity.

In terms of knowledge association query, we define the problem of finding the Top-
k path with heterogeneous edges and largest product of weights between two vertices.
The main challenge lies in two aspects. On the one hand, there are heterogeneous edges
in the knowledge graph with different labels of shareholding or holding. The con-
trolling power of shareholding is higher than holding. On the other hand, Literature [12,
13, 15–17] and so on all proposed their own query algorithms for find k shortest paths
in directed graph, similar but different, the edge weight in financial knowledge graph
does not represent the length of the path but the equity ratio. In the sense of financial
equity, we need to calculation the product of all the edge weights on the path to get the
weight of the path, and finally find Top-k equity chains with larger weight, where loops
are allowed.

We present knowledge association query based on the financial knowledge graph
and focus on equity structure. In particular, we modeled the problem as finding the
Top-k path with largest equity control power path between two vertices. From the
perspective of equity association between the two entities, we can generalize the equity
association to multiple entities. We describe related query algorithms, the use of
heuristic lead us to find the Top-k path with less time and memory. We test our
algorithm on a real big financial knowledge graph, where it is indeed effective to find
Top-k equity control power path.

The remainder of the paper is organized as follows. Section 2 reviews the literature
and presents some k shortest path query algorithms. Section 3 defines the query
method and describes query framework. Section 4 presents our algorithm. Section 5
discusses the empirical results and provides some robustness test results. Section 6
concludes this study.

2 Related Works

Financial Knowledge Graph
With the development of artificial intelligence, Semantic technologies in financial have
recently received increasing attention from both the research and industrial side [6].
The concept of knowledge graph was originally proposed by Google Knowledge
Graph project on 16 May 2012 [7]. DBpedia, Wikidata, Freebase are community-
driven efforts to integrate hundreds of datasets into a general-purpose knowledge base
[8]. There are some researches in the financial field. Song D et al. built and queried an
enterprise knowledge graph, and proposed TR Discover, a natural language interface
[4], Gao et al. studies the enterprise knowledge composition of business process and
their application [5].
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Financial Application
The earliest application of knowledge graph in financial field Garlik is the represen-
tative, the main business is online personal information monitoring. Besides, Dataminr,
a real-time risk analysis company based on Twitter and other public information. Wen
Yin Interconnection [1] is a company founded in Beijing in 2013, Through financial
knowledge graph and financial semantic search, to help investors to target A shares,
obtain new third board information, mine the information behind transaction data (such
as abnormal transactions) and discover investment opportunities.

Graph Path Query
Recently, the research and application of large-scale knowledge graph has attracted
enough attention in academia and industry. Meanwhile, graph path querying is a pri-
mary operation in the network graph space, for both real time querying and inferential
analysis [9]. Nardelli E et al. presented a fast solution to the problem of finding a
shortest path between two nodes in a graph [15], but query efficiency and accuracy
need to be improved to meet the increasing query requests of data volume.
There are some algorithms to solve the k simple shortest path problem. Yen et al.
proposes Yen’s algorithm, to find k shortest paths without loop from the origin to the
sink [13], which is the earliest algorithm to use migration path to solve k simple
shortest path problem. Martins et al. improved Yen algorithm and proposed MPS
algorithm [18]. Hershberger et al. present an algorithm to enumerate the k shortest
simple paths in a directed graph [12], the difference between Hershberger and Yen
algorithm is that Hershberger divides candidate paths into several equivalent classes,
uses alternative path algorithm to find the shortest path of each equivalent class and
stores it in the heap.

Hart et al. put forward a heuristic search algorithm A* algorithm, which laid a
foundation for heuristic search [17]. Eppstein gives algorithms called EA algorithm for
finding the k shortest paths (not required to be simple) connecting a pair of vertices in a
digraph [16], But the time cost of building PðGÞ is expensive. Jimenez et al. noticed
the shortcomings of EA algorithm and proposed a lazy version of EA algorithm called
LVEA algorithm [19]. Aljazzar present K* algorithm which was inspired by EA,
differently, it apply A* to graph rather Dijkstra. It can operate on-the-fly with less time
and memory than EA [10]. All of the above methods are based on the edge weight as
the path length to calculate the sum of edges. However, our edge right represents the
equity ratio, the edge weights should be the multiplied rather than sum, so, their
algorithm can’t address our problem directly.

3 Preliminaries

In this section, we start with the underlying RDF graph, and then map the RDF graph
into an abstract model to facilitate the definition of our subsequent problems. Next, we
define the corresponding query methods for financial problems, then show the corre-
lation between algorithms. In the following, all our queries are based on the big
financial knowledge graph. First, we introduce query mapping.
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3.1 Query Mapping

Equity structure is an important feature of the financial industry. Therefore, we con-
structed a big financial knowledge graph based on equity structure. For example, we
inquired about the equity association between China Merchants Bank Company and
China Merchants Steamship Company. As shown in Fig. 1 below, entities are trans-
formed into vertices in the abstract models. Edges are the relationships in RDF, and
edge weights are labels on edges, pij is the equity ratios and cij is the semantic label. So
the edge weights can be expressed as:

wijðpij; cijÞ

The red circles in Fig. 1(a) correspond to start node v0 and end node v5 in Fig. 1(b)
respectively. There is a loop in the graph. because of the phenomenon of cross-
shareholding, that is, two or more entities holding equity each other.

3.2 Problem Definition

Knowledge association query mainly refers to the equity relationship among entities
including enterprises, financial institutions, or natural person (shareholders, supervi-
sors) and the relationship between shareholding and holding; identifying the relation-
ship between the two enterprises’ control and being controlled, and even further
judging the degree of control. In the financial knowledge graph, the algorithm of graph
traversal can be used to find the k largest equity paths between entities conveniently,
and measure the intimacy between entities. The proportion of equity is larger, the
capital flow in the equity chain between the two entities is more, therefore, it has
stronger control power.

Aiming at the problem of financial knowledge association, we propose two algo-
rithms: Dual-nodes association query (DAQ), Multi-nodes association query (MAQ),
The following are their definitions respectively.

Fig. 1. Mapping RDF graph to abstract models (Color figure online)
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Definition 1. Dual-nodes association query (DAQ): In an edge-weighted graph
G V ;Eð Þ, its edge weights wij include pij and cij, pij equals the equity ratio from vi to vj,
pij 2 0; 1½ �: cij represents the label on the edge, give dual nodes, a path from srt ¼
vs 2 V to end ¼ vt 2 V . is a node sequence ðvs; v1; . . .; vtÞ for which vi; vj

� � 2 E. The
length of a path P is the product of its edge weights @P.. so, We can find the k largest
equity paths EPGðvs; vtÞ. As shown in Fig. 2, v0 is start node, v4 is end node.

Definition 2. Multi-node association query (MAQ): in order to query the number of
associated nodes. In an edge-weighted graph G ¼ V ;Eð Þ, give n nodes, assumed n = 3,
query node set VS ðvs; vm; vtÞ, Select a pair of nodes from the set, a path from start ¼
vs 2 V to middle ¼ vm 2 V and then to end ¼ vt 2 V is a node sequence
ðvs; v1; . . .; vm; . . .; vtÞ for which vi; vj

� � 2 E.we can find EPGðvs; vmÞ and EPGðvm; vtÞ,
join all path. Then sort Top-k shareholding paths CEPGðvs; vm; vtÞ. As shown in Fig. 3,
the start node is v0, the middle node is v4, the end node is v6.

We define two queries, namely DAQ, MAQ. There is actually an interrelated
process between them. MAQ is a fusion operation of DAQ. The relationship between
multiple entities can be queried through the association path between two entities, then
union path, finally the association paths of multiple enterprises or banks are sorted out.
The algorithm supports the upper financial knowledge service, DAQ and MAQ support
knowledge association query.

Fig. 2. Dual-nodes association query (DAQ)

Fig. 3. Multi-nodes association query (MAQ)
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4 Query Processing

4.1 Dual-Nodes Association Query (DAQ)

In order to find out more equity relationships between two enterprises or banks, we
look for Top-k equity chains between two entities. Unlike the algorithms of finding k
shortest paths, there are two challenges in our algorithms. Firstly, in the knowledge
graph, there are heterogeneous edges, each side has label, that is, the difference
between shareholding and holding. The controlling power of shareholding is higher
than holding.

So, the label on edge, i.e., cij can be quantified as follows.

cij ¼ fshareholding : 0; holding : 1g

Secondly, our edge weight does not represent the length of the path, but represents
the equity ratio. Therefore, in the sense of financial equity, we need to calculate the
product of all the edge weights on the path, and finally Top-k equity chains with larger
weight are output for users to carry out equity analysis. The formula for weight is as
follows.

@P ¼
Y

ðvi;vj2PÞ
pij

In order to solve the problem of the product of edge weights, we carried out
relevant research. Considering that multiplying edge weights will be very costly, so we
changed our mind, that is, to transform the problem of the product of edge weights into
the problem of the sum of edge weights. We can do a transformation of pij, that is,

Eij ¼ � ln pij

So, the sum of Tij is as follows.

E Pð Þ ¼
X

Tij ¼ � lnð@ Pð ÞÞ

The maximum value of @ Pð Þ corresponds to the minimum value of the sum of Tij.
Thus, we can successfully convert the path with the Top-k largest product into the
problem with the Top-k shortest path.

The design of DAQ algorithm was inspired by A* algorithm. Thus, we use the
heuristic evaluation function f(v) in our algorithm, which is computed as the sum of two
functions g(v) and h(v):

f vð Þ ¼ g vð Þþ hðvÞ

The function f vð Þ gives the estimated length from vs to end node vt through v,
Where g vð Þ is the actual length from start node vs to v, and hðvÞ is the estimated length
from current node v to vt.
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In algorithm 1, we first reverse running Dijkstra algorithm to calculate the hðvÞ
value of each node v to vt, create a new priority queue and add the source point vs to the
queue. Use the head of the openp as an extended node to find all its connection points
vnext, calculate the value of g vnextð Þ, f vnextð Þ and a. the a is the ratio of holding edge to
total number of paths m. The point v pops up from the openp, and the priority rule
(c[ f [ g), if c of v1 is 1, c of v2 is 0, we will choose v1. Because the control power of
holding is stronger than shareholding. For f and g, we choose smaller ones. If the
current node v is vt, the length of the current path is the path from vs to vt, which will
add to P. when the count of path equals to k or openp is empty, output Top-k EPG
(vs; vt) which are according to a and @ðPÞ, @ðPÞ is equals to expð�E pð ÞÞ.

According to the designed algorithm, Top-k paths can be obtained. The real path is
reserved, while the dashed path is discarded. As shown in the following Fig. 4, we can
find Top-k equity chain from Beijing Jinying investment consulting company to
Chongqing state investment company to Chongqing Bank, when k = 3, the path is
discarded.
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4.2 Multi-nodes Association Query (MAQ)

On the basis of algorithm 1, we can find the relationship between Top-k shareholding
chains among multiple nodes. Firstly, we can deduce the results from local optimum
and global optimum, It is proved as follows.

Theorem 1. In any case, the Top-k path between vs; vm and vt must be the union of the
Top-k EPGðvs; vmÞ and Top-k EPGðvm; vtÞ, and the maximum K � K path can be
formed from which Top-k paths of vs; vm and vt can be selected.

Proof: We assumed that there’s a Top-k paths of vs; vm and vt not in the union of Top-k
EPGðvs; vmÞ and Top-k EPGðvm; vtÞ, @ðPkÞ\@ðPk�1Þ\. . .\@ðP1Þ; so top-k paths of
vs; vm and vt exits a path Pij ¼ fPiðv0; vmÞ; Pjðvm; vhÞg. @ðPiÞ\@ðPkÞ, @ðPijÞ ¼ @ðPiÞ
�@ðPjÞ, so @ðPiÞ � @ðPjÞ\@ðPkÞ � @ðPjÞ\@ðPk�1Þ � @ðPjÞ\. . .\@ðP1Þ � @ðPjÞ, so
Pij is not top-k path, so the assumption is not true, the Top-k path between vs; vm and vt
must be the union of the Top-k EPGðvs; vmÞ and Top-k EPGðvm; vtÞ

The equity chains between multiple nodes are dual nodes of joint equity chains.
Therefore, we can use algorithm 1 many times to get EPGðvs; vtÞ, @ðPÞ, then we can get
the chain of Top-k among multiple nodes by judging the combination.

According to the designed algorithm, Top-k paths can be obtained. As shown in the
following Fig. 5, we can find Top-k equity chain among companies. The path from
Beijing Jinying investment consulting company to Chongqing Bank to China Bank,
when k = 5, the Top-k path is as follows.

Fig. 4. The Top-k equity chain between the two companies
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5 Experiments

5.1 Dataset

We used a large dataset to test the different times of our query algorithms and analyze
the effectiveness of the algorithms in different situations. In the process of experiments,
the entities can be randomly selected from the graph to generate the query, and we also
selected specific entities to analyze the application of algorithm in finance (Table 1).

5.2 Query Efficiency

We test the query efficiency of our algorithm. The first to test is a relational query for
two vertices. We randomly selected 10 companies from the dataset in graph database,
and then tested the efficiency of query using our DAQ algorithm. As shown in the
Fig. 6 below, using the DAQ algorithm is faster in time, the slowest time do not exceed
0.6 s. For we have a huge number of data and randomly selected data, the performance
of the algorithm is pretty good.

Fig. 5. The Top-k equity chain between the multi companies

Table 1. Statistics of the data sets in graph database.

Dataset Number

Triple 293580726
Entity 52309823
Subject 35641336

Query Associations Over Big Financial Knowledge Graph 207



As shown in Fig. 7, after the overall query, we randomly query 100 times in the
graph and calculate the average response time according to the largest number of edges
in the two companies’ paths. It can be clearly seen that the response time grows
gradually with the increase of number of edges. Because the more edges in the path, the
longer it takes to traverse.

We not only analyzed the query time, but also tested the number of vertices
randomly in different cases. Randomly select 100 pairs of vertices, we counted the
number of paths produced and then count the number of vertices with different paths.
As shown in the figure below, in the selected 100 pairs of vertices, the most number is
without shareholding chain relationship, the next is three-path relationship. We did not
find four-path and five-path vertex pairs (Fig. 8).

5.3 Case Study

We illustrate how DAQ algorithm works using the following case. Through the query
of China Merchants Bank Co., Ltd. and China Merchants Steamship Co., Ltd., the
relationship between the two enterprises’ control and controlled can be clearly iden-
tified, and the degree of control can be judged by the equity calculation on the equity
chain. First, we get the abstract model by mapping as shown in Fig. 9.

Fig. 8. The numbers of different k paths

Fig. 6. Two vertex relationship query times Fig. 7. The average time of the longest
edge number query in the path
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Then, we do the edge weight conversion and reverse running Dijkstra to calculate
h vð Þ value from each point to the end point v4 (Fig. 10).

After that, we extended nodes are based on v0, so, the vnext v; g; f ; cð Þ are
\v4; 0:63; 0:63; 1[ , \v1; 0:57; 1; 1[ , \v2; 1:14; 2:19; 0[ , \v3; 0:45; 1:51; 1[ ,
the v4 is equal to vt, so, the top-1 is found. Next, We compute v1 as the next extended
node, and so on, until K paths are found. We can easily see the Top-k control paths
enumerated in Table 2.

Fig. 9. Two companies equity chain graph

Fig. 10. Graph with h(v) after transformation

Table 2. Top-5 equity chain

Path v0 � v4 Path a E(P) @ðPÞ
p1 v0; v4 1 0.63 0.534
p2 v0; v1; v4 1 1 0.369
p3 v0; v3; v4 2/3 1.51 0.220
p4 v0; v3; v2; v4 1/2 3 0.050
p5 v0; v3; v2; v3; v4 2/5 4.15 0.016
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6 Conclusion

In this paper, we propose query associations based a big financial knowledge graph,
define knowledge association query to analyze the financial equity structure. In the
proposed two algorithms are divided into DAQ, MAQ, which find out the Top-k largest
equity chains in two or more nodes, we combined with the semantic label, adds a
semantic priority sequence based on the edge weight ratio, which can effectively find
the k shortest paths. The control power of the first k paths is weakened in turn,
providing strong support for financial risks. The proposed approach is generalized for a
family of path-based metrics, allowing it to support a very large graph.
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Abstract. Big data analytic needs a reliable data processing platform, which
usually consists of large amount of distributed monitored objects, sometimes
geographically dispersed ones. The rapidly increasing scale and complexity of a
big data processing platform are making autonomous monitoring and manage-
ment become much more crucial than before. In this paper, we design and
implement an autonomous monitoring system - CMCloud to deal with these
challenges faced by current big data processing platform. By introducing
sequential flow control for multi-step operations of an action, CMCloud
implements autonomous interaction between monitoring server and monitored
objects as well as automatic fault diagnosis and recovery. CMCloud can be
deployed into a big data processing platform to find, locate and process potential
system faults timely and precisely, and then enhance the reliability of it.

Keywords: Big data analytic � Big data processing platform � Reliability �
Autonomous monitoring � Fault diagnosis

1 Introduction

A big data processing platform usually includes large amount of distributed and
changing objects such as physical servers, physical storage, physical network, virtual
machines, virtual volumes, virtual network and so forth [1]. Monitoring and managing
these objects to make them work reliably is an essential requirement for a big data
processing platform. However, with the rapidly increasing scale and complexity in a
big data processing platform, current monitoring systems that mostly employ manual
intervention or weakly automatic processing will no longer meet this requirement. To
deal with it, autonomous monitoring and management system with proactive, automatic
and rapid fault processing is proposed as a promising solution and becoming much
more crucial than before [2].

There are lots of researches on autonomous monitoring and management from
different perspectives. MON [3] builds an on-demand management overlay network on
the PlanetLab [4] that allows users to execute instant management commands, such as
querying the current status of the application, pushing software updates to all the nodes
and so forth. By this method, MON can achieve automatic fault elimination to some
degree, but it does not provide a general approach, and its functionalities are not
powerful enough to achieve automatic fault elimination.
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Also, there are many excellent open-source monitoring systems to emphasize on
these challenges faced by large distributed systems such as big data processing plat-
forms. Zabbix [5, 6], ganglia and Nagios [7–9] are typical and widely adopted by lots
of applications. However, in terms of automatic fault elimination, they employ a weak
mechanism so that they are not able to meet requirements of complex scenarios of a big
data processing platform. For example, Zabbix allows only single-way operations
(commands or scripts) triggered by event to be executed on a monitored node; mon-
itoring server has no message whether some operation is executed correctly and no
control of the executing order of operations on a monitored node. An active man-
agement framework (AMF) with two-way information channel was presented in [10] to
solve the issue of single-way operation mentioned above, but it did not present an
effectively sequential flow control for operations, and thus limits its application in big
data processing platform.

In this paper, we design and implement an autonomous monitoring system -
CMCloud to deal with these challenges faced by current big data processing platform.
By introducing sequential flow control for multi-step operations of an action, CMCloud
implements autonomous interaction between monitoring server and monitored objects
and automatic fault diagnosis and recovery.

The rest of this paper is organized as follows. Section 2 introduces the autonomous
monitoring architecture of CMCloud and its distinctive features. Section 3 discusses
the implementation of CMCloud. Section 4 evaluates CMCloud by deploying it into
our self-developed CSCloud storage system for testing via representative experiments.
Section 5 concludes.

2 Autonomous Monitoring Architecture

The autonomous monitoring architecture of CMCloud is shown in Fig. 1 consisting of
three major subsystems: Frontend subsystem, Backend subsystem and Client subsys-
tem (see Fig. 1).

The Frontend subsystem provides web-based interface for configuration and dis-
play of monitoring and control information. Backend subsystem includes Monitoring
Information Manager (MIM), Flow Control Manager (FCM) and Artificial Intelligence
Libraries Manager (AILM). Based on configuration of the Frontend subsystem, MIM
collects and saves data from local or remote monitored objects, and then create triggers
for monitored objects by defined threshold. By providing sequential flow control for
multi-step operations of an action defined by the Frontend subsystem and executed by
triggers created in MIM, FCM realizes autonomous interaction between monitoring
server and monitored objects as well as automatic fault diagnosis and recovery. AILM
is responsible for managing handlers of fault diagnosis and recovery called by FCM
during execution procedure of actions, which enables proactive fault processing pos-
sible. The Client subsystem contains monitored objects and communicates with
monitoring server via agent.
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2.1 Sequential Flow Control

The sequential flow control of an action is defined by the Frontend subsystem per
specific fault and executed in case the preset triggering conditions is satisfied. Each
action consists of multi-step operations, and each operation owns a specific handle in
AI Libs and is executed sequentially based on its priority and execution time. Each
operation has return values after execution and the next operation is executed based on
the result of the previous operation. All operations are configured in sequence by
software-defined control flow. This flow is iterative until all operations are executed. If
a fault is resolved after some operation is executed, next operation will abort and
operation with lower priority is no longer executed. Sequential processing flow of an
action is shown in Fig. 2.
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Fig. 1. Architecture of CMCloud
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In order to combine automatic and manual fault processing complementarily, fault
processing are categorized into two categories: (A) Pre-defined automatic processing
flow and (B) Unknown processing flow. According to analysis and diagnosis result of
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The fault category
belongs to A or B?

Automatic processing 
mechanism triggered

Single operation or multiple
operations for fault handling?

Multiple operations are 
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Single

Multiple

Yes
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Fig. 2. Sequential processing flow of an action
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monitored objects, FCM can decide which category should be adopted. If a fault falls
into category A, an automatic fault handling mechanism will be triggered. The failure
recovery may require one or multi-step operations to be executed in some sequence and
each operation needs to be set priority, programming language, execution time, objects
location, etc. If a fault fall into category B, a fault alarm mechanism is triggered to ask
for manual repairing by administration and maintenance persons and then the fault
repair procedure will be recorded. If similar faults occur again, automatic recovery
mechanism can be used to recover from faults without notification for manual
intervention.

2.2 Program/Data Unified Entry

The program/data unified entry module is a manager for program and data commu-
nication between monitoring server and monitored objects. Monitoring server sends
processing programs to monitored objects and gets return value from monitored objects
after executing these processing programs through this unified entry. FCM encapsu-
lates the entire process and make it transparent to users.

2.3 Artificial Intelligence Libraries Manager

The Artificial Intelligence Libraries (AI Libs) Manager is responsible for managing and
providing handlers in AI Libs called by FCM for fault diagnosis and recovery during
the processing procedure of an action.

CMCloud is designed for large distributed systems, so causes of each fault are
complex as well as processing procedures. By employing AI-based handlers, root
causes of faults can be found precisely and quickly, and faults can be eliminated timely
and effectively. The prediction capability offered by AI gives a great help on AI-based
handlers to detect potential faults and eliminate them proactively, and thus increase
reliability and robustness of systems.

3 Implementation

CMCloud is implemented under Linux environment, using Python [11] as the devel-
opment language and LAMP [12] and Django [13] as the frameworks.

Zabbix [10] provides efficient data collection, flexible triggers, highly customizable
alarms, real-time drawing capabilities, multiple visual presentations, storage of his-
torical data, and fast third-party API based on HTTP protocol and JSON-RPC.
CMCloud utilizes some components of Zabbix to reduce the development burden, e.g.
MIM uses API to monitor underlying items.

As shown in Fig. 3, FCM receives configuration information of an action from the
Frontend subsystem including action name, host that triggers this action, monitoring
item, trigger condition, and operation type (remotely executing or sending message).
As shown in Fig. 4, if remote execution is chosen, FCM will present configuration
interface for remote execution, including step number, step duration, host on which
remote operation is executed, and methods of providing operation program/handler.
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FCM supports two methods for users to provide customized programs/handles: file
uploading and online editing.

After the above configuration is completed, FCM will control defined operations in
an action to be executed step-by-step autonomously. Monitoring server delivers
operation programs/handles to monitored nodes in two ways: uploading compiled
processing programs at local storage to monitored nodes or editing programs online
and uploading them directly to monitored hosts.

Autonomous interaction mainly depends on how to gather return value of each
operation to guide the following operations. CMCloud sets up a YAML [14] manager
to read and write results of each operation. Return value of each operation of monitored
objects is stored in a specified YAML file, and then return back. Flow of sequential
operation consists of a set of steps with strict priorities. The highest priority is A1, and
the descending order of priority is automatically named A2, A3… An. YAML manager
writes the return value of the previous operation A1 to the YAML file, and then the
next operation A2 automatically reads the YAML file to obtain return value of A1.
Return value of monitored object is passed to monitoring server via real-time delivery.

Fig. 3. Action configuration

Fig. 4. Configuration interface of remote execution
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4 Evaluation

In order to evaluate whether CMCloud is able to satisfy the expected targets for using
in big data processing platforms, we deployed it into our self-developed cloud storage
system – CSCloud for testing. CSCloud adopts scalable distributed storage architecture
and consists of a lot of storage servers which work together to provide storage service.
Dynamic extension by adding new storage servers and load balancing among existing
storage servers are crucial features for CSCloud. Considering these two features are
also crucial to other alike systems (e.g. big data processing platforms, cloud computing
platforms), we choose them as our experimental scenarios to evaluate whether
CMCloud can work well as predicted.

4.1 Dynamic Extension of Storage Server

To test dynamic extension, we build a system with four in-use storage servers and three
standby servers that will be joined dynamically by CMCloud later. The information of
each storage servers is shown in Table 1.

At the beginning, each storage server in CSCloud is in a light load status, around
2% in our experiment. The trigger threshold is configured as shown in Fig. 5. The
threshold connection relationship among these four in-use storage servers is “and”,
which means the action is triggered when each threshold is higher than 50%. The flow
configuration of sequential operation is shown in Fig. 6.

Table 1. Information of storage server

IP Status User data path

192.168.1.128 in-use /data/
192.168.1.129 in-use /data/
192.168.1.130 in-use /data/
192.168.1.133 in-use /data/
192.168.1.101 Standby /data/
192.168.1.102 Standby /data/
192.168.1.103 Standby /data/
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In order to simulate real application case, we register 100 different users in batches
and let them ingest data concurrently to increase the overall load of the existing storage
servers for simulating the overloaded status of storage servers. Once the overall load of
the in-use storage servers is higher than the preset threshold, the predefined flow of
sequential operation for automatic fault processing will be triggered. CMCloud will
select a storage server from standby server group, install and run necessary software,
add corresponding monitoring items and thresholds, and finally add this server to in-use
server group. In our experiment, the standby server 192.168.1.101 is selected for
extension, which can be found from the return value in Recovery Log.

The return value of the first action step is shown in the “Monitoring” column
(shown in Fig. 7(a)). The first step is executed at 15:03:51. As the sequential operations
have not been completed at this time, the trigger status is still “PROBLEM”. But the
return value shows that the 192.168.1.101 has been selected as the newly added storage
server. The return value of the second action step is shown in the “Processed” column
(shown in Fig. 7(b)). The processing is completed at 15:06:05, and the sequential
operation is performed in multiple steps so the trigger status is changed to “OK”. The
return value shows that the csc and cmc-agent services have been installed on
192.168.1.101 and the process has been started.

Fig. 6. Configuration of sequential operation flow

Fig. 5. Configuration of trigger threshold
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4.2 Load Migration

The dynamic extension of storage server is implemented above. However, the actual
load has not been migrated to the new storage server. Load migration is employed to
migrate data from the server with heavier load to the new extended storage server.

In practice, it takes a certain amount of time to install and configure services after
the new storage server is added. In order to improve the system responsiveness, the
migration threshold is set a little higher than the dynamic extension threshold, 55% in
our experiment.

The trigger threshold for migration is configured as shown in Fig. 8. The threshold
connection relationship among these five servers (containing the newly added server
192.168.1.101) is “or”, which means the action is triggered as long as one storage
server threshold is higher than 55%. The flow configuration of sequential operations is
shown in Fig. 9.

(a). Return value of the first action step

(b). Return value of the second action step

Fig. 7. Return values of sequential action operations for dynamic extension
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In our experiment, we ingest data into the 192.168.1.130 server to trigger the load
migration operation by causing its load to be higher than 55%. The return value of
sequential operation of load migration in Fig. 10 shows that transferring from
192.168.1.130 to 192.168.1.101 is successful.

Fig. 9. Configuration of migration sequential operations

Fig. 8. Configuration of migration threshold

Fig. 10. Return value of sequential operation of load migration
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Through dynamic extension of storage server and following load migration, the
overall load of the CSCloud reaches a balanced distribution. The load values of the
storage servers during the entire experimental scenarios are shown in Table 2, which
prove CMCloud can autonomously realize dynamic extension and load migration of
CSCloud based on real-time monitoring of the overall load information of CSCloud.
When the load is unbalanced in CSCloud, the dynamic extension and load migration
mechanism is automatically triggered by CMCloud to balance the load. Practice has
proved that using CMCloud system, load balance can be reached with the shortest
migration time, the minimum number of migrations, and the least labor cost.

5 Conclusion

CMCloud monitoring system is designed and implemented towards large-scale dis-
tributed system such as big data processing platforms, Cloud services, etc. Based on
autonomous interaction architecture and sequential flow control for multi-step opera-
tions of an action, CMCloud presents a powerful distributed monitoring system with
automatic fault detection and elimination. Fault processing in CMCloud is completely
triggered by faults and is handled automatically without manual intervention, which
make it become an efficient solution for big data processing platforms.

CMCloud proposes a new framework and idea for research, design and imple-
mentation of intelligent operation and maintenance platform. As deployed in existing
systems, CMCloud can integrate with them seamlessly and endow them new abilities
of autonomous and intelligent fault processing and enhance the reliability of them.

CMCloud is still under development and improvement such as evaluating accuracy
and cost quantitatively, adding more fault types, extending AI Libs and so forth.

Acknowledgment. This work is partially supported by the Special Fund for Basic Scientific
Research of Central Colleges, Chang’An University (CHD2011TD009). The authors also
gratefully acknowledge the helpful comments and suggestions of the reviewers, which have
improved the presentation.

Table 2. Load values of storage servers during entire experimental scenarios

Storage server Beginning After simulated
overloaded status

After dynamic
extension

Before load
migration

After load
migration

192.168.1.128 2.10% 50.05% 50.05% 50.05% 50.05%
192.168.1.129 2.45% 51.05% 50.05% 50.05% 50.05%
192.168.1.130 1.75% 55.05% 55.05% 57.06% 29.05%
192.168.1.133 1.95% 56.00% 50.05% 50.05% 50.05%
192.168.1.101 None None 0.90% 0.90% 24.13%
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Abstract. Astronomers hope to give early warnings based on light-
detection data when some celestial bodies may behave abnormal in the
near future, which provides a new method to detect low-mass, free-
floating planets. In particular, to search short-timescale microlensing
(ML) events from high-cadence and wide-field survey in real time, we
combined ARIMA with LSTM and GRU recurrent neural networks
(RNN) to monitor all the observed light curves and to alert before abnor-
mal deviation. Using the good linear fitting ability of ARIMA and the
strong nonlinear mapping ability of LSTM and GRU, we can form an
efficient method better than single RNN network on accuracy, time con-
suming and computing complexity. ARIMA can reach smaller alerting
time and operating time, yet costing high false prediction rate. By sac-
rificing 15% operating time, hybrid models of ARIMA and LSTM or
GRU can achieve improved 14.5% and 13.2% accuracy, respectively. Our
work also provide contrast on LSTM and GRU, while the first type is
commonly used for time series predicting systems, the latter is more
novel. We proved that in the case of abnormal detection of light curves,
GRU can be more suitable to apply to as it is less time consuming by 8%
while yielding similar results as LSTM. We can draw a conclusion that in
the case for short-timescale gravitational microlensing events prediction,
hybrid models of ARIMA-LSTM and ARIMA-GRU perform better than
separate models. If we concentrate more on accuracy, ARIMA-LSTM
is the best option; on the other hand, if we concentrate more on time
consuming, ARIMA-GRU can save more time.

Keywords: Gravitational lensing · Recurrent neural networks ·
ARIMA · Time series prediction and alarming

1 Introduction

Astronomy is the origin of information explosion, and it is the first field to meet
the challenge of big data [1]. In the 21st century, astronomical data is growing
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J. Li et al. (Eds.): BigSDM 2018, LNCS 11473, pp. 224–238, 2019.
https://doi.org/10.1007/978-3-030-28061-1_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_23&domain=pdf
https://doi.org/10.1007/978-3-030-28061-1_23


Short-Timescale Gravitational Microlensing Events Prediction 225

at a rate of terabytes or even PB. By 2010, the information file had been as high
as 1.4× 242 bytes. The ground-based Wide-angle Camera array (GWAC) [15] is
part of the SVOM space project, which searches for various types of optical tran-
sient sources by continuously imaging the 5000 square-degree field of view (FOV)
every 15 s. Each exposure contains 36× 4k× 4k pixels, usually 36× 175, 600
sources can be extracted. A GWAC camera produces a 32-megapixel map every
15 s. According to the limit star 16.5, which produces 2,400 images per night,
each night the GWAC project will generate 1010 recorded star catalog data.
The data rate per camera is approximately 12,000 points per second (2.4 MB),
which means the total data rate for the entire GWAC camera array system is
85 MB/s. The image data has about 1.7*105 records per image. The entire cam-
era array produces 6.12*106 records in 15 s. Each night is observed for 10 h, and
each record has 22 columns of attributes. GWAC will generate about every day.
With 2.5 TB of photometric star table data, the 10-year design cycle will form a
very large-scale database with a total number of stars with a scale of 3 PB 6 PB,
which requires the database management system to have a very strong process-
ing capacity for massive data. The China GWAC Observation Core Station is
located in the Xinglong Observation Base of Hebei Province. GWAC’s interna-
tional station in Chile is under discussion. Xinglong Station will have 9 GWAC
turntables and 36 CCD cameras of 18 cm [15]. In addition, the core station has
a set of mini-GWAC system, which is the leading project of the ground-based
wide-angle camera array. It consists of 12 sets of 8 cm large field of view cam-
eras and has been built and placed in the Xinglong Observatory of the National
Astronomical Observatory. In this paper, we rely on the mini-GWAC data as
samples of training and testing. We investigate the problem of a real-time search
for short-timescale gravitational ML events from a huge number of light curves
by applying hybrid model of ARIMA-LSTM and ARIMA-GRU. Experiments
are conducted on mini-GWAC dataset to evaluate the performance of these two
models.

2 Related Work

Impressive works have been conducted in the area of short-timescale gravita-
tional microlensing events prediction. Early Warning System (EWS) was first
developed by Udalski in 1994, which is a real-time search system that has suc-
ceeded in operation in OGLE project for more than 20 years [7,8]. In 2006,
Wyrzykowski et al. [6] have succeeded in systematic search for short-timescale
gravitational microlensing events from the variable baselines in OGLE-III data.
Recently, an approach of ARIMA that increases efficiency with a multi pro- cess
parallel approach was developed by Bi [12]. The ARIMA model is improved
with dynamic and parallel processing to detect anomaly. Also, a vari- ant form
of ARIMA called D-ARIMA is developed to adjust the parameters of ARIMA
for real-time anomaly detection on light curves [9]. Additionally, we look into
algorithms of time series detection based on neural networks. In 1987, Farmer
and Sidorowich [11] have yield robust results by applying neural network to
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predict chaotic time series, reaching high effi- ciency in Mackey-Glass delay dif-
ferential equation, Rayleigh-Benard convection, and Taylor-Couette flow. Later,
the advantages of recurrent neural networks are discovered and one of its vari-
ant, LSTM, becomes most widely applied [10]. In addition to LSTM, A gated
recurrent unit (GRU) was proposed by Cho et al. [13] to make each recurrent
unit to adaptively capture dependencies of different time scales, yielding similar
results as LSTM yet less computing complexity.

3 ARIMA-LSTM and ARIMA-GRU Hybrid Models

Light-detection data from mini-GWAC implies over 900 time series files for each
planet. It is obvious that data is assumed to be consisted of both linear part and
the nonlinear part [2]. Thus, we can express the data as follows.

xt = Lt + Nt + εt

In the function of data xt, Lt represents the linearity of data at time t, while
Nt signifies nonlinearity. The εt value is the error term. In previous work [3], the
Autoregressive Integrated Moving Average (ARIMA) has a great performance
on linear problems of over 85% accuracy in general. It is a traditional method in
time series prediction. On the other hand, the Long Short-Term Memory (LSTM)
model can capture nonlinear trends in the dataset. As a result, we develop one
hybrid ARIMA-LSTM to encompass both linear and nonlinear tendencies in the
model.

3.1 ARIMA+LSTM Model

Fig. 1. Structure of recurrent neural network

As we know, ARIMA is a kind of traditional model used to predict the results and
LSTM is a kind of neueal network. Our hybrid model which combines ARIMA
and LSTM model to improve precision (Fig. 1).
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The meaning of ARIMA is the one-product autoregressive moving average
process. Assuming that a stochastic process contains d unit roots, which can
be transformed into a stationary autoregressive moving average process after d
difference, the stochastic process is called integral autoregressive moving average
process. In this hybrid model, ARIMA is used for linear part of prediction.

Fig. 2. Structure of LSTM

LSTM is a special type of RNN that can learn long-term dependency infor-
mation, as shown in Fig. 2. LSTM was proposed by Hochreiter and Schmidhuber
[4] and has recently been improved and promoted by Graves [5]. In many prob-
lems, LSTM has achieved considerable success and has been widely used. In this
hybrid model, LSTM is used to predict nonlinear part.

In terms of final predictions, the first half of each file from the dataset is
used as testing sets and the second half of each file from the dataset is used as
training sets.

(1) In the linear predictions, training sets can be used directly to predict the
future. In each file, the first 20% of the series is used as the basis and this
is the size of the moving window. When a new result is predicted, the new
result will add in and the whole window will move one step forward until
the end. At the same time, the residuals, which means the training sets for
LSTM, are also collected.

(2) In the nonlinear predictions, testing sets are from the residuals produced by
the linear predictions. And the way how to train the neural network is of
significance. Each training set is divided into two parts. The first part which
is the first 20% of this series is as the training sets for LSTM and the rest is
the test sets to study in order to help LSTM improve precision. As a result,
the nonliear predictions are produced.

(3) Finally, predictions consist of linear part and nonliear part.

There are a lot of advantages of this hybrid model. Compared to pure ARIMA
model, this model can produce preciser results with sacrificing little time. And
compared with pure neural network, it is easier for user to adjust the parameters
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in a quicker and proper way. However, there are some challenges this hybrid
model needs to face, such as reducing time cost and so on.

3.2 ARIMA+GRU Model

This model is designed to compare the efficiency of hybrid model of ARIMA
and LSTM. We replace LSTM with GRU as GRU was widely applied since 2015
and it can yield better results in some situation than LSTM. Datasets of Short-
timescale Gravitational Microlensing Event are used to evaluate whether hybrid
models of GRU is more efficient in this background.

As a variant of LSTM, GRU combines the forgotten gate and the input gate
into a single update gate, as shown in Fig. 3. The cell state and the hidden
state are also mixed, with some other changes. The final model is simpler than
the standard LSTM model and is a very popular variant. The construction of
the GRU is simpler: one gate less than the LSTM, so there are fewer matrix
multiplications. As a result, GRU can save a lot of time when the training data
is large, which is also proved to be true in our case.

And the difference between this model and the previous hybrid model com-
bined with LSTM is only the neural network. All the steps are identical.

And the parameters used in neural network are listed below.

Fig. 3. Structure of GRU

Table 1. Sizes of the models tested in the experiments

Algorithms Units Parameters

LSTM 128 70400

GRU 128 56192

4 Experiment Method

4.1 Dataset

The data of GWAC has not been open till recently, so our algorithms are tested
on mini-GWAC dataset. Mini-GWAC system is consisted of 12 sets of 8 cm large
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field of view cameras and has been built and placed in the Xinglong Observatory
of the National Astronomical Observatory. In this paper, we rely on the mini-
GWAC data as samples of training and testing. For each planet, mini-GWAC
dataset contains average of 980 txt files, each indicating a thorough observation
of one single approach. In each file, we can receive 900 data consisting a part of
time series. Contrast of main station of GWAC and mini-GWAC is presented in
Table 2.

The experimental environment is based on CentOS Linux and python 3.6.

Table 2. Comparison of GWAC and mini-GWAC.

GWAC station Main station Mini-GWAC

Numbers of turrets 9 6

Numbers of cameras 36 cameras in total and
4/turret

12 cameras in total and
2/turret

Diameter 18 cm 7 cm

Focal length 213mm 85mm

Length of wave 500–850 nm 500–850 nm

Limiting magnitude 16.5 V 13.0 V

Binocular FOV 4k*4k in
pixel;12.8*12.8 = 160

12.8*12.8 = 16

Monocular FOV 5000◦ 5000◦

Pixels 12 2

4.2 Model Fitting

Before fitting the ARIMA model, the order of the model must be specified. The
ACF plot and the PACF plot can be used to aid the decision process. ACF/PACF
plots of the light-curve data for star11 is plotted in Fig. 4.

In our ARIMA algorithm, we set (p,d,q) = (0,1,1) because it can yield the
best outcome of Akaike Information Criterion (AIC) [14]. We compute the log
likelihood function for the AIC metric by using the maximum likelihood esti-
mator. We fit the ARIMA model with data from one planet at a time. For each
file, we assume that the first 50 data is normal and learn 51th out of them.
Then, we move forward at step = 1 at a time until we go through the whole file.
After fitting the ARIMA model, we generate predictions of the linear part of
the data. Then, we feed the residence of prediction results and reality value into
LSTM and GRU networks for training and testing. For each individual planet, we
train all previous samples and test light-curve data of the latest day to measure
whether there is short-timescale gravitational microlensing events. LSTM and
GRU are both imported from keras in python, using 128 units. Final results are
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Fig. 4. Notable trends in the data and its ACF/PACF

the sum of the outputs of ARIMA and LSTM or GRU, forming ARIMA-LSTM
and ARIMA-GRU hybrid model. An alarm will be set out if the difference of
prediction and reality reaches a threshold. To determine the value of threshold,
we tested several value shown in Table 3. The threshold is 0.2 eventually.

Table 3. Evaluation results with different thresholds

Thresholds Loss of epoch Alerting time

0.1 e−5 −37.5%

0.15 e−5 42.6%

0.2 e−5 42.2%

0.25 e−5 45.4%

0.35 e−5 47.5%
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4.3 The Algorithm

Algorithm 1. ARIMA-LSTM/ARIMA-GRU Hybrid Model
1: Result = []
2: Resid = emptylist
3: for dataset in datasets do do
4: Predict = []
5: Models = emptylist
6: Order = arima.aicminorder
7: if unstable: then
8: Model = diff(model)
9: end if

10: Model = fitarima(dataset, order)
11: Addresidual[0]toResid
12: Addpredict[0]toPredict
13: AddpredicttoResult
14: end for
15: SaveResult[−1], Resid

5 Results and Evaluation

5.1 Testing Results on Simulation Dataset

Before testing on mini-GWAC dataset, we first test on a simulation dataset
for evaluation under GWAC-like environment was generated, including 12,960
constant sample light curves and 3240 variable sample light curves. We first
combine the microlensing magnification and baseline by three steps: (1) zero-
pad the microlensing magnification at the right to expand its duration from
T’ days to 3+T’ days; (2) element-wisely add IA and Is0; and (3) horizontally
reverse the combined signal.

To meet the convention term of signal processing, source brightness lensed
part in light curve (time length is T) will be called the signal part, while the
other part is defined by the background (no lensing effect) in our paper. In our
simulation, we will generate a background light curve with a time span of 3 +
T’ days.

We measured time consuming and accuracy of our hybrid model on simu-
lated dataset. The dataset includes 12,960 constant sample light curves and 3240
variable sample light curves, divided into 636 different files. In this section, the
ratio of training set to testing set is 5:1.

In each testing sample, each file is consisted of roughly 1,200 data. After
training LSTM or GRU model with training set, we further use the first quarter
of each sample, about 300 data in advance, for testing. The line of reality as well
as prediction are drawn in Figs. 5, 6, 7, 8 and Fig. 9.
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Fig. 5. ARIMA test on simulated dataset

The total time of evaluating these 16,200 sample stars by hybrid model is
about 8 h and 24 min, which means that the model is capable to handle at least
16,200 stars in one day and can be applied to online daily renewable systems.

Fig. 6. LSTM test on simulated dataset
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Results are drawn as follows:

(1) The average time consuming of one star is less than 2 s.
(2) Accuracy of hybrid models can reach over 90%, yet the time of alerting differs

from one another.

Table 4. Evaluation results of different algorithms

Algorithms Accuracy/Alerting time Execution time

ARIMA 84.375%/40.0% 1.84 s/star

LSTM 88.67%/51.2% 0.56 s/star

GRU 87.33%/52.3% 0.54 s/star

ARIMA-LSTM 98.31%/40.2% 1.85 s/star

ARIMA-GRU 98.30%/41.4% 1.82 s/star

Fig. 7. GRU test on simulated dataset

5.2 Testing Results on Mini-GWAC

In this section, we measured three aspects of the efficiency of the model - accu-
racy, time consuming and computing complexity. Accuracy is determined by
the percentage of alerting point and false prediction rate. That is, we hope the
model should be precise on predicting and sensitive on abnormal cases at the
same time. We marked the point where the alarm is set out in red, as shown in
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Fig. 8. LSTM-ARIMA test on simulated dataset

Fig. 10. Alarms should be set out before 50% where the abnormal series reaches
its peak. The smaller alerting time is, the better the model performs. False pre-
diction is the offset rate of the prediction value and reality value.

Additionally, we measure time consuming by operating time. Combined with
different structure of algorithms in Sect. 4.3, it can also indicate computing com-
plexity. Operating time is the prediction time for the single latest observation
file. Results can be drawn from Table 4 for mini-GWAC dataset:

(1) GRU trains faster than LSTM for short-timescale gravitational microlensing
events prediction.

(2) Alarm timeliness differs little among tested methods. The accuracy is slightly
better for hybrid models. LSTM behaves more robust than GRU.

(3) GRUs are simpler and thus easier to modify, for example adding new gates
in case of additional input to the network. This results in less training time
and computing complexity.

(4) ARIMA can reach smaller alerting time and operating time, yet costing high
false prediction rate. By sacrificing 15% operating time, hybrid models of
ARIMA and LSTM or GRU can achieve improved 14.5% and 13.2% accuracy
respectively (Table 5).
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Table 5. Evaluation results of different algorithms

Algorithms Accuracy/Alerting time Execution time

ARIMA 81.60%/41.7% 0.349 s/star

LSTM 93.72%/42.6% 0.478 s/star

GRU 93.28%/43.3% 0.440 s/star

ARIMA-LSTM 96.11%/42.2% 0.406 s/star

ARIMA-GRU 94.83%/42.8% 0.413 s/star

Fig. 9. GRU-ARIMA test on simulated dataset

5.3 Comparison Between LSTM and GRU

The key difference between a GRU and an LSTM is that a GRU has two gates
(reset and update gates) whereas an LSTM has three gates (input, output and
forget gates). The GRU unit controls the flow of information like the LSTM
unit, but without having to use a memory unit. It just exposes the full hidden
content without any control. In the algorithm we apply to mini-GWAC dataset,
the number of units are set to be 128. See Table 1 for the details of the model
sizes.
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Fig. 10. Test on Star11 of different algorithms

6 Conclusion

Given by the significant role of abnormal activities like micro-lensing for asteroid,
computer-aided forecasting is a heavily studied problem in the area of early
detection. Like many other studies of this issue, time series are trained and
tested by applying neural network which can yield high accuracy of over 90%.
However, in the case of mini-GWAC dataset, or for future GWAC dataset, time
consuming and computing complexity should be considered as more important
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criterion for a model. This paper proposed an algorithm of hybrid ARIMA-LSTM
and ARIMA-GRU to replace single RNN approach:

ARIMA can reach smaller alerting time and operating time, yet costing
high false prediction rate. By sacrificing 15% operating time, hybrid models
of ARIMA and LSTM or GRU can achieve improved 14.5% and 13.2% accuracy
respectively. Proposed hybrid methods perform better than ARIMA and RNN
in the case of mini-GWAC short-timescale gravitational microlensing events pre-
diction.

Additionally, it provides difference between these two methods to indicate
strength and weakness of LSTM and GRU which both generate from RNN.
This can help with future work of applying different methods to different back-
grounds and datasets. Overall, we argue that the proposed work can provide
as an essential approach in computer-aided forecasting of time series. Future
work contains improvement on strengthening the model and its performance, an
experiment test on GWAC dataset, minimizing time consuming especially in the
process of neural network training.

Acknowledgement. This research is supported in part by Key Research and Devel-
opment Program of China (No. 2016YFB1000602), “the Key Laboratory of Space
Astronomy and Technology, National Astronomical Observatories, Chinese Academy
of Sciences, Beijing, 100012, China”, National Natural Science Foundation of China
(Nos. 61440057, 61272087, 61363019 and 61073008, 11690023), MOE research center
for online education foundation (No 2016ZD302).

References

1. Mayer-Schönberger, V., Cukier, K.: Big Data: A Revolution that Will Transform
How We Live, Work, and Think. Houghton Mifflin Harcourt, Boston (2013)

2. Zhang, G.P.: Time series forecasting using a hybrid arima and neural network
model. Neurocomputing 50, 159–175 (2003)

3. Konar, A., Bhattacharya, D.: An introduction to time-series prediction. Time-
Series Prediction and Applications. ISRL, vol. 127, pp. 1–37. Springer, Cham
(2017). https://doi.org/10.1007/978-3-319-54597-4 1

4. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9(8),
1735–1780 (1997). Massachusetts Institute of Technology

5. Graves, A., Schmidhuber, J.: Framewise phoneme classification with bidirectional
LSTM and other neural network architectures. Neural Netw. 18(5–6), 602–610
(2005)

6. Wyrzykowski, �L., et al.: OGLE-III microlensing events and the structure of the
Galactic bulge. The American Astronomical Society (2015)

7. Udalski, A.: AcA 53, 291 (2003)
8. Udalski, A., Szymanski, M.K., Szymanski, G.: AcA 65, 1 (2015)
9. Feng, T., Du, Z., Sun, Y., et al.: In 6th 2017 IEEE International Congress on Big

Data (Honolulu, HI), p. 224 (2017)
10. Lipton, Z.C., Berkowitz, J., Elkan, C.: A critical review of recurrent neural networks

for sequence learning. arXiv. 1506.00019
11. Farmer, J.D., Sidorowich, J.J.: Predicting chaotic time series. Phys. Rev. Lett. 59,

845 (1987)

https://doi.org/10.1007/978-3-319-54597-4_1
http://arxiv.org/abs/1506.00019


238 Y. Sun et al.

12. Bi, J., Feng, T., Yuan, H.: Real-time and short-term anomaly detection for GWAC
light curves. Comput. Ind. 97, 76–84 (2018)

13. Cho, K., van Merrienboer, B., Bahdanau, D., Bengio, Y.: On the proper-
ties of neural machine translation: encoder-decoder approaches. arXiv preprint
arXiv:1409.1259 (2014)

14. http://www.statisticshowto.com/akaikes-information-criterion/
15. Wan, M.: An application research of column store MonetDB database on GWAC

large-scale astronomical data management. National Astronomical Observatories,
Chinese Academy of Sciences (2016)

http://arxiv.org/abs/1409.1259
http://www.statisticshowto.com/akaikes-information-criterion/


Application of Blockchain Technology in Data
Management: Advantages and Solutions

Liangming Wen1,2, Lili Zhang1, and Jianhui Li1(&)

1 Computer Network Information Center, Chinese Academy of Sciences,
Beijing 100190, People’s Republic of China

lijh@cnic.cn
2 University of Chinese Academy of Sciences, Beijing 100049,

People’s Republic of China

Abstract. Blockchain is considered to be the key technology to lead the
transformation of Information Internet to Value Internet. More and more orga-
nizations are exploring the industry applications of blockchain, and how to
apply blockchain in data management has become one of the focuses of dis-
cussion. This article focuses on blockchain and provides a detailed analysis on
its core components, technologies and applications. Then, combs the problems
faced by data management in quality, security, sharing and so on, and analyzes
the application advantages of blockchain technology in data management, and
put forwards a data collaborative management model based on blockchain,
which has the characteristics of decentralization, collective maintenance, auto-
matic execution, and non-tamperable. The model covers user authentication,
data verification, data logging, data sharing and other processes, and is equipped
with a data management incentive system, which can achieve convenient, secure
and fast data management. Applying blockchain technology to data manage-
ment can further improve the effectiveness of data management and improve the
quality of data, and create a positive data sharing environment.

Keywords: Blockchain � Data management � Smart contracts �
Consensus mechanism � Data sharing

1 Introduction

At present, global technological innovation has entered the era of “Fourth Paradigm”
driven by big data. Data resources have become one of the leading forces to reshape the
world. With the data, we have mastered the resources and initiative of development [1].
Although the data contains great value and has tremendous potential impact on busi-
nesses and societies, it also encounters many problems in the process of utilization,
such as scattered data distribution, low data utilization, increased data waste, and
frequent data leakage. Under the big data environment, data application innovation and
risk avoidance, data sharing and privacy protection have become the important topics
in the current data management field. Building an effective data management model
and optimizing data management processes has become a hot spot for researchers [2].
The concept of data management also came into being. Data management is a general
term for the process of creating, collecting, organizing, storing, and applying data
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resources, covering almost the entire life cycle of data. Through data management, the
conflicts of interest between different groups are balanced, the application needs of all
groups are met, and efficient and reliable data management strategies are proposed,
which helps to maximize the value of data resources.

The blockchain technology has received interests in recent years, it is originating
from Bitcoin and has made it have the characteristics of collective consensus main-
tenance, decentralization, de-trust, non-tamperable, security and reliability by adopting
distributed consensus mechanism, chain block structure, asymmetric encryption algo-
rithm and so on [3], and it has been applied in digital bill verification, supply chain
management, food data traceability, intellectual property protection, cross-border trade,
etc. Blockchain technology provides a major paradigm shift in business process opti-
mization, data exchange and interoperability in related industries [4], and also provides
a new path for data management [5]. The purpose of this paper is to analyze the main
problems existing in data management and the key technologies that make up the
blockchain, trying to answer the question of how to use of the advantages of blockchain
technology to make up for the shortcomings of data management.

This article focuses on the technical aspects of blockchain and their potential
benefits to data management. The remainder of this article is organized as follows.
Section 2 introduces the concept and development process of blockchain technology.
Section 3 Draws various difficulties in data management in terms of quality, security
and sharing. Section 4 discusses the application advantages of blockchain technology
in data management. Section 5 provides a blockchain-based data collaborative man-
agement scheme. Finally, Sect. 6 concludes the article.

2 Blockchain Technology Overview

The earliest known description of the blockchain is the article “Bitcoin: a peer-to-peer
electronic cash system” written by Satoshi Nakamoto, in which an electronic payment
system that does not require a credit intermediary is proposed. This system solves the
double payment problem [6]. At present, the definition of blockchain can be divided into
two types: Broadly speaking, blockchain is a decentralized infrastructure and distributed
computing paradigm [7], which uses distributed node consensus algorithm to generate
and update data, and uses encrypted chain block structure to verify and store data, and
use smart contracts to edit and manipulate data. Narrowly speaking, blockchain is a
decentralized shared ledger [8], which combines the blocks into a specific structure in a
chronological order, and cryptographically ensures that the data cannot be falsified and
forged. In summary, the blockchain contains three basic concepts: transactions, blocks,
and chains. The transaction is the operation of the book, the block is all the transactions
and status records that occur within a certain period of time, and the chain is the log
record of the blocks in series according to the order of the transactions. The essence is
that the asymmetric encryption algorithm, the consensus mechanism, distributed tech-
nologies such as distributed storage are integrated into a distributed database system,
and all nodes work together to ensure the normal operation of the system [9].

From the perspective of blockchain technology development, the application of
blockchain has gone through three stages [10]. (1) Blockchain 1.0 era, the programmable
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digital currency represented by bitcoin is the initial application field of the blockchain,
and is mainly used for transaction record certification. (2) Blockchain 2.0 era, the
blockchain is gradually applied to programmable digital assets and smart contracts, and
its decentralized and non-tamperable value is reflected. (3) Blockchain 3.0 era, block-
chain autonomous organizations and autonomous companies emerged, blockchains
+medical, energy, education, etc., humans entered the programmable society. From the
perspective of data analysis, Chen and Zheng [11] believe that the structure of the
blockchain can be described as three horizontal and one vertical, three horizontal rep-
resent the three development stages of the blockchain, and one vertical represents the
supporting operation environment of the blockchain - P2P distributed network. At
present, it is generally believed that blockchain technology is in the early stage of the 3.0
era, and it can be found from its application in information traceability and network
security. What needs to be stated is that the above stages are parallel rather than evo-
lutionary development [12]. On the one hand, application scenarios such as digital
currency and digital finance are far from mature, and there is still a long way to go before
the vision of global trade integration. On the other hand, the “blockchain+” all kinds of
production and life applications are actually integrated with various technologies such as
the Internet of Things (IoT) and Artificial Intelligence (AI), and its implementation is
still inseparable from the support of digital currency, smart contracts and so on.

3 Difficulties in Data Management

3.1 Low Data Quality

Data quality plays an important role in guiding decision support, process management,
and collaborative needs. High-quality data can provide reliable and accurate services
[13], but low-quality data will not only cost extra costs but also mean bad business
decisions. Therefore, the timeliness, accuracy, completeness, consistency, etc. of the
data must be guaranteed [14, 15]. However, in the process of data production and
dissemination, the data is not credible due to various factors. Such as the lack of unified
data management standards, the deviation in the understanding of the data by various
groups [16], and the independence of the process of data collection, processing, stor-
age, remittance, and evaluation, etc., resulting in poor data consistency, difficult to use
for analysis and application. In addition, due to the loose regulatory mechanism and the
lack of practical verification methods, the data collection process is prone to privately
forged, falsified and distorted data, and the data set is heavily doped with useless data,
resulting in extremely low data reliability and reduced data accuracy and integrity. In
addition, due to the limitations of data acquisition technology, the latest data is not
collected, or the collected data is not disclosed in time, for the meteorological, trans-
portation and other industries, the data has lost its timeliness.

3.2 Data Security Is Threatened

The future world will realize the “Internet of Everything”. This kind of strong con-
nection also brings people’s concerns about data security while facilitating human
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production and life. Data security issues are mainly reflected in data storage security
and personal privacy. Regardless of whether people are willing or not, human data
footprints can be recorded almost everywhere, and personal data is always collected
and used inadvertently. The so-called “privacy” has become public and transparent, and
once this data is leaked, it will cause huge privacy risks. The far-reaching influential
events was the US “Prism Project” (PRISM), which was exposed in June 2013, and in
March 2018, Facebook was exposed with more than 50 million user information
leaked. In addition, big data processing technology emphasizes the relevance of data,
so that information fragments that seem chaotic and disorderly can extract valuable
information with the help of data mining. In order to solve the data security problem,
the United States released “The Federal Big Data Research and Development Strategic
Plan” in May 2016, China also passed the “Network Security Law of the People’s
Republic of China” in November 2016, and the “General Data Protection Regulations”
(GDPR), which came into effect in May 2018 by EU, gave the data subject the right to
know, access, objection, personal data portability and forgotten [17].

3.3 Data Is not Shared

Open and sharing data can produce greater application value, and there are two reasons to
explain this conclusion [18]. Firstly, modern scientific practice requires repeatability of
experimental results. Secondly, the distribution of data sources between “Big Science”
projects is scattered and they need to be shared with each other. The real world data is
mostly stored by various departments, and the degree of data interconnection and open
sharing is limited. It is mainly manifested in the copyright infringement caused by the
uneven distribution of data and the ambiguity of data rights due to lack of incentive
mechanism. Due to the lack of incentives, there is no atmosphere for sharing data
between organizations and data owners are not motivated to share data. Low data sharing
raises the “Data Gap” problem. Organizations or individuals in the core frontier are more
likely to generate, acquire, and use data, while most ordinary users can obtain not only a
small amount of data but also relatively lower quality data. In addition, all kinds of data
such as personal social media behavior data, smart wearable device data, navigation
software data, etc., should be owned by individuals or information service providers? Do
telecommunications, finance, medical and other institutions have the right to save and
use public data? Due to the ambiguity of ownership, some problems have arisen: On the
one hand, the benefits generated by the use of data are difficult to distribute. On the other
hand, not only the awareness of data owners to protect their own data copyright is weak,
but also the awareness of data users to respect the copyright of others’ data is weak.

4 Application Advantages of Blockchain Technology in Data
Management

4.1 Decentralization Allows All Nodes to Participation

For a long time, almost all internet applications have adopted a centralized model, that
is, the application server is owned by a specific organization or individual, the data in
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the database can only be viewed and analyzed by internal personnel, which leads to
excessive dependence on the central node and information opacity. The fundamental
feature of the blockchain is decentralization, there is no top-down hierarchy or cen-
tralized organization in the system, instead, the peer-to-peer network is used to realize
the coordination and cooperation of the macro system [19]. This kind of organization
represents the evolution of the system structure from a fully centralized model to a
completely decentralized model, enabling strange nodes to achieve credible value
transmission without relying on third-party trusted institutions [20], and reflects the
technical characteristics of “equality and freedom” [21]. The public chain represented
by Bitcoin, Ethereum, etc., has no restrictions on the joining and exiting of nodes. All
nodes joining the blockchain jointly manage the data resources in the maintenance
chain, and can easily obtain the data and participate in the data authenticity proof.
Bitcoin, Ethereum and other public chains do not have any restrictions on the joining
and exiting of nodes. All nodes joining the blockchain jointly manage the data
resources in the maintenance chain, and can easily obtain the data and participate in the
proof of data authenticity.

4.2 Blocks and Chain Structure Supports Data Traceability

In order to achieve data immutability, the blockchain adopts a chain structure in blocks
[22], as shown in Fig. 1. A block contains of the block header and the block body: the
block header encapsulated a lot of information, such as the current block version,
Merkle Root, time stamp, difficulty value (nBits), random number (Nonce), and parent
block signature value (Parent Block Hash) (see Table 1 for details). All the transaction
information in the current block is stored in the block body and the transaction is not
only a means to change the blockchain data but also a data base of the blockchain.

Fig. 1. Data structure of blockchain.
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Transactions within the block are organized by the Merkle tree [24]. Taking the
Bitcoin system as an example, when a transaction occurs, the nodes queue the trans-
actions according to the transaction time order, and obtain the hash value of each
transaction through Hash operation, and splice different hash values to calculate the
new hash value again, which is continuously from bottom to bottom and the Merkle
Root is obtained by splicing the Hash operation. Merkle Root represents all transaction
information for a period of time and can be regarded as the signature of the entire tree.
When any change occurs in the transaction, the Merkle Root obtained by repeating the
above operation must be different from the previous value. So as long as Merkle Root
is retained, it can be verified whether each transaction has been tampered with [25].
When the node receives the transaction information sent by the system, it first verifies
the legality of the transaction. Only when the transaction meets certain verification
requirements can the verification be passed. The legitimate transaction is broadcasted to
the neighboring node and stored locally, and the illegal transaction is direct rejected
[26]. The successor block wants to establish contact with the leading block, must obtain
the legal Nonce and pass the verification, and the subsequent block records the Parent
Block Hash and joins the chain. As the block continues to increase, a data structure
chain is formed from the ordered links. The information contained in the chain is
continuously confirmed and locked. To tamper with a transaction, all blocks after the
transaction must be calculated, and the chain after recalculation is accepted by other
nodes, and to do this requires the tamper to have more than 51% of the system’s
computing power. Thus, a complete blockchain stores the history information of all
nodes. As long as the version number of the last block is saved, it can be verified
whether each transaction has been tampered with.

4.3 Encryption Algorithm Guarantees Data Security

In order to prevent the data transmission process from being attacked, the blockchain
uses an encryption system to ensure data security. A typical encryption system gen-
erally includes encryption and decryption keys, encryption and decryption algorithms,
ciphertext, plaintext and other elements. A basic encryption and decryption process is
shown in Fig. 2.

Table 1. Structure of block header.

Information Information description

Block Version Current block version number, storage related protocol for the block
system

Merkle Root The hash value of all the transaction in the block
Time Stamp Block generation time
nBits The target threshold to be solved for generating the block
Nonce Current proven algorithm solution
Parent Block
Hash

The hash of the previous block, which records all transactions in the
block
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In the encryption process, the plaintext is encrypted by the encryption key and the
encryption algorithm to obtain the ciphertext; during the decryption process, the
ciphertext is decrypted by the decryption key and the decryption algorithm to obtain the
plaintext. According to whether the keys used are the same, the encryption process can
be divided into Symmetric Cryptography and Asymmetric Cryptography. Symmetric
encryption’s keys are the same, Asymmetric encryption’s keys are different, and
blockchain systems mostly use Asymmetric encryption algorithm. The asymmetric
encryption algorithm uses private key and public key two keys [27]. The private key is
generally generated by a random algorithm, and the public key is generated by a private
key. Each node in the system has a unique key, the public key is broadcast to the entire
network, and the private key is saved by the node. In the transaction, if the node uses
the private key to sign and encrypt the data, other nodes need to use the public key to
decrypt the data to confirm the authenticity of the data source. Similarly, if the public
key is used for encryption, the private key needs to be used for decryption. The security
of asymmetric cryptographic algorithms relies on complex mathematical problems such
as large-scale factorization, discrete logarithms, and elliptic curves to ensure, the
representative algorithms include RSA, Diffie-Hellman, ElGamal, Elliptic Curve
Cryptography (ECC), ShangMi 2, etc. On the basis of asymmetric encryption, digital
signature technology is also derived to verify the integrity of data content and confirm
the data source [28]. The digital signature algorithms used in common scenes include
Digital Signature Algorithm (DSA), Elliptic Curve Digital Signature Algorithm
(ECDSA), etc. The digital signature algorithms for special scenes include Blind Sig-
nature (BS), Multiple Signature (MS), Group Signature (GS), Ring Signature (RS) and
so on.

4.4 Smart Contracts for Automatic Verification

Smart sontracts were originally defined as a set of commitments defined in digital form
and agreements by contract participants to implement these commitments [29]. The
emergence of blockchain technology redefines and implements smart contracts. As a
core element of the contract layer in the blockchain infrastructure, smart contracts can
be embedded in any tangible or intangible asset transaction to form software-defined
systems and assets that can automatically process data and store delivery values. In
essence, a intelligent contract is a set of event-driven programmatic rules and logic. It is

Fig. 2. Encryption and decryption processes.
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a program code that can be automatically executed by technical means [30]. Its
operating mechanism is shown in Fig. 3 [12].

Smart contracts define trading logic and rules for accessing data. Usually, spe-
cialized programmatic rules and logics are set for specific scenarios that are attached to
the transaction data in the form of program code after being signed by the parties
involved. After the program code is propagated throughout the network and verified by
the system, it is compiled into an opcode stored in the blockchain and given a storage
address. The external application must call the intelligent contract and execute the
transaction and access the data according to the contract rules. Similar to the trigger in
the data management system, when the preset condition is reached, the entire network
node automatically executes the opcode and writes the execution result to the block-
chain. But unlike triggers, smart contracts and all their processing results are stored in
the blockchain and synchronized across all nodes in the system to ensure that all nodes
see the same smart contracts. In order to prevent the entire blockchain system from
being attacked by vulnerabilities and malicious code, smart contracts run in isolated
sandbox environments rather than directly on blockchain nodes, between contracts and
contracts, contracts and main chain systems, the sandbox environment is effectively
isolated. Since the intelligent contract is a piece of program code, once it is started, it
will be automatically executed and cannot be intervened. It achieves the goal of “Code
is Law”, which can effectively guarantees the fairness and security of the data.

4.5 Consensus Mechanism Ensures Data Consistency

In a distributed system, if there is a delay between different nodes, the communication
network will be interrupted, and even malicious nodes falsify information, which
seriously affects the consistency of the replica data in the system. In order to solve this
Byzantine Fault-Tolerant (BFT) problem caused by the participation of multiple nodes,
the blockchain adopts a consensus mechanism to ensure that all nodes in the system can
participate in the production and verification process of the data block. The consensus
algorithm is used to filter the specific node to exercise the accounting power, and the

Fig. 3. Rationale of smart contracts.
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newly generated block must be verified by most nodes before it can be written into the
ledger. A complete consensus process can be divided into four stages [31]: Leader
Election - Block Generation - Data Validation - Chain Updation. The basic process is
shown in Fig. 4.

After receiving the verified transaction data generated by the nodes in the block-
chain network. Firstly, the accounting node needs to be selected from all the transaction
nodes (i.e., Leader Election). Secondly, the accounting node packages the transaction
data into the block and broadcasts to all nodes, and the Block Generation operation is
completed. Then, other transaction nodes except the accounting node verify the
transaction data received by the broadcast (i.e., Data Validation). After the data is
verified, the accounting node adds the encapsulated data block to the chain, and the
Chain Updation operation is completed.

As the core algorithm supporting the consensus process, the consensus mechanism
is also constantly improving along with the development of various blockchain plat-
forms. The current three mainstream consensus mechanisms are Proof of Work (PoW),
Proof of Stake (PoS) and the Delegated Proof of Stake (DPoS). Bitcoin is the first to
apply PoW, and each node competes to solve a complex mathematical problem based
on its own computing resources, the fastest problem solving node will get block
accounting rights or rewards [32]. One of the disadvantages of PoW is that it wastes a
lot of computing power. The PoS used by Peerchain (PPC) solves this pain point [33].
PoS realizes the rights allocation based on the equity stock. The node with the highest
interest in the system will get the block accounting right. The interest is determined by
the coin age, which is the product of the specific amount of coins and its holding time.
The less the age of the currency, the more difficult it is to calculate. Different from the
above two, Bitshares adopts DPoS similar to “board decision”, that is, each node in the
system can authorize the shares held by it to a representative, and the first few nodes
that obtain the most authorized votes and are willing to be represented will enter the
“Board of Directors” and in turn to carry out the operations of package settlement,
signing and generating new blocks, etc., and the authorized node can get rewards from
the transaction [34]. These mechanisms describe the process by which multiple nodes
in a distributed system agree on a proposal.

Fig. 4. Consensus processes of blockchain.
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5 Blockchain-Based Data Management Scheme

5.1 Data Collaborative Management Model

The Data Management Association International (DAMA) defines data management as
the ability to plan, control, and deliver data assets [35]. Combined with the previous
summary and summary of data management problems, this article constructs a data
collaboration management framework based on blockchain from the perspective of
data record storage, data open sharing and data security, as shown in Fig. 5.

The general structure of the model consists of core technology components, user
management components, data processing components and blockchain components,
and mainly involving user authentication, data validation, data logging, data access and
other processes. Based on the management model, data lifecycle management can be
realized, ensuring the safe, reliable and effective sharing of data, and ultimately achieve
the management goals of strategic consistency, risk controllable, operational compli-
ance and value realization [36].

5.2 User Authentication Process

The blockchain adopts a decentralized concept that allows full participation. In order to
better manage users, this article designs a user authentication process, which is carried
out outside the system chain, mainly including identity authentication module, rights
management module and supervision management module, which is responsible for
verifying user identity, supervising user behavior, managing credit scores, and so on.
The node becomes a registered user through identity verification, and the registered
user becomes a candidate node through identity authentication. The registered user and
the candidate node can participate in the subsequent data processing process. The
specific authentication process is as follows:

Fig. 5. Data collaborative management model based on blockchain.
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Step 1. The user fills in the registration information and submits the registration
application, and the system calls the identity verification module to verify the regis-
tration information.
Step 2. The rights management module gives feedback the permission status to the user
node.
Step 3. The supervisory management module feeds back the supervisory information to
the user node.
Step 4. Users participate in data management activities by calling smart contracts.

In the Step 1, if it is already a registered user, the system returns to the “registered”
state. If it is not already registered, the registration operation is performed and the
operation is completed and returns to the “registration success” state. If the submission
information is incomplete, the “registration failure” is returned. The registered user can
continue to apply for identity authentication to become a candidate node and a
supervisory node. In the Step 2, different types of users have different permissions, the
registered user has the lowest authority, the supervisory node has the highest authority,
and the authority of the candidate node is in an intermediate state. In the Step 3, the
supervisory information refers to the current violations and security of the node. Only
after completing the above authentication steps can each node join the system and
participate in data management. Adhering to the concept of openness, users can log out
of the system at any time, and don’t need to apply for registration when logging in
again, directly enter with the registered account and password.

5.3 Data Validation Process

Since the system consists of many nodes. On the one hand, the quality of the data
uploaded by each node is uneven. On the other hand, some nodes may deliberately
upload a large amount of low-quality data in order to obtain the points. Therefore, it is
necessary to verify the data when the user submits the data, which is both the need to
ensure the quality of the data and the legal rights of other nodes.

The original block data in the system is classified according to certain standard-
ization rules, and different types of data form a data standard library. When new data is
uploaded, the intelligent contract calls the standard library to verify the data, and
verification results can be divided into several cases as shown in Table 2.

The repeated, analogous, defective, invalid data are regarded as the illegal data.
This kind of data is not allowed to join the block system. The system will informs the

Table 2. Data verification result type.

Data verification result Applicable conditions

Repeated Fully consistent data already exists in the data standard library
Analogous Similar data already exists in the data standard library
Defective Incomplete data semantics
Invalid Data is meaningless
Compliant Complete data semantics, no repetition, non-similar and meaningful
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user of the verification results and give suggestions for modification. After the modi-
fication is completed, it can be re-uploaded and verified. Compliant data can be directly
added to the system and automatically added to the type standard library by smart
contracts. Such data can also be divided into different levels of excellent, good,
qualified, etc., and each level corresponds to different reward rules.

The data verification process is of great significance to data management On the
one hand, it can control the data quality from the source, and prevent low-quality data
from entering the system. On the other hand, it can build a constantly updated data
standard library, and provide reference for rights management and access sharing.

5.4 Data Recording Process

Hierarchical architecture or excessive reliance on central nodes can result in poor
information transfer and information distortion. The decentralized thinking and con-
sensus mechanism of the blockchain enables all participating nodes to be supervised
while ensuring more users’ participation, thus ensuring data consistency. The verified
data recording process is as follows:

Step 1. The candidate node encrypts the collected data with a public key and sends an
upload request to the data record node.
Step 2. The record node performs public key verification, confirms the permissions of
the candidate node, and responds to the upload request.
Step 3. The candidate node signs the data digest with the private key and encrypts the
data again with the public key.
Step 4. The record node decrypts the data with the private key, unlocks the signature
with the public key, and compares the data digest with the data hash value. After the
verification is passed, the data digest and the signature of the candidate node are
recorded in the block and the encrypted data is stored in the database.
Step 5. After a period of time (10 min or less), the recording node calculates the Merkle
root value in the block and randomly broadcasts the block to the entire network.
Step 6. The supervised node and the candidate node check the block information, and
after the verification is passed, the value record node sends the confirmation
information.
Step 7. The recording node records the newly generated block into the blockchain, and
the data recording operation is completed.

Each data record contains metadata, public keys, and data digests, where the
metadata stores descriptive information about the data, the public key is used to con-
firm the identity and permissions of the uploading node, and the data digest is used to
verify data integrity and index data.

5.5 Data Sharing Process

The traditional data sharing process is limited by trust and authority. It requires a lot of
resources for data verification and permission review, which seriously affects the
transmission of data value. The asymmetric encryption algorithm not only solves the
trust problem between nodes, but also ensures the security of the data transmission
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process. The blockchain-based data sharing process is directly performed between the
two parties, and does not require the participation of third-party nodes. The specific
process is as follows:

Step 1. The data sender encrypts the data with a public key and generates a data
ciphertext.
Step 2. The data sender hashes the data to obtain a data digest, and the data digest is
signed with the private key.
Step 3. The data sender sends the data ciphertext and the digital signature to the data
receiver.
Step 4. The data receiver decrypts the digital signature with the public key to obtain a
data digest, and verifies the identity of the data sender.
Step 5. The data receiver decrypts the data ciphertext with the private key to obtain the
original data.
Step 6. The data receiver obtains the data digest again through hash calculation, and
compares the two data digests to verify the data integrity.
Step 7. The data verification is passed, and the transaction information is recognized
and recorded in the block; if the data verification fails, return to the first step.

In the sharing process, the public key of each data record bears the task of data
determination, such as data authenticity verification, upload node selection, data rights
division, etc., all relying on public key information verification, which is not only
beneficial for finding data objects but also good for the pursuit of false data.

5.6 Data Management Incentive System

The higher the enthusiasm of nodes participating in data management activities, the
higher the level of data management. Setting up an incentive system can creates a good
atmosphere for data management. Therefore, digital currency can be issued in the
system - data coin, the amount of datacoin can be used as a reference for the allocation
of rights. The specific issuance rules for datacoin are shown in Table 3.

Table 3. Datacoin issuance rules.

User behavior Datacoin increase and decrease rules

Registration & certification The system rewards the user with datacoin
Browse data The data viewer’s datacoin is not increased

or decreased
Use data The data user’s datacoin is deducted, and

the data provider’s datacoin is decreased
Upload illegal data The data uploader’s datacoin is decreased
Upload compliance data The data uploader’s datacoin is deducted
The block of the data record node signature is
correct

The data record node’s datacoin is
decreased

(continued)
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If a node makes a positive contribution to the system, it will be rewarded. If the
node makes a bad behavior, it will be punished. Only the datacoin increase and
decrease rules are given in Table 3, but the specific increase or decrease needs to be
determined by the application scenario. As the basis of credit and contribution, the
datacoin will affect the scope of authority of each participating node in the system. In
order to obtain more permissions, each node will actively participate in the system-
wide data management behavior. Therefore, on the one hand, the incentive system
improves the enthusiasm of each node in the system to upload and verify data, and on
the other hand ensures the authenticity of the system data.

6 Discussion and Conclusion

In the era of big data, data management is faced with many problems such as low data
quality, threatened data security, and difficulty in data sharing. The reasonable and
effective management of data resources will promote the maximization of data value.
Blockchain technology is consistent with the real-world needs of data management due
to its decentralization, traceability, anti-attack, automatic verification, and data con-
sistency. It has great application potential in the new data management environment.
Based on blockchain technology and data management theory, this article designs a
blockchain-based data management scheme, which involves the core technology of
blockchain, such as chain structure and encryption algorithm, smart contracts, con-
sensus mechanisms, etc. The management solution proposed in this paper includes a
data collaborative management model and a corresponding set of management pro-
cesses and systems, aiming to improve the effectiveness of data management and
improve data quality, and create a positive data sharing environment.
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Table 3. (continued)

User behavior Datacoin increase and decrease rules

There is an error in the block signed by the
data record node

The data record node’s datacoin is
deducted, and the data supervise node’s
datacoin is decreased

Result verification between data supervise
node and the candidate node is correct

Both the data supervise node and the data
record node’s datacoin is decreased

There is a difference in the result check
between the data supervise node and the
candidate node

The majority result node’s datacoin is
deducted, and minority result node’s
datacoin is decreased
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Abstract. With the development of technology, more and more data
have been accumulated. Utilization of data can benefit many applica-
tions, such as facilitate human daily life, promote scientific research, and
expedite event detection etc. How to share data within a certain group
or a specific person securely and effectively has become a hot research
topic. Meanwhile, many distributed technologies have appeared with the
triggering of many centralized cloud web services. Thus, we propose a
block-chain based data sharing framework with IPFS (https://ipfs.io/),
Ethereum (https://www.ethereum.org/) and uPort (https://www.uport.
me/). As a result of this design, the system could store data in IPFS sys-
tem and control sensitive data by block-chain, and the authentication
can be managed by the uPort ID system. Finally, we evaluate the effec-
tiveness by a case study.

Keywords: Decentralized system · Blockchain · Data sharing

1 Introduction

Enormous and various data are accumulated by different individuals and orga-
nizations [17] from different devices in different application scenarios every day.
Meanwhile, there is no one application could exist without any other appli-
cations, that is, one application is often related to one or more applications.
Similarly, application optimization with utilizing its own dataset often can not
get the best effect. Thus, data sharing is critical in data utilizations [3], such as
data statistics, data mining and machine learning.

Many centralized systems have been built to provide data sharing service.
Specifically, the users could upload their datasets into the centralized server
and download the others’ datasets from the centralized server. All options are
set to rely on the centralized server, including registering, searching, uploading,
downloading.

On the decentralized scheme, some people have done some interesting and
useful work [2,7,20,21]. Especially, the technologies about blockchain have been
developed continuously and well known since the appearance of Bit Coin. There
c© Springer Nature Switzerland AG 2019
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are more and more concerns on these technologies, focusing on governance, secu-
rity, and privacy, etc.

Traditional data sharing systems, as previously mentioned, could satisfy the
requirements when the volume of datasets and number of users are limited. With
the explosive growth of data, it is necessary to find a secure, efficient and effective
way to build a data sharing system.

Decentralized storage system have been proposed to protect personal
data [25]. And some P2P distributed systems have been constructed to share
data [18].

However, most of the previous work, including the centralized data sharing
systems and the traditional P2P distributed systems, have some disadvantages.
For example, the centralized data sharing systems often get the less efficiency
compared with the decentralized ones because of all the options are depended on
the central server. The traditional P2P data sharing systems often cause disorga-
nized managements and insecure environments. Thus, to address the weaknesses
of Risk Resistance Capacity, User Privacy Policy and Data Transmis-
sion Efficiency in traditional data sharing systems, we propose a block-chain
based data sharing framework with the new decentralized technologies, IPFS
and uPort, to provide securely, efficiently and effectively distributed data shar-
ing services.

2 Related Works

This paper is related to the following categories of prior work: data sharing and
the application of blockchain in various fields.

Data sharing. Data sharing has been put forward at least from 1980s [10].
There was a discussion about whether the researchers should share their pre-
liminary results in [16]. Data sharing is a complex issue with multiple technical,
social, financial and legal facets [11]. And in [11], the authors analyzed the NIH
(National Institutes of Health) policy statement and data sharing models to
ensure the data sharing is effective and rewarding. Fecher et al. focused on the
academic data sharing and wanted to provide evidence for science policies and
research data infrastructure [9].

There are two models to share data, central database resources sharing sys-
tem and peer-to-peer exchange. On central database resources sharing system,
every user should access the central server to get the data. More specifically, a
person who wants to share data through a centralized system should register
on the system to have a user ID, then he/she could upload, download dataset
through the central database. [14] focused on discussion on the Archaeological
Markup Language (ArchaeoML) and explored approaches to data sharing and
data integration which could be used to organize archaeological information. On
peer-to-peer exchange situation, the individuals could exchange the local data
offline. What’s more, we can construct a peer-to-peer network and then share the
datasets through the system [15]. For example, in the work [8], the authors pro-
posed future directions for research on P2P systems, and they illustrated some
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of the trade-offs at the heart of search and security problems in P2P data shar-
ing systems. In [18], the authors designed a peer-to-peer data sharing system.
They also implemented and evaluated the PeerDB on a computer cluster. The
results showed that PeerDB is efficient. In the work [13], the authors proposed
a novel P2P-based MCS(Mobile crowdsensing) architecture, where the sensing
data was saved and processed in user devices locally and shared among users in
a P2P manner. Then they analyzed the user behavior dynamically and proposed
iterative algorithms that were guaranteed to converge to the game equilibrium.

Application with Blockchain. There are many applications in various
domains based on blockchain, such as Bitcoin in economic field, voting sys-
tem [22] in political field and energy supply in resource field, etc.

Decentralized personal data management system was designed in [25]. By
using this system, the users could own and control their data. Furthermore, the
authors implemented a protocol which made a blockchain work as an automated
access-control manager that did not need trust in a third party. In work [19],
the authors constructed a framework for cross-domain image sharing based on
blockchain. In their framework, the blockchain worked as a distributed data
store to establish a ledger of radiological studies and patient-defined access per-
missions. In the work [1], the authors designed a data sharing framework for
electronic health record using ethereum-based blockchain technology.

As mentioned above, the traditional data sharing systems are centralized.
The efficiency is limited. The peer-to-peer data sharing system is lack of a kind
of effective authorization to manage the datasets. Thus, we propose a blockchain
based framework with IPFS and uPort to provide safe and efficient data sharing
services.

3 Decentralized Technologies

Distributed technologies have influenced human life in various aspects. For exam-
ple, from the users’ perspective, Twitter1 is a peer-to-peer alternative social
network operating on a decentralized framework, on which users could deliver
information and get others’ messages; Massive Online Open Courses (MOOCS)
is a decentralizing education service system, from which everyone could become
accessible to college; And peer-to-peer payment networks have been constructed
with online payment framework, such as VenMo and Alipay. Furthermore, the
decentralized technologies are more likely to be the Blockchain, Ethereum IPFS
and uPort, etc.

Blockchain. A blockchain is a set of records which are called blocks. Given
a specific blockchain, each block contains three parts, a cryptographic hash of
previous block, a timestamp the block generates and the transaction data. In
general, a public blockchain does not have any access restriction. Thus, many
algorithms have been used to secure the blockchains, such as Proof of Work
(PoW), Proof of Stake (PoS) and the Delegated Proof of Stake (DPoS). For
1 https://twitter.com/.

https://twitter.com/
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example, bitcoin uses a proof-of-work system to create the next block, and EOS2

uses a proof-of-state to create the next block.

Ethereum. Ethereum [6] is a decentralized platform which can run smart con-
tracts, and smart contracts are the kernel technologies of blockchain. Smart
contracts could be authored so that algorithmically specify and autonomously
enforce rules of interaction through Ethereum [24]. Many tools could be used
to develop smart contracts, such as Truffle3 and Remix4. Many decentralized
applications could be programmed without third-party interference.

IPFS. IPFS [4] is a peer-to-peer distributed file system that seeks to connect
all computing devices with the same system of files. That is, a terminal could
be a client and a server at the same time. IPFS takes advantage of the same
peer-to-peer file-sharing capabilities of BitTorrent, and has more expanded func-
tionality [23]. In the framework, we can create an instance for each user, encode
the data into JSON format, and put the JSON code into IPFS and generate
IPFS hash code.

uPort. uPort is an interoperable identity network for a secure, private, decen-
tralized web. Furthermore, uPort is a decentralized infrastructure for claiming
identities and receiving verification from other parties in the network [12]. uPort
could help us solve the unique identity for each user [5]. Figure 1 shows the
interface of uPort application. First, each user should install the uPort app on
mobile devices and register through a Dapp. Then, each user can interact with
the ethereum network (such as rinkeby net) by the unique ID generated by uPort.

4 Framework Overview

Figure 2 shows the framework overview of the system. Given a specific user, the
general operation steps are as follows.

Register uPort. Firstly, each user log in the uPort system to get an unique
user ID in the decentralized network. Every user can manage his/her Dapp and
ethers, and the user can broadcast his/her public key into the network.

Scan QR Code. Then, a centralized web sever should be constructed in
order to manage the users’ requests. When the sever receives a request to
upload/download a specific dataset, the sever can show a QR code on the screen
of the user’s device who sends the request.

Authorize Transaction. Once the user scan the QR code through uPort sys-
tem, the user needs to conduct a confirm operation which is an authorization of
a transaction to make the request execute successfully.

2 https://eos.io/.
3 https://truffleframework.com/.
4 http://remix.ethereum.org/.

https://eos.io/
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Fig. 1. Example of uPort interface.

 Server

Data

IPFS GETH

Public key

Dapp

IPFS Hash

Others

User

Fig. 2. Framework overview of secure data sharing system.

Execute Operation. If the operation is uploading, the system will charge some
ether from the user’s account, store the dataset into IPFS and link the generated
hash code with the filename, and finally the IPFS’s hash code will be stored in
Ethereum. If the operation is downloading, the system will charge some ether
from the user’s account and return the hash-code of store in the IPFS system
with a secure way. Then the user can download the data from the decentralized
network.
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(a) Web interface and the QR code for Uport. (b) A mobile phone in-
terface for Uport.

Fig. 3. Interface of the simple case.

(a) Example of internal transactions of a
transaction

(b) Example of event logs of a transaction

Fig. 4. Schematic diagram of a transaction on Rinkeby net.

5 Case Study

We further use a case to illustrate the effectiveness of this framework. In the
framework, users can use the IPFS to store data and use the uPort system to
authorize a transaction to be performed. Figure 3 shows the interface of a simple
case. When we start the web service, we can upload the test data into the IPFS
system, and get a hash code which is the first red string in Fig. 3. When we want
to execute a transaction, we can input some information in the “input field”
which is circled by a blue rectangle, then we should click the green button and
we can see a QR code. Once we scan the QR code in the web page by the uPort
system, we can get the information on the mobile as shown in Fig. 3(b).
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If the user approve the transaction from the interface of uPort system, the
transaction will be processed on Ethernet. As Fig. 4 shows, the transaction infor-
mation can be seen on the website, such as internal transactions and event logs.
And with the control of smart contract, the server can find the hash code of a
specific dataset in the IPFS system, then the users could get the dataset in a
secure way.

6 Conclusion

In this paper, we try to find a solution to share data securely and effectively
in a peer-to-peer network. Specifically, we use the IPFS system to store data,
manage the sensitive data by Ethereum, and verify authority through uPort
system. With our design, the system can ensure the data transfer safely and
each user can upload/download data through a decentralized system. Finally,
we evaluate the effectiveness with a case study.

However, there are much work which could be improved. For example, in
this framework, we still construct a centralized web service to manage the users’
requests, that is, the framework is not an absolutely decentralized structure.
Moreover, we only use a simple case study to test the effectiveness of our pro-
posed framework, and more real data sharing experiments cloud be added in
the future. Thus, we would follow these available improve-points to continue our
work in the future.
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Abstract. Identification and control of agricultural diseases and pests is
significant for improving agricultural yield. Food and Agriculture Orga-
nization of the United Nations reported that more than one-third of the
annual natural loss is caused by agricultural diseases and pests. Tradi-
tional artificial identification is not accurate enough since it relies on sub-
jective experience. In recent years, computer vision and machine learn-
ing, which require large-scale training samples, have been widely used
for crop disease image identification. Therefore, building large training
dataset and studying new classifier modeling methods are very impor-
tant. Accordingly, on the one hand, we have constructed an agricultural
disease image dataset which covers many research fields such as image
acquisition, segmentation, classification, marking, storage and modeling.
The dataset currently has about 15,000 high-quality agricultural disease
images, including field crops such as rice and wheat, fruits and vegetables
such as cucumber and grape, etc. And it will continue to grow. On the
other hand, with the support of this dataset, we investigated a disease
image identification method based on different kinds of transfer learn-
ing with deep convolutional neural network and achieved good results.
The paper has two contributions. First, the constructed agricultural dis-
ease image dataset provides valuable data resources for the research of
agricultural disease image identification. Secondly, the proposed disease
identification method based on transfer learning can provide reference for
disease diagnosis where the available labeled samples are still limited.

Keywords: Agricultural disease image dataset · Image identification ·
Transfer learning · Deep learning · Big data

1 Introduction

Agricultural disease is one of the important factors that affect agricultural yield
and food security [11,16]. Food and Agriculture Organization of the United
Nations reported that more than one-third of the annual natural loss is caused
by agricultural diseases and pests [3]. Due to the wide variety of agricultural dis-
eases, it is easy to misdiagnose by artificial observation and experience judgment.
So traditional artificial identification method is not accurate enough.
c© Springer Nature Switzerland AG 2019
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In recent years, computer vision and machine learning have been widely used
for agricultural disease image identification. Especially with the introduction and
application of deep learning method, some achievements have been made in the
filed of agricultural disease image identification. These machine learning based
methods usually require large-scale training samples to construct the classifica-
tion model. Unfortunately, due to the wide variety of crops and diseases, the
scale of available agricultural image resources is still too small to construct the
ideal disease identification models for most crops. Therefore, building large train-
ing dataset and studying new modeling methods for agricultural disease image
identification are very important.

Accordingly, in this paper, we introduce an agricultural disease image dataset
and propose some disease image identification methods based on different cate-
gory of kinds of transfer learning with deep convolutional neural networks. On
the one hand, we have built an agricultural disease image dataset which cov-
ers many research issues of agricultural disease image identification, such as
image acquisition, segmentation, classification, marking, storage and modeling.
The image dataset currently has about 15,000 high-quality agricultural disease
images, including field crops such as rice and wheat, fruits and vegetables such
as cucumber and grape, etc. And it will continue to grow. Especially different
from the existing agricultural disease graph resources which mostly contain only
3 to 5 typical symptom images [4,7], our dataset consists of the original image
data of the same kind of crop diseases with high resolution and high similarity,
containing hundreds or even thousands images of each disease, which can be used
as training samples for constructing the model of disease image identification.
On the other hand, using the image resources of this dataset, we investigated
some agricultural disease image identification methods, which combined differ-
ent transfer learning approaches with deep convolutional neural networks, and
achieved good results.

2 Agricultural Disease Image Dataset

2.1 Image Acquisition

All the images in this agricultural disease image dataset are captured by the
authors in the field or in the greenhouse of Anhui province. The collected disease
images are mainly under natural light conditions and required to meet certain
shooting conditions to ensure uniform light. The shooting angle is needed to
make the light path perpendicular to the plane of the crop organs as far as
possible. And the organ of crop captured occupies the central position of the
image. The image acquisition devices used in this paper are as follows:

– Canon digital SLR camera EOS 6D, with EF 17–40 mm f/4L USM lens and
EF 100 mm f/2.8L IS USM Macro lens.

– Canon digital camera EOS M6, with EF-M 28 mm f/3.5 IS STM Macro lens.
– SONY digital camera DSC-RX100M3.
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We use the best image quality and maximum resolution of each camera
(6000 * 4000 and 5472 * 3648 respectively) to capture images. The original format
of Canon digital cameras is RAW, which can be converted into JPG format by
using the Canon software Digital Photo Professional on computer. The SONY
digital camera is directly captured in JPG format. All cameras use the aperture
priority mode, where the aperture can be adjusted to make the depth of field
enough, in order to ensure that the captured crop organ is clearer in the image.

2.2 Sample Description

The dataset is managed in the form of image database. The first layer of image
data dictionary is stored as a data table in Microsoft SQL Server. Some examples
of the fields in this data table are shown in Table 1, where image path is an index
to the original image file stored on computer’s hard drive. Besides, some key
information such as shooting data, time, location, image size, etc. are already
contained in the EXIF (Exchangeable image file format) information of the image
file. Therefore, they are not repeated in the data table.

Table 1. Examples in the data table of database

Crop Organ Disease Image path Remark

Cucumber Leaf Powdery mildew huanggua\baifen\IMG1882.jpg Null

Cucumber Leaf Powdery mildew huanggua\baifen\IMG1883.jpg Null

Rice Leaf Rice blast shuidao\daowen\DSC18 2083.jpg Null

Rice Ear Rice false smut shuidao\daoqu\IMG17 5657.jpg Null

The second layer is the raw image data stored on the computer hard disk,
where the first-level folder is established according to the crop category and the
secondary folder is established according to the type of disease. Each file is a
single image, representing a disease sample. Figure 1 shows some samples of rice
blast stored on the hard disk.

Fig. 1. Image samples of rice blast
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There are two main ways to collect agricultural disease images in this study.
The first way is artificial inoculation by plant protection experts, that is, inocu-
lating pathogenic microorganisms on target crops to cause disease. In this way,
the captured images of target crops can completely guarantee the classification
accuracy of disease samples. The other way is to capture crop disease images at
various agricultural production bases. In this way, diseases are naturally occur-
ring. First, plant protection experts are needed to identify diseases in these
agricultural production bases. And then the disease images are further analyzed
and identified by other different plant protection experts to ensure the classifica-
tion accuracy of the captured images. In addition, the image acquisition work is
carried out by professional technicians engaged in image identification of agricul-
tural diseases in according to standard operating procedures and specifications.
And then the collected images are manually screened to eliminate the images
that do not meet the requirements. The above practices can ensure the quality
of our agricultural disease image dataset.

3 Disease Identification Based on Transfer Learning

3.1 From Traditional Methods to Transfer Learning

As mention above, in the past few years, with the adoption of computer vision
and machine learning, there has been a great progress in the study of agricul-
tural disease image identification. The most widely studied image classification
and identification methods include SVM (support vector machine) [12,17], dis-
criminant analysis [18] and KNN (K-nearest neighbors) [10,21], etc. Although
these machine learning traditional methods have made some achievements, they
are still subject to certain restrictions: First, the dataset used and handled in
these methods are small in scale, less than 300 images. Second, before construct-
ing a classification model, lesion image segmentation and feature extraction are
required. However, lesion image segmentation is always not easy for some kinds of
agricultural diseases and artificially defined low-level image features may not well
represent the characteristics of diseases. Therefore, existing traditional machine
learning methods are difficulty to get satisfactory results in agricultural disease
image identification.

With the development of machine learning technology, the deep learning
method has able to solve the modeling problem of big data. This method can be
used in the field of disease image identification without the complicated oper-
ations such as lesion image segmentation and feature extraction. However, the
current amount of data in some crop disease images is not enough to support
deep learning to build the ideal model. Therefore on the one hand, while building
agricultural disease image data resources, on the other hand, we also actively
study new modeling methods for small-scale data sets. The introduction of trans-
fer learning provides us with new ideas, which is used to improve a learner from
one domain by transferring information from a related domain [9,19]. According
to the form of transferred information, transfer learning can be categorized as
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instance-based, parameter-based, feature-based and so on. Considering the par-
ticularity of the study of agricultural disease image identification and the scale
of data resources, this paper investigated instance-based and parameter-based
transfer learning methods respectively.

3.2 Instance-Based Transfer Learning

Instance-based transfer learning is a kind of homogeneous transfer learning. A
common method used in this case is to re-weight the instances from the source
domain in order to correct the marginal distribution differences. Then these re-
weighted instances are directly used in the target domain for training model.
These re-weighting algorithms work best when the conditional distribution is
the same in both domains [2]. Inspired by this method, we attempt to train the
target disease image classification model by using other disease image dataset
with large amount of data, that is, using the agricultural disease image dataset
we have built. Our method mainly includes the following steps:

1. Image pre-processing, such as image compression, lesion segmentation, etc.
2. Instance-based transfer learning, consisting of weight adjustment of auxiliary

data and target data.
3. Training the final classification model.

In key step 2, based on the TrAdaBoost algorithm [1], which constantly
adjusts the weights of the target training samples and the auxiliary training
samples to get the final classifier, we propose a training set optimization strategy.
In this strategy, detailed as the following Algorithm1, the auxiliary data with
smaller similarity to target training data will be filtered by using the KNN
algorithm.

Algorithm 1. Training set optimization
Input: An auxiliary dataset Da; A target training dataset Dt; The number of nearest

neighbor sample k;
Output: A new auxiliary dataset D′

a;
1: Calculate the Euclidean distance between each target training data and auxiliary

data;
2: Sort all distances to determine the k sample points with the smallest distance;
3: Calculate the frequency of the categories of the k sample points;
4: Use the highest frequency category Cp as the predictive category of Da;
5: Compare the true category of the auxiliary dataset Da with Cp to remove the

predicted wrong data from Da;
6: return The new auxiliary dataset D′

a.

In the process of agricultural disease image identification, first we choose some
other disease image dataset as the auxiliary data, which will be filtered by the
proposed training set optimization KNN algorithm. And then the TrAdaBoost



268 L. Chen and Y. Yuan

algorithm is adopted to adjust the weight of training data in order to construct
the final disease image classification model.

The experimental data contains disease image datasets of six crops, that
is, cucumber target spot (CTS), cucumber downy mildew (CDM), cucumber
bacterial angular spot (CBAS), rice blast (RB), rice brown spot (RBS) and rice
sheath blight (RSB). The specific data of four groups of experiments are shown
in the following Table 2.

Table 2. Experimental data of instance-based transfer learning

Group Auxiliary dataset Feature vector Target dataset Feature vector

1 CTS & CDM 1472 RBS & RB 540

2 CDM & RB 1472 CTS & CBAS 540

3 RSB & RB 1472 CBAS & CDM 540

4 CTS & CDM 1472 RSB & RB 540

As the evaluation criteria of experiments, the classification accuracy Ac is
defined as follows:

Ac =
Nr

Nt
× 100% (1)

where Nr is the number of test lesions that are correctly classified and Nt is
the total number of test lesions. Table 3 shows the experimental results of the
comparison between our method with the traditional SVM method and original
TrAdaBoost algorithm when the ratio of target data to auxiliary data is 4%.

Table 3. Experimental results (Ac) of instance-based transfer learning

Group SVM TrAdaBoost Ours

1 91.23 93.20 95.27

2 89.40 94.12 96.48

3 80.79 90.37 92.42

4 67.46 82.15 83.18

From Table 3 we can see that the results of original TrAdaBoost algorithm
are better than traditional SVM method, indicating that transfer learning can
find information that is helpful to target data modeling in auxiliary datasets,
so as to improve classification effect. And the results of our method are better
than original TrAdaBoost algorithm, showing that the optimization strategy of
training set is effective. For more details, please refer to the previous work of
Fang et al. [2].
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Obviously, when the size of target disease image data is insufficient to train
the ideal classification model, the proposed instance-based transfer learning can
achieve some improvements. This method will be more effective when the simi-
larity between auxiliary data and target data is high. However, it is also difficult
to find such auxiliary data with high similarity in practice.

3.3 Parameter-Based Transfer Learning

Parameter-based transfer learning is also a kind of homogeneous transfer learn-
ing. This method transfers knowledge through shared parameters of source and
target domain learner models or by creating multiple source learner models and
optimally combining the re-weighted learners to construct an improved target
learner. In this case the similarity between auxiliary data and target data is
not required to be very high. And the open-source ImageNet dataset is often
used as auxiliary data to train the required parameters, which will be fine-tuned
and adopted in the target data modeling [6,13,15]. However, this dataset is not
suitable as an auxiliary data for the issue studied in this paper, since the differ-
ence between our target data and ImageNet is still large and the scale of target
data is still small. So another open-source dataset called PlantVillage [8,14],
which has relatively better similarity to our agricultural disease image dataset,
is selected as the auxiliary data in this section. Generally speaking, we combine
parameter-based transfer learning with two popular deep learning architectures
AlexNet [6] and VGGNet [13] to classify different kinds of agricultural diseases
images. Figure 2 shows the whole network architecture based on parameter-based
transfer learning.

Fig. 2. The whole network architecture based on parameter-based transfer learning

Concretely, two techniques called batch normalization and DisturbLabel are
introduced to reduce the number of training iterations and over-fitting in the
training procedure. Batch normalization ensures that the inputs of layers always
fall in the same range even though the earlier layers are updated. And it can
obviously reduce the number of training iterations and regularize the model [5].
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DisturbLabel is actually a regularization method on the loss layer. It randomly
chooses a small subset of training data and intentionally sets their ground-truth
labels to be incorrect in order to prevent network from over-fitting and improve
the training process [20]. After constructing the pre-trained model by using the
PlantVillage dataset, we fine-tune this model with our relatively small dataset
preprocessed by adopting DisturbLabel on the loss layer.

The experiments are conducted on the open-source machine learning frame-
work called TensorFlow. Table 4 gives the experimental target data that all come
from the agricultural disease image dataset we built.

Table 4. The size of experimental target data

Disease Raw dataset Processed dataset

Cucumber powdery mildew 201 763

Cucumber downy mildew 198 780

Cucumber bacterial angular spot 144 576

Rice sheath blight 893 3559

Rice blast 693 2737

Rice brown spot 201 795

Rice bacterial blight 50 196

Rice false smut 49 186

Total 2429 9592

In Table 4, the raw dataset is obtained by simply cropping the central lesion
area in the original image and the processed dataset is obtained by cropping
from the original images according to some rules, as shown in Fig. 3. Note that
the images without disease spots will be filtered out.

Fig. 3. Two kinds of target data from our agricultural disease image dataset
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As the auxiliary data, PlantVillage dataset, which includes more than 50,000
images, is used to construct the pre-trained model, where the dataset is split
into two sets, namely 80% is training set and the left 20% is validation set.
Each of these experiments runs for 100 epochs. Transfer learning is carried out
based on the pre-trained model. Each target dataset is also split into two sets,
80% is training set and the left 20% is validation set. And we use DisturbLabel
algorithm on the loss layer to reduce the over-fitting problem. Then we compare
the results of AlexNet and VGGNet by training models on the raw dataset and
processed dataset respectively. According to the empirical observation, the range
of noise rate γ is set from 0.08 to 0.2, the number of iterations is set to 300 epochs
and dropout rate is set to 0.5. We use the average accuracy Aave, calculated as
follows, to evaluate the experimental results:

Aave =
1
nc

nc∑

i=1

nai

ni
× 100% (2)

where nc is the training number of each epoch, nai is the number of the sam-
ple predicted accuracy of each training and ni is the number of the sample of
each training. The experimental results are given in Table 5. For raw dataset,
the highest validation accuracies of two networks are 94.97% and 95.14% respec-
tively when γ is 0.15. For processed dataset, the highest validation accuracies
are 95.93% and 95.42% respectively when γ is 0.08. The overall experimental
results of processed dataset are better than raw dataset.

Table 5. Accuracies of different γ on AlexNet and VGGNet

Model Dataset γ = 0.08 γ = 0.1 γ = 0.15 γ = 0.2

AlexNet Raw dataset 94.14 91.81 94.97 92.39

AlexNet Processed dataset 95.93 95.66 95.42 94.84

VGGNet Raw dataset 91.79 95.05 95.14 92.15

VGGNet Processed dataset 95.42 94.97 94.89 94.57

In addition to the original network’s own optimization approaches such as
dropout layer and L2 regularization, we also combine DisturbLabel with batch
normalization to improve the final results. The experimental results are shown in
Table 6, indicating that comparing with two original networks for fine-tuning the
pre-trained model, our method can achieve better results on both raw dataset
and processed dataset.

Furthermore, as shown in Fig. 4, we can see that our method can converge
well within 300 epochs. And the performance of the training on the processed
dataset is more stable than raw dataset. The reason may be that the images in
processed dataset is more than the images in raw dataset.

Besides, the effect of batch normalization and DisturbLabel on results were
explored. Figure 5 shows the method only with the batch normalization (BN)
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Table 6. Accuracies of different transfer learning approaches

Model Raw dataset Processed dataset

Our method 94.97 95.93

AlexNet fine-tuning 91.00 94.92

AlexNet from scratch 89.24 94.73

Our method 95.14 95.42

VGGNet fine-tuning 82.60 86.13

VGGNet from scratch 84.48 85.20

(a) Loss on AlexNet (b) Loss on VGGNet

Fig. 4. Comparison of loss on two datasets of AlexNet and VGGNet

(a) Validation accuracies on AlexNet (b) Validation accuracies on VGGNet

Fig. 5. The effect of batch normalization and DisturbLabel

and the method only with DisturbLabel (DL) for two networks on the processed
dataset. As expected, adding the batch normalization to the fully connected
layers can lead to a faster convergence than only using DisturbLabel. Because
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batch normalization can lead to in a significant reduction in the required number
of training iterations.

4 Conclusion

The paper introduced an agricultural disease image dataset, which can be used
as the training set of machine learning method to construct the disease image
identification model. So the constructed agricultural disease image dataset can
provide valuable data resources for the research of agricultural disease image
identification. The dataset currently has about 15,000 high-quality agricultural
disease images, including field crops such as rice and wheat, fruits and vegetables
such as cucumber and grape, etc. And we are still continuing to build this dataset
and more kinds of crops will be included soon.

Meanwhile, with the support of this dataset, the paper proposed the disease
image identification method based on different kinds of transfer learning with
deep convolutional neural network. The experiments revealed that our method
can achieve better results than traditional machine learning method such as SVM
and original deep learning architecture such as AlexNet and VGGNet. Espe-
cially in parameter-based transfer learning, we didn’t carry out some complicated
image preprocessing such as lesion image segmentation and feature extraction.
Compared with traditional machine leaning methods, this is very simple and
attractive.

Obviously, the work in this paper is still preliminary. In next work, while
continuing to build the agricultural disease image dataset, how to select the
more suitable auxiliary dataset and choose more appropriate transfer learning
approaches will be studied. And comparisons with more deep learning architec-
tures will also be considered.

Acknowledgments. The authors would like to thank the anonymous reviewers for
their helpful reviews. The work is supported by the 13th Five-year Informatization Plan
of Chinese Academy of Sciences (Grant No. XXH13505-03-104) and National Natural
Science Foundation of China (Grant No. 31871521).

References

1. Dai, W., Yang, Q., Xue, G., Yu, Y.: Boosting for transfer learning. In: Proceedings
of the Twenty-Fourth International Conference on Machine Learning (ICML 2007),
Corvallis, Oregon, USA, 20–24 June 2007, pp. 193–200 (2007)

2. Fang, S., Yuan, Y., Chen, L., Zhang, J., Li, M., Song, S.: Crop disease image
recognition based on transfer learning. In: Zhao, Y., Kong, X., Taubman, D. (eds.)
ICIG 2017. LNCS, vol. 10666, pp. 545–554. Springer, Cham (2017). https://doi.
org/10.1007/978-3-319-71607-7 48

3. Harvey, C.A., et al.: Extreme vulnerability of smallholder farmers to agricultural
risks and climate change in Madagascar. Philos. Trans. R. Soc. Lond. 369(1639),
20130089 (2014)

https://doi.org/10.1007/978-3-319-71607-7_48
https://doi.org/10.1007/978-3-319-71607-7_48


274 L. Chen and Y. Yuan

4. International, C., (RU), W.: Crop Protection Compendium. Blackwell Verlag
GmbH (2005)

5. Ioffe, S., Szegedy, C.: Batch normalization: accelerating deep network training by
reducing internal covariate shift, pp. 448–456 (2015)

6. Krizhevsky, A., Sutskever, I., Hinton, G.E.: ImageNet classification with deep con-
volutional neural networks. In: International Conference on Neural Information
Processing Systems, pp. 1097–1105 (2012)

7. Lv, P.: Diseases and Pests Original Color Drawing of Chinese Grain Crops, Eco-
nomic Crops and Medicinal Plants. Yuanfang Press (2007)
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Abstract. In a data-driven era, scientific discovery by querying inte-
grated heterogeneous data is becoming a popular approach. How-
ever, most current search engines retrieve data using SQL, which only
addresses part of the common data processing use cases in data dis-
covery for scientific research. Besides, the expressive power of SQL and
other popular languages can’t describe some simple but useful second
order logic queries. Therefore, we first proposed an abstract data pro-
cessing model which contains four components: data set, data source,
data model, and analysis tool. Then, we introduced a unified data model
and SimbaQL query language to describe the steps of data process-
ing. At last, we studied two cases by describing the data processing
using SimbaQL, and it turns out that SimbaQL can describe these tasks
properly.

Keywords: Query language · Heterogeneous data · Scientific data

1 Introduction

Since the concept of “Big Data” was proposed in the 2011 Mckinsey annual
report, the definition of “Big Data” has been in dispute on academia and indus-
try [1]. Most of the dispute came from the characteristics of big data in different
domains. And in scientific research, data sharing is an obvious different charac-
teristic with other domains [2]. For example, most of nowadays significant scien-
tific programs, such as Human Genome Project (HGP), Large Hardon Collider
(LHC), etc. share data around the world. And scientists make discoveries from
the open data, including the discoveries of gravitational wave and god particle
which win the Nobel prize. Generally, several open source data will be involved
in a scientific research. For example, the World Data Center for Microorgannisms
(WDCM) [3] published a knowledge graph that is built from 36 open source data
including Taxonomy, Genbank, Gen, etc. These data has various formats, such
as file, relational database etc. BigDAWG [4] is a polystore database, which man-
ages the medical record, sequence data, image, radio etc. for medical research.
The applications mentioned above have a similar characteristic that all of them
c© Springer Nature Switzerland AG 2019
J. Li et al. (Eds.): BigSDM 2018, LNCS 11473, pp. 275–284, 2019.
https://doi.org/10.1007/978-3-030-28061-1_27

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-28061-1_27&domain=pdf
https://doi.org/10.1007/978-3-030-28061-1_27


276 Y. Li et al.

need search heterogeneous data in data processing. However, the query language
of current tools for heterogeneous data cannot describe the whole life cycle of
these data processing. Therefore, we proposed a query language for multi-source
heterogeneous data, which can import/export data to database, transform data
from different data models and integrate multi-source data.

2 Related Work

Multiple types of databases have been used to manage data in nowadays sys-
tem, such as relational database, graph database, document database, key-value
database and so on. These databases build data models to describe the data for-
mally, and retrieval data using the operations or query language of data model.
For example, relational databases query the relational data model by SQL; graph
databases describe data by property graph model and RDF, and query the graph
by Cypher or SparQL; Xquery language search object model for XML file [5].

When it comes to heterogeneous data, there are three methods to access
data: data integration, multi-model database, polystore [4]. Data integration
[6] is defined as a three tuples (G, L, M), where G is global data model, L is
local data model, and M is the mapping from local data models to global data
model. Data integration queries local data models using global data model query
language. For example, popular-used SQL query engines, such as Impala, Spark-
SQL, Presto, query multiple data sources using SQL language. Besides, data
warehouse, federated database [7] are also methods of data integration. Multi-
model database [8] stores different types of data using one unified data model,
and query data using unified language, such as OrientDB [8], Ag- groDB, etc.
Polystore database stores data in different databases. When query by language
A, polyestore database execute the query in A database. If the target data is
not stored in A database, then polyestore will CAST the target data to A
database [9].

However, above methods for heterogeneous data have several defects. First,
data integration mainly use SQL as global query language, but NoSQL databases
are de- signed to against SQL, therefore SQL is obviously not suitable for query-
ing different data model. Second, multi-model databases store data in one back-
end, which is not suitable for multi-source data. Besides, although polystore
databases can query data in different ways, but it require users to learn many
database languages, which means polystore just transform data between dif-
ferent data models and cannot achieve the goal of unified search. And current
polyestore query language only supports one time transform, and cannot query
the intermediate results many times.

As regard as the query language for heterogeneous data, current query lan-
guage have another two defects. On one side, current query language is not
designed for data integration specially. For example, in the processing of build
knowledge graph, WDCM wants to create the relation between species’s infor-
mation stored in relational database and the gene sequence information stored
in Genbank file. However, SQL failed to treat species and genbank file as a
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whole to extract and integrate data. On the other side, current languages are
good at dealing with different type of data, and most of them can only solve first
logic problems [10–12]. For example, relational data model describe relationships
between objects using foreign key, which means we can only get the relationship
between objects by computing. As for Cypher [13], it can only query related
data stored in database. The following query is illegal

match (p : Person ) , ( p2 : Person )
where p . name=p2 . name

To solve the problems mentioned above, we first proposed an intermediate
data model which can transform between common data models. Then, we defined
the operations and query language on the data model. At last, we studied the
query language by two scientific cases. The main contributions of this paper are
as followed. First, we abstract the scientific data processing by data set, data
source, data model, analyzing tools. Second, we designed data model, Linked-
Document-Model, and query language, SimbaQL, for data integration specialty.
Third, we enhance the expressive power by introducing the operation of describ-
ing the property of LDM.

3 Methodology

In big data era, scientific researches are mainly driven by data. If one scientist
wants to find which factor is the most important to a country’s happiness, he
need to get the published GDP data, agriculture data, political data and so on.
These data may be located in files, web service, database and so on. Then, he
needs to import theses data into databases, and extract interested part from
database. Finally he will integrate all the data to the format that analyze tools
can recognize.

Fig. 1. Data processing in scientific research.

Above data processing is not alone. As Fig. 1 shows, the last step in scientific
discoveries is analyzing data. However, most of scientist’s work are preparing
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data from heterogeneous sources. In the process of preparing data, three types
of components are involve: data set, data source and analyzing tools. Data set,
such as file, can only store data. Data source, such as database, retrieval engine,
can not only store data, but also manage data. Analyzing tools, such as Spark,
can only process data. We can divide the data process into the following steps:

1. Find open source data set or build his own data set.
2. Import data set into proper data source.
3. Search interested data and integrate them.
4. Reprocess the integrated data to the format that analyzing tools can recognize.
5. Analyze the data by tools.

In this paper, we want to design a query language that can accomplish the
tasks in 1- 4 steps. For the first step, we define different data set types, such as
file, http, web- service, to get the target data. For the second step, we define the
import operation of data set. For 3–4 steps, we defined intermediate data model
LDM and its mapping rules and operations. Besides, we define the description
operation to enhance the expressive power of SimbaQL, and export operation to
push the LDM data to analyzing tools. Our abstract model of data processing
in scientific research is shown as Fig. 2.

Fig. 2. Data processing in scientific research.

As Fig. 3 shows, heterogeneous data query system that implement SimbaQL
contains three components: SimbaQL parser, execute engine and data source.
When user input a query, the parser will translate it into data set, data source,
and operations of LDM. For example, if we want to query a csv file, the system
may import the file data set to relational database, and then perform the query.
The system will invoke the query en- gine of this data source when a query only
involve a single data source. And If one or many data sources cannot solve the
query problem, then execute engine will make a compensate computing for this
query.
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Fig. 3. Data processing in scientific research.

4 Simba Query Language

In this section, we proposed a unified data model LDM, which contains four
types of operations. After that we defined the mapping rules between four often-
used data mod- els and LDM. At last, we introduced the informal SimbaQL
language grammar.

Linked-Document-Model. The goal of data model is to describe the objec-
tive things and relationship between things formally. There are two methods to
describe a thing: schema and schemaless. Schema is more suitable for comput-
ing, but schemaless way is more suitable for altering thing dynamically. Similarly,
there are two methods to describe the relationships between things: storage and
computing. Relational data model use computing to get relationship, but the
relationship has less semantic. Graph model use storage to get relationship, but
it costs storage space.

To satisfy unified query for heterogeneous data, we want LDM has the fol-
lowing three characteristics.

1. Support both schema and schemaless ways to describe things.
2. Support both storage and computing ways to describe relationship.
3. Support describing the data processing in scientific research.

Link and Document. Document is a semi-structured document which has
multiple attributes. Each document must has unique key to identify this docu-
ment. We can add attributes to a document dynamically, and we can also require
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a document must have some attributes. Generally, we are talking about docu-
ment set which must have a label name, and one document can belong to mul-
tiple document sets. Link is a special document which must have two attributes
(from, to). Similar with document set, link set must have a label name. We can
define a link set by two ways. For example, we can define the “knows” link by
storage way,

knows = [(from : 1, to : 2), (from : 2, to : 3)]

and we can also define the link by computing way

knows =
{
(from, to)|from ∈ customer.id and to ∈ order.customerid

and customer.id = order.customerid
}

Mapping Rule. LDM is a tuple defined as followed. The first item of this
tuple is

ldm =
({document sets}, {link sets})

a set of document set, and the second item is a set of link set. A LDM can stand
for a data source where the document set and link set in LDM is mapped to the
components of data source. For example, table in relational database is mapped
to a document set, and foreign key is mapped to a link set. As Table 1 shows,
we define the mapping rules between relational data model, graph data model,
key-value data model, document data model and LDM.

Table 1. LDM mapping rules.

LDM Relational
model

Key-value
mode

Document
model

Graph model

attribute attribute key attribute attribute

document record pair collection vertex

document set table —— —— ——

link —— —— —— edge

link set foreign key —— —— ——

Operations. There are four types of operations on LDM: set operation, link
set operation, document set operation and transform operation. The detail of
these operations are shown as Table 2. Besides, we can access the data in LDM
similar to url, the url is defined as followed.

< datasource > . < document > . < links > . < index > . < attributes >

For example, wdcm.species.gen stands for the gene of the species.
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Table 2. LDM mapping rules.

Operation Description

Set Operation

+(Union) Union two LDM into one LDM. Combine the
documents and Links with same label

∩(Intersect) Find the same documents and links between two LDMS

−(Minus) Find the documents and links which are in LDM1 and
not in LDM2

Link Set Operation

×(Create Link) Create links between documents based on given
conditions

δlink(Projection) Project a LDM into a link means filter the data in
document which exist some link

πlink(Selection) Select the links which has the feature such as name,
count, etc

Document Set Operation

δatr(Projection) Aimed at attributes which have some features. If the
documents does not have an attribute, the document is
not in the result LDM

πatr(Selection) Aimed at attributes which have some features. If the
attribute of a document does not satisfy the condition,
the document is filtered

Transform Operation

todocs Transform the LDM to different type of documents

tograph ransform a LDM into a graph

totables Transform a LDM into different relation tables,
including the Link

Description. We use second order logic to describe what characteristic a LDM
should have. And the way we describe characteristic is by rules. For example,
we first define a social network, which has person document set and knows link
set.

soc = ({person}, {knows})

We can require the person set satisfy a transitive closure characteristic: suppose
that p1,p2,p3 are documents in person, if p1 knows p2, and p2 knows p3, then
p1 must knows p3. This closure can be described as followed,

soc . person p1 , p2 , p3 ;
p1 . knows=p2 and p2 . knows=p3 −> p1 . knows=p3 ;
p1 , p2 , p3 >>
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The last line stands for which part of the set that soc.person should contain.
Another case is the person set stratify the condition that it contains all the
person that “simba” indirectly knows. The characteristic is defined as followed

The keyword ‘define’ defines a new link named ‘indirknows’.

4.1 SimbaQL Grammar

As described in Sect. 3, SimbaQL need to describe the whole data processing in
scientific research. We divide the grammars into four parts: data set grammar,
data source grammar, LDM operation grammar, and LDM description grammar.
We use keyword ‘create’ to define a data set or data source, and a data set can
call the ‘importto’ function to import a data set to data source. Data source can
call ‘query’ function to search the local database. At the same time, data source
is also a LDM, thus can perform the operations of LDM. For example,

The most used three operations in LDM are selection, projection, union. The
grammars for theses operations are as follows,

a c l a s s g e n = genbank . gen (name= ” a c l a s s ” ) ;
b c l a s s g e n = genbank . gen (name= ” b c l a s s ” ) ;
ab c l a s s g en = a c l a s s g e n + b c l a s s g en ;
ab c l a s s g en = ab c l a s s g en [ name , sequence ] ;

For the LDM description, we use keyword ‘st’ to represent this LDM should
satisfy the following characteristic. For example

newsoc = soc s t {
soc . person p1 , p2 ;
p2−>p1 . knows=p2 ;
p2>>

}

5 Case Study

In this section, we apply SimbaQL in two actual scientific research cases. The
first case is the data processing when building the WDCM knowledge graph.
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The knowledge graph contains the information of microorganism species, pro-
tein, gene and the relationship between them. In this process, WDCM creates
a relational database to store the species’s information, and they want to build
the relationship between species and their gene sequence which can get from the
file of genbank. This process can be implemented by SimbaQL as follows:

The second case is that National Nature Science Foundation of China has
foundation information stored in relational database, and they want to know
the mapping between paper and foundation. However, the papers published by
a foundation are listed in the summary report. Therefore, they need to extract
the papers from the reports, and integrated the data. The paper can be extracted
by regular expression, and this process can be described by SimbaQL as follows:

6 Conclusion and Future Work

We introduced SimbaQL for multi-source heterogeneous data query which is a
common data processing in scientific research. First, we propose an abstract
model of data processing, which consists of data set, data source, data model,
and analyzing tools. Then, we defined an intimidate data model LDM)to map
the data between heterogeneous data, and operations on LDM to query and
integrate data. We study two actual cases using SimbaQL, and it turns out that
SimbaQL could describe the common data processing in scientific research. In
the future, we will give the formal definition of SimbaSQL, prove the expressive
power of language, and implement the query engine for heterogeneous data.
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Abstract. As fundamental resources of research activities, data is vitally
important for scientific progress and general social society. Thus, open data
practices are becoming more prevalent and the adoption of the FAIR (Findable,
Accessible, Interoperable, and Reusable) principles is fostering open access data
from four general perspectives. This paper firstly analyzes the general benefits
and necessities of open data and the FAIR principles. Then, data policies in
China are described from four views. Subsequently, challenges and opportuni-
ties for data usability across disciplinary boundaries and levels of expertise are
described. Finally, categories are presented for how data policies in China
enable FAIR data in terms of the four views of Chinese data policies. Above all,
FAIR data is a good beginning, and for FAIR open data, we still need more
efforts on intrinsic data culture, trustworthiness, sustainability, and multilateral
cooperation among various stakeholders, as well as consistent and effective
approaches for adopting data policies.

Keywords: Data policy � FAIR � Open data � Research data � China

1 Introduction

Open access to scientific data is necessary for scientific progress. Data is a necessary
and fundamental resource for engaging in scientific activity. Reports of scientific
results are often based on data that have been collected for the study being reported or
on data that have been reused from the study that collected the data. Making data
publicly available to others as open data, without restrictions on access or on who can
use the data or on the ways in which the data can be used, fosters science. Enabling the
use of open data also facilitates the application of science to other fields, such as
engineering, planning, policy development, and education.

Open data and open access practices contribute to open science. Recognizing the
need for guidance in managing data, principles for Findable, Accessible, Interoperable,
and Reusable (FAIR) data have been proposed (Wilkinson et al. 2016). Making open
data findable should enable access by a variety of potential users, not only from the
discipline in which the data were created, but also for members of other scientific
disciplines and for individuals with varying levels of expertise. Access to data should
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be facilitated for diverse audiences, beyond those who are members of the data col-
lection team or those who work in the same discipline. Researchers from a variety of
disciplines should be able to obtain data products and services of interest and students
of such disciplines also should be able to access the data. The intellectual property
rights for using the data should not be restrictive, and the information about such rights
also should be accessible and understandable by potential users. Enabling interoper-
ability of open data fosters capabilities to compare and combine data, providing users
with opportunities to conduct studies on new topics and advance innovation (Borgman
2012). Interoperable open data makes it possible to conduct interdisciplinary research
and research within different disciplines other than the field or subfield of those who
collected the data. Ensuring capabilities for the reusability of open data is critical for
the reproduction of previous findings and the replication of studies. In addition to its
importance for advancing science within the field in which the data were collected,
enabling the reusability of open data also offers opportunities for researchers from other
fields to use the data or employ similar methods for studies within their own disci-
plines. Students also could have the opportunity to use the data or improve their
understanding of data collection methods.

2 Data Policies in China

In China, data policies generally encompass rules from national, institutional as well as
disciplinary level practices. The newly launched national-level legislation, “Measures
for Managing of Scientific Data”, guides lifelong data activities across the country
(2018). Key concepts in the rules are “lifelong data stewardship, safe guard for key data
assets, open public funded data by default as well as intellectual property protection”
(Feng 2018). As national guidance, “Measures for Managing of Scientific Data” pro-
vides general principles, clear explanations of all stakeholders’ responsibilities, and
specific guidelines for data stewardship. Difficult issues, such as confidentiality and
security, as well as incentive mechanisms and punishment against the rules, are also
specified. Adopting such rules can foster data access within and across the country.
Institutional rules for data generally focus on proprietary interests, such as cyberse-
curity and intellectual property protection. Disciplinary rules can focus more on data
stewardship, since those working within a field often share use cases, reflecting
common data management needs. For example, the geosciences have developed a
variety of data stewardship maturity measures (Peng 2018).

Content analysis of data policies at different levels in China revealed the following
four views:

(1) Management of Data by Levels
Classification of data and different data management strategies reflect the roles of
stakeholders, such as data producers, data owners as well as data re-users. Sharing is
not sacrificing. Data sharing facilitates long-term sustainability when trust and incen-
tives coexist.
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(2) Lifelong Data Stewardship
Disciplinary data policies are often generated from bottom-up needs and call for
unambiguous rules for everyday data activities. Data lifecycle rules governing data
capture, data processing, data storage and sharing as well as preservation efforts are the
usual practices.

(3) Data Publishing and Reusing
Data publishing offers additional options for providing value-added services. Reposi-
tory publishing is recommended for releasing data. The Ministry of Science and
Technology, The National Natural Sciences Foundation, and the Chinese Academy of
Sciences, for example, all support long-term data projects for data production and
publishing through professional data platforms. Also, China Scientific Data (www.
csdata.org), known as the first multidisciplinary data paper journal in China, has taken
the lead to publish datasets together with data papers. GigaScience publishes large-
scale biological datasets in their self-constructed repository GigaDB (Edmunds et al.
2016) and Global Change Research Data Publishing & Repository endeavors to publish
geoscience datasets.

(4) Long-term Data Preservation
For non-reproducible and valuable datasets, long-term preservation is necessary.
Sustainable long-term data preservation requires the installation of labor-saving tech-
nology and systematic maintenance services within a cost-effective budget. Thus,
barring unplanned events, flexible business models, current data technologies, and
trustworthy preservation strategies can contribute to a comprehensive design for
implementing data policies effectively.

3 How Data Policies Enable FAIR Data

As mentioned above, data management can be complex as data usage varies across
different disciplines, institutions, and stakeholders. Figure 1 depicts the intersection of
opportunities for data usability across disciplinary boundaries and levels of expertise.
Enabling FAIR use of data can help facilitate the use of scientific data across disci-
plinary boundaries and levels of expertise.

Discipline 

Expertise

a.
Not Trained in Discipline of Data Set
Experienced in Research

b.
Trained in Discipline of Data Set
Experienced in Research

c. 
Not Trained in Discipline of Data Set
Not Experienced in Research

d. 
Trained in Discipline of Data Set
Not Experienced in Research

Fig. 1. Data usability opportunities across disciplinary boundaries and levels of expertise
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Cell “a” describes less data-intensive practices or experience within the discipline
of the data. This could reflect research across disciplines or experience within disci-
plines where creative ideas and logical theories, other than data, are prioritized. Such
practices do not necessarily reduce the importance of data use. On the contrary, more
attention to data use, including interdisciplinary data use, can contribute to such areas
of research and lead to new discoveries. Data policies with explicit guidelines and
sufficient funding for enabling data access could facilitate such use, narrowing the gap
between “less data-intensive” fields and those that are more data-intensive.

Situations described in cell “b” may be more common for data-intensive disci-
plines, such as in astronomy and space sciences, high energy physics, and other fields
that produce and share large scale datasets and develop mature data policies.
Guoshoujing Telescope (the Large Sky Area Multi-Object Fiber Spectroscopic Tele-
scope, LAMOST), known as the National Major Scientific Project built by the Chinese
Academy of Sciences, has released over 739,006 spectra with 438 plates observed
during its 6th data release so far (Lamost 2018). They provide the best exemplars for
data stewardship in line with current data policies. As China’s first X-ray astronomy
satellite, the Hard X-ray Modulation Telescope (HXMT) classified data into three
categories, according to data processing levels, and made specific open data rules for
these categories (HXMT 2018).

Cell “c” focuses primarily on beginners and new students in science. For such
audiences, data science training should be prioritized as this group represents the future
of science. Improving data literacy and understanding of data stewardship could lead to
better data management, over time, and help establish harmonious data ecology within
their scholarly communities. The Chinese Academy of Sciences, the Minister of Sci-
ence and Technology, as well as the Minister of Education, etc., and international
organizations, such as CODATA China (www.codata.cn), and WDS China (www.wds-
china.org) actively support data science training activities.

Cell “d” reflects disciplinary expertise with less experience in research, generally.
Enabling interdisciplinary data use could reduce potential challenges for data discovery
and access. Likewise, data policies that facilitate interoperability could inspire the
integration of data across disciplinary boundaries where the expertise from one disci-
pline is applied to an integrated data product. Adopting policies that create opportu-
nities for cross-disciplinary use and knowledge transfer, by offering ample data
documentation, also could foster data use across disciplines.

While Fig. 1 describes general challenges for data use across disciplines and levels
of expertise, the four views on data policies in China can provide insight into how such
policies support FAIR data in China. By classifying these views in terms of the FAIR
characteristics, their applicability becomes more apparent. By data classification, it’s
more clear for us to know the lists of available datasets, thus it surely makes data
findable and accessible. Likewise, support for lifecycle data stewardship can be
observed through all four characteristics of FAIR. Mature metadata and data cataloging
can improve the findability of data. Steady data curation helps facilitate accessibility.
Development of general standards and implementation of efficient techniques improves
interoperability by making data readable by machines and humans (Faniel and Zim-
merman 2011). Exploration of user friendly tools aids the reusability of data, especially
across disciplines. And for data publishing, fostering automatic and manual quality
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control can improve the reuse of data. Moreover, long-term data preservation goes even
further by improving the usability of data now and in the future. In summary, cate-
gorizing the four views of data policies in terms of the characteristics of FAIR data, as
depicted in Table 1, shows how the policies can propel capabilities for enabling FAIR
data.

4 Discussion and Conclusion

Open data is vital for progress in modern scholarly communities and has become the
overwhelming trend for the global village. The FAIR principles provide us with
implications for data culture (Barbui et al. 2016), data ecology, and science community
practices (Kaye et al. 2009).

In China, data policies and practices are equally important since they both con-
tribute to the implementation of open FAIR data. They are both actively improving the
comprehensive policy framework for governing and reusing data. The data policies
enable data to be more FAIR by guiding and supporting improved data practices
through funding for data programs, sound data stewardship practices, and data edu-
cation and training for broad audience.

FAIR data is a good start, but only FAIR is just the beginning. Support for data
users should provide affordances that encourage their full use of data from many
currently available sources. Likewise, data producers and owners should be recognized
and rewarded appropriately to ensure that data sharing becomes an ongoing practice
that is intrinsic to the culture of science. Data sharing is based upon mutual interests
and trust. Furthermore, trustworthiness (CoreTrustSeal n.d.) and sustainability (OECD
2017) are also fundamental to long-term data use. Sustainability calls for suitable
business models to cover the data stewardship costs of today and those that will be
incurred in the future. Such models also should include mechanisms that can survive
unexpected conditions and maintain the capabilities and expertise needed to continue
enabling access to open FAIR data. Moreover, cooperation between stakeholders
necessarily contribute to a win-ecology for long-term open data (Longo and Drazen
2016). And above all, for the data policies themselves, consistency and simplicity as
well as effectiveness and efficiency are also vitally important for FAIR data (Doshi
et al. 2016).

Acknowledgements. This work is an outcome of the project of “International and National
Scientific Data Resources Development Report in China 2018” (No. 2018DDJ1ZZ14) supported

Table 1. Data policies enabling FAIR data

Data policies focuses Findable Accessible Interoperable Reusable

Management of data by levels
p p

Lifelong data stewardship
p p p p

Data publishing and reusing
p

Long-term data preservation
p
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Abstract. As a new model of data sharing, data publication requires data to be
reviewed and published together with a data descriptor. The peer review process
of data publication is very different from that of traditional academic papers. It is
still in a preliminary stage and awaits further discussion. This study proposes a
data quality evaluation index system for data publishing, which aims to enable
high-efficiency data sharing and make data accessible, intelligible, evaluable,
and reusable.

Keywords: Data publication � Data quality � Data journal � Data paper �
Peer review

1 Introduction

Data lays the basis for scientific hypothesis, scientific analysis, and theoretical infor-
mation. It constitutes an important evidence with which peer reviewers evaluate and
test research results. In 2012, the Royal Society of Science published “Science as an
Open Enterprise” [1], which proposed that, to maintain science’s self-correction
capacity, support the verification of research outcomes and the discovery of new
knowledge, and promote the use of research outcomes in innovation and education, we
must achieve data sharing, and make scientific data accessible, assessable, intelligible,
and usable. Today, with the rapid development of information technology, research
activities are facing new challenges. Scientific data is not only an important output of
scientific research and scientific literature, but has become an important content, tool
and infrastructure of scientific research and even social progress. Its “First Class
Citizen” status [2] increasingly urges the science community to pursue the sharing of
high-quality data.

In the past decade, scientific data sharing has received widespread attention. Pub-
lishers have taken a series of initiatives, including a number of Data Policy developed by
major publishing groups and journals. For example, PLoS One implemented a data
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sharing policy in 2008, which was further revised and improved in 2014. The data policy
[3] was implemented on March 3, 2014. It was described that “PLOS journals require
authors to make all data underlying the findings described in their manuscript fully
available without restriction, with rare exception. Refusal to share data and related
metadata and methods in accordance with this policy will be grounds for rejection”.

Springer Nature formulated 4 types of research data policy [4], which stipulated
that data should be available for reuse by the research community under a Creative
Commons attribution license unless otherwise stated. The majority of Springer journals
have now adopted one of the policies. For example, Photosynthesis Research adopted
Type 1 and Plant and Soil adopted Type 2. All BioMed Central journals, a growing
number of Nature journals, and Palgrave Communications supported Type 3. Journals
with the most rigorous open data policies supported Type 4, including Scientific Data
and Genome Biology (Fig. 1).

As a new model of data sharing, data publication ensures the publishing of high-
quality data through some basic procedures including data submission, peer review,
data release, permanent data storage, data citation and data impact evaluation, which
maximize the use of scientific data resources. The review process of data publication is
very different from that of traditional academic journals. Although many data journals
have proposed their evaluation criteria, peer review of data papers, especially of the
data itself, is still at an initial stage.

2 Peer Review for Data Publishing

2.1 A Comparison of Peer Review Between Traditional Journals
and Data Journals

Publishing has been recognized as an important process for ensuring the quality of
publications. Peer Review (also known as Refereeing in some academic fields) as an
academic review process has been used by publications for nearly 300 years. Back to
the mid-17th century, The Philosophical Transactions of the Royal Society (Phil.
Trans.) started to use peer review as a way to ensure the quality of articles to be
published [5]. Based on the publishing process of traditional academic journals [6],
current data publications incorporate data review into their process of data publishing.

Fig. 1. The 4 types of research data policy of Springer Nature
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Though drawing its main ideas from traditional journals, peer review of data has
many peculiarities. (1) Focus of review criteria. Compared with traditional academic
articles where arguments and conclusions are major components of the review, data
review focuses on data quality and reusability, as well as consistency with its descriptor
(i.e. data paper). As such, the assessment targets of data publishing include data papers,
data sets, and their correlations. (2) Selection of reviewer. While traditional academic
journals tend to select reviewers from the authors’ field for scientific evaluations of
academic content, data publications require the participation of data scientists in
addition to subject area experts. (3) Mode of review. At present, many data journals use
the mature review mechanism of traditional academic journals, while some data
journals also exploit network resources for more efficient peer review. A typical
example is Earth System Science Data (ESSD). ESSD uses a two-stage review mode,
as shown in Fig. 2. After an initial review by the editorial department, papers are
immediately published in the public discussion area (ESSDD) for public review. To
ensure a rigorous, scientific and fair judgement, the paper is in the meantime sent to
experts for external review. A final decision is made by the editor-in-charge based on a
comprehensive consideration of public evaluation and peer review (Table 1).

Fig. 2. Two-stage review mode of ESSD [7]

Table 1. A comparison of peer review between research journals and data journals

Research journal Data journal

Focus Innovation of the
research

How the data supports arguments and
conclusions

Expert
selection

Expert from the same
field

Subject expert and data expert

Review mode Traditional review mode More demand for open review

A Data Quality Evaluation Index for Data Journals 293



2.2 Major Modes of Data Publishing and Data Quality Control

According to data dependencies and data storage modes, there are three major modes of
data publishing: standalone data publishing (data published in data centers or reposi-
tories not pertaining to a specific article), data as research papers Supplementary files,
and data papers (data published in correlation with a descriptor) [8] (Fig. 3 and
Table 2).

This paper focuses on data papers and the peer review of data involved in data
publication.

Fig. 3. Three modes of data publishing

Table 2. A comparison of data quality control among the three publishing modes

Data
publishing
mode

Example Reviewer Review criteria

Standalone
data publishing

NASA [9],
Figshare [10],
Dryad [11],
ScienceDB [12]

Database
administrator

Data storage, data format and
standards, data accessibility
(DOI), consistency between
metadata and data

Data as
research papers
supplementary
files

Science [13],
Springer Nature
[14],BMC [15],
PLoS [3]

Editor and
subject
experts

Data’s support for arguments
and conclusions, long-term
preservation and accessibility of
data

Data papers Scientific Data
[16], ESSD [17]

Editor,
subject
experts and
data scientist

Quality of data paper, metadata
and data, long-term storage and
accessibility, data quality
control, consistency among
paper, metadata and data
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2.3 Criteria for Data Paper Review

Data paper publishing is a process during which data producers arrange the data
collected and processed for a certain purpose, write papers describing the process of
data collection, processing, quality control, usage, and so forth, submit data papers and
data to designated places for peer review and finally have their paper and data pub-
lished. In this process, both data papers and data are assigned a DOI and the two are
correlated. Such a formal publishing mode enables users to acquire, understand,
reanalyze, develop, and cite data in their research papers or other scientific outcomes.

According to [18, 19], almost all data journals use peer review to ensure data
quality. Indeed, as an established mechanism of traditional academic publishing, peer
review has great advantages in the quality control of data papers and data journals [20].
Despite this, review and evaluation criteria vary from journal to journal. We surveyed
five typical data journals, including Earth System Science Data (ESSD) [17], Geo-
science Data Journal [21], Pensoft journals [22], Scientific Data [16], and Brief of
Data [23]. It can be seen that most journals perform data quality control from such
aspects as data accessibility, integrity, consistency, community standards, quality
control, and data production and processing methods. More details can be seen in
Appendix (Table 3).

As can be seen in our survey, most data journals have developed their own stan-
dards based on the peer review model of traditional journals. However, as review of
datasets and data papers is quite different from review of traditional academic papers,
data journals have integrated paper review and data review into a single process, which
includes examining data papers, data sets, and their correlation or consistency. In
addition, review of data sets, which are often large in size and complex in structure, has

Table 3. Data quality review criteria adopted by different data journals.

Earth system
science data

Geoscience
data journal

Pensoft
journals

Scientific
data

Brief
of
data

Accessibility
p p p p p

Integrity
p p p p p

Community
standards

p p p p p

Accuracy
p p

Metadata quality
p p p p p

The methods and
data-processing steps

p p p p

Quality control
p p p p

Other data files
p p p

Note: Some of the options here may not be reflected by the journal descriptions, so that is
considered the review does not check the content.
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to attend to data peculiarity. As such, the peer review process of data and data papers is
naturally more complicated. Up to now, no consensus has been reached regarding data
evaluation standards, or standard data review procedures.

3 A Data Quality Evaluation Index for Data Journals

In 2016, Computer Network Information Center of the Chinese Academy of Sciences
launched a data journal, China Scientific Data. Based on our work for this journal, we
aim to propose a data quality evaluation index system for data publishing to promote
data visibility in the peer review process, improve editing and peer review services, and
promote data openness and sharing. In doing so, we aim to achieve high-efficiency data
sharing so as to make data accessible, intelligible, evaluable, and reusable.

3.1 FAIR Data Principles

At the Lorentz workshop “Jointly designing a Data FAIRPORT” held in 2014, FAIR
principles were first proposed. The principles determine that all experimental subjects
should be discoverable, accessible, interoperable, and reusable, both for humans and for
machine users. Referred to as FAIR, the principles apply not only to data in the tradi-
tional sense, but also to algorithms, processes, and tools that are used to produce data.
All aspects of a research process should be made transparent, reproducible and reusable.

Based on these 4 principles, a set of 15 metrics were proposed to quantify the levels
of FAIRness (Table 4).

Table 4. FAIR principle [26]

Principle Metrics

Findability F1. (meta)data are assigned a globally unique and eternally persistent
identifier
F2. data are described with rich metadata
F3. (meta)data are registered or indexed in a searchable resource
F4. metadata specify the data identifier

Accessibility A1 (meta)data are retrievable by their identifier using a standardized
communications protocol
A1.1 the protocol is open, free, and universally implementable
A1.2 the protocol allows for an authentication and authorization procedure,
where necessary
A2 metadata are accessible, even when the data are no longer available

Interoperability I1. (meta)data use a formal, accessible, shared, and broadly applicable
language for knowledge representation
I2. (meta)data use vocabularies that follow FAIR principles
I3. (meta)data include qualified references to other (meta)data

Reusability R1. meta(data) have a plurality of accurate and relevant attributes
R1.1. (meta)data are released with a clear and accessible data usage license
R1.2. (meta)data are associated with their provenance
R1.3. (meta)data meet domain-relevant community standards
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3.2 Design of the Data Quality Evaluation Index

This study uses the FAIR principles as an important reference. Based on our previous
survey and analysis, we carried out a hierarchical design of the data quality evaluation
index for data publishing, where indicators of an upper level are further refined in their
respective sub-levels.

Primary Indexes
For design of the primary index, we referred to principles proposed by “Science as an
Open Enterprise”, which include accessible, assessable, intelligible, and reusable. This
is also consistent with the FAIR principles (i.e., findability, accessibility, interoper-
ability, and reusability). The primary data quality evaluation index for data publishing
is outlined as follows (Fig. 4):

Secondary Indexes
Assume that the data is equipped with a good life-cycle quality management plan,
where its production, processing and release processes are fully recorded. We then
expand the primary index to obtain the secondary index as follows (Fig. 5):

Data Quality
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A
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Fig. 4. Primary index for data quality evaluation

Data Quality

A
ccessible

Intelligible 

R
eusable 

A
ssessable

Finable

A
ccessible

C
onsistent

Q
uality C

ontr ol 

C
om

pleteness

C
redible

Tim
eliness

D
ata R

epository

R
eadable

Integral

M
etadata Q

uality

O
rganizable

D
ata usage and

 
recom

m
end

ations

U
sage Protocol

Fig. 5. Secondary index for data quality evaluation

A Data Quality Evaluation Index for Data Journals 297



According to the research, we designed some general indexes for data review,
covering data review and paper review. We applied these evaluation indexes to China
Scientific Data (Figs. 6 and 7).

In the review of data papers, we assign higher weight values on the indexes about
quality review of metadata, the consistency of data and papers, and data reuse.
According to the appraisal application of the editorial department, it can basically meet
the basic needs of manuscript review, but there are still many shortcomings that need to
be corrected in future work.

Fig. 6. Peer review checklist of China Scientific Data

Fig. 7. Peer review process of China Scientific Data
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4 Summary

As an important part of the data publishing process, data review is still at a preliminary
stage, and many complex issues await to be addressed, particularly concerning the
methods for data quality judgment. Machine and manual interpretations of data have
also yet to be further studied and discussed.
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Abstract. Data quality is a bottleneck for efficient machine-to-machine
communication without human intervention in Industrial Internet of
Things (IIoT). Conventional centralised data quality management
(DQM) approaches are not tamper-proof. They require trustworthy and
highly skilled intermediation, and can only access and use data from
limited data sources. This does not only impacts the integrity and
availability of the IIoT data, but also makes the DQM process time
and resource consuming. To address this problem, a blockchain based
DQM platform is proposed in this paper, which aims to enable tamper-
proof data transactions in a decentralised and trustless environment. To
fit for different quality requirements, our platform supports customis-
able smart contracts for quality assurance. And to improve our plat-
form’s performance, we discuss and analyze different distributed ledger
technologies.

Keywords: Data quality · IIoT · Blockchain · IPFS ·
Smart contract · DAG · IOTA

1 Introduction

Industrial Internet of Thing (IIoT) is expanding at a fast pace, which facilitates
the exponential growth of sensor data. High quality IIoT data are critical to
generate reliable models, make real time decisions and deliver advanced services
in a wide range of application domains, such as manufacturing, logistics, trans-
portation, health care, energy and utilities [15]. This vast amount of IIoT data,
with varying complexity and reliability, are usually generated from distributed
sources owned by different parties.

However, obtaining high-quality distributed sensor-based data is challenging.
Firstly, the participation of human and subjective decisions is a bottleneck for
efficient Data Quality Management (DQM) process. Ideally, if a reference data
source exists as a standard vocabulary, the quality of other data sources can
be obtained by comparing with the reference data source. However, for most
cases there is no ‘golden’ reference data source [4]. Thus, DQM often requires
active participation of domain experts to make subjective decisions, and the
effectiveness of the DQM heavily depends on the expert. Secondly, since there
c© Springer Nature Switzerland AG 2019
J. Li et al. (Eds.): BigSDM 2018, LNCS 11473, pp. 301–318, 2019.
https://doi.org/10.1007/978-3-030-28061-1_30
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is a strong positive correlation between the data quality and price, conflict of
interests exist between the data providers and consumers. Performing DQM
on both sides would be a waste, and therefore a trustworthy inter-mediation
is often involved to deliver quality reports at some cost. This process fails to
protect the privacy of both the providers and consumers, and also makes the
entire process insecure. For these reasons, enabling trustful data transactions
in the decentralised and trust-less environment will help us achieve the aim of
efficiency and privacy.

Some existing studies have already attempted to use blockchain based
approaches to solve the efficiency and privacy issues [12,26]. By deploying smart
contracts, DQM processes can be codified and carried out in a way that greatly
increases reliability, immutability, transparency and security. DQM can be per-
formed without the participation of inter-mediation. Despite the advantages of
these approaches providing solutions for managing and improving data quality
without centralised validation which greatly reduce the cost of DQM, there are
still some challenges that need to be further addressed:

• Data accessibility. Data accessibility is an essential data quality factor [21].
Existing blockchain based DQM platforms store hash pointers of the content
on-chain, and store the actual content off-chain. A hash pointer typically con-
sists both the off-chain address of the data and the hash of the entire data
content, which makes it useful to look up and verify the content not being
tampered from the time when it was stored. However, the off-chain storage is
often either a centralised database or in a third-party cloud service. If off-chain
data are destroyed or lost, the pointers stored on the blockchain will become
invalid, and the data will no longer be accessible.

• DQM effectiveness and efficiency. IIoT data quantity and complexity are
increasing rapidly. The requirements for analytic skills and computational
resources also increase accordingly. This is becoming a costly and time-
consuming process to design and execute DQM plans.

• Task-oriented DQM specification. There are mainly two reasons for task-
oriented DQM specification. Firstly, data consumers have different data qual-
ity needs. When purchasing data, there are a lot of constraints to consider,
such as budget and data formats. Secondly, we would like to enable micropay-
ments in IIoT. This will let consumers to only purchase the data they want.
New business models are formed, such as combining the data from multiple
data providers to generate a data set with the highest quality using smart
contracts. For the above reason, the platform should be able to customise all
subjective DQM procedures.
Note that only subjective DQM procedures are customisable. Objective data
quality measures (Quality Indicators) should be immutably stored. In fact,
the platform should ensure those objective measures are never tampered.

In this paper, we propose a novel blockchain-based IIoT data DQM platform.
The platform is open so that all IIoT data consumers and providers can freely
join and leave the platform without affecting the entire network. To address
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the above challenges, peer-to-peer distributed file system is used to ensure data
accessibility and platform capability. Encryption operations and smart contract
mechanisms are also employed to support secure data transfer along with cryp-
tocurrency token transfers. Attribute-based data quality validation strategy is
designed and implemented to separate the subjective (Quality Attributes) and
objective (Quality Indicator) parts of the DQM process. Our platform is task-
oriented, with pluggable DQM plans to support customisable quality require-
ments, which further enables a crowd-sourcing model to utilise the community
power to integrate various existing data quality algorithms. To prove the con-
cept of the proposed platform, an experimental decentralised DQM platform is
implemented, and tested with PM10 and PM2.5 values from London Air Quality
Network at Greenwich in 2017 [13]. The results have shown that the proposed
platform is able to provide effective task-oriented data quality management effi-
ciently in a decentralised way.

2 Related Works

Data quality is a crucial research direction with important practical values, where
blockchain can be used to make the data quality management process more
effective and efficient. In this section, an overview of the development of data
quality researches since the 1990s will be described, followed by a review of
the blockchain researches in the past few years. This section finishes with a
short review of the peer-to-peer distributed file systems, which is crucial in our
platform to tackle the data accessibility problem.

2.1 Data Quality

Data quality deficiencies have a significant impact on data-driven approaches in
IIoT, which lead to extensive researches in this area. In this section we give a
brief overview of some representative researches on data quality.

The issue about data quality has gained attention since the mid-1990s. An
inspiring hierarchical framework for determining the quality characteristics of
data has been put forward in 1996 [21]. As shown in Fig. 1, multiple objective
quality indicators of data have been defined, such as being accurate, consis-
tent, etc. Quality attributes, which decide the quality of data, are generated
from quality indicators. Data quality is a comprehensive and multifaceted indi-
cator requiring many data attributes. Previous studies have stated that in a
fair data-market system, the most important ones among these indicators are
completeness, accuracy, consistency and timeliness [14].

In 2016, a more completed data quality model was introduced to evaluate
data quality using indicators such as accuracy, completeness, redundancy, read-
ability, accessibility, consistency, usefulness, and trustworthiness [7]. In 2017, Yu
and Zhang established a bi-level programming model with two kinds of cost func-
tions to analyse the production-decision behaviour of the data platform owner
and the purchasing-decision behaviour of data consumers [24].
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Fig. 1. Data quality hierarchy

2.2 Blockchain

The blockchain is an implementation of the distributed ledger technology (DLT).
It is tamper-proof with no central governance. Blockchain revolution can be
divided into 3 stages [20]. Blockchain 1.0 is the cryptocurrency for economic
transactions. Bitcoin is regarded as the most famous cryptocurrency at the
moment [18]. Whereas, Blockchain 2.0 utilises smart contracts technology. Smart
contracts can be seen as a programme that can act as a trusted third party
authority during transactions. Successful projects include Ethereum [22] for open
blockchain and Hyperledger Fabric [10] for closed blockchain. Blockchain 3.0 is
blockchain applications beyond currency, finance and markets. The combination
of IIoT and blockchain is one of the key developments in the Blockchain 3.0
stage, which has a number of successful use cases [11]. Existing framework has
employed tamper-proof log of events and management of access control to data,
micropayment based purchase of assets by devices or human beings, purchase
of sensors data in IIoT and many more [11]. However, to the best of authors
knowledge, none of the existing researches focused on quality-oriented data col-
laboration on the blockchain, which is actually essential for data consumers.

There are many different consensus mechanisms for public blockchains, e.g.
PoW (Proof of Work), PoS (Proof of Stake), PoST (Proof of Space-Time), PoET
(Proof of Elapsed Time), and etc. The advantages and disadvantages of these
consensuses have been previously discussed [6,25]. PoW provides the highest
level of security. It is more robust against DDoS attacks comparing to other
consensuses.

2.3 P2P Distributed File System

Data storage is a challenging problem in IIoT. IIoT data is usually large in size,
sampled frequently in a distributed way.

Peer-to-peer (P2P) networks are designed to enable direct exchange of com-
puter resources. P2P distributed file system (DFS) allows computers to have
access to the same storage using a network protocol instead of block level access,
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in order to index, search, and obtain digital content. There have been many stud-
ies on global distributed file system since 2000s [3]. Systems were built from both
the academia and industry, such as AFS [16], Napster, KaZaA, and BitTorrent.

InterPlanetary File System (IPFS) is a P2P DFS system, which could be
seen as a single BitTorrent swarm, exchanging objects within one Git repository.
There are several unique features of IPFS. Firstly, it uses the Merkle DAG data
model, which can split large data files (>256 kB) into a list of links to file chunks
that are <256 kB. This makes the system suitable for large IIoT data sets. Sec-
ondly, the hash of the root chunk can be used to both ensure the immutability
of its content and retrieve the underlying data [9]. Therefore this hash can be
used as our hash pointer on chain.

3 Methodology

As discussed in Sect. 1, efficient machine-to-machine communication without
human intervention in IIoT is challenging. Firstly data are large in size, with
varying complexity and reliability. Secondly sensors are often owned by multi-
ple data providers, with no uptime guarantees. Lastly but not the least, data
providers and consumers do not trust each other due to conflict of interests. In
addition, in order to create a new data set that meets consumers’ needs (budget,
data format, and etc.), micropayments should be enabled to purchase IIoT data
from (multiple) provider(s).

In the following paragraphs of this section, the platform design will be intro-
duced. Firstly a problem description of DQM will be described. Then the plat-
form overview was provided, followed by using smart contracts to manage trans-
actions.

3.1 DQM Problem Description

Assume that there are m data sources in the system. All the data sources produce
similar comparable data, with small variances. Data shards are defined as a small
horizontal data chunks that partitions the entire data set produced by a data
source.

Given m comparable data shards within a given time period produced by the
m data sources correspondingly, denoted as s1, ...sm ∈ S. Let us define the set
of Quality Indiactor (QI)s relevant to data shards s1, ...sm ∈ S as:

QI(si) = qi1(si), qi2(si), · · · (1)

where i ∈ [1,m], and qi() are different quality indicator functions. QIs, such as
Mean, Variance, Maximum value, etc., provide objective information about the
characteristics of data. Ideally, QIs should never change once calculated.

As discussed in Sect. 1, customisable quality management must be supported.
We further define Quality Attribute (QA)s as:

QA(si) = qa1(QI(si)), qa2(QI(si)), · · · (2)
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where i ∈ [1,m], and qa() are different quality attribute functions. Examples
of subjective data attributes include Confidence Coefficient, Usefulness, Inter-
pretability and so on.

Lastly, the quality control function can be defined as:

fqc(QA(s1), · · · , QA(sm)) ∈ {Bm} (3)

The quality control function is used to accept or reject each data shard. Note
that function fqc() is written based on data consumers’ needs. For example
it can output true for multiple shards when needed. This function should be
implemented differently for each data consumer. It is not necessary to have the
same quality control functions on different sets of comparable shards belonging
to the same data set.

After all data shards were purchased, data consumers can post-process all
data locally to produce a new data set.

3.2 Platform Overview

The architecture of the designed platform and overall execution flow is shown in
Fig. 2.

1. Sharding is performed to divide data into small portions. This step is neces-
sary due to the difficulty with scaling the DQM when there are big chunks of
data in the platform. Furthermore, some data consumers might only wish to
purchase a small subset of the data available. Sharding would enable micro
payments in the system.

2. We use data schema as a framework to describe data, which is responsi-
ble to translate data into a consistent format. Data schema consists of two
parts. Firstly the QIs are the objective quality measures. Secondly the meta-
data describes the data content using tags for the purposes of identification.
Examples of meta-data include sensor location, sensor id, data unit and etc.

3. Data schema is stored on P2P distributed file system by the data provider.
4. The address of the data schema is stored on-chain. Users of the network

should keep a local copy of all schemas on-chain.
5. The data consumer can find the hash address of data of its interest, by

browsing the blockchain.
6. The data consumer then downloads all data schema of its interest from P2P

DFS.
7. By using the data schemas downloaeded from the previous step, the data

consumer calculates QA and decides whether or not to purchase the corre-
sponding data shard based on the result. The data consumer then initiates a
smart contract to purchase the data. Note that the consumer needs to have
an asymmetric key pair and provide the public key to the smart contract in
this step.

8. The data provider receives the request. It does not have to accept the trade
at this stage. If there is no response from the data provider for a limited
amount of time, then the trade is cancelled.
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Fig. 2. Platform architecture. Solid lines can execute actively. Dashed lines require
monitoring/notification. Authority can be a decentralised voting system.

9. Data provider creates an AES key, and encrypt the data content. Note that
the data is not encrypted with the public key for performance reasons.

10. Data provider encrypts the AES key in the above step using the public key
provided by data consumer at Step 7 and 8. This ensures that only the data
consumer can decrypt the AES key, thus it is safe to transfer both the data
and key using publicly accessible DFS.

11. Data provider stores encrypted data in Step 9 onto the DFS.
12. Data provider stores encrypted AES key in step 10 onto the DFS.
13. Data provider then sends the two DFS addresses in step 11 and 12 to the

smart contract.
14. By monitoring the blockchain, data consumer finds that data consumer has

provided the corresponding data addresses.
15. Data consumer retrieves relevant data from DFS, and decrypts the data.
16. Data consumer validates the data according to QI and QA. It releases the

fund if everything is correct.
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3.3 Transaction Management

A successful execution flow was demonstrated in Sect. 3.2. However, there are
cases when a data transaction would fail, such as when the data provider or data
consumer has disconnected from the network, or the data provider has faked the
quality indicators.

Fig. 3. Transaction sequence diagram. Dashed lines did not receive a response within
the time limit

Smart contract is a program that runs on the blockchain to ensure the reli-
ability of the transaction, and the contracts need to be verified and signed by
multiple nodes in the blockchain network to ensure its correctness. Smart con-
tracts will be used to regulate all transactions between data consumers and
providers.

The transaction sequence defined in the smart contract is shown in Fig. 3.
There are three major steps in the sequence:

1. Data consumer initialises the trade, and locks the tokens for the trade in the
smart contract.

2. Data provider provides the data to the smart contract.
3. Data provider verifies the data and closes the trade. All tokens will be trans-

ferred to the data provider.

As shown in the sequence diagram, we have introduced a time limit in Step 2
and 3. This does not only deal with disconnections, but also prevents malicious
behaviours to intentionally not respond and lock funds in the smart contracts
forever.
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If there are any issues with the transaction, both the data provider and con-
sumer have the privilege to raise an investigation request. Once an investigation
request is raised, all actions will be disabled for all participants, apart from the
authority. Typically authority is a centralised government controlled organisa-
tion, but it could be replaced with a blockchain voting system if needed. After
investigation, authority can forcefully transfer the funds in the smart contract
to either the data provider or consumer. Note that authority can only forcefully
transfer funds if an investigation request has been raised.

4 Platform Implementation

In this section, the details of the platform implementation will be discussed.
IPFS was used to store large IIoT data efficiently off-chain. Ethereum/Solidity
was used to implement DQM transaction management to target the trust issue
between providers and consumers. Minimum data were stored on-chain, in order
to reduce the gas cost for IIoT micropayments. Data content were symmetrically
encrypted, and the symmetric keys were asymmetrically encrypted, for data
privacy purposes.

4.1 Storage

In this work, IPFS was utilised as our P2P DFS for IIoT. All objects stored on the
IPFS are accessible via their hash. As discussed in Sect. 2.3, large amount of data
can be addressed with IPFS, which suite the need of IIoT. The hash of the merkle
tree is the immutable, permanent hash pointers to data, which can be linked
into blockchain transactions. This timestamps and secures the content, without
having to put the data on the chain itself, which greatly improves efficiency.

The content on IPFS can be permanently available if it is ‘pinned’ in a
cluster. This means that there is a risk to lose the data if none of the nodes in
the network ‘pin’ the data anymore. However, participants of the network only
need to permanently ‘pin’ the data they are interested to ensure the data are
truly permanently available.

Objects are looked up using S/Kademlia DHT, which can perform queries

on average contact
⌈
log2(n)

⌉
nodes [8].

4.2 Blockchain and Smart Contract

In this system, we use blockchain as a communication bridge between data
providers and data consumers. Theoretically, we can use any implementation
of the Distributed ledger technology (DLT) systems, but there are a few factors
to consider. Firstly we would like to ensure that data providers and consumers
will freely join and exit the platform, and equally participate in this data trans-
action network. Secondly as this is a public system with token trades, we would
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Table 1. Gas cost for smart contract functions defined in dataTransfer.sol

Function Gas

authority() 728

cancel() 877

dataConsumer() 816

dataProvider() 706

executeForcefulRefund() commonly 21000

executeForcefulSettle() commonly 21000

expirationTime() 724

initTransaction(address,bytes32,bytes32) 81112

ipfsConsumerPubKeyAddress() 500

ipfsDataAddress() 544

ipfsEncryptedAesKeyAddress() 632

ipfsSchemaAddress() 654

provideData(bytes32,bytes32) 61061

requestForcefulRefund() 20835

requestForcefulSettle() 21100

requestedForcefulRefund() 618

requestedForcefulSettle() 690

verifiedData() commonly 21000

like to use PoW as our consensus to benefit from its highest level of security. For
the above reasons, we have decided to use Ethereum.

We have forked Go Ethereum (Geth 1.8.13) and deployed a private testnet.
In this version of Ethereum, it uses PoW as the consensus mechanism. Smart
contracts in this study were written using Solidity Version> 0.4.0. On-chain data
only includes three Ethereum addresses (authority, provider and consumer), four
32 bytes IPFS data addresses, a unsigned integer expiration time property, and
two Boolean flags. Variable definitions and function signatures are shown in
AppendixA.

Gas cost for the smart contract is shown in Table 1. Note that functions calls
the ‘transfer()’ function could not determine the maximum cost, but 21000 is
commonly seen for payable transfers that do not have additional data. The gas
prices comparably low as we store the minimum amout of data on-chain.

4.3 Encryption

There are two encryption processes in this system. We have used AES-256 for effi-
cient symmetric encryption, and encryped the AES-256 key using assymmetric
encryption.
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4.3.1 AES Symmetric Encryption

In this study, Advanced Encryption Standard (AES) with a key size of 256 bits
was used as the symmetric encryption method. When encoding a single shard,
we use block ciphers, where each block has the size of 128 bits. Therefore each

shard is divided into m parts, where m =
⌈

Number of Bits
128

⌉
. The last undersized

block is filled with PKCS5Padding.

4.3.2 ECC Asymmetric Encryption

To authorize payments, Ethereum uses the Elliptic Curve Digital Signature Algo-
rithm (ECDSA). Elliptic-curve cryptography (ECC) secp256k1 [1] and the cryp-
tographic hash function SHA256 [2] are the two ingredients for this algorithm.
Ethereum’s private key is randomly generated by the user. Then the public key
can be calculated from the private key using the secp256k1 elliptic curve algo-
rithm.

In this work we use Ethereum private and public keys as our asymmetric
key pair. Note that any asymmetric key pairs could be used in our system. It
does not matter how many bytes the encrypted key is, as we will be storing the
actual content (encrypted AES key) in IPFS, and only the corresponding IPFS
address on chain.

5 Discussion of Distributed Ledger Technologies

Various new consensus mechanisms were proposed, such as parallel blockchain
extension and DAG in IOTA. The result blockchain is a trade-off between scal-
ability and the level of decentralisation. To build a practical data transaction
platform, we need to make sure its performance to meet the need of transactions,
especially considering the heavy transaction tasks.

Therefore, to improve performance of our platform, we will analyze and
discuss other distributed ledger technologies: parallel blockchain extension and
DAG in IOTA. And the following three aspects will be analyzed as the scalability
of blockchain has become the key issue when the network is used in real world
application.

1. Consensus
2. Scalability: Transaction throughput (the maximum rate of processing trans-

actions) and latency (time to confirm that a transaction has been included)
3. Support by smart contract

5.1 Parallel Blockchain Extension

The framework: parallel blockchain extension, proposed by Boyen, Carr,
and Haines, is to present a solution to the two foremost challenges fac-
ing “blockchain”-based cryptocurrencies: (1) “mining pool” oligopolies and (2)
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Fig. 4. Process of parallel blockchain extension

incompressibility of delays affecting validation [23]. This two challenges also limit
our performance of platform. So this framework will help us to improve our plat-
form.

5.1.1 Consensus

Traditional blockchain has a linear process of extending the blockchain: miners
try to solve the puzzle, and the one that finds a solution appends the next
block [5]. However, in stead of traditional structure as “chain”, a new structure
as “figure” is used for parallel blockchain extension. As shown in Fig. 4, with
this structure, multiple miners can solve puzzles at the same time, and multiple
new blocks can be appended to blockchain at the same time unlike traditional
blockchain.

Parallel blockchain extension also uses proof-of-work (PoW). Though speed
of generating blocks gets increasing, PoW still can prove the work and validation
of a transaction because generation of blockchain still need lots of work with a
specific difficulty. Once a block is appended to blockchain, it must validate two
previous transactions which are his parents. Thus this new transaction will be
validated by later blocks directly or indirectly. Every transaction must post a fee
to offset the distributed cost of conveying and verifying the transaction [23]. And
if a block validates one previous transactions successfully, it can get some reward
for its validation. In addition, indirect validation will get less reword which moti-
vates other users to create new transactions to validate previous transactions to
speed up the convergence of the system.
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Due to parallel blockchain extension, double-spend problem may occur. How-
ever, this problem has been taken into consideration. If this situation occurs,
following validation by later blocks will detect the problem and the block with
most amount of work attached to it will be accepted finally, which has been
proved [23].

5.1.2 Scalability

Scalability is consisted of throughput of transactions and latency, which decides
user experience in a high degree.

• Transaction throughput. As shown in Fig. 4, applying parallel blockchain
extension can improve the performance of transaction throughput because of
the concurrency. Compared with traditional blockchain, parallel blockchain
extension turn the serial process to parallel process, which can increase tps
(transactions per second) to N times, where N is quantity of miners. Therefore,
blockchian with parallel extension perform well on throughout of transactions.

• Latency. Compared with traditional blockchain, parallel blockchain extension
still performs well while latency of a transactions is depended on speed of
generating blocks. As a result, the performance of latency can meet the need
of user experience.

Therefore, both in transaction throughput and latency of parallel blockchain
extension performs much better than traditional blockchain. Thus, applying
scalability of parallel blockchain extension to our platform will increase the
performance.

5.1.3 Support by Smart Contract

Smart contract plays an important role in our platform, which ensures equitable
and reliable environments of transactions. Though smart contract is widespread
used on blockchain, whether smart contract can be applied to parallel blockchain
still can not be determined because of the totally different structure between
tradition blockchain and parallel blockchain extension. Order of transactions
has a determined influence to the result of transaction. Traditional blockchain
has a chain, which guarantee the order of transactions while parallel blockchain
extension only has a figure, directed acyclic graph exactly. Although timestamp
of every block can guarantee the orders of transactions, the structure of “figure”
may still cause some trouble while executing smart contract. Therefore, whether
smart contract can be applied to parallel blockchain still can not be determined.

5.2 DAG in IOTA

IOTA is a new transaction settlement designed specifically for the Internet of
Things (IoT). It is a distributed ledger that utilizes “Tangle” as its core. Tangle is
a new data structure based on a Directed Acyclic Graph (DAG) to link transac-
tions rather than grouping them into blocks like blockchain, which is illustrated
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Fig. 5. IOTA’s Tangle vs. Bitcoin’s/ Ethereum’s Blockchain

in Fig. 5. As such it has no Blocks, no Chain and also no Miners. It overcomes
the inefficiencies in existing blockchain designs and creates a new approach to
the decentralized Peer to Peer system consensus.

5.2.1 Consensus

Each participant that wants to make a transaction in IOTA has to actively par-
ticipate in the consensus of the DAG network by approving two past transactions
[17]. This is intended to be especially lightweight, as consensus does not require
several peers intercommunicating or exhausting computational effort validating
additions to the DAG; instead, two transactions can be validated by single peers
committing a transaction themselves [19].

A confirmed transaction is accepted into the public consensus, and is very
unlikely to be removed from it. To know when a transaction can be safely consid-
ered to be confirmed in the tangle, IOTA put forward two approaches to estab-
lishing consensus - the currently implemented coordinator, and the distributed
approach suggested in the white paper [17]. The coordinator is an entity con-
trolled by the IOTA Foundation. A milestone, zero-valued transaction is issued
every two minutes by the coordinator and all transactions approved by it are
confirmed, and the others are not. This acts as a protective mechanism because
the existence of legit milestones lowers the possibility of participant connecting
to malicious node.

IOTA also uses Proof of Work (Pow) as consensus protocol for spam pro-
tection but it is a short computational operation unlike the expensive PoW
employed in miner-based Bitcoin. And IOTA has no miners and no transaction
fees. Low PoW also reflects that IOTA is specialized for low-power cpus that
are primarily used to run IoT hardware. Minimum Weight Magnitude (MWM)
referring to the number of trailing zeros (in trits) in transaction hash determines
the difficulty of the PoW.

5.2.2 Scalability

Take the following two metrics directly related to blockchain scalability for com-
parison.
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• Transaction throughput. VISA can handle on average around 1,700 transac-
tions per second (tps). Today the Bitcoin network is restricted to a sustained
rate of 7 tps due to the bitcoin protocol restricting block sizes to 1 MB and
inter-block interval to 10 min. Ethereum handles 20 tps. Iota can already han-
dle between 500–800 tps thanks to parallelised validation of transactions.

• Latency. A test by Bitcoin Unlimited has shown that Bitcoin’s block latency
should put an end to about 500 tps. The blockchain rely on the linear transac-
tion confirmations in a chain, but IOTA uses a whole DAG network, where all
transactions are linked together. DAG eliminates blocks - and thus the latency
that arises as the blocks are distributed across the network. But owing to Iota
being among the most recent of emerging implementations, its latency has
yet to be tested at scale.

IOTA also creates snapshots through the milestones, whereby the nodes can
throw away all transactions that took place before the snapshots. This saves
hard disk space and reduce the memory burden of nodes, making it easier to
start a new node.

Due to the high scalability of DAG in IOTA discussed above, applying IOTA
to our platform will increase our performance.

5.2.3 Support by Smart Contract

Ethereum can support smart contract because miners help to realize consensus
on the order of transactions. But in DAG, every node has a different view of when
transactions happened because DAG is not a linear structure like a chain. In a
smart contract scenario, changing the order of the two transactions may result
in different results, hence transaction sequence must be taken into account. At
present, many DAG structures projects like Tangle is not smart-contract friendly.
But to implement a virtual machine that can execute a smart contract is on
the roadmap of IOTA. The idea is to do this with timestamp and additional
transaction collation.

IOTA is extensible towards a range of IoT applications with high scalability,
but our data management platform is highly relied on the built-in smart contract
mechanism. We can use IOTA as our distributed ledger only when official support
for IOTA smart contracts gets announced.

6 Conclusion

The fast development of IIoT facilitates the explosive growth of sensory data,
which is highly demanded by data consumers to improve efficiency and deliver
advanced services in a wide range of application domains. Designing a platform
that can provide trustful data transactions in the decentralized and trustless
environment become a crucial task. Although traditional blockchain frameworks
can ensure security and privacy, they are not able to directly handle the huge
amount of IIoT data due to efficiency reason. Hence, we propose a new platform
using P2P DFS to store the data, and then transit the address of encrypted data
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through blockchain using smart contract. At the same time, symmetric keys were
asymmetrically encrypted using consumer’s Ethereum public key, and transmit-
ted as well. Such a mechanism can provide efficient data accessibility as well as
security. In addition, the DQM strategy is designed to provide a customised data
selection for specified data consumers needs. We also discussed two consensus
mechanisms to support data transaction platform: parallel blockchain extension
and DAG in IOTA. The analysis of consensus, scalability, and smart contract
also have shown the appropriateness of the proposed platform.

Acknowledgement. This work is supported by Cybervein-ZJU Joint Lab, Funda-
mental Research Funds for the Central Universities, Artificial Intelligence Research
Foundation of Baidu Inc, Program of ZJU Tongdun Joint Research Lab.

A Smart Contracts

In this section we provide the function signatures and main variables of our
smart contract.
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Abstract. With the popularity of cloud computing, decoupled
compute-storage architecture has become a trend. While being able to
independently scale compute and storage results in large cost savings and
more flexibility, this architecture also increases the latency of data access,
reducing the performance. To solve this problem, Alluxio was proposed.
Alluxio achieves the goal of reducing data access latency by providing
a near-compute cache when Alluxio is deployed with compute nodes.
Applications and compute frameworks send requests through Alluxio
and are automatically served through the cached copy. Alluxio is used in
many production environments and research work, but there is no com-
prehensive analysis of Alluxio’s acceleration effects. In this paper, we
evaluate and analysis the performance of Alluxio with OLAP workloads
in different application scenarios. We also summarize the shortcomings
of Alluxio and optimize it. Finally, the improved performance results and
conclusion are given.

Keywords: Cloud computing · Alluxio · OLAP · Virtualization

1 Introduction and Background

In recent years, with the rapid development of Internet technology, cloud comput-
ing has emerged as a new paradigm for on-demand access to a pool of computing
resources, which provides resources and services to users through the network
[21]. Compared with traditional approaches, cloud computing allows users to cre-
ate proprietary computing clusters based on specific applications. In the cloud
computing technology, the decoupled computing and storage architecture has
been wildly used by the major public cloud vendors (such as AWS [3], Aliyun
[1], etc).
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The core of cloud computing is virtualization technology. It can be described
that what virtualization does is to build up a few different logic views from a
physical machine, each of which can be used to interact with a user simultane-
ously [20]. Cloud computing requirements of dynamic cutting and distribution
of computing resources are owing to Virtualization. Virtualization involves the
construction of an isomorphism that maps a virtual guest system to a real host.
This isomorphism maps the guest state to the host state. From the perspective
of resource, virtualization creates plural subsets logically from the complete set
of machine.

For the past more than 10 years, computing resources and data are often
tightly coupled for performance considerations. Taking the Hadoop [5] frame-
work as an example, it usually puts the data in the HDFS of the computing
node when it runs. Computing resources can easily access the data locally. How-
ever, with the prevalence of virtualization technology, the way of computing and
storage coupling is obviously not applicable. From the point of view of data per-
sistence, once the physical server fails to provide the user with storage resources
or the user closes the virtual server by mistake, the data of the user would be
lost. This is disastrous. From the point of view of data management and sharing,
coupled computing and storage architecture is not conducive. With the develop-
ment of science and technology, the growth of network bandwidth also provides
conditions for the decoupling of computing and storage. In this environment,
the decoupling architecture of computing and storage is proposed. Comparing
with the traditional computing architecture proposed more than a decade ago,
the decoupled computing and storage architecture has better elasticity and can
scaling quickly according to user needs. In this architecture, only the computing
resources are retained in the virtual server, and all the data can be stored in a
cheaper way thanks to the object storage [18]. Object storage is a computer data
storage architecture that manages data as objects, such as AWS S3, Microsoft
Azure Blob Storage [9], GCS [11] and Ceph [22] storage. It can manage data
uniformly. It is responsible for data sharing and disaster recovery, and it pro-
vides good data security assurance in the meantime. Decoupling computation
and storage is not only beneficial to separate management of computation and
storage, but also to reduce overall cost.

However, this architecture has a certain performance loss, as this can lead to
network delay when data has to be accessed through the network, not locally.
In order to make up for this shortcoming, Alluxio [2] was preposed. Alluxio, for-
merly known as Tachyon, is the world’s first memory speed virtual distributed
storage system. It unifies data access and bridges computation frameworks and
underlying storage systems. Applications only need to connect with Alluxio to
access data stored in any underlying storage systems. Additionally, Alluxio’s
memory-centric architecture enables data access at speeds that is orders of mag-
nitude faster than existing solutions. Alluxio can help enterprises to meet the
delay requirements of big data OALP analysis tasks well.

In past studies, researches used Alluxio as cache to improve the overall per-
formance of the system or developed based on Alluxio. However, none of the
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studies evaluated and analyzed Alluxio’s advantages and disadvantages in dif-
ferent application scenarios.

In this paper, we optimize and analyze the performance of Alluxio from
the aspects of cache type, cache capacity, cache block size and file format by
using Hive [7] on MapReduce [15], SparkSQL [26] and Presto [12] over virtual
infrastructure. In the experiments, we find out its advantages and shortcomings
in OLAP (Online Analytical Processing) systems, then improve it to apply to
more application scenarios.

In the rest of this paper, we will introduce virtualization, Alluxio and related
work in the Sect. 2. The experiments are described in the Sect. 3. In the Sect. 4,
we show the results of the experiments and analyze the causes of these results. In
the Sect. 5, we propose optimization for Alluxio deficiencies. Finally, we discuss
the conclusions and future work in the Sect. 6.

2 Related Works

In the big data ecosystem, Alluxio lies between computation frameworks or jobs,
such as Apache Spark, Apache MapReduce, Apache HBase [6], Apache Hive, or
Apache Flink [4], and various kinds of storage systems, such as Amazon S3,
Google Cloud Storage, OpenStack Swift [19], etc. Alluxio brings significant per-
formance improvement to the ecosystem. Beyond performance, Alluxio bridges
new workloads with data stored in traditional storage systems.

For user applications and computation frameworks, Alluxio is the storage
underneath that usually collocates with the computation frameworks, so that
Alluxio can provide fast storage, facilitating data sharing and locality between
jobs, regardless of whether they are running on the same computation engine. As
a result, Alluxio can serve the data at memory speed when data is local, or the
computation cluster network speed when data is in Alluxio. Data is only read
once from the under storage system on the first time it’s accessed. Therefore,
the data access can be significantly accelerated when the access to the under
storage is not fast.

For under storage systems, Alluxio bridges the gap between big data applica-
tions and traditional storage systems, and expands the set of workloads available
to utilize the data. Since Alluxio hides the integration of under storage systems
from applications, any under storage can back all the applications and frame-
works running on top of Alluxio. Also, when mounting multiple under storage
systems simultaneously, Alluxio can serve as a unifying layer for any number of
varied data sources.

Previous works often used alluxio as cache to improve system performance. A
study [24] use Ceph Storage, Alluxio and Apache Hadoop integrated technology
to collect a fully working system. It uses alluxio as memory cache to increase
the performance. Another work [23] presented and designed DSA, a scalable
distributed sequence alignment system and employed Alluxio as primary storage
to speeds up I/O performance and reduces network traffic. Li, Zhaowei, et al.
[17] analyzed the methods of In-Memory File System using HDFS Lazy Persist
strategy and Alluxio to upgrade system I/O efficiency.
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In addition, some researches are implemented based on Alluxio. Yu, Y., et al.
[25] designed, analyzed, and developed SP-Cache, a load-balanced, redundancy-
free cluster caching scheme for data-parallel clusters. They implemented SP-
Cache atop Alluxio. Another study [16] proposed a packing, or bundling, layer
close to the application, to transparently transform arbitrary user workloads
to a write pattern more ideal for cloud storage. The layer is implemented as
a distributed write-only cache, packing coalesces small files to form gigabyte
sized blobs for efficient batched transfers to cloud backing stores. The packing
optimization, implemented in Alluxio.

Alluxio serves as the cache layer between the compute layer and the underly-
ing storage layer. Different configurations may affect the performance of Alluxio.
Alluxio’s cache type can be read cache, which temporarily stores copies of hot
data in Alluxio, which speeds up the next access to this data. Alluxio can also
be used as write buffer. Write temporary data into Alluxio to reduce the latency
of writing data to the underlying storage and accessing this data again. How-
ever, Alluxio has a bug. When it is used as a write buffer, the bug will cause
errors in the production environment. As for the optimization of this bug, we
will elaborate on it later. In addition, the size of the cache block also affects
the performance of Alluxio. Smaller blocks facilitate random access to data, but
also mean more RPC calls to get the location of all file blocks. Because different
file formats lead to different data access methods, such as sequential or partial
reading, it also affects the Alluxio’s performance. However, past works have not
been evaluating and analyzing Alluxio’s performance comprehensively. Due to
the variety of production environment, Alluxio cannot be applied to all scenar-
ios. It is necessary to study the performance and shortcoming of Alluxio under
different workload. In this paper, we will discuss the performance of Alluxio
under different configurations in different application scenarios.

3 Experiments and Optimization

In order to have a comprehensive evaluation and analysis of the performance
of Alluxio, we designed experiments in multiple dimensions. In this section, we
mainly introduce experimental environment, experimental workloads and exper-
imental scheme.

3.1 Experimental Environment

In order to satisfy the virtualization environment, we conduct experiments on
the cloud platform. All experiments are carried out on G-Cloud [10], which is the
cloud computing platform of the Guoyun Technology Inc of China. We select four
virtual servers (12 cores & 36G memory per server). 8 cores and 32G memory
are used for the computing layer, and the remaining resources are allocated to
the OS. On each virtual server, we configured a 100G SSD cloud disk and a
100G local SSD disk. The SSD cloud disk is used as data disk. The local SSD
disk is used as the cache layer for Alluxio. We deploy the computing layer with
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the Alluxio cache layer. There is one master node and three slave nodes in all
experiments. Source data is stored in underlying object storage consisting of
Ceph. In the experiment, we use the classic LRU algorithm as the replacement
algorithm of the cache tier.

3.2 Experimental Workloads

For testing the performance of Alluxio with OLAP workloads, so we selected
ten typical queries of TPC-DS [13]. The TPC Benchmark DS (TPC-DS) is a
decision support benchmark that models several generally applicable aspects of
a decision support system, including queries and data maintenance. The bench-
mark provides a representative evaluation of performance as a general purpose
decision support system. These 10 queries are carefully selected. They cover
almost all data tables and query operations, and can simulate the actual pro-
duction environment. In the experiment, the computing engine we selected were
Hive on MapReduce, SparkSQL and Presto, which are widely used in the actual
production environment.

3.3 Experimental Schemes

Memory is a scarce resource in cloud platforms, and the previous study [14] have
found that using SSD as the cache is more cost-effective. Thus, using local SSD
disk to construct the cache layer is more economical. In the experiments, we only
use local SSD disk as the cache layer. All experiment schemes are designed from
the aspects of cache type, cache capacity, cache block size and file format.

We set up three sets of experiments. In these three experiments, we used
Alluxio as the read cache and adopted Hive on MapReduce, SparkSQL and
Presto respectively. The size of source data is 50G. In each set of experiment,
we adjusted the ratio of cache capacity to the amount of source data and set the
block size of Alluxio to 4 MB or 1 GB for testing. The smaller block size is helpful
for random reading and writing, while larger one is conducive to continuous
reading and writing. We also set the format of files to Text or Parquet [8]. When
the file format of source data is Text, the application must read full file to get the
target data. When the file format of source data is Parquet, which is a column
storage format, the application can only read the required data. These are the
two common file formats. We executed each SQL for 4 times to eliminate the
caching deviation of the first running and calculate the average running time of
the latest 3 running times.

4 Results

We conduct three sets of experiments to figure out the answer to the question:
What is the performance of Alluxio as a read cache in multiple workloads?

In the first set of experiments, the computing engine is Hive on MapReduce,
and the result is shown in Fig. 1. The horizontal coordinate represents the ratio
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(a) Text File (b) Parquet File

Fig. 1. Hive on MapReduce

of cache capacity to source data size. The vertical coordinate represents the
total time spent for the 10 queries. The following figures and the like. It can be
seen in Fig. 1(a) that when the block size is 1G, the query time is about 13%
shorter than the block size of 4 MB. This is because for text, it can only read the
entire file, which is sequential read operation. At the same time, intermediate
data generated between different stages of Hive is written back to the object
store, which is a sequential write operation. So when the block size is bigger, the
performance is better. It can be seen in Fig. 1(b) that the size of the block has
little effect. This is because the block size is 4 MB, which is good for random
reading of Parquet. When the block size is 1G, it is beneficial to write back
operation of intermediate data. So their query times are similar. On the whole,
when the file format is Parquet, it has better performance than the file format
is Text. This is because parquet is a column storage, and the computing engine
reads only the data needed. While reading text, computing engine can only read
the entire file. Compared with Text, Parquet can reduce the amount of data
processed and transmitted through the network. We found that read caching does
not significantly improve performance, because for Hive, query time is mainly
spent on intermediate data access.

(a) Text File (b) Parquet File

Fig. 2. SparkSQL
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The computing engine of the second set of experiments is SparkSQL, and the
result is shown in Fig. 2. It can be seen in Fig. 2(a) that when the block size is 1G,
the query time is about 35% shorter than the block size of 4 MB. Moreover, it
seems that as the cache hit ratio increases, the performance with 4 MB becomes
slower. This is because when the cache hits, for Text files, applications have to
read the entire file and the location policy of blocks of Alluxio is local first, which
may result in access to large amounts of data from a single node. Performance
is restricted by the network bandwidth of the single node. In addition, when the
block size is small, a large number of RPC calls due to the addressing of file’s
blocks will affect the performance to a certain extent. As seen in Fig. 2(b), when
the block size is 4 MB, the query time is about 15% shorter than the block size
of 1 GB, because it facilitates random reading of Parquet files. Overall, the cache
does not speed up text files because Text file can only be read the entire files,
which can cause cache contamination and reduce cache efficiency. For Parquet
files, cache has a performance improvement of up to 56%, because Parquet files
allow only partial files to be read, which improves cache efficiency.

(a) Text File (b) Parquet File

Fig. 3. Presto

The computing engine of the third set of experiments is Presto, and the result
is shown in Fig. 3. It can be seen in Fig. 3(a) that when the block size is 1G,
the performance is increased by about 57% compared to the block size of 4 MB.
As seen in Fig. 3(b), block size has no significant effect, because Presto does not
support parquet files very well. Overall, cache does not speed up performance
for text files. For parquet files, cache has the highest performance improvement
of 17%.

5 Optimization

Through the analysis of the experimental results, we found that Alluxio as a
write buffer is also a good choice. Putting intermediate data in Alluxio avoids
writing intermediate data back into object storage, which is a slow process.
Moreover, while reading this part of the intermediate data, it does not need to
read from the object store, but from the local read. That reduces the network
latency in the query process.
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5.1 Improvement

While using Alluxio as write buffer, we found a bug. If Alluxio is used as a write
buffer to handle queries with a large amount of data, intermediate data may
loss, resulting in task failure. This is because in Alluxio, cache blocks and buffer
blocks are not treated differently. But in fact, they are different. Cache block
is usually only a copy of the hot data in the underlying object store. If it is
eliminated by Alluxio, it will not cause data loss. The buffer block usually has
only one copy in Alluxio, and there is no copy in the underlying object store.
Once it is eliminated, it will cause data loss. However, Alluxio does not protect
buffer blocks. The non-persist buffer blocks may be eliminated. This process is
shown in the Fig. 4. When Alluxio space is full, the newly received buffer block
is still written to Alluxio and the old buffer block is evicted, although the buffer
block has not been persisted into object storage. This bug causes Alluxio cannot
be used as write buffer.

Fig. 4. Before optimization

In this paper, we optimize Alluxio and fix the bug mentioned above. In our
work, when Alluxio is used as write buffer, it protects non-persist buffer blocks
from being evicted out of Alluxio. When Alluxio has no free space, the newly
received buffer blocks are automatically persisted directly into the underlying
object storage to ensure the reliability of the data. As shown in the Fig. 5, Alluxio
checks itself for free space when it receives a new buffer block. If so, the buffer
block is written to Alluxio; if not, the buffer block is persisted directly into
the object store. The advantage is that before optimization, the applications
must ensure that the size of buffer blocks does not exceed Alluxio’s capacity
in order not to lose data, but this also results in low resource utilization. After
optimization, the applications can not only make full use of the buffer resources,
but also do not have to worry about the task failure caused by the loss of data.
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Fig. 5. After optimization

5.2 Evaluation

After optimizing Alluxio, we evaluated the performance of Alluxio write buffer on
various workloads through the same three sets of experiments above. Figure 6 is
an experimental result of hive on MapReduce. Write buffer has at most 49% per-
formance improvement for the system. This is because the write buffer reduces
the latency of intermediate data operations. It can be seen that with the increase
of buffer capacity, the effect of acceleration is more obvious. Figures 7 and 8
are the experimental results of SparkSQL and Presto respectively. Write buffer
doesn’t have a noticeable acceleration effect, because the intermediate data they
produce is kept in memory of the computing layer as much as possible, but not
written to the object storage.

(a) Text File (b) Parquet File

Fig. 6. Hive on MapReduce
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(a) Text File (b) Parquet File

Fig. 7. SparkSQL

(a) Text File (b) Parquet File

Fig. 8. Presto

6 Conclusion and Future Work

6.1 Conclusion

From the above experimental results, we can confirm that Alluxio has a good
acceleration effect with OLAP workloads, which is shown as follow.

For Hive on MapReduce, if the source data file format is Text, when Alluxio’s
block size is 1 GB, the query time is about 13% shorter than when the block size
is 4 MB. If the source data file format is Parquet, block size does not affect
performance. Using Alluxio as a read cache, the performance is not significantly
improved. Using Alluxio as write buffer, query time is reduced by 49% at most.

For SparkSQL, if the source data file format is Text, when Alluxio’s block size
is 1 GB, the query time is about 35% shorter than when the block size is 4 MB.
If the source data file format is Parquet, when Alluxio’s block size is 4 MB, the
query time is about 15% shorter than when the block size is 1 GB. Using Alluxio
as a read cache does not significantly improve the performance of Text files. For
Parquet files, the maximum performance can be increased by 56%. Using Alluxio
as write buffer has no obvious improvement in performance.

For Presto, if the source data file format is Text, when Alluxio’s block size
is 1 GB, the query time is about 57% shorter than when the block size is 4 MB.
If the source data file format is Parquet, block size does not affect performance.
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Using Alluxio as a read cache does not significantly improve the performance
of Text files. For Parquet files, the maximum performance can be increased by
17%. Using Alluxio as write buffer has no obvious improvement in performance.

In summary, we suggest that Alluxio’s block size be increased if the source
data file format is Text, and Alluxio’s block size be decreased if the source data
file format is Parquet. For Hive on MapReduce, Alluxio should be used as write
buffer. For SparkSQL and Presto, Alluxio should be used as read caching.

6.2 Future Work

In this paper, the amount of source data is not large enough to simulate the
actual production environment, which can be hundreds of Gigabyte, or even a
few Terabyte. At the same time, under the condition of small amount of data,
the caching of the operating system will also affect the experimental results.
In this paper, we only deal with three computing engines, Hive on Mapreduce,
SparkSQL and Presto, and two file formats, Text and Parquet. Therefore, in
future work, we need to increase the size of the source data and add more types
of application scenarios and workloads to better simulate the actual production
environment. In addition, for Alluxio, the cache replacement policies and cache
block allocation policies are also worth our analysis in the future.
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