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Abstract. Knowing what concepts are substantial to each country can
be helpful in enhancing emotional communication between two countries.
As a concrete example of identifying substantial country concepts, we
focus on a task of finding latent country words from cross-cultural texts
of two countries. We do this by combining word embedding and tensor
decomposition: common words that appear in both countries’ texts are
selected; their country specific word embeddings are learned; a three-way
tensor consisting of word factor, word embedding factor, and country
factor are constructed; and CANDECOMP/PARAFAC decomposition
is performed on the three-way tensor while fixing the country factor
values of the decomposed result. We tested our method on a motivating
example of finding latent country words from J-pop lyrics from Japan
and K-pop lyrics from South Korea. We found that J-pop lyrics words
feature nature related motifs such as ‘petal’, ‘cloud’, ‘universe’, ‘star’,
and ‘sky’, whereas K-pop lyrics words highlight human body related
motifs such as ‘style’, ‘shirt’, ‘head’, ‘foot’, and ‘skin’.

Keywords: Cross-cultural text analysis · Tensor decomposition ·
Word embedding

1 Introduction

Let us suppose that two countries’ representatives are trying to resolve a com-
mon issue through bilateral discussion, and the discussion is being recorded in
the form of meeting minutes. Later, based on the meeting minutes, we want
to identify a list of words that are used more substantially by each country’s
representatives. How can we do this?
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One way to find such latent country words is to build a three-way tensor
consisting of a list of common, frequent words used by the two countries’ repre-
sentatives in the first dimension (i.e., word factor), the word embedding values
of each country’s words in the second dimension (i.e., word embedding factor),
and the degree of country aspect in the third dimension (i.e., country factor).
Since the word embedding representation learns the hidden relationships between
words, country-wise speech texts can learn country specific relationship between
words. We then perform tensor decomposition on the country-wise word embed-
ding data, while adjusting the country factor values, to find substantial words
used by each country’s representatives.

Advances in three-way component analysis techniques have realized the sum-
marization of all information in a large three-way data set [1]. Three-way data
refer to data that can be arranged in a three-dimensional array, i.e., three-way
tensor. Recently, tensor factorization and decomposition has become an impor-
tant tool for data mining since they can explicitly take into account the multi-
way structure of the data that would otherwise be lost when analyzing the data
by matrix factorization approaches [2]. CANDECOMP (canonical decomposi-
tion)/PARAFAC (parallel factors) [3,4] decomposition (hereafter referred to as
CP decomposition) is a popular tensor decomposition method that decomposes
a tensor as a sum of rank-one tensors [5]. In this study, we apply CP decomposi-
tion on the aforementioned three-way tensor while deliberately fixing the country
factor values of the decomposed result in order to identify latent country words.

2 Discovering Latent Country Words

To describe our method concretely, we present a motivating example of find-
ing latent lyrics words from J-pop and K-pop lyrics texts. We aim to discover
latent country motifs from J-pop/K-pop lyrics by learning country specific word
embeddings and applying CP decomposition on the two countries’ lyrics word
embedding tensor. Figure 1 displays the overview of discovering latent J-pop
and K-pop lyrics words. The overall process includes lyrics data collection and
tokenization, J-pop/K-pop lyrics word mapping (i.e., language unification) and
filtering, country specific word embedding learning, and tensor decomposition.

2.1 Data Gathering and Tokenization

Ten years (2008–2017) worth of yearly top 100 ranking J-pop and K-pop hit
song lyrics were gathered as target data. For J-pop lyrics, a total of 1,142 lyrics
were crawled from a major Japanese music ranking portal, Oricon Chart, and two
lyrics search engines, Uta-Net and J-Lyric.net.1 For K-pop lyrics, a total of 1,000
lyrics were crawled from a major South Korean music ranking portal, Melon
Chart.2 There were more J-pop lyrics than K-pop lyrics since the Oricon Chart
allowed multiple tied rankings. The two countries’ lyrics were then tokenized
1 https://www.oricon.co.jp/, http://www.uta-net.com, http://j-lyric.net/.
2 https://www.melon.com/.
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Fig. 1. Overall process of discovering latent J-pop/K-pop lyrics words through word
embedding learning and CP decomposition.

using Japanese/Korean morphological analyzers. Nouns, verbs, and adjectives
were selected as the unit of analyses. Table 1 summarizes the statistics of the
gathered data. We see that the J-pop lyrics’ vocabulary size is more than twice
that of K-pop’s as evidenced by the total number of unique words.

Table 1. J-pop/K-pop lyrics data statistics.

Gathered years: 2008–2017 J-pop K-pop

Total number of lyrics 1,142 1,000

Avg. number of words per lyric 110 77

Total words (total unique) 125,205 (13,086) 77,092 (5,797)
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2.2 J-Pop/K-Pop Lyrics Word Mapping and Filtering

Once the nouns, verbs, and adjectives were obtained from the J-pop/K-pop
lyrics data, the similar meaning J-pop lyrics words were manually mapped to
K-pop lyrics words to build a J-pop/K-pop lyrics word alignment dictionary.
This dictionary was used later for unifying the J-pop/K-pop lyrics data into a
single language. Table 2 displays three sample entries of the J-pop/K-pop lyrics
word alignment dictionary. Approximate English translation is given as reference
in the first column. Note that the parts of speech were not distinguished in this
dictionary; rather, words with similar concepts were grouped using a ‘|’ delimiter
to constitute a single dictionary word (e.g., “get angry:verb|anger:noun”).

Table 2. Sample entry of J-pop/K-pop lyrics word alignment dictionary.

The J-pop/K-pop lyrics word alignment dictionary was constructed as fol-
lows. Presented with a list of unique J-pop and K-pop lyrics words and frequency
counts, a bilingual Korean with more than ten years’ experience of living in Japan
first grouped the similar meaning words for each country, and then mapped the
grouped words across the two countries. Then, a professional Korean-Japanese
translator with twenty years of translation expertise reviewed and corrected the
alignment dictionary and further expanded the dictionary. The dictionary build-
ing process continued until a sizable dictionary was constructed. From this dic-
tionary, the dictionary words with both countries’ frequency counts that were
less than six were discarded. As a result, a J-pop/K-pop lyrics word alignment
dictionary with 579 J-pop/K-pop lyrics word mappings was constructed. Note
that when the delimiter was removed from the grouped dictionary words, the
number of atomic J-pop and K-pop lyrics words were 1,065 and 870 respectively.

Using this alignment dictionary, J-pop/K-pop lyrics texts were filtered to
contain only the grouped dictionary words. Then, the filtered K-pop lyrics words
were converted to J-pop lyrics words by referring to the dictionary mapping. As
a result, a list of filtered Japanese grouped dictionary words were obtained for
both the J-pop and K-pop lyrics data. For some lyrics, there were no matching
dictionary words, and hence, those lyrics were discarded. Consequently, a total
of 1,134 and 986 J-pop and K-pop lyrics data were used for constructing the
country specific word embeddings.

Table 3 summarizes the statistics of the filtered J-pop/K-pop lyrics word
data and the J-pop/K-pop lyrics word alignment dictionary. The overall dictio-
nary coverage was calculated by dividing the number of total filtered words by
the total number of words given in Table 1. Even with the limited number of
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dictionary atomic words, i.e., 1,065 and 870, which constitutes approximately
8% and 15% of unique J-pop and K-pop words respectively (these percentages
were calculated by dividing the number of dictionary atomic words by the total
unique words in Table 1), the filtered words covered a close to half (48.8%) and
three-quarters (74%) of the J-pop and K-pop lyrics data respectively. This indi-
cates that the alignment dictionary covers many of the frequently used words in
each country’s lyrics. Table 4 lists the top-20 most frequently appearing dictio-
nary noun words in the filtered J-pop/K-pop data. English translation of each
word is also given. Although we have grouped the words into similar concepts
regardless of the parts of speech, hereafter we select the most representative
parts of speech word when presenting our results.

Table 3. Filtered data & dictionary statistics.

J-pop K-pop

Total filtered lyrics 1,134 986

Total filtered words 61,094 57,049

Total grouped dictionary words 579 579

Total atomic dictionary words 1,065 870

Overall dictionary coverage 48.8% 74.0%

Table 4. Top-20 total frequent J-pop & K-pop lyrics nouns.
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Tables 5 and 6 list the top-10 most frequent verbs and adjectives appearing
in the filtered J-pop/K-pop lyrics data. We see that many of the same words are
used frequently in both countries’ lyrics (marked in italics), e.g., ‘love’, ‘heart ’,
‘look ’, ‘know ’, ‘good ’ and ‘sad ’.

Table 5. Top-10 most frequent J-pop & K-pop lyrics verbs.

Table 6. Top-10 most frequent J-pop & K-pop lyrics adjectives.

2.3 Word Embedding Learning

Using the filtered lyrics word data, the J-pop/K-pop lyrics’ country specific
word embedding values were learned using the Word2Vec algorithm [7]. Word
embedding maps each word to a vector of real numbers. Traditionally, to repre-
sent a word in a document, each word occupied one dimension of the document
vector; consequently, a vocabulary of ten thousand words required ten thou-
sand dimension vector. Word embedding introduced a way to express each word
using a continuous vector space with much lower dimension of few hundreds.
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It is known to capture the context of a word such as semantic and syntactic sim-
ilarity, and the relation with other words. However, to learn useful embeddings,
abundant data are needed. Due to the limited amount of the lyrics data, we first
learned the initial word embedding values using both the J-pop and K-pop data,
and then updated the initial embedding values by separately using the K-pop
and J-pop data to build country specific J-pop/K-pop lyrics word embeddings
following the work in [6].

With regard to the word embedding dimension size, we tested different
dimension size of 5, 10, and 100. Due to the limited amount of data, we found
that 5 was the most adequate among the three, and hence set the size of the
embedding dimension to 5. Once the J-pop and K-pop lyrics word embedding
values were learned, three 579 × 5 sized Word2Vec matrices, one for J-pop, one
for both J-pop and K-pop (i.e., the initial word embedding values), and one for
K-pop, having different embedding weights were created. The three Word2Vec
matrices were then stacked back to back to create a three-way tensor of size
579×5×3, which contained the J-pop, Both, and K-pop lyrics word embedding
values (see Fig. 1 bottom).

2.4 Performing CP Decomposition

CP decomposition was performed on this three-way tensor using the alternating
least squares algorithm to approximately decompose the tensor into a sum of
three components of rank-one tensors (Fig. 1 bottom). Although the number of
components in CP decomposition are determined by gradually increasing the
component size after evaluating the fit of each optimal solution, this approach
did not apply to our example task since we formulated a CP decomposition
with a predetermined component size of three which matched J-pop, Both, and
K-pop. This formulation allowed us to obtain the rank-one vectors (i.e., a1, a2,
and a3 in Fig. 1) that corresponded to the dictionary lyrics words reflecting the
J-pop, Both, and K-pop lyrics words. To obtain the latent J-pop/K-pop lyrics
words, the values of the mode-3 vectors (i.e., the vectors c1, c2, and c3 in Fig. 1
bottom), which represent the country aspect, were adjusted to emphasize the
J-pop, Both, and K-pop aspect. We set the mode-3 vector values as [[0.8, 0.1,
0.1], [0.1, 0.8, 0.1], [0.1, 0.1, 0.8]], and proceeded with the CP decomposition.

3 Results and Analyses

Table 7 lists the top-20 latent J-pop/K-pop lyrics noun words discovered using
the proposed method. These latent country words were obtained by sorting the
a1 and a3 rank-one vector values (Fig. 1 bottom) along with the corresponding
lyrics words, and selecting the top-20 or bottom-20 lyrics noun words with the
larger absolute top-most or bottom-most element value (i.e., the first and the
579th elements’ absolute values were compared). We see in Table 7 an underlying
theme in the latent J-pop/K-pop lyrics noun words.
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Table 7. Top-20 latent J-pop & K-pop lyrics nouns.

We see in Table 7 that nature related motifs such as ‘petal’, ‘cherry blossom’,
‘light’, ‘darkness’, ‘cloud’, ‘universe’, ‘night sky’, ‘fire’, ‘star’, ‘wave’, ‘sky’, ‘spring
breeze’, and ‘rain’ are present in J-pop lyrics words while human related motifs
such as ‘style’, ‘brother’, ‘charm’, ‘shirt’, ‘head’, ‘toe’, ‘clothes’, ‘women’, ‘sweat’,
‘foot’, ‘skin’, ‘body’, and ‘blood ’ are present in K-pop lyrics words. ‘Blood ’ is a
common noun word listed in both countries.

Tables 8 and 9 list the top-10 latent J-pop/K-pop verbs and adjectives. Three
verbs, ‘fly ’, ‘dance’, and ‘melt ’, appear in both countries. When we exclude these
verbs, we are left with nature related verbs for J-pop (e.g., ‘[leaves] fall’, ‘[rain] fall’,
‘glitter’, ‘shine’ and ‘blow’) and human related verbs for K-pop (e.g., ‘wave’,
‘steal’, ‘fit’, ‘suit’, ‘wear’, ‘take off’, and ‘run’). In the case of adjectives, J-pop
adjectives focus on color/vision related expressions (e.g., ‘white’, ‘stark white’,
‘red’, ‘blue’, ‘beautiful’, and ‘bright’) while K-pop adjectives focus on human
perception based expressions (e.g., ‘cumbersome’, ‘delicious’, ‘stylish’, ‘pretty’,
‘hot’, ‘light’, ‘cold ’, and ‘shy’). ‘High’ and ‘cold ’ are common adjectives.

For reference, the top-20 latent words that encompass both J-pop and K-
pop lyrics (i.e., ‘Both’ a2 vector in Fig. 1) regardless of the parts of speech are
‘top’, ‘bottom’, ‘cherry blossom’, ‘[leaves] fall’, ‘mirror’, ‘spring breeze’, ‘flower’,
‘half’, ‘hi/bye’, ‘leaf’, ‘[tell a] lie’, ‘distance’, ‘style’, ‘shine’, ‘red’, ‘die’, ‘words’,
‘summer’, ‘love’, and ‘sorry’.
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Table 8. Top-10 latent J-pop & K-pop lyrics verbs.

Table 9. Top-10 latent J-pop & K-pop lyrics adjectives.

4 Discussion and Conclusion

How can knowing the top-n latent country words help cross-cultural communica-
tion? Recall that the proposed method learns the hidden relationships between
the words in each country’s text in the form of word embeddings, and combining
the two countries’ word embeddings and performing partially fixed CP decom-
position while adjusting the degree of country aspect enables the discovery of
the substantial words hidden within each country’s text. Such elicitation of the
latent country words can aid in understanding the subtle differences underlying
the two countries’ texts. Revisiting the bilateral meeting minutes example pre-
sented at the outset of this paper, by using the proposed method, we could learn
the hidden emphasis placed by each country’s representatives on the common
issue through analyzing the latent country words. We have demonstrated the
potential of the proposed approach through the example task of finding latent
J-pop/K-pop lyrics words; we discovered that the hidden motifs present in J-pop
and K-pop lyrics texts were ‘nature’ and ‘human’.
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As the method analyzes the frequent and common words shared by the two
countries’ texts, the method can be viewed as finding each country’s dominant
concepts from a set of shared concepts; this is very different from finding dis-
tinct concepts that do not overlap across two countries. Moreover, the proposed
method is unsupervised; both the word embedding learning and CP decompo-
sition do not require any labeled training data (we assume that the country
information can be automatically collected with the country texts). As long as
there exists two countries’ texts, the proposed method can be applied. How-
ever, the construction of reliable country-specific word embeddings is the key
to finding meaningful latent country words, and thus a sufficient amount of two
countries’ texts is required for successful analysis.

Recent advances in information technology have enabled the easy collection of
cross-cultural texts. Nowadays, there are abundant cross-cultural texts generated
by two countries’ participants that cover a common subject; examples range
from two countries’ bilateral meeting minutes to movie reviews written by two
countries’ audiences. We believe the method proposed in this paper can provide
a viable data-driven approach to highlighting the hidden emphasis placed on a
common subject discussed by the two countries’ participants, and in turn aid in
understanding the hidden differences underlying the two countries.
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References

1. Kiers, H.-A.-L., Van Mechelen, I.: Three-way component analysis: principles and
illustrative application. Psychol. Methods 6(1), 84–110 (2001)

2. Mørup, M.: Applications of tensor (multiway array) factorizations and decomposi-
tions in data mining. WIREs Data Min. Knowl. Discov. 1(1), 24–40 (2011)

3. Carroll, J.-D., Chang, J.-J.: Analysis of individual differences in multidimensional
scaling via an N-way generalization of ‘Eckart-Young’ decomposition. Psychometrika
35, 283–319 (1970)

4. Harshman, R.-A.: Foundations of the PARAFAC procedure: models and condi-
tions for an “explanatory” multi-modal factor analysis. UCLA Working Papers in
Phonetics, vol. 16, pp. 1–84 (1970)

5. Kolda, T.-G., Bader, B.-W.: Tensor decompositions and applications. SIAM Rev.
51, 455–500 (2009)

6. Cho, H., Yoon, S.-M.: Issues in visualizing intercultural dialogue using Word2Vec
and t-SNE. In: Proceedings of 2017 International Conference on Culture &
Computing, Kyoto, Japan, pp. 149–150 (2017)

7. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed representa-
tions of words and phrases and their compositionality. In: Proceedings of the 26th
International Conference on Neural Information Processing Systems, Nevada, USA,
pp. 3111–3119 (2013)


	Discovering Latent Country Words: A Step Towards Cross-Cultural Emotional Communication
	1 Introduction
	2 Discovering Latent Country Words
	2.1 Data Gathering and Tokenization
	2.2 J-Pop/K-Pop Lyrics Word Mapping and Filtering
	2.3 Word Embedding Learning
	2.4 Performing CP Decomposition

	3 Results and Analyses
	4 Discussion and Conclusion
	References




