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Foreword by Prof. Dr. Michael Huether

Old Institutions for a New World

Digitalization is in everyone’s hands. The mass use of smartphones triggered a
skyrocketing level of real-time connectedness and left its mark on people’s daily
lives. Shopping opportunities after office hours and constant updates on the US
President’s mood and sensitivities have a huge outreach; however, digitalization has
implications far beyond these simple virtual interactions between consumers and
suppliers of goods, services and information on large (American) platforms.

Hence, a coherent analysis of institutional adaptations due to digitalization needs
to address the technical dimension and its implications for the respective digital
business models. The technical dimension can be separated into a product and a
process level, as well as into a tangible and an intangible dimension. This cate-
gorization leads to the distinction between smart fabric (physical machines
exploiting real-time communication), smart products (individualized remote data
analysis of physical products), smart operations (machine learning-based opti-
mization of production processes), and smart services (intangibly supplied ser-
vices). In order to understand the disruptive potential of the current transformation,
it is crucial to understand that digitalization is tantamount to virtual copies of
tangible, physical processes, and products. What’s more, the depicted smart
economy is detrimentally based on its network characteristic and comes with
specific needs, especially in the fields of infrastructure and contactless continual
connectivity (Internet of things). Non-connectivity might trigger disproportionally
high costs as production processes potentially break down as soon as machines lack
information for follow-up production processes. Disproportional costs of connec-
tivity loss challenge the principle of unrestrained network neutrality.

For most (retail) observers of the digital transformation, machine-to-machine
communication is only a minor aspect. However, for a categorization of digital
business models, it is useful to additionally zoom in on the specific digital poten-
tials, risks, and needs within the business world. Finally, the consumer–producer
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nexus of digital interactions allows us to come up with a fourfold divided repre-
sentation of the respective interaction interfaces:

The business-to-business (B2B) interface reflects the industrial perspective and
describes interactions between companies in a highly digitalized network or along
the value chain (“Industrie 4.0”).

• The business-to-consumer (B2C) interface prominently describes large
platform-based service provision by “traditional” Internet companies.
Consumers profit from low search, assessment, and coordination costs.

• The consumer-to-consumer (C2C) interface includes the sharing economy.
Consumers develop market clearing price mechanisms on virtual platforms
without making use of “professional” retail sellers.

• The consumer-to-business (C2B) interface describes big data-based business
models, such as smart home services where consumers usually pay with their
personal data.

All four interaction interfaces are based on platforms digitally matching supply
and demand. The categorization enables the specific qualification of institutional
implications within the concerned areas due to heterogeneous effects on produc-
tivity, employment, and competition. Such a specific analysis along the interfaces is
collected in Table 1.

Interestingly, the analysis reveals that an often-echoed claim for basic compe-
tition reform and stronger monopoly control can be dispelled. In fact, even big
platforms are still contestable by new competitors, do not necessarily exploit market

Table 1 Economic policy implications

B2B B2C C2C C2B

Productivity
effects

(1) Network
neutrality

(2) Standards
(3) Data law
(4) Data

protection
(5) SME

politics

./. Regulatory level
playing field

(1) Consumer
protection

(2) Terms and
conditions

(3) Education

Employment
effects

(1) Education
(2) Advanced

training
(3) Secure

skilled
worker
supply

(1) Individualization
of social security

(2) Secure skilled
worker supply

(1) Company
characteristics
of individuals

(2) Regulatory
level playing
field

./.

Competition
effects

(1) Standards
(2) Data

ownership

(1) Market analysis
(2) Control of

abusive practices

(1) Company
characteristics
of individuals

(2) Regulatory
level playing
field

(1) GDPR
(2) Consumer

protection

Own Source Huether (2018)
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power on different competition layers, and even enable new downstream business
models (inverse scaling).

Especially in the C2B (but also in the B2C) interface—characterized by a large
asymmetry of power between giant profit-oriented companies and personal data
supplying individuals—consumer protection standards have to be taken care of.
Within the C2B interface, this goes along with the need for minimum “data liter-
acy” education, as well as clear and transparent rules for terms and conditions.

In the C2C interface, the rules of the game must be addressed so that they
equally apply to consumers and companies supplying equivalent services. Once a
platform allows individuals to supply a semi-professional activity, the supervising
agency has to guarantee a level playing field without regulatory or fiscal loopholes.

The B2B interface analysis reveals a significant demand for efforts in the labor
market and the field of advanced training. Especially with regard to regional
clusters, attention must be paid to structurally weak regions, in order to shape the
digital transformation in a socially acceptable manner.

Further research needs to go beyond poking in the dark of the digital transfor-
mation and must combine the technical dimensions that enable digitalization for
business models in the different interfaces. Special attention should be paid to the
B2B interface, where current innovations such as AI, robotics, or machine learning
will trigger significant changes with highly disruptive potentials.

Prof. Dr. Michael Huether
Director of the Institut der Deutschen Wirtschaft

Honorary Professor for Political
Economy at the EBS University

Cologne

Prof. Dr. Michael Huether has studied economics and history at the Justus Liebig University
Giessen and the University of East Anglia, Norwich, UK, from 1982 to 1987. After completing his
doctorate studies in economics in 1991, he became a Research Fellow at the German Council of
Economic Experts where he was promoted to Secretary General in 1995. In 1999, he took the
position of Chief Economist of the DekaBank and in 2001 was appointed Head of the Economics
and Communications Department. He has been Honorary Professor of Political Economy at EBS
Business School since August 2001. Since July 2004, he has been a Director and Member of the
Presidium of the Cologne Institute for Economic Research. From 2016 to 2017, he was Gerda
Henkel Adjunct Professor at Stanford University. He was awarded the Order of Merit of the
Federal Republic of Germany by the Federal President. He is Member of the supervisory board of
Allianz Global Investors Kapitalanlagegesellschaft mbH, SRH Holding, and TÜV Rheinland
Berlin Brandenburg Pfalz e.V. and Member of the main board of Atlantik-Brücke. He is Member
of the Board of Trustees of the Max Planck Institute for the Study of Societies and Member of the
EU Commission’s Refit Platform, which advises the Commission on the efficient, effective, and
practical implementation of EU legislation.
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Foreword by André Loesekrug-Pietri

How Government and Civil Society Can Invent the State
of the Twenty-First Century—The Case of Innovation

Digital Acceleration is Putting Extreme Pressure on Liberal Democracies

In this fantastic acceleration of time brought about by the Fourth Industrial
Revolution, nation-states and liberal democracies find themselves at the precipice of
paradigm shifts, both internally—regarding societal cohesion—and externally, with
fast-changing geopolitics that might make or break their prosperity and even their
existence in the years to come. In a world of immense technological progress driven
by big data collection and intelligent analysis of sensory data across all platforms of
society, the nation-state of 2019 faces a fundamental challenge to its core value
systems: the emergence of technologies that are disrupting bureaucratic structures
inherited from the twentieth century. On the waves of the globalizing market
economy of the past decades, government and civil society long seemed to gain in
interdependency, information became more open and more easily accessible with
the advent of the Web, and new forms of government—like open democracy or
global governance—seemed to be the future.

However, we see today that the increased generation and volatility of infor-
mation have evolved from the anarchic online society of the late 1990s all the way
to a platform economy run by the world’s largest multi-national corporations.
Today, we are witnessing an over-abundance of information and complexity that
goes beyond the human capabilities of data analysis and opens the door to all kinds
of manipulations and fake news. This world—in which the pioneers of emerging
technologies rapidly hold monopolistic access to billions of users, in which the
winner takes all—is both an immense challenge to the ability of the nation-state to
act in time and an enormous opportunity for civil society to step up and comple-
ment what government is not able to achieve fast enough.
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In different parts of the world, the current alterations of different state philoso-
phies, or software, run on the late global market hardware of capitalism.
Additionally, the geopolitical shifts in influence in the twentieth century show the
paradox of balancing the long-term strategy planning necessary to prepare econo-
mies to win the competition of technological dominance with other states while
keeping up an intense agility to react on a moment’s notice to the accelerated
developments of the world. The launch of the Sputnik satellite—and the associated
sudden perception that the entire American continent was within reach of Soviet
ballistic missiles—uniquely exemplified for the US Government their fragility and
showed that they were mistaken about their own economic, technological, and
political dominance at that moment. The government’s reaction was to ensure that
never again would they be surprised by another nation’s innovative developments.
The single best way to achieve this was to always be on top of all the others in their
own high-tech developments. This led to the creation of DARPA—the Defense
Advanced Research Projects Agency—and its phenomenal list of achievements and
breakthroughs. China realized the lessons of the Cold War and hence vehemently
aims today to overarch the USA’s advantage in established technologies by
leapfrogging to the next age of artificial intelligence (AI) and cyberspace.

These two examples—though executed on vastly different value systems and
from contrasting starting points—show the necessity for governments to imagine a
long-term vision inspiring the entire society at a moment where the world is
increasingly difficult to forecast. It also underlines the performance of highly agile
technology ecosystems that embrace experimental innovation and with it the
transformational change necessary to stay ahead in a winner-take-all world. Both
platforms and autocratic systems seem to benefit from a massive advantage to be
the new pacesetters in this world. Will liberal democracies be able to cope and
reinvent themselves?

New Technologies are Becoming Massively Political and Carry Strong Values

It is crucial to fully understand the central importance of technological dominance
in an accelerated, globalized political environment, in which the market capital-
ization of the largest platforms far exceeds the national budgets of entire
nation-states, and the market penetration of privately developed apps—like
Facebook, Gmail, or WeChat—can tap a consumer market far greater than whole
national populations. Private technological development increasingly dominates the
shaping of cultures and carries with it the intrinsic value systems of the environ-
ments in which these technologies have been produced—and these can be markets
with far inferior privacy standards, misregulated security or hidden strategic
interests of enterprises and states. This increases the growing dependency of some
countries on technology and risks undermining the value systems of liberal
democracies. Europe is already dependent on a digital software infrastructure lar-
gely based on American standards, whereas future technological revolutions, like
the 5G-based infrastructure enabling the Internet of things (IoT) economy of the
coming years, are being progressed by Chinese telecom companies. Despite having
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invented the GSM standard, Europe seems incapable of producing its own tech
giants on which the normative power and security standards of the future depend. In
the wake of the instant cultural exchange across the entire planet, and the acces-
sibility to travel and do business all around the world enabled by revolutions in
communication and transportation, it is easy to forget the underlying reality of
competing spheres of influence carried out on the back of technological competi-
tion. The world has never been so fragmented and divided about political and value
systems as on the eve of this third decade of the twenty-first century. The myth
of the end of history is long gone, and the Big Game as well as national rivalries
have returned, with attacks on all multilateral institutions like never before.

Thus, the resilience of liberal democracies is under threat from an accelerated
technological adoption that does not stop before national boundaries or cultural
hemispheres. This is true especially in Europe, since market-leading applications
and current-edge technologies—be it in AI, blockchain, new materials, energy,
space, cyber, or biotech—are now largely pioneered from research papers into
prototypes elsewhere in the world. This shift to foreign security critical infras-
tructure has accelerated throughout the era of the Internet economy, with USA and
Chinese market leaders now holding large majorities of European market share in
cloud infrastructure, pushing the boundaries in emerging fields like gene-editing
and racing ahead in the development of AI.

We are just beginning to realize how much these technologies carry values:
Cyber is at the core of the resilience of our critical infrastructure, be it the power
network, hospitals or voting systems. Undermining it would put societies under
immediate danger. Social media platforms are increasingly shaping public opinions
and, despite all the positive aspects they bring—like connectivity, access to
information and ability to lower barriers of entry—they have a proven tendency to
increase polarizations of societies and thus undermine our democratic processes.
Facial recognition, one of the most hyped technologies—at the convergence of big
data and optics—is completely changing the social contract between the state and
the individual.

It is therefore imperative for liberal democracies to reinvent the speed with
which governments can face these new challenges coming from authoritarian states,
but also non-state actors. One solution is to include civil society even more into
decision-making between elections and to shape together the norms and tech-
nologies that will become critical in the years and decades to come.
Experimentation must be embraced, and new ways continually be tried out as a way
to reinvent, accelerate, and connect nations with speed while remaining true to their
fundamental values of democracy, diversity, privacy, rule of law and human rights.
Innovation is thus not only a benchmark of technological or economic prosperity,
but inherently a guarantor of societal and political stability, and necessary for the
resilience of liberal democracies.

Augmenting Leaders with Technology?

Beyond visionary technological pioneering, emerging technologies should have a
massive influence on the way governments and institutions, as well as the market,
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make decisions. It is striking to analyze the growing contrast between an ever more
complex world on the one hand and the administrative structure that has only
marginally changed in most states and that has been less prone to disruptive
changes—be it in the way they form their opinions, gather their data, or make
informed decisions affecting the lives of millions. At a juncture where true “sin-
gularity” is happening—i.e., a world where the amount of daily received data,
information, and messages has outstripped the cognitive capacity of any single
individual—technology is potentially a gigantic source of improvement toward
more rational, timely, and informed political decisions. Liberal democracies, again,
face the challenge of being outrun by competing systems: The Chinese government,
for example, leads the way with massive usage of big data and unified data lakes to
attempt to fully control, direct, and influence the actions and decisions of 1.4 billion
citizens, with the admitted goal of conducting and executing “state management” to
perfection. And it is much better than George Orwell’s 1984, which is a comparison
often heard. It looks much more like Aldous Huxley’s Brave New World, where a
generalized system of social credits will influence the “right” decisions of all citi-
zens: Self-censorship is one of the most powerful tools ever invented. In a fully
different register, large US platforms have a user base outstripping the largest
countries on the planet, with databases going into the billions of users, which
creates massive economies of scale while allowing individual targeting on a large
scale. The commonality in both cases is that the rigorous and wide-scale analysis of
all collectible data is central to their business models and, in turn, offers a great
return on investment as evidenced in the economic success of these platforms.
Liberal democracies and international institutions should take note from these
lessons and implement new technologies in a swifter, privacy-concerned manner
that, above all, benefits the citizen first. The deeply European concern for individual
rights and privacy—beyond a regulatory framework like the General Data
Protection Regulation (GDPR)—is a powerful engine for growth, value, and con-
sumer engagement. European countries must ensure that they don’t just end up
being the best regulators, but also turn their values into prosperity.

Beyond Tech for Tech’s Sake: Technology for a Purpose

Emerging technologies can and should be used to solve societies’ most pressing
challenges beyond economic growth—for example, to tackle environmental prob-
lems like air pollution, global warming, and the dependency on finite resources—by
re-inventing and disrupting the many ways in which mankind has developed the
established global economy on visionary ideas that were much too often based on
unsustainable production processes. New materials, carbon sequestration, and
energy extraction from newfound techniques and refined existing processes are all
imperative in the struggle to keep the planet’s climate tolerable. Likewise, only a
purposeful and visionary human-centric digital transformation will allow humanity
to achieve the full benefits from intelligent automation in virtually all aspects of life
through AI and other assisting technologies. However, such a human-centric
adoption requires the state and its institutions to engage monetarily and
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programmatically in the development of such technologies. In the field of AI,
particular scrutiny is put on the question of what values and models are introduced
into autonomous programs, and to whose benefit intelligent machines will execute
their code in the end. Combining data science with the cutting edge of biotech-
nology, gene-editing and advances in agricultural technologies, emerging tech-
nologies can drastically and massively improve healthcare systems—from allowing
medicine to be personalized to the very last individual patient (through advanced
and instantly digitized DNA sequencing) to eventually renewing and repairing body
functions beyond their natural lifespans. And lastly, the combined effort of state,
civil society, and technological pioneers will enable a new exploration of the
unknown—be it in the deep sea or outer space—that will give humanity a vision
beyond the limited complexity of its earthly quarrels. Engaged citizens of liberal
democracies should keep pressure on institutions and nations to leverage emerging
technologies for prosperity, resilience, and transparency. They should push for an
update of archaic policy-making mechanisms with technology-enhanced
decision-making and evidence. And above all ensure that societies as a whole,
and not just a happy few, benefit from new technologies.

A New Pact of Trust Between the Public Hand and Civil Society

The challenge to adapt liberal democracies to the pace of a globalized digitized
world—preserving the fabric of societies by avoiding a digital divide, while
withstanding the pressure from monopolistic challengers from overseas—will be
massive for our societies.

Transformational change lies ahead, shaped by those who own the technologies
of the future. Huge benefits can already be seen, for example, for artificial intelli-
gence in industry as well as in everyday life—innovation is a critical asset for the
strength of societies and needs to be considered as such in Europe. But at the same
time, the consequences of unregulated digitalization are challenging the robustness
of democratic processes, the horizontalization and polarization of social media are
disrupting traditional political institutions, and future technologies are posing new
security risks in both reality and cyberspace.

To achieve prosperity in the near- and long-term, along with political stability, it
is necessary to forge a new pact of trust between the public and civil society to drive
forward innovation—as an engine for inclusive change and progress. Only when
the state—as an actor for the long term and driven by purpose—is connected with
the technology ecosystem—that pushes innovative technologies forward—can
humanity achieve both long-term vision and the agility that the current epoch
commands. And give a clear sense of purpose to citizens, such as engaging on the
topic of climate change, a human-centric digital transformation or massively
improving healthcare. It is crucial to set long-term, visionary goals as guidelines of
where society should be headed, and to navigate the short-term with agility and
speed. Experimentation is hereby critical as it gives societies the continuing sense
of urgency and feeling that nothing can be taken for granted.
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With this new pact of trust between the pillars of European nations, a visionary
government, and a pioneering civil society and entrepreneurial ecosystem, a new
state model can be achieved in which transformative change is embraced, leading to
a more prosperous, wealthy, fair, and secure society in the twenty-first century.

André Loesekrug-Pietri
Speaker of the Joint European

Disruptive Initiative (JEDI)

Entrepreneur

Technology Investor

Former Special Advisor to the French
Minister of Defence

Paris
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Foreword by Dr. Matthias Spielkamp

Algorithms—To Govern or Be Governed?1

It was a striking story. The headline read, “Machine Bias,” and the teaser pro-
claimed: “There’s software used across the country to predict future criminals. And
it’s biased against blacks.” ProPublica, a Pulitzer Prize-winning non-profit news
organization, had analyzed the risk assessment software known as COMPAS. The
software is being used to forecast which criminals are most likely to reoffend.
Guided by such forecasts, judges in courtrooms throughout the USA make deci-
sions about the futures of defendants and convicts, determining everything from
bail amounts to sentences. When ProPublica compared COMPAS’s risk assess-
ments for more than 10,000 people arrested in one Florida county with how often
those people actually went on to reoffend, it discovered that the algorithm “correctly
predicted recidivism for black and white defendants at roughly the same rate.” But
when the algorithm was wrong, it was wrong in different ways for blacks and
whites. Specifically, the analysis found that “blacks are almost twice as likely as
whites to be labeled a higher risk but not actually reoffend.” And COMPAS tended
to make the opposite mistake with whites: “They are much more likely than blacks
to be labeled lower risk but go on to commit other crimes.”

Whether it is appropriate to use systems like COMPAS is a question that goes
beyond racial bias. Potential problems with other automated decision-making
(ADM) systems exist outside the justice system, too. On the basis of online per-
sonality tests, ADMs are helping to determine whether someone is the right person
for a job. Credit-scoring algorithms play an enormous role in whether you get a
mortgage, a credit card, or even the most cost-effective cell phone deals.

There has been a lot of discussion about the potential and risk of artificial
intelligence (AI) in recent years and with it comes a proliferation of terms like
machine learning, self-learning systems, and deep neural networks. But today’s AI

1 This text is based on the article “Inspecting Algorithms for Bias,” MIT Technology Review,
Vol. 120, No. 4, pp. 96–98, https://www.technologyreview.com/s/607955/inspecting-algorithms-
for-bias/; it has been substantially amended for this publication.
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is tomorrow’s off-the-shelf software solution, and the term automated decision-
making (sometimes called algorithmic decision-making) better defines what soci-
eties are faced with: the automation of processes that were, so far, inaccessible to
being automated—medical diagnostics, criminal justice, news curation, and more.
Examples like the COMPAS risk assessment system show that these ADM systems
can have a high impact without relying on the so-called artificial intelligence or
machine learning, so algorithms and automation are at the core of the development.

It is important to note, though, that the term ADM has to be used with caution.
When we talk about decisions being automated, what we are faced with are pro-
cesses that automate a certain aspect of a decision (e.g., data gathering and anal-
ysis). This is different from human reasoning that results in an action a human has
to take responsibility for. A machine can never bear responsibility. When it is
argued that machines make decisions, what we really mean is that humans have
devised a model, encoded in rules executable by a machine, to produce a certain
result that is then used to prescribe a certain action.

It is not necessarily a bad idea to use ADM systems like COMPAS. In many
cases, ADM systems can increase fairness. Human decision-making is, at times, so
incoherent that it needs oversight to bring it in line with our standards of justice. But
often, we do not know enough about how ADM systems work to know whether
they are fairer than humans would be on their own. In part, because the systems
make choices on the basis of underlying assumptions that are not clear even to the
systems’ designers, it can be extremely difficult to determine which systems are
biased and which ones are not.

What should be done to get a better handle on ADMs? Democratic societies need
more oversight than they have now over such systems. At the same time, tech-
nology should not be demonized undeservedly. What’s important is that societies—
and not only the makers of ADM systems—make the value judgments that deter-
mine the power of ADMs.

As shown in Fig. 1, these value judgments start ahead of the actual development
of any executable code or data collection. The first (human) decision needed is
about what processes to automate: Is it a good idea to have an automation system
“decide” who will be incarcerated or receive a mortgage—or to have it “decide”
who’s going to get care based on a statistically projected life expectancy? Different
societies will come up with very different answers to this question. Most of them
have little, if anything, to do with the data gathered or the code executed, but with
fundamental questions of how to distribute resources and opportunities fairly to the
people affected. In this sense, ADM is but a lens to focus more clearly on the
challenges we face as humans.

That does not mean there is no need to look at the details of the ADM processes
themselves. COMPAS, for example, determines its risk scores from answers to a
questionnaire that explores a defendant’s criminal history and attitudes about crime.
Does this produce biased results?

After ProPublica’s investigation, Northpointe, the company that developed
COMPAS, disputed the story, arguing that the journalists misinterpreted the data.
So did three criminal justice researchers, including one from a justice reform
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organization. Who’s right—the reporters or the researchers? Krishna Gummadi,
Head of the Networked Systems Research Group at Max Planck Institute for
Software Systems in Saarbrücken, Germany, offers a surprising answer: They all
are. Gummadi, who has extensively researched fairness in algorithms, says
ProPublica’s results and Northpointe’s results do not contradict each other. They
differ because they use different measures of fairness.

Imagine you are designing a system to predict which criminals will reoffend.
One option is to optimize for “true positives,” meaning that you will identify as
many people as possible who are at high risk of committing another crime. One
problem with this approach is that it tends to increase the number of false positives:
people who will be unjustly classified as likely reoffenders. The dial can be adjusted
to deliver as few false positives as possible, but that tends to create more false
negatives: likely reoffenders who slip through and get a more lenient treatment than
warranted.

Raising the incidence of true positives and lowering the false positives are both
ways to improve a statistical measure known as positive predictive value or PPV.
That is the percentage of all positives that are true. As Gummadi points out,
ProPublica compared false positive rates and false negative rates for blacks and
whites and found them to be skewed in favor of whites. Northpointe, in contrast,
compared the PPVs for different races and found them to be similar. In part,
because the recidivism rates for blacks and whites do in fact differ, it is mathe-
matically likely that the positive predictive values for people in each group will be
similar, while the rates of false negatives are not.

One thing this tells us is that the broader society—lawmakers, the courts, an
informed public—should decide what it wants such algorithms to prioritize. Are we
primarily interested in taking as few chances as possible that someone will skip bail

Fig. 1 A wide range of contributions to the development and deployment of ADM systems
(© AlgorithmWatch, Creative Commons by 4.0)
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or reoffend? What trade-offs should be made to ensure justice and lower the massive
social costs of imprisonment?

No matter which way the dials are set, no ADM system will be perfect. But we
can still use such systems to guide decisions that are wiser and fairer than the ones
humans tend to make on their own.

The controversy surrounding the New York Police Department’s stop-and-frisk
practices helps to show why. Between January 2004 and June 2012, New York City
police conducted 4.4 million stops under a program that allowed officers to tem-
porarily detain, question, and search people on the street for weapons and other
contraband. But in fact, “88 percent of the 4.4 million stops resulted in no further
action—meaning a vast majority of those stopped were doing nothing wrong,” the
New York Times said in an editorial decrying the practice. What’s more, “In about
83 percent of cases, the person stopped was black or Hispanic, even though the two
groups accounted for just over half the population.” This example of human bias,
illuminated through data analysis, is a reminder that ADM systems could play a
positive role in criminal justice and a wide range of other fields.

But if we accept that ADM systems might make life fairer if they are well
designed, how can we know whether they are so designed?

There have been numerous proposals made by researchers, lawmakers, and civil
society organizations in recent months. One of the more popular is to create
institutions similar to agencies routinely checking cars for safety, like the German
TÜV or the MOT test stations in the UK. This idea has a certain appeal to it,
because these institutions regularly are based on a combination of different prop-
erties needed to make the system work properly. First of all, there needs to be legal
rules as the basis for imposing obligations on different actors—in this case, car
makers and car owners. Then, there has to be an institution with the expertise to
actually perform the checks. And last but not least, rules need to be enforced
effectively, which in this case is done by police, who even have the power to take
vehicles off the road.

But as convincing as it looks at first glance, the idea has major flaws. ADM
systems are not just very complex, they are also very specific to certain tasks and
contexts. An algorithm to curate movies for users of an online video platform may
be very similar to one used to diagnose cancer. But the contexts in which the entire
system operates—say, Netflix versus the NHS—are entirely different. ADM sys-
tems used in automated cars, credit scoring, medical diagnostics, criminal justice,
financial markets, human resource management, and other purposes need to be dealt
with differently from one another. The car safety analogy assumes that one agency
could be responsible for—and capable of—dealing with all the challenges of
automated processes. The fact that we have already developed very different reg-
ulatory approaches for these fields should be seen as an indication that with ADM
processes, it should not be much different.

As a matter of fact, wherever we already have existing examples of regulating
algorithmic processes, we see that they follow this sector-specific approach, for
example, in high-frequency trading—The European Union’s Markets in Financial
Instruments Directive (DIRECTIVE 2014/65/EU, or MiFID 2) mentions the terms
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algorithm, algorithms and algorithmic 72 times—or for laws on automated driving
in the USA and Germany. At the same time, we need to keep in mind that hard legal
regulations in the form of laws and treaties have to remain the ultima ratio in liberal
democracies: Only when stakeholders are unable to find ways to respect and obey
fundamental values and principles of a given society—or are unwilling to do so—
should the state act to curtail someone’s actions.

But laws are only part of the regulatory toolbox that can and must be used to
guide development and use of ADM systems. There are a number of important “soft
law” activities being pursued at the moment: The Institute of Electrical and
Electronics Engineers’ (IEEE) Standards Association alone is currently developing a
number of standards to provide ethical guidance for new technologies, seven of them
directly addressing the context of ADM systems; the International Organization for
Standardization (ISO), under its artificial intelligence initiative, has published two
standards already and is in the process of developing another four; and there have
been a number of declarations published by other different initiatives.

Societies need to support these approaches in order to find out which are suf-
ficient and effective in keeping up with the fast-paced development of ADM sys-
tems. That can happen by public and private research funding in a wide range of
fields: computer science and mathematics, of course, but equally important are
approaches from law, sociology, philosophy, and other disciplines that deal with the
wide range of consequences ADM systems produce. In addition, there needs to be a
vigilant civil society keeping an eye on developments and raising the attention
of the general public.

If society wants to benefit from advances in the development of ADM systems,
we need to find ways to fend off the risks associated with them. To this aim, a true
multi-disciplinary, multi-stakeholder approach must not remain an empty phrase.

Dr. Matthias Spielkamp
Founder and Executive Director of

AlgorithmWatch

Co-Founder and Publisher of iRights.info
Berlin
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Foreword by Prof. Dr. Holger Mey

A Major Milestone in the Process of Evolution

Today’s technological megatrends—such as nanotechnology, biotechnology,
robotics, and the so-called artificial intelligence—hold the potential to fundamen-
tally and comprehensively change all societies. Such profound change is particu-
larly likely when various new technologies merge. Predicting the concrete effects is
difficult if not impossible, but the overall dimension of today’s technological
change seems no less than a major milestone in the process of evolution. Such
technological transformations will certainly involve redesigning virtually all of
society’s institutions. No sphere of human activity, even the most personal, will
remain unaffected.

Artificial intelligence (AI) is a dazzling term characterized by the lack of a
precise, agreed-upon definition. Intelligence is hard to distinguish from terms like
intellect, reason, brightness, or wisdom. Furthermore, it might be more appropriate
to use the term “intelligence used by artificial organisms or machines.”

Obviously, the human brain did not invent intelligence any more than human
legs invented land or eyes invented light, as the German medical doctor and science
author, the late Hoimar von Ditfurth, so eloquently described decades ago. Rather,
legs are the evolutionary answer to the fact that there was land and, thus, the
possibility of movement. Being able to walk or run offered an evolutionary
advantage when fleeing from danger or finding food. The eyes did not invent light.
Rather, there was the reflection of electromagnetic waves and, thus, the possibility
of seeing. The development of a sensor and image generator allowed danger to be
recognized and food to be found—a clear advantage in the fight for survival.
Analogously, the brain did not invent intelligence, but the other way around. There
was intelligence, and consequently, nature created an organ to develop better escape
strategies, hunting and farming methods, and the use of tools.

Animals also use intelligence, only less than humans do. Computers can also use
intelligence, and perhaps, one day more than humans can. Just because the
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electronic brain is not based on hydrocarbons, but on silicon or gallium arsenide, for
example, does not mean that it cannot one day be intelligent. Why should the
further development of intelligence stop where the human brain is today? Will the
computers convince us that we are superfluous (R. Kurzweil)? Will humans con-
tinue to develop, becoming “homo deus” (Y. N. Harari)? Maybe humans will merge
with computers and become cybernetic organisms or cyborgs. We are the
Neanderthal of tomorrow. We exist today only so that, one day, the future can take
place (H. von Ditfurth).

During rush hour in Washington, Paris, or any other big city, what do we see in
the streets? Almost every intersection is blocked. People drive their cars into the
intersection out of carelessness or ruthlessness and block all traffic. At the same
time, we assume that, in the future, intelligent, networked traffic control of
autonomous vehicles will prevent people from blocking traffic. But what happens if
a pedestrian accidentally or intentionally steps onto the road while traffic is flowing?
The perfectly functioning autonomous vehicle would brake immediately so as not
to run over the pedestrian. Reckless pedestrians would thus be able to bring all
traffic to a standstill at any time. What should be done? One might program
autonomous cars to simply run over those pedestrians that step onto the road.
Pedestrians (as individuals) would be cautious and circumspect and would therefore
not obstruct traffic (as a collective). This might be quite conceivable in societies that
traditionally or ideologically subordinate the individual to the society or the col-
lective. For moral reasons, Western societies would deem this unacceptable.
Western societies reject sacrificing the individual for the benefit of the collective.

So how do Western societies prevent gridlock? How do they ensure that an
individual’s careless behavior does not jeopardize the functioning of society?
Control is necessary, in the sense of social institutions employing technologies to
enforce rules. Video surveillance (CCTV) records the individual stepping onto the
street, biometric face recognition identifies the person, and on his “mobile device,”
the jaywalker reads that a painfully high sum—corresponding to his income—has
been deducted from his bank account. He might even read that he would have to
pay five times the amount the next time, and if the interests of others and the
community were violated again, he would have to go to prison for one month.

New York City was once an extremely dangerous city, and then at some point, it
became one of the safest cities in the USA. In between, there was a mayor who
increased police presence in the streets and introduced a “zero tolerance strategy”
against infringement and major offences. Tolerance toward intolerance means the
end of tolerance. Freedom for the enemies of freedom means the end of freedom.
Those who do not understand this philosophical paradox expose societies to the
ruthlessness of the individual.

The formal imposition of values like respect or tolerance is usually unnecessary.
These are values that every individual and every group would define, at least
initially, as meaningful and worth striving for. Whether waiting at a cash register or
queuing for a taxi, pretty much any group of people anywhere would agree that it is
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not the person who cuts in line or using force to surpass others that should be served
next, but the person whose turn it is. So why do people constantly cheat or even
forcibly seek to gain advantages over others? The answer is quite simple: Because
nobody prevents them from doing so. Disciplined waiting can be an element of
culture and a result of good education. Being able to draw a number on a machine is
another way of encouraging fairness, supporting justice, and preventing abuse.
Ultimately, justice exists from being lived, protected and, if necessary, enforced. In
the future, important social norms like civility, compassion, tolerance, and peace-
fulness will continue to depend on education, culture, and other aspects of
socialization. Nevertheless, even in the future, humans will not escape their genetic
heritage from the wilderness in the savanna. As such, social control—combined
with consistent enforcement of the law—will be important for any human com-
munity that does not suffer under brutality and ruthlessness.

Time and again, it is said that the computer must ultimately be controlled by
humans. However, this statement falls short of answering the question of who is in
control. Should it be Adolf Hitler, Josef Stalin, Mao Zedong, or Pol Pot? The real
challenge is to make sure the computer is controlled by the right humans, the “good
humans.” But who determines this? Humans have suffered most at the hands of
other humans. The question is not whether we want, or will have, more or less
supervision and control, but rather, who controls the controllers and who deter-
mines the values that are to be complied with.

Control allows for security, and it is not necessarily at the expense of freedom.
On the contrary, security is a prerequisite for freedom. That is why freedom and
internal security cannot be set against each other in the sense of a zero-sum game.
Socialists understand this when it comes to social and material impoverishment
(people who starve do not feel free), but it is not always understood when it comes
to internal security.

Let us look at the big scheme of things: We are on the threshold of a new epoch,
presumably, even a new evolutionary stage. The digitalization of the economy and
society is in full swing and, with this, comes the need to critically re-assess all of
society’s institutions and to redesign many of them. The intelligence of machines
ensures that they take on more and more activities and skills that were previously
the privilege of people. At the same time, we should not forget that the intelligence
of brutal power politicians and functionaries has done their societies no good.
Present-day humanity is caught up in the tension between a bestial past in the
wilderness and a capacity for critical reason integrated into one’s respective culture
or civilization.

Now that mankind is about to lose its presumably leading position in nature
when it comes to intelligence vis-à-vis the machines, the question arises of what
characterizes human beings apart from their intelligence. Does man also have, aside
from intellectual capabilities, reason at his disposal, which allows him insights into
the true essence of things? Man is considered to be the animal gifted with reason,
but to be gifted alone does not ensure that man also acts reasonably. As we become
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more aware of what actually constitutes a human being, we might also become
more conscious of the fact that it is reason that characterizes us. Perhaps, it is the
intelligence of machines or artificial organisms that will help us to become human
beings.

Prof. Dr. Holger Mey
Head of Advanced Concepts

AIRBUS Defence and Space in
Munich

Honorary Professor for Foreign
Policy, University of Cologne
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Preface

An Attempt to Drawing a Big Picture of Cyberspace

The climax of the digital transition’s AI hype has been reached, while the potential
of cyberspace—a virtual space consisting of zeros and ones in a global ecosystem
of hardware equipment—continues to be intoxicating and enticing at the same time.
Tech evangelists preach smart tech to increase demand power in this new market.
At the same time, governments and non-state actors want more control, societies
want progress and job security, but some are reticent about personal change. In
addition, societal groups and philosophers have changed their minds about the
unreflective use of digital tech in recent years and started to fight for basic rights in
cyberspace. They warn against the effects of digital tech, uncontrolled use of per-
sonal data like tracking processes, tech dependence, and surveillance activities.
These concerns are supported by think tanks, NGOs, multi-stakeholder groups, and
in science, where resistance to the unreflective use of cyberspace and surveillance
technologies is growing. However, a few experts have a conceptual idea of
cyberspace as a realm of activity for humans. All operate on social media channels
or in the environment of e-commerce corporations and use the Internet of Things
(IoT). Hardly anyone can imagine what cyberspace looks like or how best to behave
in cyberspace. Clumsy reactions to social media activities can be seen in politics but
also in many other places. In order to enable a meaningful use of this new room for
maneuver to the advantage of as many people as possible, it is key to visualize what
has so far seemed rather chaotic. An attempt is made with this manual.
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I. Challenges for Humankind and Industry in Cyberspace

The European World View is Subject to Change

Cyberspace is in transition from the Information Age into the Hybrid Age,2 a new
human arena for action provokes great enthusiasm: new business models, more
effective processes, and cost efficiencies become possible for the first time. In the
imagination of businessmen, a virgin space opens. Others have a growing fear of a
dystopian future for society in this arena. However, Europe has realized that
western societies are entering a new age—an age that could be more Asian than we
can imagine (Khanna 2019). For Europeans, it will be an age determined by
products and tech infrastructures that are not available yet in today’s European
industrial sector, but perhaps are in other markets, e.g. 5G technology from China.
This recent situation in Europe is reminiscent of times in history when the western
view of the world was already being questioned by scientific findings and technical
revolutions. The world of today differs in almost all aspects from these worlds and
from the world of Sigmund Freud. He was the first to name radical technical
changes as narcissistic wounds of humanity. They were inflicted by science and the
resulting technical progress in real life (Freud 1917). After Freud, others discovered
more such wounds, and a few new ones seem to be unfolding now: The first current
threat to western societies is to lose their intellectual dominance in cyberspace.
Scientific theories and discoveries are also standing behind today’s technological
revolution. The first is the realization of artificial general intelligence (AGI). It is
said to be superseding human intelligence, and this is clashing with the European
view that the human is the most intelligent creature on earth. It questions the
enlightened human’s self-image as being in a position of intellectual supremacy.
The second threat to western societies is to lose the man-made system of order of a
purely materialistic world. The discovery challenging this existing self-image of
societies in Europe is the quantum theory of Einstein: Some say a quantum com-
puter may soon be ready for use. Not all questions about the famous physicist’s
theory have been answered. Einstein himself rejected aspects of his findings as
basically impossible. His famous sentence “He (God) does not play dice”3 referrs to
these characteristics of physical systems. It concerns quantum entanglement. The
phenomenon describes the ability of a physical particle to be detected simultane-
ously at different places on earth. Since the Enlightenment Europeans have been
thinking from a purely materialistic world view. Quantum entanglement is opposed
to this. It is hard to accept its existence. For most Europeans, there is only one
world, the material world. Quantum mechanics and quantum effects fundamentally
shake the enlightened Europeans’ world view. If it was only theory, nobody would
be affected in real life. Today, we see new products arriving based on these
functionalities, e.g. quantum computer. Their applications pose an acute risk to

2The Hybrid Age is the transition period between the Information Age and the moment of
technological singularity (when machines surpass human intelligence) that inventor Ray Kurzweil,
author of The Singularity is Near, estimates we may reach by 2040, if not sooner.
3See Feldner, Part I, Chap. 1.
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the European society’s perception of the world in which it exists. From this mix-
ture, flows the uncertainty of those people responsible for the wellbeing of their
society and the need to develop a new way of thinking in politics and philosophy
(see Maniam, Part III, Chap. 14).

The Fight for Dominant Designs in the Industry of the Future

The emerging hybrid age has more to offer than AGI and the quantum computer,
new world views or dystopian future scenarios. Even companies like Tesla will not
definitely dominate the German automotive industry, as some fear. Nevertheless,
the company has opened an important global innovation battle for the next domi-
nant design in the automotive sector. There are many other corporations and actors
that are significant and have innovative ideas in the automotive sector, e.g., the
American UBER or the Chinese Geely Automobile Holding. They are fighting for
their places at the top of the global ranking and for tech supremacy. Only a few
experts can predict today which technology will become the future leader in which
industry sector. Those can even be non-digital as discussed in the fields of the
mobility of the future and in the field of artificial general intelligence (AGI). Not all
scientists believe that it is possible to reach human intelligence in the digital world
of zeros and ones as those technologies offer a too low level of complexity com-
pared to the requirements of the human brain. In the scientific field of neuromor-
phic computing, therefore, scientists are trying to build a brain with analog neuron
circuits and neuromorphic hardware (Friedmann et al. 2016). What is important is
to devise a strategy about how to handle the uncertainty, how to monitor techno-
logical impacts and how to maintain western democratic societies in the future
hybrid age.

II. The Decade Ahead

Returning to what, in all likelihood will be key to the decade ahead; the pure
process of digitization. In this process, information and communication technology
(ICT) infrastructures are deployed on a technical level which enables higher con-
nectivity of cyberspace through the IoT. ICT and the IoT create a more and more
complex cyberspace. However, they can be applied in a way to prevent higher
connectivity, e.g., through a ban of unmanned aircraft systems in the vicinity of
Victoria Harbor, Hong Kong (see Thomson, Part III, Chap. 17). Digitization as a
technical process includes all types of digital devices and technologies, such as AI,
blockchain, GovTech, FinTech, smart homes, and e-mobility that enable digital
business models, foster efficiencies, and bottom-up solutions to real-world prob-
lems. Digitization spans each topic that appears in the organizational processes of
society. These are issues from the future of work, human rights, data ownership,
access to the Internet, political opinion-making, state sovereignty, new technologies
such as autonomous driving or drugs against cancer, automated warfare, drones or
fighting robots. Their increasing ubiquity makes digital tech and devices the
technical and communication instruments of the next decade which have a high
potential to support human progress with significant effects or to harm humanity.
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Any application for the benefit of humanity requires forward-looking intelligent
regulation, a strong focus on a democratic cyber security and leadership that
maximizes innovation, participation, and opportunity for humanity.

III. A Sense of Greater Complexity and Insecurity

Participation with ICT causes insecurity for humans and systems. As techniques
they are not perfect. They arrive on the market and not all users know how to
handle them. Societies worldwide experience what it means to deploy tech that
comes with biases, bugs, that is overruled by better tech, that is misused on purpose
or by ignorant people. This tech becomes the tools of espionage, data theft, pro-
paganda, bot activities, cyberattacks, data protection violations, or election
manipulation. Their use, creates a general sense of greater complexity and inse-
curity at all levels of society. However, it should not prevent people from using
digital technologies as they promise comfort, greater efficiency, and human pro-
gress. These connectivity effects on the economy, politics, and society (Part II of this
manual) require management strategies and tailor-made policy measures that
enable a secure cyberspace architecture (Part III of this manual) to maintain
democracy and create trust (Part IV of this manual). A high quality learning
culture, high quality education (Part V of this manual) together with sound digital
and AI systems can advance democratic societies if they can be trusted.

IV. Internet Governance

It is clear that none of the challenges have yet been addressed comprehensively by
a national government or in society. The reasons are:

I. Experimental status. Digital technologies, which are intended to
become disruptive products on the markets, are usually still in the
experimental development phase when they are first applied.

II. Cyber (in-)security. Digital products often find their way directly from
the private research laboratories into application. This comes with
challenges for trust building. Digital technologies and new business
models are often not cyber-safe. Their code can be full of bugs,
undisclosed value decisions and biases.

III. Speed in development. Digital technology as a sector of the economy
is evolving rapidly, leading to more uncertainty as digital products
and business models are constantly evolving at a fast pace.

IV. Undisclosed government structures. The governance of the networked
world of the Internet of Things is not fully understood, as the cyber-
space architecture itself is under construction and evolving rapidly. At
the same time, the code is applying governance rules that change our
current regulatory frameworks (“code is law”).
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V. Lack of common ideas. Societies have not yet decided what they define
as safe in cyberspace, how they want to generate trust, what consti-
tutes a human being and what values they are applying to the use of
technology. In some fields strategies for policies, such as data pol-
icy and data ownership, are still missing.

V. Formation of The Hybrid Age

Representatives of all blocks, from Luddites to digital utopians and tech evange-
lists, agree on the impact that digital tech will have on mankind. There are few
inventions that will affect human life as much as machines that think and are
interconnected across value chains and cultures, without respecting political,
physical, and geographical boundaries. Only a few can foresee how intense their
impact on society might be. This point in time marks:

I. The start of the formation of the Hybrid Age.
II. Theonce in a life-time chance for countries to keep up or leapfrog

their competitors that have been successful in the Third Industrial
Revolution.

III. The right time for democracies and political parties to rethink tradi-
tional habits and societal organization forms of the past to keep up
with other nations that move faster than westerners do. It is also the
once in a lifetime chance for non-state political systems to take
the leap forward.

IV. The best moment to think about the crucial questions of being human
in the hybrid age since western societies are, at the moment,
profoundly ill-prepared for future tech.

VI. The Most Important Questions of Our Time

The Hybrid Age is the final part of the Fourth Industrial Revolution, in which man
and machine combine in cyberspace with the help of smart tech. Some say that this
point in time will be reached in 2040 if not earlier. After the biological and the
cultural stages of human life, mankind is now entering its technological stage
(Tegmark 2018). The late phase of this stage will involve—even if the question of
when or how is highly controversial—the possibility that men will be outsmarted
by AGI that eventually go beyond the human level (see I. Challenges for
Humankind and Industry in Cyberspace). These future scenarios lead to questions
for humanity that are so difficult that societies need to start discussing them now, so
that they have the answers ready if AGI extends beyond the humal level. Many
of the substantive quandaries raised by border-crossing information today could be
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resolved by a basic principle: conceiving of cyberspace as a distinct place (see
Barber, Part II, Chap. 5). Necessary intermediate steps toward an active under-
standing of cyberspace are:

I. Separating from the world’s physical and material framework, and
developing a tangible picture of the hybrid world.

II. Developing new framework conditions for management, politics, and
law in the hybrid world.

III. Discovering how organizational systems and models of thought
function in the traditional world and how the digital world can be
linked with it.

IV. Understanding how technological developments are represented over
time and what this means for social adaptation.

V. Understanding what it means for societies to merge into the hybrid
age.

The Idea Behind This Book—Drawing a Big Picture of the Cyberspace

This book is an attempt to provide a broad overview of humanity’s new arena, the
cyberspace. Chapters and articles in the book will provide an overview onto the
most recent challenges posed on humans, on organizational structures, on the
nation-state and on governing laws. The chapters collect and synthesize research,
analysis and reports from practitioners, politicians, and scientists. They show where
changes are about to take place, where the world as we know it must be redesigned
and rethought. The four main topics of the manual Redesigning Organizations—
Concepts for the Connected Society are connectivity (II), governance (III), trust
(IV), and education (V). It brings together various cultural contexts since cyber-
space is itself still an international field of inquiry. This is important although we
are witnessing protectionism, trade wars, and the formation of a tripolar tech
world (the US, China, Europe and their allies).

In summary, the chapters of the book show the complexity of structures,
viewpoints, and different speeds in cyberspace. Each author was asked to describe
the developments related to cyberspace, taking into account fundamental aspects
from a professional perspective. The authors were asked to identify challenges, to
design and offer solutions. This required difficult decisions about what should or
should not be included. Since the beginning of the construction of cyberspace the
challenges of the experimental state of digital technologies have brought with them
a moment of fundamental change. It therefore goes without saying that articles and
analyses can only represent a snapshot of a time of fundamental change.

Berlin, Germany Denise Feldner
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Chapter 1
Designing a Future Europe

Denise Feldner

Without Security There is No Liberty.
(Wilhelm von Humboldt, Statesman, Academic, and Founder
Alma mater Berolinensis)

A Strategic Mindset for The Single Market

We’re facing another tech race between two superpowers, right? Not exactly. The
race for tech and military supremacy is more global and complex than it seems at
first glance because the modern internet tends to be agnostic to geopolitical borders
and at the same time we see more nationalistic reactions to those developments.
The race is an indication of the high potential and power that new technologies give
investors, the industry, non-state actors but also states using cyber-statecraft to expel
others from their economic and political positions in the global world order of post-
war global world order. However, this does not mean that the world is shaking. The
world is always volatile, uncertain due to natural development. There has never been
a time when the world stood still. It means an integration of machines with digital
technologies and devices. The project Industry 4.0 is a German invention deeply
rooted in Germany’s industry management culture for the process of man-made
digitization (see Reinhold, Part IV, Chap. 20). It is very much focused on technical
risks, technical issues and investments that had to be made. In the last five years, the
discussion started to shift and increasingly in the last two or three years. It stopped
being only about the technical issues but more about the people (see Hemker, Part IV,
Chap. 24).At the dawnof the 2020’s, European societies are still amid the transitional
phase to Industry 4.0. The transition also means the transition of politics, societies
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and companies (see Huether, Forewords) into the hybrid age. The immense potential
of this transition lies in increasing efficiency, reducing overall costs and starting
new businesses. It is also helping with finding solutions to urgent crisis such as for
health problems like cancer, fighting pollution and saving the planet’s natural habitat,
reducing resource consumptions or simply easing peoples work and health life. This
transition for humans includes the opportunity to take a further step towards the
advancement of the human condition (see Mey, Forewords) in the sense of the ideals
of the Enlightenment (Pinker 2018). Those opportunities that result from technical
disruptions make this moment the best point in time: to put humans in transition
strategies and political concepts for the European single market first (see Huertas
et al., Part V, Chap. 29). Strategic successes in business, politics, and society depend
on the people. It is the digital mindset, the culture of management and learning that
has the power to take a society to the top, not global insecurity.

New Alliances and Anti Alliances

This momentum of uncertainty is probably more difficult to change than a soci-
ety’s mental attitude to dealing with uncertainty and opportunities associated with
technology (Acemoglu and Robinson 2017). An uncertain future can be met with
the greatest possible freedom of thought and flexibility as things happen, but what
societies can really control is the way that they respond to those things, including
thinking beyond borders of the material world and considering the ambitions of third
countries. This is an increasingly connected world. While the competition for tech
leadership between the superpowers, United States (4.3% of the world’s population)
and China (18.5% of the world’s population) has reached a new level, third countries
that have close ties with them are forced to reposition themselves in the shifting
world order. The Chinese government has set itself the goal of becoming the world’s
tech leader by 2030. The country is turning into something new, where billions of
Renminbi are being continuously invested pushing the country to unimagined lev-
els of growth. It is creating new markets and with them market defining rules. To
achieve its goal, the Chinese government regards digital and AI tech as strategic for
geopolitical, economic and security reasons (see Mayer, Part III, Chap. 13). These
ambitions of the People’s Republic of China come with a strong initiative, which can
cause in western societies a future that will be more Asianized (Khanna 2019). This
forecast reflects a crucial policy issue: If western countries do not react in a focused
manner and find their strategies and answers as democracies, they will be trapped
between the two superpowers. This is their great challenge, which is to form new
alliances and redesign old ones, such as the transatlantic partnership.
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Brain Drain

Turning heads toward Europe’s 10% of the world’s population today, there is the “old
continent” suffering from a brain drain, especially in the significant field of AI tech,
which in the past has lost tech talents mainly to the “Big Five” companies (Amazon,
Facebook, Google, Microsoft, Apple) and research labs in the US. These “Big Five”
seem to be the most powerful tech companies in the world, if not including their
Chinese competitors’ market power. Recent trends show that the brain drain is going
in the direction where money is flowing. Where opportunities are promising, and
tech ideas thrive. This includes opportunities arising from lower regulation, lower
tech and lower ethical standards that allow unquestioning technological progress.
This makes China interesting to potential participants and that doesn’t mean one has
to go to China to participate in its development. Companies like Huawei employ
80,000+ R&D employees (45% of the total workforce). To further increase their
share of research personnel, they are building research labs in Europe, e.g. in Italy
and France (Tao and Zhifeng 2018). This is a crucial point:While European scientists
are working for Chinese companies, Europe itself needs to adapt its policies and
thought patterns to attract talented professionals, start-ups and venture capitalists
to its own institutions.

Europe’s Death Valley and Global Tech Investments

Europe is still waiting for governmental initiatives to attract venture capital (VC) for
high risk projects and to change its investment culture. Europe’s Death Valley is the
innovation gap in between a top-notch research sector, high potentials fleeing the
continent, and patents that are transferred to products in foreign labs and companies.
This gap can be closed with private money and initiatives, such as from the Public
Group International Ltd. in London or J.E.D.I. in Paris. Public promotes European
startups for creating GovTech for governments and administrations. J.E.D.I. tries
to foster disruptive innovations and moonshot tech made in Europe. This kind of
innovation, emerging fromoutside of public institutions, is urgently needed to support
public institutions in maintaining democratic structures through techmade in Europe
(see Butter et al., Part II, Chap. 3, Loesekrug-Pietri, Forewords). Europe as a political
entity still lacks a major political push for a more innovative future. The present EU
research framework, Horizon 2020, intends to foster cutting-edge research together
with the industry, but that wasn’t the success the European market requires. It is
not enough to create major breakthroughs in science, these findings must make their
way into products and real world workplaces. This must be a major goal for the
e100 billion Horizon Europe, the next research and innovation framework. And
although also Germany, a major research hub in Europe, feeds a unique innovation
cluster that operates worldwide. It must achieve much more to fulfill the needs of a
21st century society. A German contribution to a new European innovation strategy
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could be to integrate these institutions (e.g. German Academic Exchange Service,
German Research Foundation, German Centers for Research and Innovation) into a
strategically designed innovation value chain and European tech network together
with private initiatives.

Foreign players are investing in Europe. A prominent example is Softbank. The
Japanese investment powerhouse is unrivaled in the global VC industry and reflects a
recent trend. Many promising tech companies (unicorns) are owned by international
investors, funds and banks. In times of zero interest rates the tech sector became a
promising place to grow money stocks. As a result the sector is in a phase of over-
funding. Europe’s second disadvantage in this VC market is its “old money trap”.
The owners of old money, that can be found mainly in Europe, usually do not operate
at the high-risk tech level. They are interested in receiving their money stocks. Much
money flows into bricks and steel as many do not see an opportunity in technical dis-
ruptions. In other regions of the world, there is more “newmoney”—such as in China
or San Francisco where people got rich in the last decades, which often means less
money per owner than in families who own “old money”. These new investors have
set themselves the goal of increasing money holdings and are therefore more willing
to invest in high-risk projects that promise higher and riskier profits. They support
the growth of the tech sector in their regions and are feeding the overfunding.

The US tech pioneers—belonging to the group of investors with the new money,
the “Big Five” in the USA, haven’t invested their cash in new tech for a while (2016:
Apple $215.7b, Microsoft $102.6b, Google $73.1b) because there was no opportu-
nity to invest in new tech in Silicon Valley. They have even been questioned about
their status as tech companies. They should have become de facto banks because their
money didn’t pour into innovations but into balance sheet reserves. There was an
effect on the US tech market, fresh (new) money and startups shifted to other innova-
tive regions and projects in the US, pushing new developments. The money and ideas
have moved from the Silicon Valley region to the Boston Area, Pittsburgh, Washing-
ton D.C., Metro Area and Southern California’s emerging technology ecosystems
around Los Angeles, San Diego, Santa Barbara and San Bernadino. Later Google
started creating new tech sectors, invested in e-cars, virtual reality glasses, and espe-
cially in quantum computing, Amazon invested massive amounts of money in cloud
tech and in the meantime became leader in R&D funding. Facebook invested in
algorithms of any type that triggers social media correspondence and in cryptocur-
rency. The “Big Five” companies helped to accelerate the recent global tech and AI
hype in Europe. They built up research labs and attracted researchers. Those older
companies are now losing their status as agile tech companies. A company that does
not innovate ages and declines. In the 21st century that decline will presumably be
as fast as the tech market accelerates. From this scenario derives the opinion of a
few innovation experts that in a short time the platform economy will lose its market
position and instead new business models based on new technologies will emerge
(Charles-Edouard Bouée, former CEO of Roland Berger at the Axel Springer AI
Summit 2018). Meanwhile Huawei a Chinese hightech company (Tao et al. 2017), is
a controversial company. It is accused of being an active part of a Chinese borderless
surveillance system. Its strategy of adapting to future challengesmade the company as
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successful as it is today, e.g. in the 5G technology sector. In 2018, Huawei employed
almost 45% of its staff (80,000+) in the R&D sector. The company maintains 40
research labs around the globe, some in Europe. It follows a strategy to invest 10%
of the income in research on a regular basis (information collected 2019 in a per-
sonal interview at Huawei Headquarters in Shenzhen/China). As a response to these
research and investment cultures, Europe needs a new industry strategy and more
investment in R&D correlated with a strong research management attitude in com-
panies, more high-tech-focused investment strategies and high-risk projects in the
tech sector. This must be supported by a future-oriented, start-up focused and open
minded research community.

Long-Term Public Investment in Infrastructures

In the US, the five new tech regions are old acquaintances when it comes to the
research funding initiatives of the Advanced Research Projects Agency (DARPA) of
theDepartment ofDefense.As early as in 1969, thefirstDARPA-financedARPANET
hubs were in Utah, in the UC Los Angeles and in UC Santa Barbara. In 1970, Stan-
ford University joined the group that would later become the parents of the Internet.
In the same year, Harvard University and the Massachusetts Institute for Technology
(MIT) on the Pacific Coast joined. In 1971, CarnegieMellon University in Pittsburgh
became a member of the club (DARPA 1978). Today, these regions are the regions
where the “Big Five” were founded, where fresh money is invested in new tech,
where new companies are founded, and business models emerge. This result trans-
lates into two fundamental public policy challenges for Europe: Long-term strategic
public investment in (a) talented professionals, innovation and (b) infrastructures
is required! ARPANET, the mother of the Internet, began growing fifty years ago, at
the heart of what has become the world’s most important technology center in recent
decades, Silicon Valley. It can be deduced, that long-term strategic innovation man-
agement and public infrastructure investments are key to technological progress and
economic prosperity in a society (see Reiche, Part III, Chap. 12). This is the objective
in today’s Europe, but not yet achieved (see Loesekrug-Pietri, Forwords, see Butter
et al., Part II, Chap. 3). This is what the Chinese government aims to accelerate
through a variety of funding initiatives and strategies for research institutions, uni-
versities, industry or through the Belt and Road Initiative (OBOR) and the Asian
Infrastructure Investment Bank: long-term supremacy in global infrastructures and
in governance of digital technology.

Shifting Tech Hubs

In terms of basic and applied research in AI—the current top-notch technology for
the accleration of the digital transformation, the EU research hub is still said to be the
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world’s most diverse and collaborative. The backbone of it is the European Research
Area, which itself is underlined by political instruments that foster European inno-
vation, e.g. the Horizon 2020, the EU Framework Programme for Research and
Innovation. Europe’s thriving research hubs are the UK, Switzerland, France, and
Germany. Those regions are leaders in inventions, research and AI patent applica-
tions. Estonia is long known as the “European SiliconValley” but offers a government
and not privately driven model of digital transformation (see Hartleb, Part III, Chap.
16). A few others are catching up, such as Cluj-Napoca in Romania, that obtained
the title “Silicon Valley of Eastern Europe” (De Man 2018). Europe’s AI start-ups
are clustered in London (see Exhibit. 1.1). Since the beginning of Brexit, new data
shows a slight shift to Berlin, a city that has obtained international attention as start-
up hub. Digital nomads from everywhere in Europe and Israel meet there. Even the
US giant Amazon, that has heavily invested profits in new tech and talented profes-
sionals, moved its AI and Alexa research team to Berlin’s vibrant city center. Paris
has attracted more investment for start-ups in 2019 than Berlin.

Germany, the world’s 4th biggest economy and Europe’s industrial powerhouse,
will most likely become the leader in manufacturing, robotics, and quantum com-
puting. Almost half of the patents for autonomous driving have been successfully
filed by German automotive companies. In 2018, the country was named the sec-
ond most innovative country in the world (BCG 2019). Despite this early lead in

Exhibit. 1.1 The European artificial intelligence landscape, © Asgard 2017 (http://asgard.vc/wp-
content/uploads/2017/07/European-Artificial-Intelligence-Hubs-and-Landscape-2017-by-Asgard-
VC.png)

http://asgard.vc/wp-content/uploads/2017/07/European-Artificial-Intelligence-Hubs-and-Landscape-2017-by-Asgard-VC.png
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science and with patents, the country has not invested in products and in other
fields that thrive and appears to be losing in sectors that comprise the new business
world. This is a phenomenon we have seen in the West before, its leaders failed mis-
erably on defining how important new technologies will become in the future, e.g.
5G. This scenario needs to be prevented. Europe must apply a long-term strategy
focusing on European innovation infrastructures.

The Connectivity of a Leapfrogging Country

China’s research has overtaken its key competitor, the United States, and is fast clos-
ing in on Europe’s lead. China, the West’s major tech rival is—still operating in
relative isolation from the wider research and business community and is ready to
become the global leader in tech and internet governance by 2030. China is seizing
all possible opportunities to develop technology. Its large population (18.5% of the
world’s population) gives the country a unique advantage through sheer size. The
Chinese government and industry leaders know how important strategic education
and a high-quality learning culture are for the future prosperity of their society. Chi-
nese politicians are considering the importance of the innovation value chain. This
also means that Chinese companies and citizens by law must focus on tech invest-
ments when investing globally. An example was Ping An Insurance’s investment
in the Berlin-based FinTech company builder FinLeap in 2018. Even the internal
administration of Chinese people (Social Scoring System) has been declared a testing
ground for new tech for social stability reasons (see Leibkuechler, Part IV, Chap. 21,
see Mayer, Part III, Chap. 13). The Chinese consider this governance systems as
geared to stability and prosperity, not to control.

The Chinese digital market itself is protected on many levels; protected by the
Golden Shield in cyberspace, and legally regulated for international corporations,
especially for American companies. Chinese tech companies can have an impact at
the same level as US companies through the third pillar of the One Belt andOneRoad
Initiative (OBOR), the digital silk road. With the OBOR China promotes infrastruc-
tural projects, e.g., submerged cables in the Australian region, ICT infrastructures in
neighboring countries such as Afghanistan and a smart city project in Duisburg, Ger-
many (see Reiche, Part III, Chap. 12). The Chinese population is digitally connected
worldwide. Companies expand globally through increasingly voracious customers of
goods and digital services using Chinese devices and the Chinese platform economy.
They are spreading tech developed in environmentswith less regulation and data inac-
cessible in Europe. This marks the best point in time for European politicians to put
tech, ethics and security on the political agenda with the highest priority in order to
find a democratic response to changes in their economic partnership with China.
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Other Tech Hot Spots and Their Policy Language

Countries and governments in the EU that already treat digital tech as strategic
are Denmark, Sweden, Italy, Estonia, and Finland (see Hartleb for Estonia, Part III,
Chap. 16). Asia’s other tech hot spots are Singapore, Taiwan, andMalaysia. Australia
and Canada are working hard on their tech leadership, and in the Middle East the
United Arab Emirates (UAE) invests heavily in digital tech. The UAE was the first
country with a minister for AI. Israel has top-notch knowledge in security tech and a
vibrant start-up scene not only in Tel Aviv but also in Jerusalem. These countries have
strategic strengths such as in finance (Singapore), in their learning culture (Taiwan)
or in technical and security terms (Israel). Their advantage is that politicians see
digital tech and AI as a relevant technology for their society’s future. They focus on
it. That is what makes them leaders in digital tech and internet governance as they
allocate money and political measures in those fields. They are about to establish a
new policy language that fits with the world of the cyberspace, e.g., in Singapore,
and Estonia (see Maniam, Part III, Chap. 14). For Europe there is still a lot of work
to do in the policy language field.

New Colleagues and Other Surprises

As the status and speed of digitization varies from country to country and the western
world still thinks in categories such as the developed and the underdeveloped world,
leaps are not always reflected in official data and rankings. What is also not reflected
are developments that contradict expectations (to understandwhy expectations can be
wrong, see Rosling et al. 2018; Pinker 2018).Whatmight be surprising is the status of
digitization in Hong Kong, despite being one of the Asian Tigers and a global leader
in FinTech, the city does not appear to be very open to transforming all sectors (see
Thomson, Part III, Chap. 17). This also applies to research in digital and AI tech on
Hong Kong Island. The AI and robotics scene in the Greater Bay Area Region of
the Pearl River Delta spanning northbound from Hong Kong Island, Shenzhen to
Guangzhou is much more vibrant. A development that should be closely observed
by Europeans. The pace of digitization is taking surprising paths. Basic and applied
research in the West became a job of private institutions that spent more money than
public institutions. As a result, artificial general intelligence (AGI) and quantum
computers may not be developed in a public but in a private lab.

In a “developing” country without any stable structural and economic legacies, it
may be easy to adopt recent tech developments and new technologies (see Exhibit.
1.2). This gives less developed countries the opportunity to leapfrog. The internet
in Africa is, for example, limited by a lower penetration rate than compared to the
rest of the world. The low penetration rate is attributed to weak connectivity, lack of
infrastructure and innovation. There is ample evidence that this is changing, and this
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State and Pace of Digitization

Countries
Without strong organizational legacies with high 

innovation capacities

Leapfrogging opportunity high

Countries
With strong organizational legacies and without high 

innovation capacities

Leapfrogging opportunity low

Countries striving for institutions

Leapfrogging opportunity depends on infrastructure 
and innovation capacities of the country/society

Countries with developing institutions

Leapfrogging opportunity depends on infrastructure 
and innovation capacities of the country/society

Exhibit. 1.2 State and pace of digitization. Own Source Feldner (2018)

gap is closing fast as more resources are being deployed in Africa to expand Africa’s
digital economy. This causes great opportunities for the continent.

The fabric of growingAfrican connectivity are submerged cables that are deployed
around Africa. The continent has been connected for a long time only by satellite or
by fiber. Until 2009, the capacity was very low, and the costs have been high for con-
nectivity. This changed in the last decade. Exhibit. 1.3 shows the state of connectivity
within Africa and the Mediterranean in 2018. As a result of the increase in connec-
tivity, an increase in mobile payments in Kenya and its neighboring Uganda took
place. In 2007, with the launch of Vodafone’sM-Pesa, a platform for mobile phone-
based money transfer, financing, and micro-financing services, triggered an increase
in FinTech. Today M-Pesa is the largest system in Kenya and Tanzania. It expanded
to South Africa, Afghanistan and India, but also to Albania and Romania in the
European Union.

Since 2009 the internet subscription in Africa grew from 4.5 million in 2000 to
about 700 million in 2017. The average age of the African population is 19.5 years
and will further push developments. Another driver for digital integration and con-
nectivity is the e-healthcare sector. Actors are focusing on rural areas working on
cutting-edge solutions to deliver healthcare in regions that are difficult to approach
due to security, infrastructure, military or political reasons.

Key drivers aremore than 300African tech hubs that gather talented professionals.
South Africa tops this list with 54 tech hubs followed by Egypt with 28. Tech nodes
are in Kenya, Morocco, Nigeria (with 2.6% of the world’s population and the
world’s fastest growing megacity), Ghana, Tunisia, and Uganda (Kamanthe 2018).
These societies’ future developments are affected positively by digital education
products and Massive Open Online Courses delivered by educational companies
such as Coursera, edX, Khan University, and Stanford OpenEdx that provide access
to US and European education that wasn’t available to Africans some years ago
(Feldner 2018).

Another example of a rapidly developing digitalmarket power is the Indianmarket
with 17.9% of the world’s population. The country will soon outperform China in
termsof penetration rates and the sheer number of users that become future customers.
What makes it easier for India to keep pace with developments is that it has neither
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Exhibit. 1.3 African undersea cables (2018)Manypossibilities.net, © Creative Commons-CC-BY,
https://manypossibilities.net/african-undersea-cables/

strong infrastructures nor binding institutional and organizational legacies in fields
that are affected by digital technologies. Where everything is changing at the same
time, this can assist a society to adopt new tech. Those countries aren’t usually home
to Luddites. It was an advantage for China as the country started at an agricultural
level and jumped almost directly into the tech phase. It is likely that India will follow
this path. As a result, Europe will soon see another fast-growing economic power in
Asia.

From a Myth to Future Scenarios

These developments will provide access to basic legal and structural instruments
in regions those populations today live without access to the (western-led) rule of

https://manypossibilities.net/african-undersea-cables/
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Digital Utopians

in the second half of the 20t h century

Digital Reality

of the early 21st century 

Cyber Law = Law of the Horse

Cyber Law necessary for different reasons and 
in areas such as criminal law, international law, 
IP law, patent law, data ownership(?)… labor 

law, certification systems

Exhibit. 1.4 Digital utopias and reality graph. Own Source Feldner (2018)

law (mainly in Africa and Asia). Digital infrastructures and devices can fundamen-
tally change cyberspace as an arena of human activity, but also the real-world needs
for legal infrastructures necessary to support and sort the complexity of a modern
world economy (Hadfield 2018). The new buying power in Asia (60% of the world’s
population) will pose challenges for policymakers in their own country but also in
the West to adapt traditional legal and economic systems. In contrast, the early years
of cyberspace were characterized by the attitude of American scientists (having been
involved in the creation of the ARPANET and the internet technologies) and Sili-
con Valley entrepreneurs who mainly spoke about powerful myths, stories, digital
utopias and the great potential that digital technologies have for human progress, for
democratization of communication as well as for their business ideas. Accordingly,
it was common for early thinkers to assume that the internet and related tech did
not need new regulation, as the internet was supposed to be a freely accessible and
secure space for each user (see Schulz, Part II, Chap. 8). They declared any new
regulation redundant (see Barber, Part II, Chap. 5). Even the former president of one
of the major start-up cradles in the US, Stanford University, Professor Dr. Gerhard
Casper, once said that a new law of cyberspace would be as effective as a law of the
horse (Easterbrook 1996) see Exhibit. 1.4.

The Transfer of Scientific Culture into Business

This way of thinking in science concluded that there was no need for a realignment
of the legal systems, for intellectual property rights, cyber security or data owner-
ship (see current discussions Mayer-Schönberger and Ramge 2017). That led to the
current state of laws regarding the data economy (see Bullinger and Terker, Part
II, Chap. 6), privacy rights (see Miller, Part II, Chap. 4), and data protection (see
Richter, Part II, Chap. 7). It also led to the current state of the economy and job
sectors (see Huertas et al., Part V, Chap. 29). This kind of thinking changed in the
last four to five years, in the connected world of the “Internet of Things (IoT)”. The
new world is where geography is an increasingly irrelevant factor and where job
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profiles appeared such as influencers, content moderators, where people are work-
ing for a “like” and a follow-up request on Twitter, and where the net incomes of
most millennials are declining. Real world management has adopted the cyberspace
culture: The first ARPANET project team at the University of California (including
Vint Cerf, Steve Crocker) created the basic decision-making backbone for today’s
global cyberspace. It is operated by Internet Corporation for Assigned Names and
Numbers an independent public private partnership in California. By that the net was
built upon the decisionmaking logic of scientists and has not changed in its role as the
Internet’s basic governance system. From there, the US scientific culture andmindset
has evolved in the start-up company culture of Silicon Valley. Since most compa-
nies have been spin-offs from research and science, scientists went along with them.
Thinking and cooperation cultures from science could expand (Isaacson 2014). This
working culture in the sciences includes flat hierarchies. Corporations worldwide are
nowworking in an agile management system and thus in loose project teams with flat
hierarchies. The middle management has largely been abolished and stable jobs are
becoming dynamic (see Huertas at al., Part V, Chap. 29). It presents serious policy
challenges for labor markets that have been focused on hierarchical structures.

The Early Visionary and the Legal Systems

Lawrence “Larry” Lessig, an Internet pioneer and Harvard professor of law, wrote
twenty years ago in a visionary article (Lessig 2000) that one day there will be regu-
lation of the internet. What he called the “law of the code”. He foresaw for the time
when the internet would become an increasingly complex technology, and a military
operation space (see Alatalu, Part II, Chap. 2). This where we have now arrived.
Digital tech and AI give human life the potential to flourish like never before, or to
destroy itself. If they are not managed with (a) ethical rules (see Spielkamp, Fore-
words; seeWalorska, Part II, Chap. 11; seeMey, Forewords) or are not (b) be aligned
with business needs (see Huether, Forewords) and (c) do not cover as much ground
as they should, they do not match human goals. Digital tools are constrained by their
coding. They are not free from biases and governance systems as products have
been in the industrial revolutions. Digital tech is man-made and is interwoven with
biases, thoughts, bugs and impressions of the humans that made it. Decision mak-
ers focus on one tech tool that is trustworthy and may assists with regaining trust
in politicial decisions and institutions: the blockchain technology (see Braun, Part
III, Chap. 18). Blockchain’s basic technology beside the distributed ledger tech is
smart contracts. The person that described them at first place was Nick Szabo (1994).
He wrote an article that explained smart contracts as digital transaction protocol that
execute terms. If those rules will govern our daily lives in the trustworthy blockchain
world, the biggest question for the acceptance of this tech in democratic systems is
“Whowill be themastermind of these conditions?”. Graduated lawyers are drafting in
the analog world, controlling and executing contracts. In the digital world blockchain
companies are here to circumvent notaries, lawyers and bankers, to dramatically
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reduce the overall costs and risks associated with those businesses. This reflects a
fundamental challenge for the existing legal system, for trust in institutions and for
governance systems (De Filippi and Wright 2018) and the basic demands of legal
infrastructures will change fundamentally due to blockchain technologies (Baecker
2018) and the law of the code. This overall change beganwhen thewall came down in
the year 1989 and theWorldWideWeb. That was the moment when nearly forty per-
cent of theworld population accessed thewesternworld’s economic system (Hadfield
2017) and the emerging cyberspace. Now this young world faces an ever-growing
IoT and is about to take another almost four billion people living in China, Russia,
India, the Middle East or Africa (possibly another 60% of today’s world’s popu-
lation) into the same legal and economic system and in cyberspace as an arena of
human activity. The expectations of legal infrastructures are changing. Politics must
not only deal with code law and smart contracts, but also with transnational legal
challenges such as cyber security, tax systems and the cross-border flow of data,
products and surveillance activities as well as with the people and their connectivity.
After several years of failed negotiations on an international cyber security treaty
in the United Nations, one thing is clear so far: each country and nation will see
this differently from its cultural background and will focus on its own political goals
and power-building opportunities. The world is likely to be divided into several tech
regions, driven by different policy guidelines. Europe must address its technological
status and forge strategic tech and policy alliances.

The Media’s Love of Growing Insecurity

As a response to those developments, e.g. a growing perception and feeling of becom-
ing more and more disconnected in Europe, the media coverage of tech applications
such as AI, cyber security, election meddling (see Lohmann, Part IV, Chap. 19) or
hacking activities has taken on a new form. The media is concerend about effects
of the insecurity in cyberspace, from increasing connectivity and an overall growing
insecurity. These developments were described as a negative advancement that went
all the way to representations of a dystopian future for humanity. There were rea-
sons for this new way of reporting. These reasons were incidents such as the NSA
affair and Snowden disclosure in 2013, which caused a furore in Germany but not
in the US (see Miller, Part I, Chap. 4). It was a spying activity from the US, backed
by the “Five Eyes” alliance’s intelligence services, against German politicians (see
Herpig et al., Part II, Chap. 9).

Another incident that caused anger and insecurity among people, but this time
across the transatlantic community, was the Cambridge Analytica scandal in 2015–
2016. Scientists from the Psychometrics Centre at Cambridge University had signed
a research cooperation agreement with Facebook. The data made accessible by the
project were later misused for economic and political purposes. The project ended
as an unethical and criminal project of a third party. Cambridge Analytica Ltd., a
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data analytics company, was alledged to have been misusing private data of millions
of Facebook users for economic reasons and for the political benefit of the then US
presidential candidate Trump.

Election meddling, deep fakes, hate speech, disinformation through social media
platforms such as Facebook and YouTube instigated by Iran, North Korea, Russia
and China or related groups, causes feelings of insecurity on a regular basis (see
Lohmann, Part IV, Chap. 19). The only answer to those challenges is a political vision
for internet governance including a culture of high-quality education that answers
new questions that haven’t existed before Cyberspace grew at such a fast pace. One
key expression that comes to mind when experts speak about those developments
and events in cyberspace is “Media Literacy”. Although it is contested what “Media
Literacy” might mean, democratic societies need an excellent education in media
literacy to be able to maintain their democracy in the digital world. The people must
be empowered to understand and enabled to handle information flows in cyberspace,
to build up capacities and cutting-edge knowledge in this field.

A New Research Power in Cyberspace

Events such as the Cambridge Analytica scandal reflect the major struggles com-
panies like Facebook are facing. In the years of its existence Facebook has had a
clear focus on business development and on the development of new products. But
after 14 years of existence, the revolutionary start-up became a sluggish company
that struggles every day to reinvent and reposition itself. It was at this stage that
Facebook and peers began a new phase in which they invested heavily in research
and people to enable inventions and new products (see A.III, B.III). They also signed
research cooperation contracts with well reputed research and technology organiza-
tions as they promised an increase of the company’s reputation. The brightest minds
from science moved to Facebook and developed research ideas for the company. At
Professor John Martini’s research lab in Santa Barbara Google maintains one of the
most successful quantum computer teams in the world (Dönges 2014). As stated
earlier, important research and knowledge about critical technology is in private
hands and no longer in the hands of governments or public research institutions.
This needs to be rebalanced if democratic governments in Europe want to maintain
political authority.

Failures in Innovation Management

Although the platform companies triggered innovations and the current AI hype,
Facebook, for example, has failed to adapt its economic advances in an ever grow-
ing IoT to its growing corporate responsibilities, to the expectations of society, its
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customers and to traditional compliance rules. After serious data scandals, Face-
book and other American platform companies must answer questions about user and
data privacy. The working conditions at Facebook, e.g. for content moderators, have
already been criticized. There is a lack of powerful lobbyists for the rights of work-
ers as they existed in the last industrial revolution (see Schulz, Part II, Chap. 7). A
very smart solution to these problems that can help those companies to manage their
innovation processes has come up from the business consulting world. The concept
of “Corporate Digital Responsibility (CDR)” was invented and has emerged from
traditional corporate social responsibility (see Andersen, Part II, Chap. 10).

Functional Sovereignty

Law scholars have investigated the US platform economy from a law and economics
point of view. Some say that it has achieved “functional sovereignty”. This term
derives from a fundamental principle of international law (Schmitt 2017), which
was developed in 1648 in the Treaty of Westphalia: state sovereignty. It describes
the power of the political authority to act on behalf of citizens in relation to a spe-
cific (national) territory. Airbnb, for example, has developed market power to shape
urban planning in smaller cities in theUnited States.Amazon has received offers from
democratically elected mayors to assume political power when the company moves
its headquarters to these cities. These companies gather more customers than coun-
tries like Estonia or Sweden have citizens (2.41 billion Facebook users worldwide
in the second quarter of 2019). The result is a de-facto political influence that was
reserved for elected representatives and represents a similar sovereignty in the hands
of private companies. This power reflects a fundamental shift in the political power
systems of western democracies.

The developments are turning companies into competitors for political authorities,
whichwere traditionally responsible for organizing life in constituencies (seeReiche,
Part III, Chap. 12). Amazon announced in early 2019 that it had encountered fierce
opposition from local authorities and politicians from Long Island City in Queens.
That kind of resistance was reason enough for Amazon not to establish the No. 2
headquarters in New York City. The incident is interesting for several reasons: New
York is considered one of the world’s most important centers for new technologies,
and the city has always been the concrete jungle where dreams come true. The city’s
authorities have begun to take a critical look towards the tech world with its platform
economy, as they did in Europe.

The Race to Dominate the Internet

Over the past decade we have seen a loss of political power in the elected authorities
and their bodies (see Braun, Part III, Chap. 18) as a result of what happened within
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the platform economy. It was only recently that the authorities have begun to assume
their role as regulators in cyberspace (see Barber, Part II, Chap. 5; Zurkinden, Part
IV, Chap. 22). In the digital domain, confidence in political institutions is corre-
spondingly at a record low—which is also reflected in the rise of influencers that
can easily grab the prerogative of interpretation over political and social issues. This
applies not only to Western authorities, but also to countries like China. The Chinese
government reacted earlier and harsher to this deficit by introducing the questionable
“Social Credit System” (see Leibkuechler, Part IV, Chap. 21). Other governments
have hastily developed internet governance guidelines, created new ministries and
developed AI guidelines to prove their ability to tackle these issues. After years of
hesitation andwhat lawyers called the “wait and see approach”, they are trying “sand-
boxing” models and are beginning to regulate, e.g. the EU General Data Protection
Regulation (GDPR).

Today China seems to be the tech policy leader since its implementation of the
digital strategies as part of the OBOR initiative, its Cybersecurity Law and with its
holistic AI strategy from summer 2017. This poses a great challenge for its allies
but especially for its traditional counterparts like the US. The US barely has an AI
strategy. The Federal Government of Germany did not announce its AI strategy until
November 2018. The Minister of State for Digitization in the Federal Chancellery,
who took office inMarch 2018, acts as the “face” for internet governance inGermany.
Responsibility for shaping policy lies with the head of the Federal Chancellery and
his internet governance team. This fragmented authority is an expression of the
fragmentation of authority in internet governance throughout the Federal Republic
of Germany (Gauss, Part III, Chap. 15; Duenn and Schaefer, Part IV, Chap. 23).

In times of fundamental change, it is important to adapt adequate politics, poli-
cies, policy language and organizations to secure future prosperity and democracy.
Regulatory and governance approaches in the West are currently primarily seen as
risk minimization and security maximization. It led us to fail miserably on defining
new critical technologies and this makes society ill-equipped for future tech and its
effects on society and democracy. Europe needs to overcome existing prejudices and
uncreative thought patterns that are not supportive. It needs a regulatory and gov-
ernance mindset that will maximize knowledge for as many as possible; inventions
and innovations to create European start-ups and opportunity. This is a crucial point
and the best point in time to redesign organizations that back democratic societies.
For the connected and the post-digital society, suitable concepts are needed now, not
traditional concepts.

Spreading Tech Knowledge and Finding Opportunity
in Disruption

Apart from political forces, AI tech is said to be the strongest driver of digital trans-
formation, so it is important to understand the techniques and to develop them with
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Exhibit. 1.5 Actors in cyberspace. Own Source Feldner (2018)

a vision of a prosperous future in a democracy. But the dramatic success in the AI
research area “machine learning” have led in recent years to a flood ofAI applications
and devices that are not reflected in the European education system. An emerging
status of ignorance and unawareness in society towards this development will lead to
even more resistance to tech and create a long-lasting sense of insecurity or fear. This
development has the potential to divide European societies (see Hartleb for Estonia,
Part III, Chap. 16). If a society is digitally divided, there are a fewwho have access to
knowledge and power and those who cannot catch up (see Exhibit 1.5). This level of
insecurity and division has the potential to further weaken democracy and political
decision makers.

There is a way to circumvent this scenario: the dissemination of knowledge
through high-quality education for asmany as possible. A prosperous future demands
a high-quality learning culture. It is important to provide education for self-confident
citizens. Not only IT literates have to find their way in Cyberspace, but the others as
well.

The Remote Control of Our Life

A reason for this widespread feeling of uncertainty is that the 3rd generationmechan-
ical AI learning models, applied in today’s AI world, are obscure, unintuitive and
even difficult for experts to understand. The fields of machine and deep learning
are particularly cryptic for humans. While deep learning techniques are incredibly
good at finding patterns in data, their complexity can make it impossible for people
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to understand how they come to their conclusions. The more that people depend on
digital and AI applications, and the more tech affects human life, the more important
it becomes that the technology is robust against the design process (see Walorska,
Part II, Chap. 11) and becomes understandable. AI systems must be monitored on
a permanent basis. For their safe use it is important that code is aligned to human
goals and values. It comes with the following questions:

I. Should the research and development phase be subject to legal regulation,
or to the monitoring of legal and certification professionals?

II. What does implementing cyber security and ethics in the coding process
mean and will this serve human goals?

III. Who will be the one that decides what goals should be implemented in
AI?

IV. Will the next “Big Five” global tech corporations be located in China,
Singapore, Pakistan, India, in a post-Brexit UK or be in the hands of
Russian investors?

Enabling Democratic Goals

Since the 1990s, experts have been working to understand how technologies behind
deep learning—neural networks—make decisions. The idea behind this work is that
its results could facilitate the handling of the technology and minimize risks. A
concept for this, the concept of explainable AI (XAI/ex AI), was introduced in 2004.
Ex AI are AI systems whose actions are easy for people to understand and thus
enjoy trust. In 2015, AI security research became mainstream in the US. Until this
year, critical discussions about AI risks were often misunderstood as the goal
of hindering the AI process (Tegmark 2018)! The year 2015 thus marks a very
important date for the future of humanity, consideringwhat AI can trigger for society,
be it good or bad. In August 2016, the U.S. Defense Advanced Research Project
Agency (DARPA) initiated the Explainable Artificial Intelligence Program (XAI) for
military reasons. DARPA’s political intent behind this research is to prevent agents
and military personnel from blindly trusting an algorithm when using autonomous
instruments like weapons or robots. The result of the program will be a toolkit
library that can be used for the development of future systems. Upon completion
of the program, these toolkits would also be available for further enhancement and
migration to defense or business use in the US. In Europe, the High-Level Expert
Group on Artificial Intelligence (HLEG on AI) presented its draft of an ethical
guideline for trustworthy AI at the end of 2018. For the HLEG on AI, trustworthy AI
means that general and abstract principles arising from human rights are underpinned
by technical specifications in the design process for an algorithm. It is not yet clear
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what trustworthy AI means, since the meaning of the word has not been clarified (see
Zurkinden, Part IV, Chap. 22).A first step in Europe would be to clarify what is meant
by trustworthy and how Europeans can put their ethics into practice by translating
ethical principles into a code of conduct for technologies and companies. This leaves
EU politicians with one question: How to handle actors, that are not subject to EU
regulation?

Don’t Let People Be Outsmarted

The consequences of malfunctioning AI and digital tech for law enforcement,
medicine, politics, critical infrastructures, in the media and for peace on earth can
be serious, especially in democracies. The main risk might not be conscious inter-
vention by people, but the lack of education in the population and a continuing loss
of talents in Europe. This situation will lead us to new security concepts focusing on
the individual and devices making up the IoT. It is foreseeable, that we will move
to holistic security concepts and insurance policies for institutions and their individ-
uals. As long as we do not see knowledge spreading in society, technology and tech
companies are responsible for ensuring stability. An important step to counteract
this technology-driven development is not regulation but education for all citizens
(Getto, Part V, Chap. 28; Deimann, Part V, Chap. 27). This training must integrate
findings from ex-AI- and cyber security research, media literacy and practical experi-
ences of the physical world (see Ilgen, Part V, Chap. 26). It is necessary to teach this to
children (see Ferracane, Part V, Chap. 25). If not, it will becomemore difficult for the
younger generations to take on a critical position in the discussion about being human
in the hybrid age. It will also become difficult for them to build a successful career
as they are facing new actors and colleagues from around the globe (Feldner 2018).
Today is the best moment for liberal democracies to fight attacks by authoritarian
regimes, non-state actors, and from their own ignorance, challenging developments
with self-esteem, open-mindedness, an excellent education culture, and strong cyber
defense skills.
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Chapter 2
Cyber Commands—A Universal Solution
to a Universal Cyber Security Challenge?

Siim Alatalu

Introduction

Digitization has thoroughly changed the ways of life around the world. Taking place
back-to-back with what has become known as Globalization 3.0, it has empowered
both individuals, enterprises and states with unprecedented leverage over and access
to data that today in turn has unprecedented influence over how societies work. As
characterized by Friedman, since the days of the first publicly available Internet
browser Netscape, the connectivity between both people as well as applications has
onlygrown, fueledbyphenomenaof the global economy like outsourcing, offshoring,
open-sourcing, insourcing, supply-chaining, informing and lastly, new forms of col-
laboration like wireless access and Voice-over-Internet-Protocols—allowing one to
do “any one of them, from anywhere, with any device” (Friedman 2005).

Effectively a part and parcel of digitization and the global connectivity offered
by the Internet, cyber security too has established itself as a essential feature of
life: “Internet, together with the information communications technology (ICT) that
underpins it, is a critical national resource for governments, a vital part of national
infrastructures, and a key driver of socio-economic growth and development” (Klim-
burg 2012, p. 2). At the same time, one should also consider the potential risks from
cyberspace that are inherently global in nature. TheWorld Economic Forum’s (WEF)
Global Risks Report 2018 featured cyber security risks as second only to environ-
mental risks and noted inter alia that a “growing trend is the use of cyberattacks to
target critical infrastructure and strategic industrial sectors, raising fears that, in a
worst-case scenario, attackers could trigger a breakdown in the systems that keep
societies functioning” (World Economic Forum 2018, p. 6).

Cyber security considerations have played both an encouraging, as well as dis-
couraging role, leading some nations to a more open and proactive stance towards
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digitization, online provision of their public services, open access to and the freedom
of the Internet, etc. Others, on the other hand, have opted for a strict control of the
Internet on their territories, which paradoxically would mean very limited benefits
from the global network for their citizens and societies but, rhetorically, had better
defense against cyber threats. While the People’s Republic of China might be the
country that is best known for limiting Internet traffic, some authors also highlight
that there are others and the tradecraft is particularly advanced in the Commonwealth
of Independent States (CIS) and Russia (Deibert and Rohozinski 2010b, pp. 15–16).

Either way, a structured tackling of cyber threats (from detecting to thwarting and
response) seem to have become an integral part of government functions, in order
to safeguard their societies against threats from within cyberspace. Philosophically,
this quest is a logical development of affairs. As suggested by Heidegger already in
1977, our “will to mastery [of technology] becomes all the more urgent the more
technology threatens to slip from human control” (Heidegger 1977, p. 2).

Cyberspace can be defined as something “more than the Internet, including not
only hardware, software and information systems, but also people and social inter-
action within these networks” (Klimburg 2012). In the same article, Klimburg also
refers to formal definitions of cyberspace by the International Telecommunications
Union (ITU) (“systems and services connected either directly to or indirectly to
the Internet, telecommunications and computer networks”.), the International Orga-
nization for Standardization (ISO) (“the complex environment resulting from the
interaction of people, software and services on the Internet by means of technology
devices and networks connected to it, which does not exist in any physical form”.)
and the United Kingdom (“all forms of networked, digital activities; this includes the
content of and actions conducted through digital networks”.) (Klimburg 2012, p. 8).
Another noteworthy definition of cyberspace by The Tallinn Manual 2.0 defines it as
the “environment formed by physical and non-physical components to store, modify,
and exchange data using computer networks” (Schmitt 2017, p. 564).

With cyber security thus becoming relevant to national security, one will need to
ask about the role of the military in safeguarding the nation in cyberspace. Will the
nowadays global trend of establishing national military cyber commands become
a theater of competition (if not conflict) for controlling cyberspace or actually a
solution to the growing problem of threats from it?

This article seeks to analyze how to interpret the universal problem—the growing
threats from cyberspace to the societies—from a national security perspective, what
response options the states have and whether the practice of establishing military
cyber commands will help nations cope with the emergent concerns.

National Cyber Security as a Matrix of Matrices

According to Collier, there are conceptually at least two ways that the risks of disrup-
tive or destructive cyberattacks can further increase: first, the theoretically limitless
amount of software in digital systems (and thereby the availability of a limitless
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amount of attack sequences and vectors), and second, the diffusion of cyberspace
that supports the empowerment of new threat actors (Collier 2016, p. 2). The chal-
lenge that this poses to the states is based on the fact that no state today can fully
control cyberspace (neither by having sovereignty over it nor avoiding imposing
it), nor is it possible to have a civil-military differentiation of the nature of threats
in cyberspace. Cyberspace remains by definition a “human-made domain in con-
stant flux based on the ingenuity and participation of users themselves” (Deibert and
Rohozinski 2010a, p. 16).

While it is widely acknowledged that, for example, NATO’s role is the defense of
NATO’s networks (and it is subject to discussion whether these might also include
the national networks of individual Allies), it is a matter of fact that the global infras-
tructure on which everything works has different and often private ownership. As
acknowledged in 2011 by the then-commander of the U.S. Cyber Command, the vast
majority of [theU.S.]military’s informationwas being transferred onprivately owned
(i.e., commercial) infrastructure (Alexander 2011, p. 10). As a result, “cyberspace
has emergent properties […] that elude state control” (Deibert andRohozinski 2010a,
p. 16).

To deal with risks to national security from cyberspace, it has become essential
to have a national strategy for it. In the European Union member states, having a
national cyber security strategy became mandatory when the Network and Informa-
tion Security (NIS) Directive came into force in 2016, requiring the introduction
of a “national strategy on the security of network and information systems” and
the appointment of a National Competent Authority for cyber issues (“to monitor
the application of the NIS Directive”) (European Commission 2018). Interestingly,
one of the reasons that make the definition of a national strategy complicated is that
according to Bartholomees, “the word has a military heritage, and classic theory con-
sidered it a purely wartime military activity—how generals employed their forces to
win wars” (Bartholomees 2006, p. 79).

Choices as to what a national cyber security strategy actually is rest with the
nations. There is a paradox, however, that “national policies […] address an envi-
ronment based on both infrastructure and functioning logic that has no regard for
national boundaries” (Klimburg 2012, p. X). To make it even more complex, it is
also no longer an option to not deal with the challenge due to its pervasiveness. As
exemplified by Deibert and Rohozinski, “cyberspace is the domain through which
electronic clearances take place, irrigation systems are controlled, hospitals and edu-
cational systems interconnect, and governments and private industries of all types
function. It can be found aboard nuclear submarines and bicycles, watches and air
traffic control systems—it is ubiquitous and pervasive, and is most acutely felt when
it is absent” (Deibert and Rohozinski 2010a, pp. 18–19). Therefore, having in place
a plan for safeguarding the nation in cyberspace is a necessity, rather than an option.

Further to the definitions offered above, cyberspace can be characterized asmatrix
of matrices where in the broadest sense technology meets with national security,
strategy, operations, law and international relations. On one hand, cyberspace is
a combination of technological layers that consists of the physical network layer
(hardware, software and support infrastructure), the logical layer (the relationship
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between nodes in the physical layer, such as programs) and the cyber-persona layer
(digital representation of an individual or entity in cyberspace, enabled by users)
(Department of the Army HQ 2017, pp. 1–13). Manipulating one of them can lead
to malfunctioning of the others. On the other hand, cyberspace reflects the nature
of the society with its different, yet interoperable institutional and sectoral networks
working together and across borders. Another way to structure challenges within and
fromcyberspace is to define themon the international, national and sub-national (e.g.,
defense sector) levels. For a European country, those challenges can be characterized
as follows.

The International Level

(a) European Union—while the EU’s original function is an economic union of
sovereign member states, defense and cyber security issues have gradually
gained ground in its deliberations. A landmark example of the proliferation
of these topics on the pan-European level has been the recent Estonian Pres-
idency of the Council of the EU in the 2nd half of 2017, which was notably
rich in policy deliverables in those two areas. Concerning cyber security, the so-
called Cybersecurity Package proposed by the EU Commission in September
2017 included a new cyber security strategy for the Union, as well as a proposal
for an EU wide legislation to include an enhanced mandate for the European
Network and Information Security Agency (ENISA) and for a EU-wide frame-
work for cyber security certification. Earlier in 2017, the Council of the EU had
also agreed on the so-called Cyber Diplomacy Toolbox (Härmä and Minarik
2017), which the Estonian presidency steered forward with an agreement on
implementation guidelines. In 2018, the EU Network and Information Security
(NIS) Directive has been transposed into Member States’ legislation with the
aim of enhancing cyber resilience Union-wide.

(b) NATO—compared to the EU, NATO has a longer record of accomplishment in
cyber defense issues having reached its first Summit-level decisions for cyber
defense already in 2002. In 2014, NATO declared cyber defense to be part of its
collective defense framework, and in 2016, it went on to declare cyberspace a
domain of operations. Compared to the EU, NATO has been less known for set-
ting any cyber security requirements on its member states, bar the Cyber Pledge
of 2016, where the heads of state and government inter alia committed to devel-
oping “the fullest range of capabilities to defend our national infrastructures and
networks” (NATO 2016).

(c) Cyberspace in itself has become a source of globally spreading threats such
as e.g. malware [“software that may be stored and executed in other software,
firmware or hardware that is designed to adversely affect the performance of a
computer system” (Schmitt 2017, p. 566)] that could be assessed to also threaten
national security, as well as specific sectors. Cross-border and cross-domain by
nature, it lacks physical borders and that allows malicious actors to operate
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freely. To make them accountable, a complex attribution process is needed to
overcome challenges such as how to distinguish acts of cybercrime from, for
instance, cyber incidents that are part of a hybrid campaign with strategic objec-
tives and designed to target another country’s national security. Such considera-
tions havemade cyber amainstream topic in various international organisations.
New international cyber defence cooperation initiatives are emerging, bringing
together likeminded cyber defense communities, characterized by Deibert and
Rohozinski as, “a slow but steady internationalization of critical infrastruc-
ture protection initiatives, policy coordination, and legislation” (Deibert and
Rohozinski 2010a, p. 20).

The National Level

(a) Embracing digitization and ICT can be considered a vital economic interest of
any state. According to theWEF’sGlobal Information TechnologyReport 2013,
and according to the study by Booz&Company for the report, a 10% increase in
a country’s digitization rate could have gained+0.75% of GDP per capita and−
1.02% in unemployment (World Economic Forum 2013, p. vii). As digitization
contributes significantly to a nation’s GDP, there are tangible economic benefits
to (a) investing into further digitalization and (b) safeguarding the existing digital
ecosystem. Embracing digitalization as a national policy will likely require a
shift in both a political mindset as well as in the allocation of national resources.

(b) Reliance on digital platforms such as e-government can be a matter of a critical
rational choice for smaller nations, for example, to save on human resources and
avoid a heavy bureaucracy. As an example, Estonia is believed to save one week
of working time per citizen per year, by havingmade it mandatory for all to have
a government-issued ID card, and thus, it enabled the transformation to digitally
signed documents nation-wide as a result. For bigger nations, undertaking such
taskmight bemore challenging for various reasons such as a traditionally strong
bureaucracy, the complexity of an existing national legislation and the seemingly
smaller criticality of the same choice that faced the smaller countries.

(c) As discussed above, embracing digitalization and ICT has also led to cyber
defense becoming a requirement in terms of state functions. On the one hand,
the EU’s NIS Directive will make it mandatory for EU member states to inter
alia develop dedicated national structures (Competent National Authorities,
Computer Security Incident Response Teams) (Lord 2017). On the other, along
with digitization states would need to provide education and training to their
societies to enable the introduction and use of new ICT products and services.
Compared to earlier times, this challenge is one with a moving target, driven by
the ever-increasing speed of developments in technology.
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The Subnational/Sectoral Level

As an example of a subnational sector, for the purposes of this article the focus is
on the defence sector. For the Western militaries, not dealing with cyber security has
not been an option for decades already. The development of high-tech platforms for
warfare on land, in the air and at sea (even not to mention space) and upgrading of
existingweapon systems byway of digitalization can be said to have had a pioneering
role for digitalization in general. Nowadays, defence experts say that attention to
cyber details such as the integrity of information in the systems, which have been
tampered with, needs to be enhanced to ask questions like “What if battle plans from
a military commander were hacked without anyone’s knowledge and troops were
ordered to fire against friendly forces?” (Emmott 2017).

In today’s wars, with the exception of a few hand-held weapons (like the con-
ventional rifle), almost all weaponry is to some degree digital, from night-vision
devices to ballisticmissiles. In addition to conventional forces, cyber operations [“the
employment of cyber capabilities to achieve objectives in or through cyberspace”
(Schmitt 2017, p. 564)] as a stand-alone function in militaries around the world are
also a reality. From a generic perspective, dealing with cyber issues is thus critical
for the defense sector, at least in (but not limited to) the following areas:

1. Weapon systems
2. Command and Control (C2) systems
3. Different types of operational activities like intelligence collection,military oper-

ations, exercises etc.

The challenge of thematrix ofmatrices that nations need to copewith is visualized
in Fig. 2.1. (The cloud motive hints that the listed items are only a few of the many
cyber security issues that relate either to the levels or the layers, or both.)

Fig. 2.1 Cyber security matrix of matrices. Own source, Alatalu 2018
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Cyberwar and National Security

According to Buzan, national security means the “pursuit of freedom from threat
and the ability of states and societies to maintain their independent identity and their
functional integrity against forces of change, which they see as hostile” (Buzan 1991,
p. 432). Traditionally, against an hostile “force of change”—threats of or the use of
force or an armed attack by another state—the national armed/defence forces have
been the designated response capability.When considering cyber threats as threats to
national security, however, what might be the appropriate tool or capability a nation
can use to deal with them? What will be the appropriate role of the military? When
will isolated cyberattacks appear to be organised and appropriate to be called “cyber
war”?

These questions once again became relevant in 2017when two global outbreaks of
malware attacks, known asWannaCry andNotPetya, caused damages on an unprece-
dented economic scale—and in unprecedented areas. WannaCry and NotPetya, later
attributed respectively to North Korea and Russia, showed that a nation state can
release a cyber attack on others that spreads globally. Even more importantly, they
may well be willing to target areas that are critical to the society such as hospitals,
IT systems, global logistics hubs or the banking system—but to date not necessarily
always identified as potential targets.

2017 also marked the 25th anniversary of coining of the term “cyberwar” in an
essay byArquilla andRonfeldt (1993, pp. 141–165). Among other things, referring to
the success of the Mongol hordes in conquering an empire based on their dominance
of battlefield information, Arquilla and Ronfeldt argued, “information is becoming
a strategic resource that may prove as valuable and influential in the post-industrial
era as capital and labour have been in the industrial age”. They claimed that “the
information revolution will cause shifts both in how societies may come into conflict,
and how their armed forces may wage war” (Arquilla and Ronfeldt 2017, pp. 26–27).

Today, there are multiple definitions of “cyberwar” available. To highlight three
of them:

• According to Arquilla and Ronfeldt, “Cyberwar refers to conducting, and prepar-
ing to conduct, military operations according to information-related principles. It
means disrupting if not destroying the information and communications systems
[…] on which an adversary relies in order to ‘know’ itself: who it is, where it is,
what it can do when, why it is fighting, which threats to counter first, etc. It means
trying to know all about an adversary while keeping it from knowing much about
oneself. It means turning the ‘balance of information and knowledge’ in one’s
favour, especially if the balance of forces is not. It means using knowledge so that
less capital and labour may have to be expended” (Arquilla and Ronfeldt 2017,
p. 30).

• Another, more straightforward, definition originally by Richard A. Clarke defines
“cyber warfare” as “actions by a nation-state to penetrate another nation’s com-
puters or networks for the purposes of causing damage or disruption”. As charac-
terized by Paganini, this definition benefits from including two critical aspects, the
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“nation-state commitment and the intent of the offensive that could be conducted
with the purpose of causing damage or to spy on an enemy’s networks” (Paganini
2012).

• A third definition offered by A.P. Liff defines “cyberwar” as a “state of con-
flict between two or more political actors characterized by the deliberate hostile
and cost-inducing use of computer network attacks against an adversary’s critical
civilian or military infrastructure with coercive intent in order to extract political
concessions, as a brute force measure against military or civilian networks in order
to reduce the adversary’s ability to defend itself or retaliate in kind or with con-
ventional force, or against civilian and/or military targets in order to frame another
actor for strategic purposes” (Liff 2012, p. 408).

The discussion on cyberattacks possibly targeting national critical infrastructure is
not new. Already in his 2009 forecast, Clarke stated that “offensive cyberattacks
have the potential to reach out from cyberspace into the physical dimension, causing
giant electrical generators to shred themselves, trains to derail, high-tension power-
transmission lines to burn, gas pipelines to explode, aircraft to crash, weapons to
malfunction, funds to disappear and enemy units to walk into ambushes” (Clarke
2009, lk 31). In another reflection, Arquilla added that “striking, via cyberspace or by
other means, at key information based control functions would have crippling effects
on armies, fleets, and air forces—in a manner similar to the way in which classic
blitzkrieg offensives early inWorldWar II knocked out enemy communications hubs,
creating much chaos” (Arquilla, Twenty Years of Cyberwar 2013, p. 80).

Wannacry and NotPetya were not the first cyberattacks with wide-reaching-
impact. Ever since the 2007 cyberattacks against Estonia, there has been a trend
of escalation. According to Brantley, cyberattacks that include destruction, denial or
degradation of military or civilian communications platforms, have abound—such as
the Mirai malware botnet attack of 2016, a form of which could be directed against,
for example, IP addresses of the U.S. Federal Aviation Administration, emergency
services or anything that is Internet-connected and has an IP address (Brantly 2018,
p. 42).

On the other hand, developing offensive cyber capabilities has long since become
mainstream among countries, regardless of whether they publicly declare doing it
or not. An assessment voiced by NATO in 2010 said that “countries, such as China,
have assembled within the people’s liberation army up to 100,000 operators who
work full time, as a full-time 9-to-5 job, in probing the systems of other countries
and […] about 1001 countries in the world […] are actively developing offensive,
not defensive, but offensive—cyber capabilities” (Shea 2010). Among authoritarian
states, Russia, China, Iran and North Korea are seen as the biggest cyber threats by
the West (Pernik 2018).

It should then be fair to say that although not always considered elements of
national military power, offensive cyber capabilities have become tools in nations’
toolboxes for projecting national power. Building on the experiences of WannaCry

1Different sources offer even bigger numbers. For instance, the website of the Infosec Institute
claims that at least 140 countries were developing cyber weapons.
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andNotPetya (but also other targeted attacks on, for example, powergrids), it is essen-
tial that the complexity of the situation and the potential effects on national security
are recognised as they are. This then assumes that the defence forces and their cyber
capabilities might well have a call of duty when the national cyberspace becomes a
target. In determining their exact role nevertheless, it is advisable that, as offered by
Wallace, “the appropriate level of military involvement needs to be informed by both
the dangers to national security and the alternatives available (including the risk of
misemploying the military)” (Wallace 2013).

From Deterrence to Attribution

The realization of a threat and the need to actively engage one’s defensive capabilities
implies that one’s deterrence—the “ex-ante dissuasion of adversaries through the
threat of ex-post costs in response to potential adversary action” (Brantly 2018, p. 33)
has failed. In the context of cyberspace, however, the credibility of one’s deterrence
posture is more nuanced than with conventional arms. While it is possible to assume
that the cost-to-benefit ratio between an offensive weapon and a denial tool is 1000
to 1—as it was in the case of the U.S. approach to counter Russian S-300 and S-400
medium range missiles (Brantly 2018, pp. 35–36)—in cyberspace, the calculation
is more difficult to make, as increasing investments are required to maintain the
achieved status quo. The likelihood of the efficiency of a static denial tool decreases
over time as it inevitably will be challenged by technological advances.

Also important is the question of the cost of failure of deterrence and of the
ex-post response. Over time, deterrence by denial, becomes deterrence by threat
of punishment, as the probable related crisis evolves with the adversary pushing
the limits. Referring to Brantley, the matter-of-principle problem with resorting to
punishment forms (other than cyberspace counter-operations)—such as the expulsion
of Russian intelligence operatives and imposing sanctions in return for the Russian
meddling in 2016 U.S. elections—however, would probably not undo the damage or
offer satisfactory compensation. “The U.S. response imposed insignificant costs in
comparison to the utility achieved” by Russia (Brantly 2018, p. 43).

When deterrence fails, the question of attribution rises. This is particularly impor-
tant in the West, where pacta sunt servanda—agreements are to be kept, and any
possible response needs to base on legally solid grounds. To quote a current NATO
Deputy Assistant Secretary General’s speech from 2010, “it often takes months, a
very punctilious investigation for a whole range of countries and jurisdictions before
you can be certain that you know where that attack came from. […] cyber is, if you
like, the conflict between ‘the strong and the complacent’ in Western societies and
‘theweak, butmotivated’” (Shea 2010). To characterize the complexity of attribution,
Rid and Buchanan offer three general features of an attribution process:

– It is almost always too large and too complex for any single person to handle;
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– It is likely to require a division of labor, with specialties and sub-specialties
throughout;

– It proceeds incrementally on different levels:—immediate technical collection of
evidence, follow-up investigations and analysis, and then legal proceedings and
making a case against competing evidence in front of a decision authority (Rid
and Buchanan 2015, p. 5).

It would thus appear evident that relying on deterrence alone in the context of
cyberspace is not a comprehensive solution. Rather, a mix of denial tools (intrusion
detection and prevention systems) in combination with a threat of punishment tools
(expulsions, travel bans, sanctions, confiscation of assets, etc.) could establish the
general ex-ante and ex-post limits of a cyber-based conflict. As for what remains
between these two extremes, it is somewhat more unclear and remains a critical
question of what solution states could and should have in-place in order to have
assured delivery of cyber defense for their society and critical services.

An often-used term in this context is “resilience”, defined byWilner as the “ability
to bounce back, to mitigate the effects of an attack, to recover quickly after getting
hit” (Wilner, 2017, p. 310). According to Wilner, however, resilience falls under
deterrence by denial (not between the two extremes), and compared to deterrence by
punishment, it should dissuade the aggressor, because it reduces the benefits from
the malicious activity, rather than adding to the costs.

The responses of a state tomalicious cyber activities or even operations by another
state are bound to (at least when it intends to adhere with international and national
law) identifying whether the situation at hand is a cyberattack (an incident in or
through cyberspace with an objective to degrade, deny or destroy) (Brantly 2018,
p. 41), an act of cyber espionage (which, like conventional espionage has not been
included as a violation of international law) or cybercrime (theft of data, intellectual
property, etc.—indeed breaches but likely not crossing the threshold of an interna-
tionally wrongful act, bar use of force or armed attack).

Against the universal and complex background of the different nature, capacity,
sources and targets of threats, the need to consider one’s cyber deterrence posture
and the sine qua non need for a solid attribution of the act-to-actor, the question to
be asked is how best to achieve a comprehensive solution to deal with all of them
in a coordinated manner. Is this an issue of national security and, as a result, should
states pursue a military capabilities-based approach to dealing with the cyber chal-
lenge? The question is timely as, according to Smeets, similar to private enterprises,
national governments look into organizational integration in search of a more effec-
tive provision of services. As a result, we are seeing a diverse institutional landscape
emerge to deal with cyber security, “shaken up by the new cyber security challenges
that countries face” (Smeets 2017, p. 26).
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Different Roles of Cyber Commands

The establishment of the U.S. Cyber Command in 2010 signaled the start of a new era
where cyber defense has become part of military command chains. In the past couple
of years, many nations have announced following suit. Of NATO countries, at least
8 have established an “independent cyber command or service: France, Germany,
Italy, the Netherlands, Norway, Spain, Turkey and the United States (Pernik 2018).
This means that the emergence of civilian CERTs (Computer Emergency Response
Teams) or institutions that safeguard the cyber security of networks—be them pri-
vate (corporate CERTs) or public (national CERTs)—has been matched by a similar
development for safeguarding military networks. Among the countries that have
announced setting up new cyber organizations are Singapore, which also tops the
International Telecommunications Union’s Global Cybersecurity Index 2017 (Inter-
national Telecommunications Union 2017), Estonia (ranked 5th globally and 1st in
Europe) and Canada (ranked 9th globally).

The establishment of the Singapore Defence Cyber Organisation (DCO) was
announced inMarch 2017. A unit under the country’sMinistry of Defence, the 2400-
strong DCO was stated to have four pillars: Cyber Security Division (operational
response issues), Policy and PlansDirectorate (capability development), Cyber Secu-
rity Inspectorate (vulnerability assessments) and the Cyber Defence Group (security
monitoring, incident response and audit, network security testing and training). The
objective of the new institution, according to the Minister of Defence, was to pre-
pare for an environment “where state-orchestrated cyber and information campaigns
against another state are not only considered legitimate, but can be ongoing all the
time” (NewsAsia 2017). In June 2017, he added that “Singapore has now found itself
on someone’s [target] list” while announcing that, in parallel to the efforts of theMin-
istry of Defence, the Singapore Armed Forces are to set up a new, 2000-strong C4
(Command, Control, Communications, Computers) Command (Leong 2017).

In June 2017, the Estonian government approved the establishment of the Estonian
Defence Forces (EDF) Cyber Command. The objective of this 300-strong organiza-
tion, which theMinistry of Defence sees as “an instrument that forms part of national
defence toolbox […] with an interdisciplinary informational and civil military dual
use nature” is to complement Estonia’s defense of its “territory, population, values,
andway of life” (Kodar 2017). TheEDFCyberCommand’smandatewill also include
“cyber offensive responses to an adversary’s offensive attacks” (Tigner 2017).

In February 2018, the Canadian government announced the establishment of the
Canadian Centre for Cyber Security, based on the existing Communications Security
Establishment (the Canadian NSA). The objective of the new organization, to quote,
is “by consolidating operational cyber expertise from across the federal government
under one roof, the new Canadian Centre for Cyber Security will establish a single,
unifiedGovernment ofCanada source of unique expert advice, guidance, services and
support on cyber security operational matters” (Pugliese 2018). In an earlier process,
amendmentswere proposed toCanada’s legislation to expand themandate of theCSE
to include “active cyber operations” to dealwith “foreign groups, organizations, states
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and individuals who are involved in terrorist activity, are attempting to compromise
national security, trying to disable key infrastructure, or spying onCanadians” (Scotti
2017).

As shown by the three recent examples, countries from around the world are
pursuing a more active posture in cyber defense. There are, however, significant
differences that stem from not only the different sizes of the mentioned states (and
thus, the different sizes of their respective human resource pools). In light of the
rather limited number of public announcements on the three cases, it is possible to
generalize that they all have the same end—step up national efforts to deal with
increasing threats. What differs are the ways and the means. While the latter will
eventually come down to resources (both Singapore and Estonia make reference to
also including volunteers in the national effort, where Estonia already has a solid
record of accomplishment to show with its so-called Cyber Defence League), the
former are different.

The Singaporean solution will be to have two organizations that appear to deal
with a more comprehensive approach (from operational response to training), as
well as with operationalizing cyber activities to be part of national defense efforts.
The Estonian solution, too, appears to remain inside the defense forces, while being
elevated to a service command status. The statements also refer to an approach that
considers the importance of the respect for law—there will likely be an adjustment
of the national legislation, to allow the new Cyber Command to be able to conduct
cyber operations, including against an adversary on the offensive. The Canadian
approach differs from the other two significantly for the fact that the new “one-stop-
shop for defending federal networks and systems” (Boutilier 2018) will be a civilian
organization, effectively an expansion of the mandate of the existing CSE (Canada’s
electronic spies). Compared to Singapore and Estonia, Canada also highlights the
financial investment that comes with the new plan.

This diversity of tasks that the three countries have given to their new cyber
commands, reflects the findings by Pernik who concluded that cyber commands’
functions can include:

– looking after the cyber security of armed forces’ data communication networks,
information systems, infrastructure, weapons systems, etc.;

– procurement; and the recruitment and support of personnel and activities related
to their career paths, education and training.

– the core task of planning, preparing for and conducting cyber operations in cooper-
ation with other military structures, especially military intelligence and operations
directorates (Pernik 2018).

Conclusions

Evidently, there is no one solution for a cyber command that fits all nations. What,
then, should the national cyber defense institutions be able to deal with in real time



2 Cyber Commands—A Universal Solution to a Universal Cyber … 39

and have the mindset for? To summarize the threats discussed earlier in this article,
the likely challenge will continue to be the so-called malicious cyber activities—one
or another formof cyberattacks directed against one or several sectors in one state that
can be related to a stated or generally understood political objective of another state—
that, however, take place in peacetime and remain below the threshold of an armed
attack, where the sovereign right of self-defense and the use of countermeasures is
perhaps not as evident compared to a conventional armed conflict.

It is, however, also understandable that even such a wide scope of tasks that the
cyber commands are to fulfill would probably not cover the entire matrix of cyber
security challenges that a nation needs to be able to handle. Therefore, whilst the role
of cyber commands will continue to be essential in dealing with threats to national
security, an equally prudent approach is also needed on the civilian side, both in the
Governmental as well as in the private sector, especially in the critical infrastructure
providers. In light of the limited resources, and especially human resource, it would
appear feasible for a nation to consider a joint or closely coordinated civil-military
approach to the extent possible.

Strategically, national security begins with knowing one’s potential adversary—
also in cyberspace. In the context of a global cyberspace and the speed of technologi-
cal development, this too is a task with amoving target. To narrow the list down to the
national priorities, a solid dose of common sense, coupled with efficient intelligence,
is a prerequisite. To determine the intrusion potential and the rationale for it, the rou-
tine analysis should include different viewpoints, such as diplomatic, informational,
military or economic. That implies that the institution responsible for cyber defense
can have both techies and social scientists on its payroll for a very practical reason:
“knowing an adversary’s motivation and behaviour makes mitigating future breaches
easier” (Rid and Buchanan 2015, p. 25).

Operationally, there needs to be a clear understanding of the mandate and “play-
ground” for the institution. To use the U.S. Cyber Command as an example, “Cy-
bercom’s mission is, when ordered, to disrupt and destroy adversaries’ networks.
It is also to defend the nation against incoming threats to critical systems and to
protect the military’s computers from cyberattack. The NSA also has a defensive
mission—to protect the government’s classified networks—but is better known for
its role in conducting electronic spying on overseas targets to gather intelligence on
adversaries and foreign governments” (Nakashima 2016). Clearly, there are limits to
what military (and civilian) structures can legally do, country by country. Therefore,
it is unlikely that the Singaporean or the Estonian cyber commands in particular could
replicate the NSA functions, for example. Nevertheless, there is merit in exploring
the options of rotating staff between the civil and military institutions, providing
equally sophisticated training, exercising joint teams in international cyber defence
exercises, etc.

One should also consider what a former commander of U.S. Cyber Command
has said about the tasks of his Command: “first, to protect U.S. and Allied freedom
of action in cyberspace” and “second, when directed, to deny freedom of action
in cyberspace for our adversaries” (Alexander 2011, p. 11). While there might be
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resource considerations that would limit the ambitions of smaller nations’ cyber
commands, the strategic objective for at least a NATO nation should not be any less.

On the tactical level, according to Smeets, sophisticated cyberattacks include four
general stages: reconnaissance (“sniffing”, “footprinting”, “enumeration”), intrusion
(either relying on user-level or administrator-level (root) credentials and rights), priv-
ilege escalation (exploitation of the vulnerability in a system or service or software
package) and mission completion stage (denial of service, backdoor installation,
data exfiltration, espionage, corruption, etc.) (Smeets 2017, p. 30). Evidently some
of the attacks might happen quickly with very short time for each phase. To be able
to reverse-engineer the damages, and as a result, a reverse engineering is required
to undo the damages, in principle, a defender would need to have all the required
skillsets available in-house.

Furthermore, to provide for adequate defenses on a broader, nation-wide scale
so that the “cyber posture” of the given nation would actually deter and deny the
adversary from intruding (refraining from reconnaissance might admittedly be unre-
alistic to achieve), the institution should be able to encourage, if not enforce, a similar
skillset in, for example, national critical infrastructure institutions. For the other side
of the deterrence coin (punishment) to work, the institution should also be able to
field an offensive capability upon the adversary as soon as the situation requires—
ideally for a nation, according to Smeets, “the ‘cyber option’ is always available as
a potential (strategic) asset to use” (Smeets 2017, p. 31). A caveat to recognize here
is that not all nations will be able to possess such capacity, and the ‘kinetic option’
cannot be ruled out either.

In addition to the self-generating need to continuously update one’s cyber defence
capabilities tomatchnew threats, is there anoption that could further enhancenations’
home-grown cyber defense capacity? It willmake sense to look for international solu-
tions, in particular between like minded liberal democracies. For NATO members
that are also member states of the European Union, the EU “Cyber Diplomacy Tool-
box” might be of use on the strategical level. On the technical skills level, there are
also now available new options for cooperation and information sharing. Upon the
outbreak of WannaCry and NotPetya, the EU CSIRT network that stems from the
NIS Directive was, for the first time, activated by the Estonian Presidency, to allow
for a Union-wide coordination of the response to and mitigation of the effects of the
outbreaks. By many accounts, this proved to be a success story of real-time opera-
tional cooperation across Europe. In addition, it will remain essential, including for
political and legal reasons, that the functions explained above will not happen with-
out due consultation with the National Competent Authorities that are the national
Points of Contact for cyber security vis-à-vis the EU by definition.
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Chapter 3
Digital Innovation Hubs and Their
Position in the European, National
and Regional Innovation Ecosystems

Maurits Butter, Govert Gijsbers, Arjen Goetheer and Kristina Karanikolova

Introduction

Digitization has been recognized as a key driver of competitiveness for the European
industry (European Commission 2018a). Yet, companies experience difficulties in
the uptake and incorporation of new technologies in their business operations. This
is also the case in Europe. To address this issue and unlock the potential of new
technologies, the Commission has launched a number of policies and strategies. Fol-
lowing the 2015 Digital Single Market Strategy (European Commission 2015), in
2016, the Commission launched theDigitizing European Industry initiative (DEI, see
Fig. 3.1) aiming “to ensure that every industry in Europe, in whichever sector, wher-
ever situated, and no matter of what size can fully benefit from digital innovations”
(European Commission 2016).

Digital Innovation Hubs (DIHs, see Fig. 3.1) are one of the five main pillars of
the DEI initiative and are seen as a one-stop-shop vehicle to help the digital transfor-
mation of businesses and support them in the adoption of new digital technologies
(European Commission n.d.). More recently, the Commission has presented the first
concept of the Digital Europe Program. The proposed Program aims to strengthen
the European position in Artificial Intelligence, High Performance Computing, and
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Fig. 3.1 Pillars of the
digitising European industry
initiative. Source The
European
Commission (2018a)

Cyber Security. Next to these content areas and the development of “advanced digital
skills”, the fifth focus area of the Program addresses “deployment of digitization”.
DIHs are seen as the core of this fifth area and as an instrumental tool for the other
focus areas (European Commission 2018c).

Coined as a concept in 2016 by the Commission (see also Fig. 3.2), DIHs are seen
as an important instrument to enhance collaboration between research and industry
and in this way accelerate the digital transformation and help companies transform
technology innovations into business practices. DIHs provide a regional one-stop-
shop “where SMEs and mid-caps test the latest digital technologies and get training,
financing advice, market intelligence and networking to improve their business”

Fig. 3.2 The background of
the DIH concept, based on
XS2I4MS project. Own
Source based on Gijsbers
et al. (2018)

The concept of a DIHs was largely 
developed as part of the XS2I4MS 
project. The XS2I4MS (Access to I4MS) 
project was a coordination and support 
action aiming to advance the European 
I4MS community.  

One of the core activities of the project was 
the XS2I4MS Mentoring programme
which supported 29 candidate DIH projects 
in the development of a feasibility study to 
establish DIHs across Europe. As part of 
this mentoring, the business models and 
business plans for DIHs were addressed.
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(European Commission 2018b). One of the core benefits of DIHs is that they provide
a useful instrument to share costly infrastructure and expertise. This is considered
a crucial mechanism to reduce economic risks for SMEs, allowing them to adopt
digital technologies (see de Heide and Butter 2016; Butter et al. 2015).

Nowadays, the idea of sharing of equipment/expertise and supporting the trans-
formation of technology into business is seen as an important policy instrument
not only by many Member States, but also outside Europe. Within Europe, some
interesting examples include: the Netherlands (Fieldlabs), UK (Catapult Centres),
Germany (Mittelstand 4.0-Kompetenzzentren) and Spain (Digital Innovation Hubs),
etc. Outside of Europe, the USA Innovation Institutes and Chinese Manufacturing
Innovation Centers represent similar concepts. In 2016–2017, a consortium led by
TNO carried out a mapping exercise to identify existing DIHs in Europe. Published
by the Joint Research Center, a database with more than 400 self-registered innova-
tion hubs across Europe is now available. Yet, it can be expected that the list of DIHs
will be expanded in the coming years, also including different “stages of evolution”
(Butter and Karanikolova 2018; Goetheer and Butter 2017). The DIHs Catalogue
clearly shows a vibrant but scattered European landscape that is still very much
under development on regional and national levels.

Although initially promoted by the European Commission to target digital trans-
formation in the manufacturing sector (notably in SMEs), the DIH concept is now
being adopted in other industries as well: for example, in agriculture, health and
chemicals, etc. (Gijsbers et al. 2018). More broadly, the European Commission has
embraced the concept of sharing infrastructures and expertise to support transforma-
tion outside of the realm of digitization via similar mechanisms with different names
(e.g., Open Innovation Testbeds, Technology infrastructures, KETs TechnologyCen-
tres, etc.). Following support for individual DIHs in previous years, the European
Commission is now focusing on the development of a pan-European network of
DIHs. This is expected to bring about an exchange of knowledge, “complemen-
tarily in competences and infrastructure as well as economic aspects of a network
collaboration” (DIH Working Group 1, May 2018).

As presented above, the conceptual landscape on DIHs is still very much under
development and is often not fully clear to many policy-makers, industry players and
research organizations. To help them navigate this landscape, the following sections
will discuss the concept of DIHs and their position within the European, national and
regional innovation ecosystems. Section 3.2 will set the context in which the DIH
concept was coined by discussing the process of digitization and the argumentation
of its needs and legitimization. In Sect. 3.3, we will define the concept of DIHs,
focusing on the services they usually offer. In the final section, we will look into
recent developments. This chapter will also map the multi-layered system in which
DIHs operate and the challenges for cooperation.
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Great Opportunities from Digitization but Unrealized
Potential and a Need for Policy Support

Opportunities and Challenges in Digitization

Digitization and the Fourth Industrial Revolution are expected to add more than
e110 billion of annual revenue to theEuropean industry by 2020 (EuropeanCommis-
sion 2018a). The benefits of digitization to companies have been widely proclaimed.
Digital leaders across industries are given as examples, showing higher produc-
tivity, faster revenue growth and faster improvements in profit margins compared
to less-digitized companies (Manuika 2017). New technologies—such as Artificial
Intelligence (AI), machine learning and IoT—are expected to bring even more new
opportunities to boost the productivity of companies and bring benefits to society at
large.

And yet, digitization has proven a challenge for many companies. According to
PwC, close to two-thirds of the globally surveyed companies have not yet started, or
have just initiated, their digital transformation. European companies are also affected:
research shows that only 5% of the studied manufacturers in EMEA become “digital
champions” compared to 19% in Asia (Geissbauer et al. 2016). In Europe, more
than 90% of SMEs and 60% of large enterprises feel that they are lagging behind
in digital transformation (European Commission 2018b). What is more, the digital
adoption and maturity differs per country and sector, thus leading to an uneven
landscape (Bughin et al. 2016). This uneven progress is only expected to deepen
as frontrunners in the digital adoption start applying AI solutions, while others are
still uncertain about what AI can do for them and how they can integrate it in their
business (Bughin et al. 2017).

Digitization is especially challenging for SMEs. Some of the main barriers to
digitization are that companies find it difficult to assess what digitization would
mean for their enterprise, which technologies will yield the best results and when
they should start investing, as well as how these changes will be funded (Stephen
et al. 2018, p 4, p 15). Digitization often requires the introduction of new, complex
and often costly solutions.What is more, digital transformation is often accompanied
by organizational and operational changes, along with adapting or developing new
business models, and might require development of new skills and expertise (see
also Fig. 3.3, KFW 2017). Therefore, the associated risks of (digital) innovations
increase the costs and uncertainty for companies. This discourages companies from
investing at the stages of pilot production and demonstration, since they estimate that
the uncertainty of the innovation process is high and there is risk that the required
investment would not be recovered (de Heide and Butter 2016).
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Fig. 3.3 Summary of
barriers identified by KFW
2017 Business Survey. Own
Source based on KFW
(2017)

A Business Survey (KFW 2017) found that 
enterprises in Germany consider the 
biggest barriers to digitization to be:

- adapting organizational structure and 
work organization (33%)

- requirements of data privacy and data 
security (31%) 

- lack of IT expertise (28%) 
- followed by inadequate quality of 

internet connection, “difficulties in the 
conversion of existing IT systems and 
uncertainty over future technologies 
and standards” (between 26% and 28%)

Costs and Uncertainties as Drivers for Sharing

In 2015, the Multi-KETs Pilot Lines project concluded that this economic risk is
at the core of the so-called “valley of death” (Butter et al. 2015, see Fig. 3.4). One
of the main recommendations from the project was that shared facilities for pilot
production should be supported, but that such initiatives should expand their activities
beyond technological services. Business support services (e.g. market articulation,
access to finance) were seen as crucial to reduce the uncertainty associated with
the market potential of innovative products. This reflected the growing awareness
that technological barriers were not the only challenge that companies face in order
to cross both the technological and commercialization “valley of death” (Butter

Fig. 3.4 The valley of death. Source Butter et al. (2015), as part of the work in the Multi-KETs
Pilot Lines project
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Fig. 3.5 Sharing equipment and expertise will reduce economic risks. Source Butter et al. (2015)

et al. 2015; Jenkins and Mansur 2011). Especially for SMEs the economic risk of
engaging in innovative activitieswas found to be at its highest during pilot production,
due to the fact that reduction of uncertainty is out of sync with the increase of
investments needed to generate information on the performance and behavior of the
future products and to get a better understanding of the market (Butter et al. 2015;
Jenkins and Mansur 2011) (Fig. 3.4).

“Shared facilities for pilot production” were therefore seen not only as a way to
reduce costs of equipment, but also as amechanism to set the foundation of a network
where expertise can be pooled to increase the overall understanding of the techno-
logical, business and economic opportunities and risks associated with innovations
(see Fig. 3.5). The study, as well as experience from the EU-GREAT! and XS2I4MS
projects, showed that it was crucial to combine technology services, ecosystemdevel-
opment and business-oriented services in helping companies translate research into
business opportunities. This conclusion has formed the basis of the concept that we
now call Digital Innovation Hubs.

Innovation Hubs More Than Traditional Technology Transfer

Traditionally, innovative technology infrastructures are provided by Research and
Technology Organizations (RTOs), universities and some private initiatives. Orga-
nizations like Fraunhofer, TNO, VTT, as well as technical universities own state-of-
the-art equipment that is used for (applied) research and technology development.
Sharing this equipment is key as such infrastructures are seen as “public goods”where
governmental support is legitimized. Companies make use of this equipment because
of reduction of costs while educational institutes use them for training students.

DIHs however address more than technological challenges. Where technology
infrastructures mainly focus on the technological valley of death, the DIHs are con-
necting with business expertise to support also crossing the commercial valley of
death (Jenkins and Mansur 2011).
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Fig. 3.6 Innovation—the
intersection of ecosystem,
technology, and business
mindsets. Source TNO
(2018)

Especially, many SMEs need business support to transform innovative technolo-
gies into actual business. One of the key barriers mentioned during the discussions
within the Multi-KETs Pilot lines project was that the mindsets of scientists, techno-
logical engineers, business developers, marketing/sales and entrepreneurs are fun-
damentally different. DIHs aim at structurally enabling the convergence of these
mindsets (see also Fig. 3.6). DIHs are about creating a structural multi-actor relay
game to get the “technology baton” into the hands of the entrepreneur.

What Are DIHs?

Tracing DIHs Throughout the History of Innovation Theory

DIHs provide a solution to one of the key issues in innovation research—how to
ensure that new technologies and innovations reach all actors, and how to support
small companies in the adoption of these innovations. As such, DIHs fit in a long tra-
dition of innovation theory and practice. The notion ofDigital InnovationHubs builds
on the idea of technology transfer, public-private partnerships and open innovation
(Bozeman 2000; Chesbrough 2003; OECD 2004; Van der Zee et al. 2016). The core
idea behind these schools of thought is that the increasing speed of technological
development and the need to respond to more complex, multi-disciplinary problems
require a much wider range of knowledge and technologies than can be found in
in-house silos. Cooperation and interaction among different actors in both research
and application is, therefore, key and can help actors access expertise, technology
and markets.

Building on this idea of collaboration, DIHs are by their very nature multi-actor,
public-private partnerships (PPPs) inwhich companies, (public) research institutions,
intermediary organizations, and government agencies cooperate to support the trans-
formation of technologies into business and involve all relevant ecosystem actors to
support continuous innovation (see Fig. 3.6). Governments see such PPPs as a tool
to organize and increase the efficiency of governmental support for RD&I, while
for companies, collaboration reduces the uncertainty of R&D by providing access to
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tacit knowledge and research infrastructure found in universities, RTOs and centers
of excellence (Cervantes 1998).

A Multi-actor, Ecosystem Approach

The concept ofDigital InnovationHubs is still developing and continuously evolving.
DIHs take a variety of forms and structures depending on their focus and their local
situation. The core idea, in line with the notion of PPPs, is that a range of actors work
together, offering a variety of services to stimulate and support companies in their
uptake of digital technologies. Based on that, a stylized picture of what a DIH is can
be painted (see Fig. 3.7).

The customers or end-users of a DIH are companies. Although the mission of a
DIH is usually to support SMEs and start-ups, often large enterprises create a long-
term foundation of activities that allow the DIH to support SME and start-ups in
a sustainable manner. Each of these end-users may have a different interest in the
DIHs (Gijsbers et al. 2018)—large companies might be interested in lowering cost of
infrastructure, collaborative research and access to talent and networks, while SMEs
and start-ups might need help developing their business plans and access to costly
testing infrastructure they do not have.

A core characteristic of a DIH, from an organizational point of view, is that it is a
multi-actor, ecosystem-oriented network of organizationswhich together can support
all facets of the innovation and industrial adaptation of a (digital) technology. The
organization of DIHs is often (semi-) open, to allow new partners to be added and to
address the needs of new customers (Butter 2016).

Fig. 3.7 Stylized depiction
of digital innovation Hubs.
Source TNO (2018), as part
of the work for the XS2I4MS
project
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DIHs are usually built around one or more Competence Centers (CCs), that form
the technological core of the DIH. CCs are often established as part of, or man-
aged by, Research and Technology Organizations (RTOs), universities, or corporate
labs. These CCs usually provide access to technological infrastructure and the rel-
evant expertise on technical issues. But DIHs also aim to be one-stop-shops for
companies and assist them with different types of services (Butter 2016). Therefore,
DIHs usually need to connect to different stakeholders and involve other actors:
incubators/accelerators to support new start-ups, development agencies to get access
to finance, educational institutions to co-develop highly skilled personnel and train-
ing programmes, governments to co-fund and connect to policy, real estate agents
to provide housing and intermediary organization to facilitate brokerage. All these
actors work together to establish a vibrant and dynamic ecosystem (see Fig. 3.7).

Defining DIHs by What They Do

During the first steps of developing the concept of DIH in projects such as XS2I4MS
(see Fig. 3.8) and the DIHs Catalogue, there was much discussion about the precise
definition of the concept.Yet, providing such a definition proved complex andwithout
much added value. Rather, it was concluded that looking at the services provided
would create a strong and operational view on what a DIH is (see Goetheer and
Butter 2017; Butter and Karanikolova 2018).

Much of the added value of DIHs is connected to their ability to act as a one-
stop-shop and offer companies a variety of services. Although one DIH significantly
differs from another, previous research has identified some key activities that could
be offered by DIHs. Based on the practical experience of the XS2I4MS project,

Fig. 3.8 Services and activities offered by DIHs. Source TNO as part of the work for the XS2I4MS
project
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the services can be broadly clustered into three groups (Gijsbers et al. 2018): (1)
Ecosystem services; (2) Technology services and (3) Business services. Core of
the DIHs are the technological services, as these often provide the infrastructure
and expertise to offer customers insight in the RD&I related issues. However, the
outcomes of the services are without any value if not implemented in the actual
business of the customer. This adoption process requires insights from non-technical
perspective and offering business related services: on questions related to the market
potential, the economic feasibility, access to (different) funding sources, potential
need to introduce changes to the organizational structure, organization of the value
chain, attracting skilled employees, etc. All these issues are crucial to a successful
implementation.

The third group of services is focused on creating a dynamic ecosystem, needed
to develop a sustainable inflow of new partners and customers. Activities are focused
on building a sound and active community, but also on creating a strategic view on
digitization. Part of these activities are also related to creating a learning mechanism
between organizations in the ecosystem. An important aspect of a DIH is that its
ecosystem is often regional. The core of theDIHcustomers are regional SMEs and the
financial basis of the DIHs is often regional.With the development and establishment
of a DIH, national, European and global customers can also be attracted and serviced
to ensure sustainability. Yet, the business and ecosystem services are often highly
influenced by the regional characteristics.

The Evolving Collaboration Among DIHs: Mapping
the Emerging Landscape

As shown, the DIH concept can be seen as the next evolutionary step from the
technology focused CCs to an entity that also includes functions supporting business
creation. But a second evolutionary step is emerging in the last years—a coordination
of DIHs in regional networks.

At the same time, on the European level coordination and innovation-oriented
projects are specifically focused on supporting the cross-regional and cross-border
collaboration (research, as well as innovation). Where many of the EC programs in
the recent past aimed at supporting the initiation of DIHs, a shift is now seen towards
European networks in which DIHs and EC programs collaborate. This European
coordination is considered more and more important to optimally use the benefits
from DIHs throughout Europe.
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Fig. 3.9 Illustration of a
regional DIH network.
Source TNO (2018) as part
of the work for the
DIHNET.EU project

Regional DIH Networks Emerging as Cross-sectoral
and Multi-technology Hubs

In many regions, a scattered growth of number of DIHs is seen. With the increase in
the number of DIHs across Europe, some regions are starting to coordinate activities
by different actors to increase efficiency and effectiveness (i.e. economies of scale)
(Butter and Karanikolova 2018). These efforts aim to develop a multi-domain one-
stop-shop for the regional innovation ecosystem (see Fig. 3.9). Examples of such
coordination networks have already emerged—for instance, in the Basque country
and in the Netherlands, where there is an initiative to coordinate the existing 33
field labs into regional networks (see, for example, Smart Industry website (smartin-
dustry.nl) and SMITZH—Digital Innovation Hub Smart Manufacturing supporting
companies in the province of Zuid-Holland, Innovation Quarter 2017).

CCs and DIHs often focus on a specific technology such as AI, robotics, or big
data or on a sector such as manufacturing or agriculture. By coordinating activities,
a regional network can transform into a single doorway for companies, providing
links to different DIHs/CCs, different technologies and capabilities. In this way, they
optimize the operations of the existing DIHs and CCs.

The development of such regional networks has just started, and different struc-
tures and initiatives are emerging. The emergence of regional networks might, how-
ever, result in shifting the function of a one-stop-shop for businesses to the regional
network aswell as transferring someof theDIHs’ services to these regional structures.
Otherwise, this additional layer will only bring more complexity in the system and
create tension between sectoral hubs (on robotics, AI, etc.) and regional networks.

Supporting European Initiatives Shifting Toward
Pan-European Collaboration

While the focus of the regional and national levels is on developing individual DIHs,
the focus of the European Commission has shifted toward the concept of “European
added value” and linking existing national and regional initiatives in a pan-European
network (see Fig. 3.10). The creation of these networks can stimulate cooperation
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Fig. 3.10 Illustration of a
pan-EU DIH network.
Source TNO (2018), as part
of the work for the
DIHNET.EU project

among different regions, thus offering to SMEs pan-European access to specific
innovations and infrastructures. This cooperation among regions and regional DIH
networks requires support and organization. One of the most important challenges
involves identifying the added value of collaboration for each of the participating
entities—from CCs, to DIHs and regional networks.

There are examples of initiatives on the EU level that attempt to promote collab-
oration. These include already established networks—such as EIT’s Knowledge and
Innovation Communities, as well as H2020 programs like I4MS (ICT Innovation for
Manufacturing SMEs) and SAE (Smart Anything Everywhere) and many more. Yet,
more is needed to support this development and really make such a pan-EU network
effective.

Evolving into a Complex, Multi-layered Ecosystem

Looking at the many initiatives, one can conclude that there is a dynamic ecosystem
in which DIHs, CCs, regional networks and support structures are operating inside
and across sectors, technologies and borders (see Fig. 3.11). Different layers in the
landscape seem to be emerging. Each of these layers has its own objective and
priorities, but they also co-exist and cooperate at different levels. Therefore, creating
the right incentives for the different entities to cooperate is of key importance.

This, however, brings its own challenges: what is the benefit of collaboration for
each of the players in this ecosystem?; how can collaboration among the different
players (DIHs, CCs, regional networks, regional and European clusters and initia-
tives, etc) be coordinated to support optimal use of resources and provide access
to infrastructure and expertise beyond the capacity of the individual players?; what
business models should these players employ individually and to support such col-
laboration?; what role does specialization (regional, on technologies, sectors, cus-
tomer focus) play in this collaborative ecosystem? Answers to these questions are
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Fig. 3.11 Different layers in the landscape of DIHs. Source TNO (2018), as part of the work for
the DIHNET.EU project

still evolving, but there are already initiatives looking into these challenges (e.g. the
DIHNET.EU project and the third phase of the I4MS initiative).

Conclusions

The notion of DIHs has developed over time to now encompass a one-stop-shop
entity that can provide companies with technical and business support in the uptake
of digital technologies. DIHs are developing into multi-stakeholder entities offering
businesses support via a number of technologies, business and ecosystem services.
The coordination poses challenges related to the development of a business model,
organizing the collaboration and sharing of resources.

The proliferation of DIH initiatives has, however, also resulted in a number of
new developments where we see the formation of regional DIH networks, national
platforms and a drive to develop a pan-European network. This creates a complex,
multi-layered innovation ecosystem that is still very much under development. The
coordination of activities and responsibilities in these layers poses its own challenges,
including establishing the added value for each organization.
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Chapter 4
Transatlantic Privacies—Lessons
from the NSA-Affair

Russell A. Miller

Introduction

One of the most significant—and overlooked—lessons of the NSA-Affair, which
Edward Snowden triggered with his massive disclosures about American intelli-
gence operations, is that a vast chasm exists between American and German per-
spectives on privacy. This has been a favorite theme of well-known comparative law
scholars such as Yang (1966), Walsh (1976), Barnett (1999), Bignami (2007), Lach-
mayer (2014), and Krotoszynski (2014). In fact, the different American and German
reactions to Edward Snowden’s leaks demonstrate that there is hardly another issue
about which transatlantic attitudes diverge so sharply. Americans do not understand
Germans’ outrage over the collection of seemingly meaningless and mostly inno-
cent information that, when deployed creatively, has pragmatic value for promoting
security and commercial innovation. At the same time, Germans do not understand
Americans’ seeming indifference toward the profound personal privacy implicated
by access to highly-revealing telecommunications and Internet data. The so-called
“NSA-Affair”—as it is referred to in Germany—once again proves that there are
“significant privacy conflicts between the United States and the countries of Western
Europe—conflicts that reflect unmistakable differences in sensibilities about what
ought to be kept private” (Whitman 2004).

Transatlantic disagreement over the social, political, and legal meaning of privacy
calls into question thewidespread conviction that privacy is a shared and fundamental
Western value, not to mention the view that privacy is a universal norm. That is a
confounding conclusion for any discussion about managing our digital and data-
centric future.

This chapter is an extensively edited and revised version of the author’s contributions to the book
Privacy and Power: A Transatlantic Dialogue in the Shadow of the NSA-Affair (Miller ed., 2017).
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The critical insight I intend to advance with my contribution to this expansive col-
lection grappling with the issues of data privacy and digital security is this: Privacy,
especially when expressed as a norm within a domestic legal framework, necessarily
reflects a society’s culture (Altman 1977; Richter and Albrecht 2013). Our differ-
ent legal notions of privacy are rooted in different histories, different social forces,
different political traditions and institutions, different legal cultures, and different
economic conditions and orientations. On these terms, there is no privacy. There are
only privacies (Nissenbaum 2009).

First, I will document the dramatically different reactions to the NSA-Affair in the
United States and Germany. This substantiates my fundamental claim that America
and Germany have different views about privacy. Second, I will describe some of
the social and political factors that unavoidably influence the two countries’ very
different legal understandings of privacy.

Different Reactions to the NSA-Affair

I have used the phrase “NSA-Affair” to refer to the political and legal turmoil—
both domestic and international—loosed by Edward Snowden’s disclosures. And
that is precisely how Germans view the NSA operations exposed by Snowden:
the NSA’s activities were scandalous, unethical and illegal. But the developments
swirling around Snowden’s revelations are not seen in singularly appalling terms
by most Americans. It is telling, for example, that Snowden’s revelations have not
widely earned the label “NSA-gate” or “Snowden-gate” in the popular American
coverage of the story. That would have been in keeping with the tiresome American
practice of borrowing the suffix “-gate” from the Nixon-era “Watergate scandal”
to create a catchy label for every contemporary controversy worthy of Americans’
attention. But Americans apparently view Snowden’s revelations as less problematic
than under-inflated footballs (“Deflategate”) and “wardrobe malfunctions” during
the Super Bowl halftime show (“Nipplegate”).

Besides the very different ways in which Americans and Germans speak about the
NSA-Affair, other anecdotes point to the radically different responses to Snowden’s
revelations in the two countries. Germans have sought to recognize Snowden as an
advocate for freedom, bestowing honorary degrees or other awards of distinction on
him, or by naming plazas and streets after the former NSA contractor. The Academic
Senate of the Free University of Berlin granted Snowden an “honorary membership”
in appreciation for his “exceptional commitment to transparency, justice and free-
dom” (ASTA FU 2014). Just blocks from Dresden’s marvelously restored baroque
Frauenkirche, a private landowner has named a plaza in Dresden’s Neustadt district
“Edward Snowden Platz” (Noack 2015). There have been few such gestures of ven-
eration in the United States, where Snowden still faces a federal criminal indictment
that could result in a lengthy prison sentence—if the American authorities can get
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their hands on him. Perhaps worse than the government’s strong condemnation, it
seems that the American public quickly lost interest in Snowden. One commen-
tator wondered if Snowden’s revelations have grown stale or have “proven to be
inaccessible or not titillating enough for the American public” (Chandler 2015).

There can be little doubt about Americans’ and Germans’ dramatically different
responses to Snowden and the NSA intelligence-gathering operations he disclosed.
Germans are inclined to see Snowden as a hero who cast light on highly intrusive
and unnecessary surveillance programs. Americans are inclined to see Snowden as
a well-intentioned criminal who jeopardized valuable anti-terrorism programs. A
large majority of Germans (61%) approved of Snowden’s actions, even if they were
illegal. Sixty percent see him as a “hero” and not as a “criminal” (Spiegel 2013).
PEW Research (2013), on the other hand, registered an increase in the percentage
of Americans who believe the government should pursue a criminal case against
Snowden (Motel 2014). On the basis of a survey conducted in the days immediately
following the media’s initial extensive coverage of Snowden’s disclosures, PEW
reported that a narrow majority of Americans (56%) found the NSA’s intelligence-
gathering operations to be acceptable (Cohen 2013). In June 2013—at the height
of the sensational coverage of Snowden’s leaks—a majority of Americans (53%)
believed that the NSA’s programs helped prevent terrorist attacks (PEW 2013).

American and German differences with respect to personal information privacy
and intelligence-gathering—and the resulting different reactions to Snowden’s rev-
elations—are not just reflected in labels and anecdotes. Social science research and
survey data confirm the differences.

Research that draws on the characteristics of national culture described by G.
Hofstede (1980, 1991) assigns the United States and Germany to different (albeit
adjacent) clusters of national culture, identified respectively as the “Anglo” and the
“Germanic Europe” cultural groups (CCL 2014). Building from these claims, many
authors in the area of Information Science argue that they have “identified a relation-
ship between national culture and attitude to information privacy” (Cockcroft 2007).
Concerns about personal information privacy are stronger, the research suggests, in
societies characterized by higher levels of power equality, higher levels of commu-
nitarianism, and higher levels of uncertainty avoidance (Bellman et al. 2004). In one
study, Germans were found to be twice as likely as Americans to be concerned about
personal information privacy (IBM 1999). Social and Information scientists seem
willing to attribute this result to a German national culture that is—at least relative
to America—more egalitarian, more communitarian and more averse to uncertainty.

The 2014 “Privacy Index” produced by the German Internet and technology con-
sultancy EMC (see also Rosenbush 2014), and a parallel survey produced by the
Boston Consulting Group (Rose et al. 2014), substantiate the claim that Americans
and Germans have different expectations with respect to personal information pri-
vacy. The former report found, for example, that Germans are much less willing
than Americans—by almost 20 percentage points—to trade some privacy for greater
convenience (EMC 2014). Underscoring their general aversion to trading privacy
for convenience—even in the commercial or consumer context—EMC’s “Privacy
Index” reported that Germans were more likely than Americans to believe that the
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law should prohibit businesses from buying and selling data without an individual’s
consent. While 92% of Germans thought that businesses should be legally barred
from selling consumer information without consent, only 88% of Americans felt the
same way. The latter report shows that, across a broad range of categories, Germans
are significantly more likely than Americans to consider data to be “moderately” or
“extremely” private (Rose et al. 2014), including: social network information (14%
higher); information aboutmedia usage and preferences (10%higher); dialed-phone-
number history (9% higher); exact location data (6% higher); and surfing history (5%
higher).

The significant American andGerman differences regarding personal information
privacy are also evident in the work of scholars and commentators.

German privacy scholars, for example, are inclined to see technology almost
exclusively as an ominous threat. They devote large parts of their work to document-
ing the new and ever-deeper ways technology is intruding upon our privacy. In 2009,
Peter Schaar, the former Federal Commissioner for Data Protection and Information
Freedom (Bundesbeauftragter für Datenschutz und Informationsfreiheit) published
a representative manifesto entitled Das Ende der Privatsphäre (The End of Privacy).
His alarm taps into Germans’ awareness of the fact that IBM punch card technology
was used in theNazis’ 1938 census, which helped theReich develop the demographic
profiles it needed to implement the Holocaust.

Computing technology, Schaar warns, can lead to an all-encompassing surveil-
lance state of the kind Orwell imagined. The first fifty pages of Schaar’s book con-
stitute a careful accounting of the many ways in which Orwell’s vision is now being
realized. Schaar concludes, for example, that the Internet “has a shadowy side”.
He warns against the state’s collection of data about our normal activities and the
grave risks for data protection that result from our deepening “Vernetzung” (increas-
ing use of the Internet). The most threatening possibility, Schaar notes, comes from
the role technology is coming to play in the health care sector, including digital
and networked records-keeping and data-driven or biometric research and treatment.
Christine Hohmann-Dennhardt, in a 2006 essay published during her service as a
Justice at the Federal Constitutional Court, also lamented the way in which technol-
ogy seems to have rendered privacy an “antiquated description of an idyllic condi-
tion that belongs to the past”. The year before he joined the Federal Constitutional
Court as the reporting justice for matters concerned with, inter alia, personal liberty
and data-protection, Wolfgang Hoffmann-Reim wrote about the “new risks” result-
ing from “new technologies”, a development he compared to an arms race (1998).
In 2014, Spiro Simitis, one of Germany’s best-known experts in the field of data
protection, took a similar approach, expressing particular concern about the ways
in which technology is helping businesses track—perhaps even manipulate—con-
sumers’ shopping activities (Simitis 2005). If they do so at all, these German scholars
only reluctantly acknowledge the ways that the same technologies have improved
our lives.

The general skepticism towards technology in German privacy scholarship is
accompanied by a contrasting pastoral, quasi-spiritual conceptualization of privacy.
Wolfgang Schmale and Marie-Theres Tinnefeld represent the most extreme version
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of this posture. In their 2014 book, Privatheit im digitalen Zeitalter (Privacy in the
Digital-Age), they draw on the Bible’s “Garden of Eden” as a metaphor for privacy,
because it points to the deeply-rooted cultural significance we place on the need for a
protected retreat in which we can think and compose ourselves in full acceptance of
nature and our bodies. The tangible garden, Schmale and Tinnefeld believe, should
allow us to understand the abstract notion of data protection in more concrete terms.
Sadly, they miss the chance to point out that it is in no small part the technology of
a company called “Apple” that has chased us from privacy’s paradise—or that the
Garden of Eden may have been the most comprehensively surveilled place in human
history (thanks to God’s worrisome monitoring of the actions taken by Adam and
Eve). In any case, Schmale and Tinnefeld see the European Union, with its culture
and tradition of rights, as the “paradise” in which privacy can be restored. Hohmann-
Dennhardt, taking a more secular turn, compared privacy to Rousseau’s garden,
in which one lives in simple harmony with nature. Simitis also understands data
protection as part of an effort to fashion a utopian paradise. Schaar sees something
of the sacred in privacy. He approvingly quotes Philippe Quéua, the former Director
of the UNESCO’s Division on Information and Society, who called privacy the
“foundation of human dignity and the sacred nature of the human person”. It is
this quasi-spiritual approach to privacy that helps make sense of Schmale’s and
Tinnefeld’s appeal for data and information aestheticism.

Daniel Solove, America’s leading privacy scholar, sees things differently. First,
Solove takes a more balanced approach to technology. He acknowledges that tech-
nology raises concerns about privacy. But Solove leaves space for an alternative view
of these developments by acknowledging that “not everyone is concerned”. He is less
willing than the German privacy scholars to see technology in exclusively menacing
terms. On the one hand, he characterizes many of the problems facing privacy as
traditional or historical concerns, including risks to communications privacy (going
back to the eras of letters, telegraphs, and telephones), risks resulting from informa-
tion collection and surveillance (going back to ancient Jewish law and the original
“peeping Tom” in the middle-ages), and risks resulting from information process-
ing and aggregation (going back to the accelerating use of computers in the 1960s).
These are old problems that are not exclusively linked to advances in technology.
Nor is technology, for Solove, exclusively a threat. He is able to acknowledge the
benefits of modern technology, even in areas (such as consumer data aggregation)
that Schaar vilifies. “Identification is connecting information to individuals”, Solove
explains. While accepting that “identification” creates special problems, Solove rec-
ognizes that it also provides many benefits. Solove obviously cares a great deal about
privacy. But he does not succumb to German scholars’ Neo-Luddism.

Solove’s most significant contribution to the theory of privacy is precisely his
rejection of the broad and abstract approach adopted by German privacy scholars.
Solove proposes a pragmatic, context-specific understanding of privacy. His is a
“pluralistic” and not a “unitary” theory. Most conceptions of privacy suffer, Solove
explains, because they are too broad. This is true of Louis Brandeis’ and Samuel
Warren’s famous conclusion that privacy is the “right to be let alone”. It is true
of the notion that privacy involves a right to limit others access to the self, which
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Solove sees as “too broad and vague”. It is also true of the idea that privacy involves
the right to control one’s personal information. This approach is too broad, Solove
explains, “because there is a significant amount of information identifiable to us that
we do not deem as private”. According to Solove, each of these general theories of
privacy (and others I have not mentioned here) suffers from being “too vague” or “too
broad”. To solve this problem—which plagues the German approach to privacy—
Solove proposes treating “privacy” as an “umbrella term that refers to a wide and
disparate group of related things”. Those “things”, Solove urges, must be assessed
pragmatically in their specific contexts. He quotes Serge Gutwirth, who observed
that “Privacy … is defined by its context and only obtains its true meaning within
social relationships”. With this admonition in mind, Solove proposes differentiated
concepts of privacy for distinct circumstances, including private relations in the
family, privacy relating to one’s body and sex, privacy associated with the home and
privacy connected with communications.

America and Germany have different cultural expectations of personal informa-
tion privacy. The question remains: how are these cultural differences reflected in
the two countries’ legal regimes for privacy?

Different Transatlantic Privacies

The different conceptions of privacy in America and Germany are shaped by and
reflected in discordant regulatory regimes for the protection of privacy, especially in
the context of the state’s surveillance and intelligence-gathering activities. Our differ-
ent notions of privacy are the consequence of different histories, different social and
cultural forces, different political traditions and institutions, different legal cultures
and different constitutional regimes. I will highlight only a few of these differenti-
ating factors, including different American and German histories regarding privacy
and intelligence-gathering; the two countries’ different political cultures, which lead
policy makers in the two systems to strike different balances with respect to the
protection of privacy and the threat posed by terrorism; and the ways in which their
different constitutional regimes operationalize different legal conceptions of privacy.

Different Histories

A common explanation for Americans’ and Germans’ different responses to the
NSA-Affair is that their reactions reflect the disparate experiences they have made
with respect to terrorism and their countries’ use of personal surveillance. On both
points, America and Germany have very different histories.
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On the one hand, while the American government has long had an excessive inter-
est in collecting information about its citizens, Americans have not had to confront
brutal and invidious totalitarian dictatorships, such as those that used personal infor-
mation to terrorize all Germans between 1933 and 1945 and East Germans between
1949 and 1990. On the other hand, the contemporary American acceptance of gov-
ernment intelligence gathering reflects the still-recent trauma of the 11 September
2001 terrorist attacks in the United States. Germany has its own history with terror-
ism. And Germany is a target of the current brand of Islamist terrorism (Deutsche
Welle 2015; VICE 2016). Yet, the terror of the German Autumn is now several gen-
erations old, and the country—unlike its European neighbors in Spain, England, and
France—has so far avoided large-scale Islamist terror attacks. The experience Ger-
mans had (and have been socialized to remember in subsequent generations) with
Nazi and East German authoritarian surveillance and control helps to explain why
German law places such a high priority on personal information privacy as a funda-
mental liberty protection (Gujer 2010). Germans have deep and profound historical
reasons to prioritize privacy and no recent terrorist trauma that would suggest the
need to sacrifice privacy in the name of security.

America’s spies, domestic and foreign, have not been angels. But comparisons
with the Gestapo and Stasi are fallacious. The FBI has played a role in curtailing
personal freedoms. The CIA has killed and sown the seeds of bloody discord around
the world. But it cannot be said that the American intelligence community was a
central cog in one of history’s largest and most gruesome genocides, or that it imple-
mented one of history’s most thorough, invasive and sinister regimes of surveillance
and social control. It is an unfortunate fate, but those are distinctly German histories.
The intrusions on privacy with which the American public has been confronted—
including the programs revealed by Snowden—are a pale reflection of the domestic
terror German governments have (relatively recently) inflicted on their citizens with
the help of secret, state-sanctioned surveillance and intelligence gathering.

But it is not only the different quality (or quantity) of intelligence abuses that
distinguishes the American and German histories. The consequences of the abuses,
once exposed, also differ in significant ways. Americans have come to understand
that intelligence abuses inevitably come to light and can be met with democratic
responses inside the state’s institutions and structures. This is the enduring lesson of
the Church Committee (Miller 2008). It has also been true in the post-9/11 era. The
scandal involving the Terrorist Surveillance Program prompted President GeorgeW.
Bush to discontinue the NSA initiative and to place future surveillance programs
under the authority of the Foreign Intelligence Surveillance Act and the Foreign
Intelligence Surveillance Court (NYT 2007). Snowden’s revelations have generated
significant reform, including President Obama’s Policy Directive 28 and the USA
FreedomAct (TheWhite House 2014). By contrast, the only outcome of the extreme
intelligence abuses Germans endured in the 20th century (under the Nazis and in East
Germany) was the complete dissolution of the respective states. External forces were
needed in both cases—with respect to theGermanReich and theGermanDemocratic
Republic—to overcome the political cultures that had fostered and facilitated mas-
sive surveillance regimes. Unlike the Americans, the Germans have not experienced



68 R. A. Miller

the corrective possibility of an existing democratic system confronting their worst
intelligence abuses.

Different Political Cultures

A country’s response (legal or otherwise) to the threat of terrorism is affected by
many factors. It is the most straightforward republican calculation, but one factor
is the degree to which the political class is required to be attuned and accountable
to popular sentiments, such as fear of terrorism. The American and German polit-
ical systems calibrate this dynamic differently. According to typologies originally
mapped by comparative political scientists such as Lijphart (1999), American poli-
tics are seen as more majoritarian while German politics are seen as more consensual
(Dickovick and Eastwood 2013). Democracies classified as majoritarian are charac-
terized by high levels of subsystem autonomy and intense competition for majoritar-
ian support among elites (Lijphart 1969). Consensual democracies are characterized
by limited subsystem autonomy and deliberate efforts on the part of elites to take
actions that counteract the potentially destabilizing impulses of shifting majorities.
Confirming Germany’s classification as a consensual democracy, Ralf Dahrendorf
famously described German politics as “government by elite cartel” (1967). Else-
where, Lijphart has used the concepts “mass political culture” and “elite political
culture” to describe these distinct democratic approaches (1971).

A number of features in the two systems confirm these labels. America is a het-
erogeneous society with strong subsystem autonomy. Politics in the United States
harnesses these forces through multi-level and nearly constant competition in the
formation of governing majorities and for the framing of policy. The majoritarian
and accountability elements of the systems are institutionally secured through bien-
nial, direct elections for Congress and the (seeming) direct election of the president
(U.S. Const. art. II, § 2–3; Dahl 2003). The autonomy of subsystems can be seen
in the relative lack of party discipline and the mélange of civil society advocates,
activists and lobbyists (Beutler 2014). Germany is a more homogenous society with
weaker subsystem autonomy. Elites in Germany have seized on these factors to fash-
ion and maintain a governing consensus. In its most benign form, this has served as
a curative to the highly-fractious and unstable politics of the Weimar era (Schwarz
2010). Germany’s consensus politics are facilitated by a number of structures, includ-
ing the so-called Parteienstaat (which almost exclusively privileges the traditional
political parties in the democratic process); proportional, party-based election of half
the parliamentarians; and the proportional-parliamentary election of the chancellor
(Kommers and Miller 2012). Grand coalitions featuring the largest center-right par-
ties (CDU-CSU) and the largest center-left party (SPD) are a prominent example of
Germany’s consensus politics (Lijphart 1969). Three of the last four governments
have been formed through grand coalitions of this type.

The distinct political cultures, and the institutions that reinforce them, pro-
duce different conditions with respect to the control and oversight of intelligence
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services—and, by extension, the two societies’ understanding of privacy. The
strict separation of powers in America’s Madisonian system, for example, per-
mits Congress to play a significant role in overseeing the executive’s intelligence-
gathering operations. This can be reinforced by frequent partisan splits between the
presidency and the Congressional majority. Again, this was the lesson of the Church
Committee. Especially in the wake of the 11 September 2001 terrorist attacks, an
inter-branch and bipartisan security consensus formed in America that undermined
the possibility that checks and balances would be an adequate brake on the govern-
ment’s intelligence-gathering activities. Still, Congress found extremely rare com-
mon ground to enact the USA Freedom Act in 2015, a move that one commentator
described as a signal “that the days when Congress gave maximal deference to
the executive branch might finally be over” (Lemieux 2015). The success of this
reform was also a product of America’s strong subsystem autonomy, which helps to
explain the emergence and political success of the “Tea Party” movement (Beutler
2014). The Tea Party movement has, in part, been animated by libertarian concerns
about government overreach, including on issues of intelligence gathering and secu-
rity (Clement 2013). The 2012 Senate Intelligence Committee’s historic “Study of
the Central Intelligence Agency’s Detention and Interrogation Program” may be a
more inspiring example of the possibility in the American system for inter-branch
oversight. The Bundestag’s intermingled relationship with the chancellor and her
cabinet—typical of the parliamentary model—leaves the German parliament with a
smaller role in controlling the executive’s intelligence-gathering function. The suc-
cess of the Bundestag’s Investigative Committee on the NSA-Affair, for example,
will largely depend on the engagement of the parliamentary opposition, which held
only four of the Committee’s sixteen seats. With these structural differences in mind,
it is not surprising that the American judiciary has shown more restraint than the
German judiciary in its review of privacy and intelligence-gathering cases.

Different Constitutional Laws of Privacy

An examination of the two countries’ constitutional systems reveals dramatic dif-
ferences with respect to privacy. These regimes are distinguished, in part, by their
different constitutional texts and a resulting, very different jurisprudence of privacy.

If constitutional text is the beginning of constitutional analysis, then American
and German constitutional law start from very different places with respect to the
issue of personal information privacy. It is an old trick, for example, to note that
the U.S. Constitution never uses the term “privacy” while the German constitution
does. Article 10 of the Basic Law provides that “the privacy of correspondence,
posts and telecommunications shall be inviolable”. More than its mere invocation
of the term “privacy”, Article 10 is significant because it establishes a concrete
constitutional protection for the exact activities involved in the NSA-Affair. With its
modern outlook, Article 10 also seems to better anticipate the contemporary forms of
electronic communication—such as email and smartphone usage—that are central to
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reimagining privacy for our digital age (Fetzer and Yoo 2013). Naturally, America’s
18th century text is more awkwardly suited to that project.

Of course, constitutional law is not bound to the narrowest construction of the
charter’s text. Slightly broader readings of both constitutions reveal a number of
liberty protections that serve the same interests as those we imagine to be involved in
privacy (de Vries 2013).Without using the term “privacy”, the Fourth Amendment to
the U.S. Constitution nevertheless protects Americans from unreasonable searches
and seizures “in their persons, houses, papers, and effects”. This has been extended
to include some of the forms of communication covered by Article 10 of the German
Basic Law (Fetzer andYoo 2013). Both constitutions also protect against government
intrusions into the home (U.S. Const. amends. III, IV, Basic Law art. 13).

The Basic Law, however, prominently includes text that identifies and protects
liberty interests and values that can be more easily read to be constituent elements
of privacy. Articles 2 and 1 of the Basic Law, for example, are clear and very expres-
sive commitments to personal freedom and human dignity. The human condition
to which these protections aspire—including the relationship to state power—obvi-
ously involves an inviolable intimate sphere (Kommers and Miller 2012). America’s
Due Process Clause has been put to similar use, but without the same clarity and
expressive force (Stephens 2015). Similarly, the Eighth Amendment to the U.S.
Constitution, which prohibits “cruel and unusual punishments”, asserts a dignified
(privacy-respecting) image of the human condition, but does so chiefly in the limited
circumstances of the state’s penal function.

On the basis of their distinct constitutional texts and traditions, the American and
German courts have developed dissimilar jurisprudences on the issues of personal
information privacy. German law resorts to a general concept of privacy derived from
Articles 2 and 1 of the Basic Law. American law recognizes discrete privacy interests
to which it extends distinct legal protections. The privacy interests implicated by the
NSA-Affair, for example, are chiefly a concern of the Fourth Amendment to the U.S.
Constitution.

A number of recent cases decided by the Constitutional Court have recognized
a right to personal information privacy in surveillance or data-collection scenarios
on the basis of the Court’s pioneering jurisprudence that conceived a right to “infor-
mational self-determination”. The right was first articulated in the 1983 Census Act
Case (65 BVerfGE 1, 1982). The Constitutional Court demanded that the parliament
amend the federal census statute to ensure that there would be no abuses in the col-
lection, storage, use and transfer of the personal data gathered during the census. The
Constitutional Court demonstrated remarkable foresight—with respect to technol-
ogy, data collection and the potential for the chilling effects of surveillance—when
articulating the basis for the new right.

The Constitutional Court derived the right to informational self-determination
from the general personality and dignity protections secured by Articles 2 and 1 of
the Basic Law. That constitutional doctrine has provided a foundation for a general
concept of privacy that finds relevance in a number of settings. The easy application
of this general privacy interest in circumstances as various as transsexual rights and
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information privacy is a consequence of the German legal culture’s preference for
abstract concepts.

The right to informational self-determination has taken on increasing relevance as
Germany pursued its own counter-terrorism measures in the wake of the 11 Septem-
ber 2001 attacks in the United States. Perhaps the most dramatic example of the
Constitutional Court’s promotion of privacy in the context of those policies was the
Online-Durchsuchungen Entscheidung (Online Computer Surveillance Case), which
was decided in 2008 (120 BVerfGE 274). The Court issued a landmark ruling in
defense of the “right to the confidentiality and integrity of information technological
systems”. The Constitutional Court derived this right from the general personality
protection secured by Articles 2 and 1 of the Basic Law. The case involved chal-
lenges to a state law that empowered intelligence officials to conduct surveillance
and collect data by covertly infiltrating computer systems through the Internet. The
decision extended the Basic Law’s privacy protection to personal computers. The
Constitutional Court explained that “today’s personal computers can be used for
a wide variety of purposes, some for the comprehensive collection and storage of
highly personal information… corresponding to the enormous rise in the importance
of personal computers for the development of the human personality”. The right to
informational self-determination, said the Constitutional Court, protects individuals
against the disclosure of personal data unless surveillance and data collection is nec-
essary to avoid a “concrete danger” to human life or the security of the state. The
Constitutional Court noted, “the fundamental right to the integrity and confidentiality
of information technology systems is to be applied… if the empowerment to encroach
covers systems that, alone or in their technical networking, contain personal data of
the person concerned to such a degree that access to the systems facilitates insight
into significant parts of the life of a person or indeed provides a revealing picture of
his or her personality”. The Constitutional Court concluded that general exploratory
online searches based on mere suspicion of some remote danger, however serious,
is constitutionally impermissible.

American courts, if they are willing to engage with the issues raised by the NSA-
Affair, have largely been concerned with the discrete privacy protection provided
by the Fourth Amendment to the U.S. Constitution. The broader notion of privacy,
anchored in the due process clauses of the Fifth and Fourteenth Amendments, has
not played a role.

The Fourth Amendment was implemented in response to the British practice of
issuinggeneral searchwarrants that lackedprobable cause (Pittman1954).And, to the
degree that it secures protection of the individual against the overwhelming power
of the state, the Fourth Amendment also is a reflection of the founding precepts
of American democracy (Newman 2007). In its seminal decision in Katz v. U.S.,
the Supreme Court rejected the traditional jurisprudence that had aligned the Fourth
Amendment’s privacy protectionwith notions of property and trespass (389U.S. 347,
1967). TheCourt inKatz emphatically declared that “the FourthAmendment protects
people, not places”. The substance of this protection consists in the requirement that
government searches may be performed only when authorized by a detailed and
specific warrant that has been issued by a neutral and detached magistrate on the
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basis of sworn evidence demonstrating probable cause (McInnis 2009). The Court
has, however, identified a number of exceptions to the Fourth Amendment’s warrant
requirement, permitting searches that are otherwise “reasonable”. Some contend that
these exceptions have swallowed the rule, leaving the Fourth Amendment a hollow
form that no longer provides meaningful privacy protection (Starkey 2012).

A threshold question is what constitutes a “search” for Fourth Amendment pur-
poses. Far more than the substantive scope of Fourth Amendment protection, this
preliminary issue has complicated the application of the Fourth Amendment to
intelligence-gathering cases. After Katz, the occurrence of a “search” no longer
depended on evidence that the state had made a physical intrusion into a private
space. Instead, the Court found an intrusion into Katz’s personal sphere of privacy.
In Katz, a wiretap had been placed on the outside of a glass pay phone box permit-
ting law enforcement officers to listen to Katz’s phone conversation. Although no
physical intrusion into the pay phone box had taken place, the Court reasoned that
Katz had a subjective expectation that “the words he utters into the mouthpiece will
not be broadcast to the world” and that society would accept Katz’s expectation as
reasonable. This is now the standard for determining whether a “search” has taken
place, without which the substantive protections of the Fourth Amendment will not
apply: (1) a person “has exhibited an actual (subjective) expectation of privacy”; and
(2) society is prepared to recognize that this expectation is (objectively) reasonable.

The Supreme Court applied this standard in Smith v. Maryland and found that a
Fourth Amendment search had not occurred (442 U.S. 735, 1979). This is relevant
because the circumstances of the Smith case might be seen as closely analogous
to those involved in the NSA-Affair. In Smith, law enforcement officers collected
evidence of the suspect’s telephone contacts by installing a “pen register” on his
telephone line at the telephone company’s offices. An electronic device, the pen
register records only the numbers called from a particular telephone line. The content
of phone calls is not documented. The Court concluded that neither of the elements
necessary for a Fourth Amendment search existed in the case.

First, Smith did not have a subjective expectation in the privacy of the telephone
numbers he dialed because “people in general [do not] entertain any actual expecta-
tion of privacy in the numbers they dial”. The Court reasoned that telephone users
know that the phone company registers the numbers they dial and keeps permanent
records of that information for billing purposes.

Second, the Court found that a subjective expectation of privacy with respect to
the phone numbers one dials—as unlikely as that expectation would be—cannot
be regarded as reasonable. Society appreciates, the Court explained, that electronic
equipment is used extensively to track and catalogue the telephone numbers called
from any particular phone. At the very least, the Court concluded, this is common
(and commonly known), because it is necessary for the telephone company to keep
billing records. The Court ruled that, in dialing the telephone numbers, Smith held
that information out to third parties (at least the telephone company). Exposing infor-
mation in such an indiscriminate way, which stripped it of any subjective or objective
expectation of privacy, meant that the government’s collection of the telephone num-
bers involved only the acquisition of non-private information. On the basis of the
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third-party doctrine, the Supreme Court ruled that a search had not occurred and that
the Fourth Amendment had no applicability to the case whatsoever.

Judge William Pauley of the Southern District of the New York Federal District
Court drew on the obvious parallels between the facts in the Smith case and the NSA’s
bulk telephonymetadata collection programwhen he dismissed a FourthAmendment
challenge to theNSA’s surveillancemeasures inDecember 2013. Citing Smith, Judge
Pauley ruled that phone users had no reasonable expectation of privacy that would
give them Fourth Amendment rights, especially with respect to information they
voluntarily provide to third parties, such as telephone companies (American Civil
Liberties Union v. James Clapper). In 2015, on appeal from Judge Pauley’s order,
the United States Court of Appeals for the Second Circuit found that the NSA’s bulk
telephony metadata collection program exceeded the surveillance authority estab-
lished by the relevant statutory provisions. But the Appeals Court refused to rule
on the constitutional issues in the case, even as it expressed grave misgivings about
the continuing adequacy of the Smith case and the third party doctrine for ensuring
privacy under present technological conditions.

In at least two other lawsuits filed in response to the NSA-Affair (Smith v. Obama
and U.S. v. Muhtorov), the first-instance courts found that the Smith precedent and
the third-party doctrine precluded a Fourth Amendment challenge to the NSA’s data-
collection programs.

The high courts in both countires are increasingly aware of the challenge mod-
ern telecommunications technology poses to their respective privacy traditions. The
German jurisprudence seems better adapted to the new circumstances. The German
jurisprudence, dating back to the Census Act Case, has been conscious of the dis-
tinct privacy harm that could result from the accumulation of personal information
data. In its recent cases, the Constitutional Court has sought to strengthen constitu-
tional privacy protection in response to the sweeping personal portrait our ever-more
extensive use of technology makes it possible for the state to develop from mere
telecommunications metadata. This approach is in line with what is referred to as
the “mosaic” theory of privacy, which seeks to account for intrusive conduct as a
“collective whole”, rather than as isolated or sequential incidents (Kerr 2012).

The American jurisprudence is just beginning to struggle with the dramatic chal-
lenge contemporary telecommunications technology poses for privacy. If the courts
will hear the cases at all, then so far they have hewn to the traditional sequential
approach to enforcing the Fourth Amendment. The clearest move in the direction of
the mosaic approach occurred in the Carpenter v. United States case decided by the
Supreme Court in 2018. Carpenter challenged the government’s use of cell-site loca-
tion information (CSLI) as evidence of his proximity to a number of robberies. CSLI
is created as users’ cell phones constantly scan their vicinity for the most effective
available cell tower. This record produces an increasingly precise record of a cell
phone’s geographic location. Cell phone network providers routinely document this
information. The Supreme Court ruled that the use of the CSLI records should be
distinguished from the dialed phone numbers involved in Smith, and that their use in
Carpenter’s trial constituted an illegal “search” under the Fourth Amendment. Chief
Justice Roberts wrote the opinion for the Court. First, the Court nodded towards the
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mosaic theory of privacy by noting that CSLI records represent a different quantity
and quality of information, which is comprehensive, encyclopedic and effortlessly
compiled. This information, Justice Roberts explained, touches on the concern the
Supreme Court has shown for the privacy owed to “the whole of a person’s physical
movements”. Justice Roberts warned that CSLI represents near perfect surveillance
of a person’s location—going back almost five years. The risk of excluding CSLI
from the protection of the Fourth Amendment, the Court insisted, results in part
from the pervasive and insistent role of cell phones in modern life. Second, the Court
distinguished the CSLI from the dialed phone numbers in Smith by noting that the
information involved is not voluntarily shared in any common understanding of that
term. Justice Roberts explained that cell phones automatically and constantly pro-
duce CSLI, even when the phone’s user is not actively employing one of the phone’s
applications.

For all their differences with respect to the constitutional protection of privacy,
the Supreme Court’s decision in the Carpenter case suggests that American and
German jurisprudence might be converging in this discrete but profound way. It
would bewrong, however, to rush from this conclusion to any claim of harmonization
or a hoped-for universalization of privacy rights. The Supreme Court insisted in
Carpenter that its decision was narrow and does not disturb the broad and general
application of the third-party doctrine articulated in the Smith case.

History, politics and law confirm and explain the different notions of privacy
prevalent in America and Germany.

Conclusion

The different responses to the NSA-Affair in America and Germany are the product
of the two countries’ different notions of privacy. Those distinctions are embodied
in—and foster—very different legal regimes for the protection of privacy.

TheAmerican approach shows greater confidence in the political process for strik-
ing the balance between privacy and security.When the courts become involved, they
enforce a specialized constitutional privacy right that has been calibrated to respond
to the state’s surveillance and intelligence-gathering activities. This jurisprudence,
so far, has only cautiously embraced the mosaic approach to privacy, which seems to
better account for the comprehensive and intimate uses to which we put technology
today. The German approach emphasizes the judicial enforcement of a broad and
general concept of privacy. In its sensitivity to technology’s ubiquity and the deeply
revealing portraits that can be developed through the accumulation of a vast amount
of discrete data, the German jurisprudence has been a pioneer of themosaic approach
to privacy.

Most profoundly, operating in their unique socio-legal contexts, the two constitu-
tional privacy regimes offer very different visions of personhood. On the one hand,
the German Constitutional Court has imagined and enforced a substantive and objec-
tive vision of personhood that includes a protected private and intimate sphere. The
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state is obliged to help realize this vision. On the other hand, the American courts
have reinforced individuals’ freedom of action, including the autonomy to dispose
of one’s privacy. This is an autonomous and subjective vision of personhood.

The challenge posed by the NSA-Affair—a challenge that underlies all our dis-
cussions about privacy in our increasingly digitalized and data-centric future—is not
to envision and enforce a harmonized approach to privacy, but to come to accept
with William Shakespeare that “a rose by any other name would smell as sweet”.
Our best chance for acting productively to ensure privacy is to appreciate and respect
our different notions of privacy.
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Chapter 5
Regulating the Internet—Necessary Evil
or Squandered Opportunity?

Ruth Barber

Introduction

The birth of the Internet heralded a potential new world of freedom for trade and
expression, and free from governmental interference, a fundamentally U.S. liber-
tarian worldview. As the Internet moved from a U.S. based online community of
technical enthusiasts to become a global communication network, attempts were
made to regulate cyberspace by competing commercial, security and moral interests.
Governments attempted to assert control through technical and regulatory measures.
Control measures imposed include geo-blocking, ISP regulation and hardware con-
trol (China), the repeal of Net Neutrality rules (USA), the Network Enforcement Act
(Germany) and the General Data Protection Regulation (EU).

However, the global and networked nature of the Internet makes it inherently
resistant to geographical control, and regulatory measures imposed tend to result
in jurisdictional overreach. How then should the Internet be regulated, assuming
that regulation is now deemed necessary? Cyberspace is increasingly dominated
by a few transnational platform providers. Is the regulation of the Internet now
effectively controlled by these organizations, whose economic power and political
influence exceeds the power of many nation states? If so, has the Internet become
the independent jurisdiction that its early creators dreamed it should be?
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The Information Sharing Revolution

The development of the Internet has enabled an information sharing revolution. Ordi-
nary citizens can now bypass the publishing houses that previously controlled infor-
mation sharing. Citizens have the independent power to share information quickly
and cheaply with millions of other people throughout the globe.

The information sharing phenomena took off via social media platforms such as
Facebook, YouTube and Twitter. These sites are designed to facilitate information
sharing to maximize user engagement. They do not charge a fee for their use but are
funded by advertising revenue. Maximum user engagement means maximum adver-
tising revenue. The more information the sites have about their users, the better the
advertising can be targeted. Cambridge Analytica, a political advertising company,
harvested millions of Facebook users’ data through a third-party application in order
to better target political advertising (Cadwalladr and Graham-Harrison 2018).

Social networking sites claim to be information sharing platforms rather than pub-
lishers, and therefore exempt from defamation laws (Jarvis 2018; Kiss and Arthur
2013; House of Lords 2018). The European eCommerce Directive 2000/31/EC Arti-
cle 12 provides a liability exemption for online information hosts providing they
have no prior knowledge of unlawful activity and act quickly to remove the offend-
ing material when notified. This provision is mirrored in the U.S. in section 230 of
the Communication Decency Act.

Social networking platforms claim to exercise no editorial control over content
published save via their community guidelines (Facebook 2018), which filter for
obscene and violent content. The platforms do control what material appears in a
user’s news feed by use of an algorithm, periodically tweaked (Peters 2018). Face-
book has admitted to experimenting on groups of users by deliberately manipulating
the material appearing in their news feeds. The use of this algorithm weakens Face-
book’s assertion that it is a mere information conduit.

A 2018 court case has eroded Facebook’s claim to be a mere information sharing
platform. Martin Lewis, a British champion for consumer rights, sued Facebook
when his image was appropriated without consent for advertising on Facebook. He
argued that since he does not engage in Facebook advertising, it should be a simple
matter for Facebook to remove every advert with his image without the need for him
to report the advertisements. However, advertising is not third-party content, and the
court held Facebook jointly liable (FT 2018).

As Facebook gets increasingly hit with lawsuits, it appears to now be willing to
define itself as a publisher in order to take advantage of the first amendment of the
US Constitution protection for publishers, which protects free speech. It still seems
unfair to hold social media platforms, who are not editors, liable for user postings. It
may be that historical terms such as “publisher” are no longer adequate to describe
the modern media landscape and the scope of legal liability (Levin 2018).



5 Regulating the Internet—Necessary Evil or Squandered Opportunity? 81

Social Networks and Psychology

The social network business model has a number of unfortunate social effects. Profit
is made from users responding to and sharing information, and human nature tends
to respond automatically to information that surprises, shocks or offends. Since no
control on social media is made for truth, profitable “fake news” proliferates. Much
of this fake news is generated by individuals with no agenda other than to make
money (Ball 2017).

Nefarious actors have also realized the potential for spreading political propa-
ganda. Russia established troll farms for the purpose of spreading disinformation on
social media sites and generating social unrest in the West (Green 2018). The devel-
opment of “deep fake”, an AI driven application, allows for digital impersonation
and the production of convincing videos of people of doing and saying things they
never did (Chesney and Citron 2018).

Rather than presenting a range of views that might challenge or inform, social
networking sites give us more of what we like. This has the effect of reinforcing and
entrenching existing views. It is alleged that the use of “fake news” had an influence
on both the Brexit Vote and the U.S. presidential election in 2016 (Fiadh 2017).

When challenged, the response of social networking sites has been reluctant and
ineffectual (Hill 2018). Their business models rely on the maximum amount of user
engagement, both in terms of time and number of participants.

States that were previously keen to court the social networking companies with
favorable tax rates have become increasingly hostile (Cadwalladr 2018). Users are
also becoming increasingly disillusioned and are leaving the platforms and sharing
less personal information (Locklear 2018).

Concern about user disengagement as a result of privacy concerns has resulted in
greater efforts by social networking sites to demonstrate privacy protections. How-
ever, a business model that is predicated on harvesting data for profit is arguably
always vulnerable to abuse. A subscription model would remove the reliance on
advertising revenue, but it would also discourage many users, reducing market share.

A Borderless Internet?

Governments cannot stop electronic communications from coming across their borders,
even if they wanted to do so. Nor can they credibly claim a right to regulate the Net based
on supposed local harms caused by activities that originate outside their borders and that
travel electronically to many different nations. One nation’s legal institutions should not
monopolize rule-making for the entire Net. Even so, established authorities will likely to
continue to claim that that they must analyze and regulate the new online phenomena in
terms of physical locations. After all, they argue, people engaged in online communications
still inhabit the material world, and local legal authorities must have authority to remedy the
problems created in the physical world by those acting on the Net. (Johnson and Post 1996)
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The prophesy of Johnson and Post is illustrated in the cases of LICRA and UEJF v.
Yahoo! and Microsoft Corp v. United States. Both attempt to exert extraterritorial
jurisdiction to the Internet. In LICRA and UEJF v. Yahoo!, attempts are made to
regulate a U.S. website visible in France. In the Microsoft case, the question relates
to aU.S. company storing information “in the cloud” but using aDublin-based server.

LICRA and UEJF v. Yahoo! Inc

French users of the Yahoo! online auction site were able to view and purchase Nazi
memorabilia. The offering of Nazi memorabilia for sale is prohibited in France. The
League against racism and antisemitism and the Union of French Jewish Students
brought a case against Yahoo! Inc. in France. The French court found a sufficient
nexus to establish jurisdiction, since the items were viewable by French citizens
and this was known to Yahoo! Inc., since they targeted French users with French
advertising. Yahoo! Inc. had a French subsidiary, Société Yahoo! France.

The French court found in favor of the applicants and ordered Yahoo! to block
Nazi memorabilia from French citizens. Yahoo! resisted the order and attempted to
argue that selective blocking of French users was impossible; experts disputed the
claim and argued that 90% blocking was possible. The court required Yahoo! to
impose the blocking or be subject to fines of 15,244 Euros per day.

Yahoo! then filed a case against the applicants in a U.S. court (the District Court
for the Northern District of California), arguing that the French decision was not
binding upon them in the U.S. The applicants argued that any finding of the U.S.
court was not binding on them in France.

The U.S. court stated, “A basic function of a sovereign state is to determine by
law what forms of speech and conduct are acceptable within its borders”. The issue
was “whether it is consistent with the Constitution and laws of the United States for
another nation to regulate speech by a U.S. resident on the basis that such speech can
be accessed by Internet users in that nation” (LICRAv.Yahoo!). Yahoo!’s application
was granted. LICRA appealed and the decision was reversed on the basis that the
District Court did not have jurisdiction over LICRA.

Judge William Fletcher stated in a judgement on 12 January 2006:

Yahoo! is necessarily arguing that it has a First Amendment right to violate French criminal
law and to facilitate the violation of French criminal law by others. […] the extent — indeed
the very existence—of such an extraterritorial right under the First Amendment is uncertain.

Following the judgement, Yahoo! elected to remove all Nazi memorabilia from its
site.

Ultimately, Yahoo! Inc. was obliged to comply with the French judgement as a
result of its economic interests in France. Businesses that have no economic interests
in a country cannot be regulated so easily by legal means.
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Microsoft Corp. v. United States

In 2013, Microsoft challenged a warrant issued under section 2703 of the Stored
Communications Act (SCA) by the U.S. federal government to turn over the emails
of an account that was stored in Ireland (Microsoft v. U.S.). It argued that the Act
could not be used to compel American companies to produce data stored in servers
outside the U.S. The judge at first instance found against Microsoft on the basis that
the Act was not subject to territorial restrictions. The Irish government filed a brief
in the proceedings, arguing that the decision violated the European Data Protection
Directive and Ireland’s data privacy laws. Ireland argued that the emails could only
be disclosed on request to the Irish Government. Microsoft won on appeal, with the
court holding that legislation only has national effects unless it is clearly expressed
to the contrary. The warrant also did not specify whether the owner of the emails
was a U.S. citizen or resident. The Department of Justice appealed to the Supreme
Court.

While the Supreme Court hearing was pending, Congress passed the Clarifying
Lawful Overseas Use of Data Act (CLOUDAct), which amended the SCA to specif-
ically include cloud storage of U.S. providers, regardless of where the servers may
be located. This act was supported by both the U.S. Government and Microsoft. The
Supreme Court hearing was then moot, and the appeal court hearing vacated.

China

China realized the limited options for exercising legal control over U.S. providers of
information technology that have no significant assets in the country, and instead
developed indigenous versions of Google and Facebook products, which come
preloaded on smartphones sold in China. The Chinese government has a monopoly
on all national internet connections via the Ministry of Information Industry (MII).
The number of ISPs is restricted, and each provider must be approved by the MII.
ISPs are required to block websites named by the Public Security Bureau. In addi-
tion, the authorities monitor and control all traffic going through China’s primary
gateways to the global Internet (Chew 2018).

Compared to the U.S.—with its emphasis on freedom of expression embodied in
the First Amendment—the Chinese approach is arguably restrictive and repressive.
However, the right to freedom of expression is upheld in the U.S. at the expense of
personal privacy, which in the U.S. has only minimal legal protection.
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Germany

The Snowden revelations of 2013 revealed the extent of U.S. online intelligence
operations that routinely harvest the data of users of U.S. based information tech-
nology services (Macaskill and Dance 2013). A backlash against U.S. information
services occurred in Germany, when it was discovered that U.S. intelligence services
had eavesdropped on the private telephone calls of Angela Merkel. Germans, who
have a particular cultural sensitivity to personal data harvesting due to data abuses
undertaken by the Nazi regime (Freude and Freude 2016), increasingly moved to
onshore their data and transfer to national information service providers (Spiegel
2013).

Germany, long a champion of European privacy rights, also pushed for the enact-
ment of the General Data Protection Regulation, which provides for strong privacy
protections for European Citizens. The regulation also recognized the global effects
of the web and the need to be able to enforce against businesses with neither a legal
or a physical presence within the EU jurisdiction. Article 3(2) allows the application
of the EU Regulation to non-EU based data processors that process the data of indi-
viduals in the EU in two situations: first, if they are offering goods and services in
the EU; and second, if they are monitoring of the behavior of people in the EU.

“The Regulation amounts to a unilateral expansion of the application of European
law to non-EU businesses. No one could deny that this expansion is justified by
the borderless domain of the Internet, which in response requires also a borderless
application of the law. In a way, there is no doubt that effective data protection on the
Internet does not get along with a domestic scope of application. Nonetheless, the
EU dares to go much further than any other state on this aspect, and with the highest
level of standards in the world” (Azzi 2018). Effective enforcement is still largely
reliant upon the companies having enough economic or political nexus with the EU.

Having seen the problems that arose from alleged online electoral interference
in the UK referendum and the U.S. election and fighting battles against the rise of
right-wing extremism that flourished on social networking sites, Germany pushed
through the controversial Network Enforcement Act on 1 October 2017. This Act
placed a legal obligation on large social networking platforms to remove content that
offended specific provisions of the German Criminal Code or be subject to swinging
fines. The Act was criticized by free speech champions also for its extraterritorial
effect (Jash 2017). Complaints can only be made under the Act “in Germany”, but
targeted material may come from any jurisdiction.

United States of America

On 14 December 2017, the U.S. Federal Communications Commission voted
to repeal Net Neutrality. Net Neutrality is the principle that internet service
providers treat all data on the internet equally and do not discriminate or charge
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differently by user, content, website, platform, application, type of attached equip-
ment or method of communication (Gilroy Gilroy 2011). The basis for the decision
was to increase competition (Selyukh and Greene 2017), however, critics argue that
the repeal of Net Neutrality permits government censorship (Skorup 2016) as it per-
mits the preferential online delivery of, for example, government approved news
channels. Twenty-two U.S. states are appealing against the ruling and a hearing is
due in February 2019.

Legal Measures

Civil legal measures are only effective in so far as the regulated entity has assets in the
jurisdiction of the complainant, or to the extent that judgements in one jurisdiction
are enforceable in another. Countries with close political and trading arrangements
may choose to honor judgements.

Online criminal enforcement is only possible between sympathetic jurisdictions
with similar criminal law standards. Awebsite removed in one country under a notice
and take down procedure, can simply reappear hosted on a server in amore libertarian
or sympathetic jurisdiction.

Some alt-right groups purged from Facebook and Twitter have joined the Russian
Facebook clone VKontakte (Zavadksi 2017), which has greater tolerance for white
supremacist views. Jihadi groups joined the encrypted social networking site Tele-
gram. Some pornographic and holocaust denial websites taken down from European
servers have found a home in the U.S.

Technical Measures

Geo-blocking—i.e., restricting Internet access based on a user’s supposed location—
can be thwarted by the use of a proxy server. Surveillance of online activity can be
thwarted by the use of a VPN (Virtual Private Network), which encrypts internet
traffic. Platforms and electronic service providers are however becoming increasingly
aware of these techniques and are developing responses to combat them.

Search engine results can be manipulated to produce no results in certain juris-
dictions in response to regulated search terms. This raises questions of censorship
and is likely to deter only passive or naïve searchers.

Internet traffic can be filtered on the basis of restricted key words or site black-
lists. This method frequently results in incorrect blocking or overblocking. This is a
method used by the industry-led Internet Watch Foundation, which has successfully
reduced the amount of child pornography hosted in the UK, although this material
has frequently reappeared in another jurisdiction.

The global nature of the internetmeans that jurisdictional efforts to regulate online
content and behavior are likely to deter only the most passive or naïve. This may help
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to prevent influencing from foreign political propaganda but will do little to prevent
the determined and technologically savvy from accessing information.

The Dark Net

The Dark Net is the part of the Internet not open to public view and only accessible
using the Tor browser, which permits anonymized browsing. It contains websites and
file locations that are not indexed by conventional search engines and are, therefore,
hard to find. Criminals and extremists can avoid monitoring by using a series of
“redirects”: links that must be followed by invited users to reach certain sites. If
content is not indexed by search engines, it is not possible for regulators to tweak
search results to hide it. If its location is not known, filtering with reference to
blacklists will not work, as the material will not make it onto these lists in the first
place. If authorities cannot locate content, they cannot attempt to remove it (Stevens
2009).

The anonymity afforded to users of the Dark Web provides safe internet access
for criminals but also for investigative journalists and users blocked from accessing
information by repressive regimes.

The Dark Web continues to act as a marketplace for the exchange of illegal
goods and services, notwithstanding the shutting down of its infamous Silk Road
marketplace and the imprisonment of its founder, Ross Ulbricht, in the U.S. in 2013.
The investigation and action by the FBI were intended to send a message that even
the Dark Web was not outside the control of U.S. law enforcement.

Payment for goods on the site was made by the untraceable cryptocurrency Bit-
coin. Ulbricht created the marketplace to function without government oversight but
found it difficult to verify anonymous transactions, since the anonymity afforded to
buyers and sellers prevented relationships of trust from being established. Ironically,
scammers complained about being scammed, since anonymity precluded account-
ability. Ulbricht started increasing oversight. He added measures to ensure trustwor-
thiness with implementation of an automated escrow payment system and automated
trader review system similar to the features of the Amazon legal online trading plat-
form. As the site became increasingly profitable, Ulbricht suffered threats from the
traders. In the absence of state mechanisms for enforcement, he allegedly sought to
hire thugs to enforce his business (Farrell 2015).

In a letter to the judge before his sentencing, Ulbricht stated that his actions via
Silk Road were committed through libertarian idealism and that “Silk Road was
supposed to be about giving people the freedom to make their own choices” (Snyder
2015). Unfortunately, giving people the freedom to make their own choices meant
they made choices in their own interest to his detriment. His experiment in creating
an online libertarian utopia was ultimately a failure. In the words of Robert Lee Hale
“There is government whenever one person or group can tell another what to do, and
when those others have to obey or suffer a penalty” (Samuels 1992).
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Accountability is a necessary feature of a functioning online community. The
question is whether this accountability can only be provided by nation state based
systems.

The primarily illegal nature of the goods on the Silk Road site meant that traders
and purchasers were uniquely vulnerable. But what if Ulbricht had been selling
lawful goods? Such a business model exists and is wildly successful.

Amazon.com

Amazon is a U.S. based global electronic trading platform, operating with national
subsidiary websites throughout the world. Traders register with the site and supply
goods to customers who log in with a password and email. Amazon does not verify
the traders beyond basic identifying details, but a trust system is in operation where
customers can rate the traders. The company offers its own escrow system and takes
a fee from the seller for every transaction. Anyone in the world can sell to anyone in
the world on the site (save in countries where is the service is blocked). The national
subsidiary sites cater to national markets, but there is no block on, say, a UK user
buying from the U.S. site, although national restrictions may block the purchase of
certain goods.

It is no accident that the trading model of Amazon and Silk Road are almost
identical, since they have evolved to make the most efficient use of the architecture
of the Internet. Amazon recognizes national jurisdictions through its subsidiaries but
ultimately still provides a global trading platform. It ensures accountability deliver-
able though its own dispute resolution system.

As national jurisdictions struggle to regulate the global nature of the Internet, it
seems that transnational global service providers are filling the gap. We are seeing
the rise of “Corporation as Courthouse” (Van Loo 2016).

Just asAmazon can now exercise jurisdiction over online trade disputes, Facebook
can exercise jurisdiction over online expression. After many years of holding out,
Facebook has increased the strictness and enforcement of its “community guidelines”
in the face of national regulation. These standards are public and of global application.
Facebook even offers its own appeals process (Newton 2018).

The loss of territorial sovereignty is being replaced with functional sovereignty
(Pasquale 2017). It may be more efficient, but as the power of the platforms grows
relative to national power, how are the platforms themselves to be held accountable?
Are we entering a neo-feudal arrangement where the power to obtain “justice” is
not based on the rule of law but on an individual’s economic leverage on the plat-
form? Or have the platforms already become so powerful and ubiquitous that they
are effectively a digital public space, wielding the ultimate sanction of digital social
exclusion against recalcitrants?
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Conclusion

Many of the jurisdictional and substantive quandaries raised by border-crossing electronic
communications could be resolved by one simple principle: conceiving of Cyberspace as
a distinct place for purposes of legal analysis … What procedures are best suited to the
often-unique characteristics of this new place and the expectations of those who are engaged
in various activities there? What mechanisms exist or need to be developed to determine the
content of those rules and mechanisms by which they can be enforced? Answers to those
questions will permit the development of rules better suited to the new phenomena in ques-
tion, more likely to be made by those who understand and participate in those phenomena,
and more likely to be enforced by means that the new global communications media make
available and effective. (Johnson and Post 1996)

Libertarians have discovered that the borderless nature of the Internet is the perfect
architecture for the market, rather than nation states (Boushey 2017). This model is
expanding across the globe via the rise of multinational service providers and fits
the model of regulating cyberspace as a separate entity, proposed by Johnson and
Post. China has resisted, but only through the use of pervasive technological blocking
techniques. Does the rise of the Net mean that future regulation of citizens is now
polarized between market forces or absolute state control? Or can democracy evolve
to regulate the Internet (Schlechtman 2018)?
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Chapter 6
Data Ownership

Winfried Bullinger and Sophie Terker

Introduction

Is there such a thing as ownership of data? The keywords “data ownership” are
frequently used in connection with digital business models. The commercial value
of data is undisputed: they are, so to speak, the blood in the cardiovascular system
of the digital body. Companies generate data from the traces of the users of their
digital products; these data are of high value if they are systematically analyzed.
For example, they reveal the interests, purchasing power and foreseeable behavior
of their users.

The collection and analyzation of data are not only relevant for the targeted place-
ment of advertisements for individual internet users. It can helpmonitor of the behav-
ior of a person as a whole. In addition to the analysis of economic activities, conclu-
sions can be drawn about the user’s political views, health, physical activity and other
habits. As a matter of fact, the customer in the digital world often pays with his data
for seemingly free services. Based on the premise that data have a high economic
value, the question of the legal protection of data directly follows. Can a company
that generated data legally defend itself if others access and use the data for their
own purposes? Can rights to data volumes be the subject of transactions and exclu-
sive license agreements? This article deals with the protection of data from a legal
point of view in the sense of an owner’s rights to data. The starting point is absolute
intellectual property rights that may be applicable to data, as well as legal provisions
that only protect data reflexively. To anticipate it: There is no abstract ownership
of data per se, neither literally nor figuratively [Volkszählungsurteil (1983) Federal
Constitutional Court, reference number: 1 BvR 209, 269, 362, 420, 440, 484/83].
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The protection of data in the sense of an ownership-like right is instead composed
of an amalgam of several different rights. These rights are the focus of this article.

To introduce the topic, the term “data” should first be defined.
Depending on the legal context, data are defined differently; in the area of criminal

law, a different definition is necessary than in other areas of law due to the specific
purpose of this field of law. For the purpose of this article, which deals mainly with
civil law, data can be defined as any type of information, regardless of whether it is
communicated orally or in writing (Specht 2016).

When asked about the legal protection of data, most people will first think of
“data protection (law)”. However, data protection law is a special area of law; the
term is not to be confused with the generic term “legal protection of data”. As far as
Germany is concerned, data protection regulations can be found in the (European)
General Data Protection Regulation (GDPR), the German Federal Data Protection
Act (“FDPA” Bundesdatenschutzgesetz, BDSG) and in the data protection laws of
the federal states.

It should be noted that these regulations and acts only concern the protection of
personal data. Since the GDPR came into force on 25 May 2018, Art. 4(1) GDPR
contains a uniform EU-wide legal definition of “personal data”: Personal data means
any information relating to an identified or identifiable natural person (“data sub-
ject”); an identifiable person is a natural person who can be identified directly or
indirectly, in particular by reference to an identifier such as a name, an identification
number or to one or more factors specific to the physical, genetic or cultural identity.

EU legislature attributes the power of disposal over personal data to the data
subject; any use of such data by other persons requires justification, for example, the
consent of the data subject (Art. 6 GDPR). However, the data subject does not “own”
his data in the traditional understanding of the word “ownership”: Goods and real
estate belonging to one person can be transferred to another person. The power of
disposal over personal data, on the other hand, cannot be transferred to a third person
(See point (b) of Art. 5(1) GDPR, according to which data may only be “collected
for specified, explicit and legitimate purposes” and the right to erasure (‘right to be
forgotten’), Art. 17 GDPR). The intention behind the European data protection law
is to grant each individual the greatest possible control over his own data (including
the possibility of revoking the above-mentioned consent, see also Recital 7(2) of the
GDPR.).

However, if a set of data cannot be classified as personal data, the GDPR is not
applicable. Non-personal data is therefore only protected in accordance with other
legal provisions. What this protection looks like and under which conditions it is
effective will be discussed below.
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Copyrights for Linguistic Works

Requirements for Protection of Data as a Linguistic Work

All data—personal as well as non-personal data—may be protected as a linguistic
work under s. 2(1) No. 1 German Copyright Act (“GCA”, Urheberrechtsgesetz,
UrhG) if they can be communicated in written or oral form.

In the case of personal data, copyright protection takes place in addition to pro-
tection under the GDPR.

The central concepts of copyright law are the “work” and the “author”. According
to s. 2(2) GCA, a work in the sense of copyright law is any personal intellectual
creation; the author is the person who created the work. He is entitled to all rights to
the work as described in the GCA (Klass 2018).

The linguistic work is a subcategory of the work. This category includes classical
linguistic works such as novels, poems, plays, etc. However, the protection of a work
result as a work does not presuppose that it is an artistic creation. This follows from s.
1 GCA, which stipulates that works of “literature, science and art” may be protected.
Art and literature are onlymentioned as exemplary genres ofworks; consequently, the
protection of merely rational creations—such as data, for example—is not excluded
from copyright law (Bullinger and Czychowski 2011).

Nevertheless, not all data fall under s. 2 GCA; rather, the general requirements
for “works” must be fulfilled. A linguistic work is a personal intellectual creation
whose content is expressed through language; the type of fixation or transmission is
irrelevant (i.e., oral statements as well as written records are meant) (Unlizenzierte
Nutzung von Interviewfrage (2012) District Court Hamburg, reference number: 308
O 388/12). Nor should the term “language” be interpreted too narrowly; data that is
communicated with mathematical or other symbols can also be protected as a work
of language. Programming languages are therefore also languages in the sense of the
GCA (Horns 2001).

Finally, the data in question must be a personal intellectual creation. According to
jurisprudence, a linguistic design shaped by individual creativity leads to copyright
protection just as much as an original way of selecting or presenting the content
(Kitz 2007). Therefore, only the person who created the data is the “author”—not
the person towhom the data refer or the personwhomerely formulated data according
to given instructions.

But when precisely can data be classified as “personal intellectual creations”? The
only thing that is for certain is that the mere stringing together of information, for
example, in registration forms (surname and first name, address, telephone number,
etc.), cannot be a copyright work. Nor is the mere reproduction of facts a linguistic
work, since facts stem from the outside world, not from the creative mind of a cer-
tain person. Something that already exists cannot be considered anyone’s “creation”
(Graef 2012).

According to constant jurisprudence, there are no excessive demands to be made
on originality (Hoeren and Herring 2011). However, one must not lose sight of
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the fact that copyright law is primarily intended to protect artistic and scientific
achievements; unlikeU.S. law, copyright law inGermany has a considerable personal
rights component. In most cases, however, data is merely a representation of the
factual. For the purpose of fast and simple communication, this reproduction is
usually limited to the essential and is therefore presented in as compressed a form
as possible. Due to the brevity of the formulation of data and the limited room
for creativity in the design, data will rarely fulfill the requirements for a “personal
intellectual creation”.

Due to their diversity, it cannot be categorically negated that data might, in some
cases, be protected under copyright law as linguistic works; on the basis of the
above considerations, however, it is fair to assume that copyright will only apply in
absolutely exceptional cases.

Scope of Protection

But what does it mean for the author of data if they enjoy protection as a linguistic
work? The relevant legal provisions are s. 12 and 15 GCA. These sections seem
to name only the (positive) powers of the author at first glance: He may publish,
reproduce, distribute, exhibit, and publicly reproduce his work (in an incorporeal
manner)—for example, by a presentation or by uploading it to a website. According
to the law, these rights are “exclusive” (cf. s. 15(1)GCA). Thismeans that publication
and exploitation are prohibited for all other persons. This is the (intellectual) property
right of the author to “his” data. If, for example, someone copies these data without
being entitled to do so by law or on the basis of a permission of the author (referred
to as a “license” in copyright law), the author can demand from him, among other
things, elimination of the disturbance, omission of the infringing act for the future
and compensation for the damage incurred.

Copyrights for Databases

Not only data can be subject to copyright; databases may also be protected under
German copyright law if they can be classified as a database work.

Requirements for Protection as a Database Work

The database is defined in s. 4(2)(a) GCA as a compilation whose elements are
arranged systematically or methodically and are individually accessible by elec-
tronic means or in some other way. Compilations are collections of works, data
or other independent elements that are a personal intellectual creation due to the
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selection or arrangement of the elements (s. 4(1) GCA). The principles that apply
to linguistic works (see above) also apply to database works: standardized ways
of selecting, arranging and presenting data cannot be classified as personal cre-
ations, nor can collections found in the outside world (Schricker 1996). Either the
selection or the arrangement of the data in the database must have a certain orig-
inality. The prerequisite is that there is some scope for an individual arrangement
of the data. Jurisprudence has so far negated this for alphabetically ordered tele-
phone directories (Tele-Info-CD (1999) Federal Supreme Court, reference number:
I ZR 199/96), a collection of biographical data without conceptual design (Hubert-
Fichte-Biographie (1996) Higher Regional Court Hamburg, reference number: 3 W
53/96), and chronologically arranged television program overviews (Rundfunkpro-
gramme (1933) Reichsgericht, reference number: I 250/32): In these databases, the
data are arranged in a sequence that is determined by mere logic.

The necessary scope for design exists, for example, in medical or pharmaceutical
databases or in a list of poem titles containing “The 1100 most important poems
of German literature from 1730 to 1900”, since the “importance” of a poem can be
measured on the basis of various different assessment criteria (prominence of the
poem, prominence of the author, frequency of publication in anthologies, etc.; see
Gedichttitelliste I (2007) Federal Supreme Court, reference number: I ZR 130/04).

The author of the database is the person who created the concept for the selection
and/or arrangement of the data; whoever implements this concept (i.e., created the
database) is irrelevant (Gedichttitelliste I (2007) Federal Supreme Court). If the head
of a research group instructs his employees to create a collection of data according
to criteria he has specified, he is the author of the database; the employees are not to
be regarded as (co-)authors.

Scope of Protection

As far as the author’s powers and prohibition rights are concerned, what has been
said about data as linguistic works applies in principle (see B.II above).

It is worth noting that the rights of the author are not only infringed upon when
an unauthorized third party exploits the database work in its entirety; it is rather
sufficient if the third party exploits a part of the database, provided that the exploited
part enjoys legal protection as a databasework in its own right (Newton-Bilder (2011)
Higher Regional Court Cologne, reference number: 6 U 118/11). In the case of a list
of poem titles comprising 1100 titles, the German Federal Court of Justice affirmed
that the copying of 856 titles constitutes a violation of copyright (Gedichttitelliste I
(2007) Federal Supreme Court).
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Limitations in Licensing Database Works

In principle, the author of a work is authorized to allow the exploitation of the same
to other persons by granting them a license. This generally also applies to database
works; however, a restriction applies insofar as personal data within the meaning of
Art. 4(1) GDPR are affected. Since the GDPR applies to them as well as the GCA,
the provisions of the GDPR regarding the permissibility of data processing must be
observed whenever personal data are affected. If the person whose personal data is
made available or passed on to others has not given his consent to such use of his
data, licensing is only legal if one of the justifications in Art. 6 GDPR intervenes.

Fair Use, Data Mining

Another problem in connectionwith the (commercial) use of data has only recently—
on 1 March 2018—been regulated by German legislature: so-called data mining.
S. 60d GCA, newly inserted into the GCA for this purpose, is difficult to understand
due to its complicated wording. Data mining is the software-supported evaluation
of large amounts of data (Spindler 2016). A prerequisite for such an evaluation is
the mass reproduction and structuring of large amounts of text or data. Specifically
designed software determines statistical frequencies or correlations in the content
structured in this way and, thus, enables scientific analysis and evaluation. However,
if—aswill often be the case—entire copyrightedworks or essential parts of databases
were to be analyzed, this was previously not permissible under German copyright
law. Licensing models were necessary.

In essence, the new regulation is a barrier to the right of reproduction and to
the right to make a work publicly available which applies if a work is used for the
purpose of scientific research. The user may only pursue non-commercial purposes
(s. 60d(1)(b) GCA). If this is the case, there are no further restrictions. Anyone
who wants to carry out automated scientific research can refer to s. 60d GCA. He
may then also have the necessary actions carried out by third parties—for example,
employees of a library with the necessary qualifications who are participants in a
research project.

As far as data mining is concerned, German law differentiates between the source
material and the so-called corpus. The former is made up of a large number of works
that are to be evaluated automatically, the content of which is therefore the subject
of research; which types of works are evaluated is not relevant.

Works with texts, data, images, sounds or audiovisual data can be evaluated.
However, the researcher may only evaluate works to which he has already gained
access legally; s. 60d is not intended to create a right of access to protected original
material (de la Durantaye 2017).

The corpus, on the other hand, is the result of the reproduction of the source
material. A uniform corpus is a prerequisite for text and data mining, since only
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appropriately prepared texts and data can be evaluated with the corresponding pro-
cedures.

Specifically, s. 60d GCA allows the normalization, structuring and categorization
of the sourcematerial. For example, normalizing texts involves adapting different file
formats; structuring involves converting them into machine-readable text; categoriz-
ing involves dividing them into sentences and individual words and other categories
and creating a corresponding database (Spindler 2016).

The described use of copyrighted works is only legalized by s. 60d GCA as long
as the repsective research project is still in progress. After completion of the research
work, the corpus and other reproductions of the original material must be deleted
and all public access must be terminated (s. 60d(3)(a) GCA).

The use is to be remunerated according to s. 60 h GCA.While data mining is legal
without the permission of the author of the original material, it is not free of charge.
With regard to the amount of the remuneration, s. 60 h(1) GCA stipulates that it must
be “appropriate”. S. 60 h(3) GCA regulates how to determine which remuneration
is appropriate: the actual use and its scope are decisive.

Protection of Data as Trade Secrets

Datamay also receive special legal protection if they are trade secrets. Under previous
German law, in-house know-how that could not be patented or classified as a work or
a trademark was protected only to a very limited extent against unauthorized access
and disclosure. The betrayal of trade secrets was punishable under s. 17 Act Against
Unfair Competition (“UCA”, Gesetz gegen den unlauteren Wettbewerb, UWG), and
the injured party could claim compensation for the damage incurred from the party
who disclosed a trade secret (McGuire 2016). If the injuring party only disclosed
the trade secret to individual competitors, the keeper of the trade secret could also
demand that the latter refrain from exploiting the trade secret commercially (e.g., by
reproducing a machine). However, if the injuring party revealed the secret to the gen-
eral public—for example, by publishing it in a journal or uploading it to a website
(so-called leaking)—the know-how lost its quality as a “secret”, the consequence
being that everyone was henceforth free to exploit it commercially (McGuire 2016).
This was the critical deficiency of trade secrets compared to traditional intellectual
property: The patentee who discovered that a third party was making unauthorized
use of the subject matter of his patent could always demand injunctive relief from
the infringer. However, if, for example, the (non-patentable) recipe for a soft drink
were made available to the public, the producer of the drink could only demand
compensation for the damage caused, and only from the person who distributed the
recipe; he could not prevent other companies from producing soft drinks accord-
ing to the same recipe. This resulted in two considerable economic disadvantages.
Firstly, the product lost its unique selling point; the production of similar products by
competitors could result in considerable financial losses, which might even endanger
the existence of the company. Secondly, the injuring party rarely had the financial
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means to settle the entire damage incurred—in essence, the claim for damages was
virtually void.

European legislature has now acknowledged that even know-how that is not pro-
tected by existing intellectual property rights can often only be acquired at consid-
erable financial and time expense, and that the previously existing protection of the
owner was inadequate against this backdrop. Directive (EU) 2016/943 (Trade Secrets
Directive) of 8 June 2016 is intended to remedy this situation.

As an EU directive, the Trade Secrets Directive has no direct effect in the EU
member states; it had to be transposed into national law by 9 June 2018. The German
legislature missed this deadline; the German Trade Secret Act (“TSA”, Gesetz zur
Schutz von Geschäftsgeheimnisse, GeschGehG) entered into force on April 26, 2019.
The TSA is strictly in linewith the provisions of the EUdirective; themain principles
are explained below.

According to s. 2(1) TSA, a trade secret is information which is not, either in its
entirety or in its precise arrangement and composition, generally known among or
readily accessible to persons within the circles which normally deal with the kind
of information in question and is therefore of economic value and is the subject of
appropriate confidentiality measures by its legal owner. This definition includes, for
example, data of (potential) customers of the company.

The three central actions whose legality the Act is intended to regulate are the
acquisition, use and disclosure of trade secrets. Unfortunately, these terms are not
defined in the Trade Secrets Directive or in the TSA; the following definitions are
proposed in legal literature:

– Acquisition means the obtaining of information that constitutes the trade secret,
– Usemeans the use of trade secrets for a specific, not necessarily economic purpose,
– Disclosure means the disclosure of business secrets to third parties or to the public
(Köhler and Bornkamm 2010).

S. 4 of the TSA stipulates when such actions are illegal. While s. 4(1) TSA regulates
the unlawfulness of the acquisition of a trade secret, s. 4(2) TSA specifies when a
trade secret may not be used or disclosed.

S. 4(3) TSA prohibits the acquisition, use or disclosure of a trade secret by anyone
who acquired the information from a third person and knew or should have known
that the respective information is a trade secret and that it has been used or disclosed
unlawfully. This means that even if the trade secret has been made accessible to
the public, it may not be commercially exploited if the offender had knowledge
or negligent ignorance of the unlawful disclosure. Thus, the owner of the secret is
granted stronger protection than under previous German law (see above).

In addition to the prohibitions, the TSA also provides grounds for justification of
infringements. S. 3(1) stipulates that the acquisition of a trade secret is not illegal
if someone learns about it through so-called reverse engineering or product tests,
provided that the product itself has been made publicly available, or that it is in
the legitimate possession of the investigating person without any restriction. Such
restriction may result, for example, from a contractual confidentiality clause.
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The TSA also provides for a justification for so-called whistleblowers. According
to s. 5 TSA, the disclosure of a trade secret is not illegal if its disclosure is nec-
essary to protect a legitimate interest. According to the (non-exhaustive) list in s.
5 TSA, legitimate interests include the uncovering of an illegal act or other miscon-
duct. This legal provision is meant to encourage and protect whistleblowers—people
(often employees) who uncover grievances in the interest of the general public. It is
intended to encourage employees to disclose unethical behavior and illegal actions
of their employers to the public by prohibiting employers from imposing sanctions
on whistleblowers (Directive (EU) 2016/943, recital 20).

If an act fulfills an offense according to s. 4 TSA and no justification applies, the
infringer is subject to the legal consequences according to s. 6 et seq. TSA. This
includes the obligation to remedy and refrain from the infringing act, destruction,
surrender, recall, removal and withdrawal from the market of the infringing product,
information about the infringing products and compensation for the damage incurred.
However, according to s. 10 TSA, the obligation to pay damages only applies to the
infringer who acted intentionally or negligently.

Protection of Data Under Unfair Competition Law

German Unfair Competition law has no regulations tailored to data issues, so the
interpretation of generally applicable regulations is essential for the protection of
data under unfair competition law. In this area, many legal questions have not been
conclusively clarified either in case law or legal literature, so there is considerable
legal uncertainty. Due to the diversity of possible constellations, a comprehensive
presentation of the current state of opinion is not possible. Unfair competition law
only protects data which are relevant to competition. This relevance particularly
exists if the data itself is offered as a product or is part of a product, or if it is for the
manufacture of a product.

If the data themselves are the product or part of a product, they may be protected
“as a product” according to points (a) and (b) of s. 4(1) UCA against unfair use; if
data are only required for production, they may nevertheless enjoy protection “in
products” according to point (c) of s. 4(3) UCA (Becker 2017).

Post-contractual Restraint

The protection of customer data also becomes relevant when employees leave a
company—for example, due to termination of employment or the resignation of a
managing director or a shareholder. Employees, managing directors or shareholders
who leave the company often take up a similar occupation with a competitor or set
up their own business in the same industry. The temptation to take customer data
from the previous employer and make it available to the new employer or to use
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it to build up a customer base of one’s own is great. Whoever takes customer data
with him when leaving a company does not only violate the GDPR if he does so
without consent of the customers; if he manages to entice customers away from his
old employer, he may cause him considerable damage. In order to prevent departing
employees from harming the former employer in this way, legislature and courts have
developed principles for the admissibility of such a post-contractual non-compete
obligation.

A post-contractual restraint is only legally valid if it serves the protection of
a legitimate interest of the company and it must not unreasonably complicate the
exercise of the profession and economic activity of the departing employee in terms
of place, time and subject matter (Laskawy 2012).

The post-contractual restraint must, therefore, be confined to a certain geographi-
cal area (Laskawy 2012). How far the circle of prohibition is to be drawn depends on
how large a catchment area the old company obtains its customers from. A doctor’s
office with no particular specialization will have a smaller catchment area than the
office of a highly specialized sports physician; accordingly, the latter may impose a
more extensive post-contractual restraint on ex-employees than the owner of the
non-specialized doctor’s office.

The temporal scope of application of the non-compete obligation should be lim-
ited to two years. For employees, this already results from s. 74a(1) German Com-
mercial Code; for non-employees, this limitation has been established in case law
(Unverbindlichkeit der Wettbewerbsabrede (1997) State Labor Court Düsseldorf,
reference number: 3 Sa 1644/96).

The “subject matter” of the post-contractual restraint, i.e. the specification of the
prohibited professional activity (Laskawy 2012), must be determined in consider-
ation of all relevant circumstances of the individual case. For example, a depart-
ing managing director cannot generally be prohibited from working as a managing
director; a non-compete obligation must be limited to certain types of companies or
a certain industry.

Conclusion

If a set of data falls under the definition of personal data in the sense of Art. 4(1)
GDPR, it enjoys the protection of the General Data Protection Regulation. However,
if a set of data cannot be classified as personal data, protection can only be considered
in accordance with other statutory provisions. Due specifically to the broad definition
of “data”, it is often difficult to assess the legal situation—not only for the legal
layman. Moreover, the question of to whom data “belongs” can seldom be answered
by referring to a single person; most data are integrated into a complex system of
legal interdependencies. This system, in turn, is subject to the restrictions of various
legal norms. Unfair competition law in particular “does not permit precise allocation
of use (like legal intellectual property law), but it is in a position to prevent the all
too direct exploitation of someone else’s achievements with great consideration to
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the particularities of the individual case” (Becker 2017). To avoid an infringing use
of data, it is therefore always necessary to determine as carefully as possible which
person is entitled to which rights to the data in question.
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Chapter 7
Redesigning Data Protection

Frederick Richter

Introduction

When it comes to redesigning a consolidated system of judicial perceptions and
well-known rules like those of continental data protection, first of all, it would be
necessary to justify and to provide reasons for this intention. And as anymodification
of a law brings more than negligible expenditures with it, a need for justification and
reasons applies to larger reforms as well as to minor changes.

So, do recent rules for protecting people’s private information and personal rights
need to go through a complete transformation, or is it only amatter of fine adjustment?
Are there any severe shortcomings?Below, some seemingly small pointswill be lifted
out of the broader discussion. These points need some more light shed on them in
order to make them more visible in recent debates regarding the use of personal
data. Quite often in these debates, well-known assumptions and theorems are not
scrutinized sufficiently. For a German Lawyer, it’s even harder to do so, because our
common attitude is to deem our law as nearly perfect and worth being exported and
spread globally.

This is exactly what we did in the area of personal rights. We codified the world’s
first data protection law in 1970 in the German federal state of Hesse. With our
Federal Data Protection Act of 1977, we gave strong guidance for the EU’s 1995
Data Protection Directive. Finally, in 2012, it was mainly German experts in the
European Commission and Parliament who wrote the draft of the General Data
Protection Regulation—very likely always keeping in mind the German law on data
protection, which had been time-tested for nearly four decades.
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The Conventional Idea

Such knowledgeable tradition could be seen as a perfect starting point to build upon
when it comes to creating future-proof rules on handling personal data. But in some
respect, there is a danger of seeing the well-known way of regulation as the only
way. Sometimes it seems that German and European lawmakers have become blind
to some already notorious shortcomings of continental data protection law.

In the 1970s, when the seeds of recent European data protection laws were sewn
in Germany, it was conceived as a right of defense against actions of the state—a
state that was increasingly able to store and process large and structured amounts of
data. One such state action in the following decade was the planned census, which
was feared to incommensurately investigate German citizens.

The German idea for how to comprehensively protect human beings from dangers
that might occur to their privacy and personal rights was nearly a perfect one. We
simply put the right to decide what other people—and most of all, organizations like
public authorities and private companies—know about the affected person into the
hands of that very person. The inventor of this idea called it “informational self-
determination” (Steinmüller 1971). In 1983, this legal concept figure was elevated
to the rank of a fundamental right (Bundesverfassungsgericht 1983). Since then, the
German state has been called upon to ensure that a citizen is always able to know
who knows what about him, when and on what occasions.

Some believe that, even then, this objective was merely idealistic. In any case, in
order to ensure such comprehensive knowledge of the individual’s data use in the
long term, it would be necessary to limit the handling of data to a level that is still
manageable, or at least graspable, for the individual person. Technology continued
to develop over the decades, while the core principle of data protection law stayed
the same—regardless of the amount of data that the individual should be able to
decide about for himself. The amount of data has increased massively. And it keeps
rising, every month. It continues to rise with each new method of recording, with
every single sensor being added the myriads of devices connected in the “Internet of
Things”, as well as with each reduction in costs for storage space.

Although the wording “informational self-determination” has not made it into
either the German or the European data protection law, its basic idea of perfect
personal protection by total data control still prevails: A natural person shall have the
widest possible control over the data concerning her or him at any time. Any use of
such personal data is initially forbidden by data protection law until either the person
concerned permits the use or another legal permission takes effect.

There Is No Such Thing as an Informed Consent

If a person has legalized the processing of their data by consent, then it should only
be natural that this consent is given on the basis of knowledge and understanding.
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If the person does not know and understand what shall happen to her or his data, then
free self-determination can no longer be seriously assumed.

If themeans andways of using, evaluating and linking personal data are becoming
increasingly complex, then the law must respond to this. It must ensure that the
information base on which consumers make decisions regarding the handling of
their data remains broad. With further technological development, the information
base must become all the better in order to continue ensuring self-determination.
What does the recent law have to offer in this context? It simply tries to cope with the
growing challenge of informing people asmuch as possible by offering specifications
for the linguistic design of privacy policies and for the design of information pages
for digital services. This answer is not sufficient.

The General Data Protection Regulation, adopted in 2016, defines consent as a
“freely given, specific, informed and unambiguous indication of the data subject’s
wishes” in a statement or a clear affirmative action (Article 4 (11) GDPR). If dec-
larations of consent are pre-formulated by a company, they should use “clear and
plain language” (Recital 42 GDPR). At first glance, these requirements seem very
plausible and, moreover, easy to implement for the data-using economy. But what
does compliance with the law mean in concrete terms at this point? Using the much
sought-after “simple language”, pre-formulated explanations of consent will become
even longer than before, because frankly it takesmanymorewords to explain a legally
and technically difficult issue in simple terms. To the same extent that a privacy policy
grows, the willingness of users to read it drops. It is therefore possible that compre-
hensibility increases, while the level of true information on the user’s side decreases.
It is not enough for the legislator to rely on the existence of an ideal user—someone
with a lot of time in today’s fast moving daily routines and with the disposition to
read lengthy terms and conditions of digital services.

A Solution on One Page?

There are a fewways to address the problem.One approach is to try to display themost
important parts of the content of a privacy policy on only one page, so that as fewusers
as possible are discouraged from reading simply by the sheer amount of information
to be read. These one-pagers, promoted by the German Ministry of Justice and for
Consumer Protection, are merely an additional source of information; they are not
meant to replace any formal data protection declaration, because they summarize and
inevitably simplify in a way (BMJV 2016). It is assumed that users will not read the
full declaration after having read the one-pager. But also the proponents of the one
pager concept would have to rely on users to read the page. And this is the crucial and
sore point: in the vast majority of cases no data protection declaration gets read at all.
With regard to the effectiveness of this promising approach , it has been scientifically
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found that, among consumers, the feeling of being informed does not increase with
the summary being on one page (ConPolicy 2018). Further efforts will therefore be
needed to approach a truly informed consent.

Transparency and Control

Knowledge and awareness are therefore indispensable for the data subject—and
citizens cannot acquire sovereigntywith regard to their own data without an overview
and certain control. Howmany people know to whom and where and when they have
given which consent for the use of their data? How many of these permissions to
use personal information were not revoked, even though they were no longer in the
interest of the data subject—just because the person no longer knew that they had
given this consent? They need overviews and controls—via some digital dashboard
or other technical solutions. Perhaps it is not primarily a task of data protection law
to foster such innovative tools. But lawmakers and politicians are called upon to be
more open minded toward news ways of dealing with the widespread problem of the
uninformed customer.

The German Foundation for Data Protection took this unsatisfactory finding—too
little openness concerning new solutions among the data privacy community—as an
occasion for a project dealing with potential technology-supported improvements
to the situation of consent. Some questions formed the starting point for the inves-
tigations: To what extent could technical consent assistants and consent platforms
ensure the strengthening of rights to information, the automation of the consent pro-
cess, the clarity and intelligibility of consent and the transparency of data processing
purposes?What solutions—both internationally and in Germany—already exist, and
where is further research necessary and worth promoting? We compared a number
of very different practical experiments and theoretical approaches from the realm of
the “Personal Information Management Systems—PIMS” (Horn et al. 2017).

The evaluation of technical possibilities and solutions in the field of PIMS shows
that many approaches could create the preconditions for the legal processing of the
relevant data and enable access rights or rights to restrict the processing, erasure
or digital oblivion of data without requiring repeated direct user interaction. In this
way, they would simplify the consent process. The approaches were analyzed from
the point of view of how to create transparency through automated creation of an
overview of the access rights of various applications; how to let the user decide
individually in advance who should receive what data and for what purpose; how
to enable users to take control by providing an overview of usage and how—in
terms of self-protection of their data—to motivate consumers to control their data
by exercising their rights to information. The examined projects showed significant
differences, both in terms of their technical approach and economic implementation.
They also differ in terms of howextensive the effect of the application is. For example,
a specific approach may only have one focus (e.g., pure user education), or it can
combine several different purposes.
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How About a Consent Agent?

A particularly outstanding innovation would, of course, be a real consent agent, a
tool that implements and executes the user’s privacy preferences according to his
specifications. In the ideal, such a “privacy-bot in the service of man” would not
only be able to give consent in the sense of the data subject, but would also contain a
database of consent declarations issued. This functionality would bring users much
closer to a state of having a good overview and control in the data area.

But of course, such tools would need to fully comply with the GDPR, which is
the supreme point of orientation in the area of data protection and the respective
legislation for at least the next 5 to 10 years. And as the GDPR includes specific
stipulations for consent, there are certain challenges for that new idea of user con-
trol. For example, to meet the conditions of GDPR Article 4, Paragraph 11, a clear
confirmative action is needed from the consent assistant. Similar to any data con-
troller under the rules of the GDPR, a privacy agent/data protection assistant would
also need to explain the circumstances of any planned or programmed consent in
easily accessible and understandable language to its user, including the type of data
affected, purposes, recipients or categories of recipients. Developers of privacy assis-
tance tools will also have to face the challenge that blanket consents are not valid. So
it would not be possible for a user to generally instruct their privacy app to provide
consent in a multitude of cases, for instance “for all cases where location data is
requested by a Belgian app” or “for all apps requesting car-related location data” or
other groupings like that.

For the functioning of a privacy assistant, it would be required that data protection
declarations and privacy policies becomemachine-readable. The tools would need to
assess what the vendor of any “opposite side” offers concerning the use of personal
data from the user. But also, any automated translation of data protection instructions
for a consent statement (for example, in the form of a list whose empty fields must
be activated by the user) must be subject to verification in each individual case. This
requirementmight decrease the effective usability and convenience of consent agents.
Difficulties might, for instance, arise if the data protection information references
contract-related purposes, or if a consent statement is generated from this on an
automated basis according to user preferences. However, no consent is required for
contractual purposes, only transparent information. If the consent assistant is used
in future to assist in the conclusion of contracts, then civil law and data protection
law will have to be separated. Under civil law, consensual statements of intent are
required for the formation of a contract, and as essentialia negotii of a purchase
contract, this also includes the definition of the subject and the contracting parties.
From a data protection perspective, data may be processed without consent if it is
necessary for contractual purposes. Nevertheless, transparent information about the
data processing (such as processing for contract-related purposes) must be provided.
In designing the consent assistant, care must be taken to ensure that this separation
is clear to the user.
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Additionally, from a data protection perspective, consent always includes a right
to revocation. With regard to the exercise of the right to revocation, any new system
should offer users a self-management function, so that users can change, correct and
delete their consent at any time. Thus, the requirements for a revocation from GDPR
Article 7, Paragraph 3 can be met. Problems that could arise in connection with
the new right to data portability (Article 20 DGPR) would then be bypassed. The
necessary accuracy of the data may be ensured by the system if the consent assistant
is able to prevent those types of data access in which the recipient, purpose and scope
of the specific personal data do not match. The potential recipients have access to
the records of users only on the condition that the right combination of legitimate
recipients and processing purposes are present. In cases of deviations, the consent
assistant must also be able, in dynamic form, to request and obtain the consent of the
user.

As part of the design of the consent assistant, the coupling prohibition and free
consent by the relevant parties must be observed to a special degree. All the circum-
stances must be taken into account, as well as whether the person can actually see in
full the marketing and/or scoring purposes for which the personal data is used. This
self-determination can be difficult to determine in certain individual cases. But the
more purposes are interrelated, or the more data recipients are involved, the more
likely the confusion for the person concerned. When using a consent assistant, the
impressionmust also not be created that, as a result, the data processing is complete—
especially if, for example, additional processing is planned for a legitimate reason.
The legal requirements of such ‘dynamic consent’ must be examined separately.

The consent assistant should be able to automatically ensure that consent is not
granted for an indefinite period, but that data accesswill automatically be prevented—
either when the purpose of use no longer applies, or if after an appropriate time the
user is asked if he/she wants to maintain his/her consent. In this case, the restrictions
on data storage (GDPR Article 5, Paragraph 1e) and data minimization are fulfilled
(GDPR Article 5, Paragraph 1c), since the person concerned decides what data is
processed and that access is subject to the declaration of consent together with the
category of recipients. The person responsible for the data processing must provide
the consent on an informed basis. Hemust provide the information prior to collection
of the data and must be able to show proof of consent. To support the transparent
design of the choices (purpose, recipient, data) and in the interest of an informed and
unequivocal expression of will, a consent assistant could—perhaps even should—
apply visual elements (GDPRRecital 58). For complex data processingwith different
purposes or recipients, the representation couldwell be anything but transparent, even
if a consent assistant were used. Regarding this, it could be examined to what extent
the so-called one-pager mentioned above would be useful as a transparent summary
of the consent given.

Overall, it should be noted that the legal requirements of informed consent and
consent platforms would be difficult to establish without additional insights into
economic behavior. Providing transparent information is a necessary—but not a
sufficient—condition for an accurate assessment of data protection risks. In this
respect, the emotions and cognitive abilities of the user are just as important, if not
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more important. In other words: the legal framework for informed consent can only
be assessed and structured appropriately if the actual willingness of users to actively
deal with the protection of their privacy is taken into account. Finally, it must be
noted that it is always crucial to ensure the future achievement of the General Data
Protection Regulation’s aim of putting in place a uniform and high level of protection
for natural persons, by applying an equivalent level of protection for the rights and
freedoms of natural persons with regard to the processing of their personal data in all
member states. In this context, it is particularly useful to consider uniform codes of
conduct or guidelines. In practical application, a consent assistant with transparent
design possibilities can contribute to the level of protection. Users have more control
over their options, since data can be collected directly from them with their active
participation and can be limited in time. However, technical developments must
constantly be critically examined against a background of automated decisions, the
possibilities of profiling and a change of purpose.

Towards a Layered Approach

In order to approach real informational self-determination, a high level of information
is indispensable. Certainly, this will not be attainable using just one of the possible
methods. Rather, the solution can be sought in combining them. In order to meet
the different requirements for the provision of information for the intended data
processing, a multi-layer model should be used. The aim is to have the best-informed
consumers. The multiple layers are in the best interest of consumer policy—and
they should also be in the best interest of the economy, because they are proof for
companies that they have sufficiently fulfilled their information obligations under
data protection law.

The bottom layer in the proposed model consists of a machine-readable data
protection declaration. To this end, it is necessary for the legislator to lay down
guidelines for the structure of such declarations in order to ensure uniformity. This
also facilitates the use of privacy bots that can capture and evaluate the content of a
privacy statement. As a second layer, the first visible-to-the-user layer builds up on
the machine-readable base layer. It is the full declaration on compliance with data
protection law, written by lawyers and read only by other lawyers (usually those of
the competitors). This layer corresponds to the “long” version of the data protection
information that we know today and which, on its own, brings no innovation what-
soever. But this well-known—and well-hated—standard element is supplemented
by the third and fourth layers. The third consists of the above mentioned one-pager.
Reading it requires less effort and perseverance than the “full” explanation. But the
effort is already considerably more manageable if a single page is to be read instead
of ten or more pages. If the content of a page is already too much for the reader,
the reader can go back—or better: step up—to the fourth level. It is the crowning
conclusion of the information pyramid, so to speak. It consists of symbols or little
pictures like those used in the license system of Creative Commons. Even current law
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would not need to be re-designed. The GDPR already mentions such “standardized
icons” in Article 12, Paragraph 7. The icons should give “a meaningful overview of
the intended processing.in an easily visible, intelligible and clearly legible manner”.
But since the final version of the adopted new European data protection law does not
contain concrete examples of icons, work remains to be done, supported by politics
and research. Initial proposals have been made in the past and new ones are being
added (Specht 2018). However, we still have important tasks ahead of us, especially
in the area of design and implementation.
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Chapter 8
Erosion of Civil Rights in a Digital
Society—Maintaining the Democratic
Society

Jimmy Schulz

Vigilance Is Required

A Democratic, Federal and Free State Under the Rule of Law

After the Second World War, Germany was in need of a new constitution that would
protect the people from the state and guarantee their fundamental rights. Therefore,
theBasicLaw for the FederalRepublic ofGermanywas promulgated on 23May1949
in Bonn, Germany. At the same time, the Federal Republic of Germany was founded.
This constitution substantiates the nature of the Federal Republic of Germany as a
democratic, federal and free state under the rule of law. The essential characteristics
are the Fundamental Rights, named in Article 1 to Article 19, which guarantee
freedom and equality to German citizens. They are binding for all three powers:
legislative, judiciary and executive power. Article 19, Paragraph 2 says: “In no case
may the essence of a basic right be affected” (Tomuschat and Currie 2014). With this
important paragraph, the German constitution protects itself from over-ambitious
politicians. The authors of the Basic Law for the Federal Republic of Germany
surely had no idea how digital transformation would affect our society. But that does
not matter. Fundamental Rights are always valid, regardless of whether we need
protection from the state in analogue life or in cyberspace.

With the progress of digital transformation, more and more decision-makers rec-
ognize challenges and possibilities of increased networking. But possibilities are
not always positive, some of the new opportunities even have the power to destroy.
To be able to focus on the positive ones and to avoid temptation, staunchness and
conscience are the key required characteristics of decision makers.
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The Big Eavesdropping Operation

Twenty years ago, in 1998, politicians in Germany decided to change one of the
Fundamental Rights with the purpose of improving police work. Technical develop-
ments led to new possibilities, which brought forth a change in Fundamental Rights.
This change affected Article 13: Inviolability of the home. The paragraphs 3–6 were
added. These additions empowered executive authorities to use measures of acous-
tical surveillance in any home in which the suspect is supposedly staying, but only
“pursuant to judicial order” and only under strict conditions. Furthermore, the idea of
checks and balances is clearly reflected in this change. The executive power gets the
right of acoustical surveillance, but only in consideration with the judiciary power.
Additionally, the legislative power has to be informed regularly, which is specified
in Article 13, paragraph 6.

Nevertheless, 20 years ago, this issue caused a huge controversy. A leading figure
of the opponents of this FundamentalRight changewas the formerFederalMinister of
Justice from theLiberalDemocratic PartyFDP,SabineLeutheusser-Schnarrenberger.
She tried to prevent the change of the law in her role as Federal Minister. When she
realized she could not stop the law from passing, she consequently resigned from
her post. But she did not stop fighting and brought an action before the Federal
Constitutional Court (GE: Bundesverfassungsgericht) in Germany. With her liberal
supporters—Gerhart Baum, the former FederalMinister of the Interior and Burkhard
Hirsch, the former Vice-President of the German Federal Parliament—she finally
succeeded in 2004, when the court delivered the judgment that large parts of the
law violated human dignity and were therefore unconstitutional. The judges did
not declare the changes in Article 13 themselves as unconstitutional, but numerous
regulations in the Code of Criminal Procedures based on the changes of Article 13.
Furthermore, surveillance should only be ordered on the suspicion of particularly
serious crimes. Additionally, conversations between close relatives may only be
intercepted if all involved parties are suspects and the conversation has criminally
relevant content. If these conditions are not fulfilled, the corresponding records are
not only worthless as evidence, but are not allowed to be made at all. In order
to establish constitutionality in the conduct of surveillance, surveillance must be
actively pursued by an official who, if necessary, stops monitoring as soon as the
conditions specified by the court cease to exist. Any form of automatically recorded
surveillance is considered non-constitutional. In summary, the right of the state to
intrude into citizens’ privacy is limited to situations that may pose significant risks
for the community (1 BvR 2378/98 2004).

We can summarize that 20 years ago, when the process of digital transformation
was still at its very beginning, politicians’ ideas for using new technology for surveil-
lance found fertile ground. It was the beginning of a steadily increasing number of
comprehensive proposals to limit freedom.
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But the plans from 20 years ago might seem kind of innocent compared to today’s
ideas. This development shows that we are still at the beginning of a revolution
that might cause a huge impact on our free and democratic society. The following
examples will underline this concern.

The Basic Law in Times of Digital Transformation—Under
Constant Fire

Digital transformation is speeding up. New technologies like autonomous driving,
hybrid humans, smart living and smart homes, new applications to simplify life,
artificial intelligence in general and even digitized clothing are booming. A new
generation of people, the so-called digital natives, are growing up with all these
things, taking them for granted. But will this new generation also consider their civil
rights as important, or will they become used to the fact that they are “transparent”?
What is our duty now?

Data Retention

One of the key terms is data retention. For years, experts have emphasized that storing
all communication without links to terrorism or even an involvement in crime is
absolutely the wrong way to go. This does not lead to greater safety, but only to
less privacy. With these data, it is possible to create a detailed profile of people.
The state has access to information about the websites that citizens visit, who they
called and where they were called from. Data retention can be used to identify social
relationships and to provide a comprehensive background about people’s private
lives. Politicians who support this procedure consider every citizen a suspect.

In cooperation with supporters of civil rights, several politicians from the liberal
party brought an action before the Federal Constitutional Court in Germany to stop
data retention.At themoment, due to anunclear jurisdiction and several constitutional
complaints, the law was put on hold until there is a judgment from the Federal
Constitutional Court. Maybe it is easy to store all these data and then just look for
what is needed to fight crime. It would even be easier to have a saliva sample of
every person in a database and install surveillance software in every smartphone or
computer (and car). Just because it is easy and possible, does not make it the right
way to go. Unfortunately, the right way to go is complicated and expensive. Many
people believe this is a price we should be willing to pay. About 40% of the German
citizens are concerned that the state has steadily increased monitoring them as a
result of technological development (Statista 2016).
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Governmental Malware—Spyware Made by the Government

Another issue is a disturbing new law that was passed by the Conservatives and the
SocialDemocrats in 2017with regards to online searches and surveillance of telecom-
munication. The way this extension of state power passed the legislative process was
considered controversial by many citizens and media: Two unrelated draft laws were
in the middle of the normal legislative process when the Committee on Legal Affairs
and Consumer Protection of the German Bundestag silently included (Deutscher
Bundestag 2017) these far-reaching surveillance instruments into these draft laws.
The “Gesetz zur effektiveren und praxistauglicheren Ausgestaltung des Strafver-
fahrens” (BT-Drucksache 18/11277) (EN: Law on the more effective and practicable
design of criminal proceedings) and the “Gesetz zur Änderung des Strafgesetzbuchs,
des Jugendgerichtsgesetzes, der Strafprozessordnung und weiterer Gesetze” (BT-
Drucksache 18/11272) (EN: Law amending the Criminal Code, the German Juvenile
Court Act, the Code of Criminal Procedure and other laws) normally would not be
associated with online searches and surveillance of telecommunications. However,
following the decision of the Committee on Legal Affairs and Consumer Protection
(BT-Drucksache 18/12785) adopted by the plenary, the amendments had been incor-
porated into the laws. Therefore, the legal foundation has been extended to allow the
so-called “Quellen-TKÜ” (GE: Quellen-Telekommunikationsüberwachung), which
means lawful interception at the device-level by malware, before any end-to-end
encryption can be applied. Also, online searches were added, which provides the
executive powers the right to search computers and smartphones by installing mal-
ware.

By pursuing this legislative procedure, silently including far-reaching restrictions
on privacy in the middle of the legislative process, a public debate nearly failed
to appear. The government avoided the standard process, which consists of three
readings in plenary and the involvement of the German Bundesrat. In the German
Bundesrat, the federal states participate in the legislation of the federation. The Fed-
eral Data Protection Commissioner was also not involved (cf. Beuth and Biermann
2017; Grunert 2017).

With this new law, the state granted itself the right to use spy software on
smartphones and computers of suspects—not only to prevent terrorism, but also
to detect, for example, counterfeiting of documents or tax evasion. Nevertheless,
online searches should only be applied if the alleged offense is particularly serious.
But this is not the case with the use of spy software for the purpose of telecommu-
nication surveillance. The problem is that the software used for telecommunication
surveillance is able to monitor much more information than lawfully permitted.

The “Quellen-TKÜ” has the goal of lawfully intercepting encrypted communica-
tion. The other part, the online searches, goes a significant step further and implies the
ability to search through all data—for example, data that is stored on a smartphone
(or accessible via the cloud). The Quellen-TKÜ is supposed to be similar to the inter-
ception of a telephone call, and the online search is comparable to the search of an
apartment. However, this important separation, which the legislator has envisaged,
is extremely difficult to implement from a technical point of view. Unfortunately,
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past reports have shown that the state has been using software that was not covered
by the legal framework, because the trojan used had significantly more capabilities
than permitted by law.

In addition, the installation of this malicious software obviously requires the
exploitation of existing vulnerabilities in IT systems. This constitutes a weak point
for overall IT security, as the state participates in the trade and the dissemination
of IT security vulnerabilities and prevents their effective remediation. This can lead
to major collateral damages to innocent citizens, as well as companies. The use of
backdoors and the participation of the state in digital black and grey markets in order
to acquire knowledge about security vulnerabilities or so-called zero-day exploits
from third parties are incompatible with the basic values of our liberal-democratic
order.

What’s Next? Public Surveillance Ideas

Data retention and governmental malware are two examples of these kind of ideas
that should make “evil” cyberspace safer, better or less complicated. But in the end,
they restrict the freedom of citizens. There are many other suggestions, such as face
recognition in public, which has already been tested by the federal government at
Berlin-Südkreuz, a heavily frequented train station in themiddle ofGermany’s capital
city.Another suggestion is the possibility of recognizing emotions via software. Some
politicians think that terror attacks could be prevented—for example, at an airport—
by identifying potential terrorists via monitoring of “dangerous” facial expressions.
One can imagine many different reasons that a person might look stressed, angry or
in any other form “dangerous” at an airport, such as if a flight is cancelled at the last
minute. Such a surveillance of emotions would significantly curtail citizen liberties
and constitute a huge loss of freedom.

Freedom of Speech—Online and Offline

In a democratic society, freedom of speech is fundamental. In Germany, it is written
down inArticle 5 of the constitution: Freedomof expression, arts and sciences. It says
in paragraph 1: “Every person shall have the right freely to express and disseminate
his opinions in speech, writing and pictures, and to inform himself without hindrance
from generally accessible sources. Freedom of the press and freedom of reporting by
means of broadcasts and films shall be guaranteed. There shall be no censorship”
(Tomuschat and Currie 2014). Today, many people get their information through
socialmedia platforms. They use them to get updates and news from their friends or to
share their thoughts and opinions. This novelty that allows everybody to express him-
or herself online through a blog or a social media profile has advantages for a great
majority of people. But some people use this chance to distribute lies, hate speech and
even illegal content. This has led German politicians to propose the rules to require
that social media companies like Facebook and Twitter quickly remove this kind of
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content from their sites, or face having to pay high fines. This model is now also
being discussed on the European level. About 45% of the German citizens believe
the so-called German Netzwerkdurchsetzungsgesetz or “NetzDG” (EN: Network
Enforcement Act) constitutes a serious threat to the freedom of expression of the
public (Civey 2018). It therefore should not become a role model. The concern about
this model is that there is a risk that, in case of doubt, the companies concerned will
opt for deletion of online content in order to avoid paying high fines.

Moreover, it is unacceptable to allow companies to act like judges and decide
which content is covered by the right to freedom of expression and which is not. This
is primarily a governmental task and will cost money, because more judges with a
special training are needed.

Some European politicians even promote the idea of obligating online services
to monitor and filter content, even before it’s uploaded, by introducing so-called
“Upload Filters”. This would mean that private companies decide which content is
allowed to be distributed online—taking a significant step towards censorship.

Bavarian Surveillance Fantasies Threatening a Whole Country

The past has shown that many ideas curtailing civil rights came from the conservative
side of the political spectrum. Many of these ideas have their origin in Bavaria.
The conservative party, called CSU (DE: Christlich Soziale Union), has governed
Bavaria since 1957. This is a local Bavarian party, which builds a union with the
CDU (DE: Christlich Demokratische Union Deutschlands) on the federal level. The
CSU had a majority in the Bavarian Parliament in 2018, meaning they could easily
make far-reaching political decisions. Furthermore, a new party appeared and gained
strength against the background of the refugee crisis in 2015 in Germany. The AfD
(Alternative für Deutschland) is another very conservative and nationalistic party
that seems to be attractive to very conservative, perhaps some of them former CSU,
voters. Therefore, the CSU had to regain their attention, especially with regard to
the Bavarian State Elections on 14 October 2018. Additionally, the former Bavarian
PrimeMinister was nominated asGerman Federal InteriorMinister half a year before
the elections. In his first speech in theGermanBundestag as Federal InteriorMinister,
he announced the desire to make Bavaria a role model for Germany as a whole.

Police with Secret Service Tasks

In 2018, the Bavarian government (CSU-led) drafted a law for the Bavarian parlia-
ment (CSU majority) that many have equated with turning the police force into an
intelligence service. The plans of the so-called “Gesetz zur Neuordnung des bay-
erischen Polizeirechts” (BayLT-Drucksache 17/20425) (EN: Law on the reorganiza-
tion of the Bavarian police law) lead to a weakening of judiciary power. As was the
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case 20 years ago, surveillance only was permitted “pursuant to judicial order” under
strict conditions. The CSU wants to change this. Additionally, the law would allow
the police to make videos while people participate in peaceful assemblies, butting
up against Article 8 of the Federal Constitution, which guarantees the “Freedom
of assembly”. The draft law includes additional controversial ideas. It would allow
police to spy on computers and smartphones if they think there is an imminent dan-
ger. The police could also change and delete information on these computers under
special circumstances. Since the foundation of the Federal Republic of Germany and,
thereby, the establishment of the German Basic Law, no police force ever had similar
powers. Additionally, Members of the Bavarian Parliament submitted amendments
to make this law even stricter—for example, by obligating IT companies to imple-
ment vulnerabilities in their products that could be used by the state. People all over
Germany (more than 30,000 citizens inMunich, the capital of Bavaria) demonstrated
against this law (Süddeutsche Zeitung 2018).

Recommended Steps to Protect Civil Rights

Transforming Possibilities into Chances

New technologies offer many possibilities to make police work more efficient but
also to restrict the civil rights of a country’s citizens. There are many controver-
sial ideas popping up that are discussed, decided upon, implemented, concretized
and sometimes even withdrawn. Without a doubt, the digital transformation has the
potential to lead people to another age of democracy, with another view on civil
rights and transparency—this is already happening.

The previous explanations focused on the dangers to civil rights while a demo-
cratic digital transformation is happening. But citizens should not be scared when it
comes to the future and technical innovations. There is a lot of power in this digital
transformation, along with many positive ideas that can help save and improve lives.
Politicians and citizens would do well to focus more on these beneficial ideas. The
question is: How can they succeed?

Investing in Education—Sensitizing People—Enlightening Politicians

To seize the full potential the digital transformation has to offer for society, there
are three tasks that can be focused on: providing a better (also digital) education,
raising awareness and being persistent. The future generations must be prepared to
handle new technologies at school and older generations should never stop learn-
ing. In particular, multipliers like politicians or teachers should refresh their knowl-
edge of history and explain the reasons and the importance of fundamental rights to
everyone. Furthermore, today’s stakeholders have the responsibility to deal with the
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consequences of their decisions. There need to be social debates about civil rights
in the digital world, and multipliers need to be able to counter the attitude of people
who say, “Surveillance is ok. I can accept it because I have nothing to hide”.

A Right to Encryption

One of the basic rights in a digitized society is online privacy. On the one side,
Article 10, paragraph 1 of Germany’s Fundamental Rights states that “the privacy
of correspondence, posts and telecommunications shall be inviolable” (Tomuschat
and Currie 2014). If people send letters, they regularly use an envelope. But emails
are often sent unencrypted, which is comparable to a postcard—anyone could read
it. For that reason, a right to encryption is needed. This implies that all providers of
telecommunication services should be obligated to offer the standard version of their
communication service (end-to-end) encrypted.

Good Ideas from Politics

Luckily, there are alsomany positive political initiatives. Two of them are particularly
noteworthy.As early asApril 2016, theEuropeanGeneralData ProtectionRegulation
(GDPR) (EU 2016/679) was adopted, and it became effective on 25May 2018 after a
two-year transition period. It establishes a harmonized data protection framework in
all 28 Member States of the European Union. This regulation enables all individuals
in theEuropeanUnion to have control over their personal data via several instruments.
The GDPR is based on several principles. One is the principle of explicit consent as
the foundation for data collection and processing (opt-in), which also strengthens the
data protection authorities as it provides for the possibility to impose severe sanctions
in the case of data protection infringements—such as fines of up to e20 million, or
4% of the annual worldwide turnover of a company, depending on which sum is
higher.

Furthermore, negotiations of the so-called ePrivacy Regulation, are taking place
on the European level. The regulation’s goal is to ensure “the protection of funda-
mental rights and freedoms […] in particular, the rights to respect for private life and
communications and the protection of natural persons with regard to the processing
of personal data” (COM/2017/010 final—2017/03 (COD), Article 1). It will com-
plement the GDPR with regard to electronic communications data. The ePrivacy
Regulation could ensure that the same high privacy standards apply for so-called
Over-the-Top communications services (e.g., widely used messenger services), as
well as “traditional” telecom operators in the future.

The GDPR and the ePrivacy Regulation are important steps to ensure that all over
Europe, people and businesses profit from a harmonized set of rules that strengthen
the sovereignty over their own data. Data sovereignty is fundamental, if we want to
ensure the autonomy of each citizen in the digital world.
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Courage First—Concerns Second

“Digital first—Bedenken second” (EN: digital first, concerns second)—this claim
was used by the Free Democratic Party (FDP) to promote innovative ideas for the
digital sphere in the campaign for the Federal Elections in 2017 in Germany. This
is the attitude toward new technologies that leads to great innovation. There is not
a contradiction between this claim and the former explanations, as long as the fun-
damental rights of all people are guaranteed, and they are empowered to profit from
the opportunities offered by digital transformation.

This is the guiding principle on which an international ethical fundament could
be built on. The internet is a good thing after all!
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Chapter 9
Transatlantic Cyber
Forum—Cooperating on Borderless
Cyber Security Challenges

Sven Herpig and Julia Schuetze

Introduction

This chapter aims to contribute to the discussion around the qualities of effective
policy-makingmodels and formal and informal institutions for dealing with complex
issues, such as what the cyber security for democratic processes might look like and
what organizational features they may have. It first describes how different some
of today’s challenges are, such as cyber operations against democracies, and why
traditional institutions may struggle to find policy solutions for them. Subsequently,
the chapter analyses the extent to which new forms of policy-making models have
been applied. Ultimately, it evaluates the Transatlantic Cyber Forum as a recently
established institution that includes some new features.

Legal and policy solutions always seem to be two steps behind the current reality
of digitization. Cyber security challenges in particular are deemed highly complex,
and they develop and change quickly. They affect a diverse group of people, and
more importantly, solutions to the problem require responsibility and expertise from
different sectors. Cyber security is a global issue that, nonetheless, can have direct
and local effects. These features make the problem very hard to deal with in tradi-
tional policy-making and decision-making structures. Current political institutions
are overwhelmed, and we have seen them struggle with the issue until today. The
inability to overcome such challenges can erode the public’s trust in the govern-
ment. This is especially problematic for processes like elections, which derive their
legitimacy from a high level of public trust.
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A simple security standard recommended by the executive branch could have
prevented the 2015 cyber operation against the German Parliament; however, the
legislative branch did not implement the recommendation well enough, most likely
because differences in security system organizations across the branches of govern-
ment led to a failure in knowledge transfer. Moreover, intergovernmental responses
appeared uncoordinated due to a combined lack of trust and processes in place. Sim-
ilarly, in the 2016 U.S. election, “the lack of a trusting relationship between the FBI
and the DNC allowed an active cyber operation to continue for months. It appears
that there was neither a comprehensive communication strategy on the side of the
FBI nor a trusted relationship between members of the FBI and the DNC” (Herpig
2017a, b: 15).

The election process has digitalized, and while new technologies are beneficial
in this context as they improve efficiency and inclusion, they can lead to serious
security vulnerabilities that threaten democracy, if the corresponding challenges are
left unaddressed. Cyberattacks during elections can succeed for many reasons, and
security failures may stem from a myriad of reasons, including vulnerability in a
company’s software, unawareness of staffers who fall for phishing emails, an active
cyberattack where security infrastructure does not hold up, or failed communication
channels. The list goes on. Themany entry points for security failuresmakes solutions
highly dependent on different stakeholders and their behaviors. A constitutionally
created division of powers means a separation of the federal and state level—this is
what actors, such as political institutions know; however, the new threat may create
a need to adapt mechanisms that still ensure security. Thus, handling cyber secu-
rity presents a problem for the traditional political system since it exacerbates state
and federal frictions, as Shackelford et al. (2017: 631) argued, and creates problems
for voting security. Moreover, private companies and individuals could become reli-
able for security purposes or serve as first responders when an attack occurs. Thus,
institutions need to find a way to integrate their roles into the policy solution. On
top of that, there is an international relations perspective as cyber operations gain
momentum as a preferred tool of international conflict resolution for several nation
states. This makes the challenge extremely difficult to address, not least because the
solution relies on incorporating the roles, responsibilities and expertise of diverse
stakeholders at all levels from local to international.

Governments need to use a variety of policy instruments to find an effective solu-
tion that reflects the interconnectedness of the problem.Kambiz (2017) found that “in
the complex world of today, important policy and business decisions are still made
with a 17thCentury reductionistmindset and approach.Yet, complex challenges such
as climate change, poverty, public health, security, energy futures, and sustainability
transcend any single science, discipline, or agency. Rather, they require integration of
social, economic, cultural, political, and environmental concerns to achieve accept-
able and sustainable outcomes”. Thus far, however, traditional institutions still work
on solutions separately in their field or disciplines, whichmakes it harder to develop a
coherent strategic plan for tackling cyber operations against democracies effectively.
Gnad (2016) argued that in a world where there are difficult and highly complex
challenges, such as cyber security—an unknown terrain for most states—the social
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stability and political order is challenged. All of this inevitably leads to the question
of whether or not we need to adapt or redesign existing institutions to tackle the
challenges that arise.

Features of Multi-stakeholder Models

Theoretical research has discussed what features institutions would need in order
to be able to better tackle challenges like cyber operations against democracies.
Fuerth and Faber (2012) talked about complex national missions and noted that rel-
evant foundational systems, such as the electoral system, are vulnerable because of
cyberspace (seen as a global network of IT-systems.). Those vulnerabilities, Fuerth
and Faber (2012: 31) argued, can only be addressed by a whole-of-nation planning
and synchronized execution approach. Challenges of such a complex nature call for
a more diverse set of actors to engage in meeting the challenge. One example could
be what Torfing et al. (2012: 14, in Fowler 2014: 3) categorized as multi-stakeholder
initiatives (MSI). AnMSI is a form of “interactive governance”, the complex process
throughwhich a plurality of actors with diverging interests interact in order to formu-
late, promote and achieve common objectives by means of mobilizing, exchanging
and deploying a range of ideas, rules and resources. MSIs—alongside public-private
partnership, collective impact initiatives and others—aim to solve local problems
caused by global governance failure, which is the case in cyber security (Abbassi
et al. 2013). Kambiz (2017) argued that solutions to cyber security challenges would
entail the “synthesis of diverse knowledge and perspectives in a transparent and
unifying decision-making process, engaging stakeholders with competing interests,
perspectives, and agendas under uncertain and often adversarial conditions” (Kambiz
2017: 14).

Furthermore, it is globally recognized that cyber security needs to be handled
collectively with all stakeholders. As early as 2011, a special meeting by the United
Nations recognized this as a “necessity for member states, the private sector, civil
society organizations and law enforcement agencies to work in concert to manage
the risks of our increasing interconnectivity” (UN DESA 2011). It is therefore even
more important that the national cyber security architecture is effective and ensures
a good workflow with a diverse set of actors. Kania and Kramer (2011) also agree
that MSIs can be a type of collaboration, among others, to tackle the local prob-
lem. They have further identified that if actors tackle such a complex issue alone,
the isolated approach is ineffective, since the problems arise from the interplay of
governmental, civil society and commercial activities rather than the behavior of
one specific sector alone (Kania and Kramer 2011: 38). In the related complex
issue of Internet Governance, Pohle (2016) looked at the discourse and delibera-
tions of the UN Working Group on Enhanced Cooperation (WGEC). The objective
of this multi-stakeholder group was to overcome controversies on the role of gov-
ernments in Internet Governance, which have persisted since the World Summit on
the Information Society (WSIS). Pohle found that multi-stakeholder processes all
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contribute to the joint (though frequently contentious) production of discourse and a
shared understanding of the issues at stake. “Overall, the production processes within
multi-stakeholder groups can be considered as attempts at social ordering in Inter-
net Governance because these processes generate discourses and create institutions
which add to the shape and materiality of Internet Governance rules and procedures”
(Pohle 2016). Thus, to solve those problems, discourse orientation could be useful to
achieve a common understanding of a problem since no individual or group has all
the answers, as there are multiple “truths” depending on one’s past experiences and
current reality. Hence, diverse insights and alternative points of view are imperative.
Cyber security governance could be inspired by issues of Internet Governance and its
corresponding proposed solutions. If an MSI transcends the national level to include
international stakeholders, it certainly benefits from new perspectives and best prac-
tices. The downside is that some of those solutions might be too country-specific,
and therefore difficult to adapt and adopt by others. Additionally, some challenges
might be easier to solve on the international level due to the nature of cyberspace
itself.

What this literature asks is that policy-making should be cross-sector, open-
minded, adaptive and discourse-oriented. When it comes to the question of which
countries might cooperate in solving the shared challenge of security in the era of
digitization, the United States as leading technological power and Germany—with
its role within the European Union and history of strong privacy and security safe-
guards—come to mind, among others. In theory, the U.S. and Germany would make
for a capable alliance in solving those challenges. However, with the Snowden reve-
lations, the CIA’s and NSA’s unfortunate role in theWannaCry and NotPetya (Herpig
2017a, b) outbreaks, as well as Trump’s rather disruptive presidency, the relationship
between those two governments has been far from perfect as of late.

Existing Cooperation Models

When we look at the approaches that have been implemented to tackle cyber security
policy challenges, we can see thus far established cooperation models for tackling
common problems. There are international, transnational, regional, EU, multilateral
and bilateral cooperations. Additionally, there are national best practices that are
adopted by other states.Moreover,we have seen some examples that take into account
different stakeholders and aim to establish them in traditional institutional settings.

An example for international cooperation in the field of cyber security is the
United Nations Group of Governmental Experts (UN GGE) on cyber norms (CCD-
COCE 2017b). The goal was to establish and agree on norms for state behavior in
cyberspace. After the last round of UN GGE talks ended without consensus, it is
currently unclear where it will be heading. For the majority of the time, this group
of experts consisted of governmental experts with diplomacy backgrounds. This has
been a critical view as “experts from technical backgrounds can be ‘left behind’
in the sometimes intense diplomatic negotiations that accompany a GGE” (Lewis
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2016: 5). Moreover, the problems and issues that led to unsuccessful negotiations
in 2017 were very narrowly focused on judicial definitions. “Leaders, managers,
and policy makers are often frustrated by a lack of consensus and collaboration on
challenging issues—so they end up blaming outside factors or each other” (Kambiz
2017: 5). This can be challenging to overcome.

Transnational cooperation extends beyond government stakeholders and includes
non-state actors such as companies and civil society organizations. Two of the main
developments in this area are currently undertaken by Microsoft and the Carnegie
Endowment for International Peace (CEIP). Microsoft is pushing for its “Digital
Geneva Convention” (Smith 2017), which consists of three pillars: governments
should agree to refrain from cyberattacks, companies should sign a Tech Accord
consisting of principles to protect citizens and, lastly, to set up an independent attri-
bution council for cyberattacks. While Microsoft’s approach appears to be even
broader than the UN’s, CEIP is limiting its scope to a specific area and target group.
Its approach aims to shield the international financial markets from cyber threats
by getting the G20 states to agree to refraining from cyberattacks against financial
institutions (CEIP 2018).

Two examples for regional cooperation in cyber security are the Tallinn manual
drafted by the NATO Cooperative Cyber Defence Centre of Excellence (CCD COE)
(CCDOC 2017a) and a set of confidence building measures developed by the Orga-
nization for Security and Co-operation in Europe (OSCE) (OSCE 2018). The Tallinn
manual analyses the applicability of international law to cyberspace. OSCE’s confi-
dence building measures are designed to prevent or resolve an unintentional conflict
caused by cyberattacks.

The EU level has also just recently picked up pace in promoting cyber security
cooperation to its member states. One example here is the Directive on security
of network and information systems (NIS Directive) (EC 2018), which consists of
several aspects, such as setting up a cooperation group on cyber security, as well as
a network of Computer Security Incident Response Teams (CSIRTs).

Multilateral cyber security cooperation describes partnerships between various
states such as theEuropeanGovernmentCERTs (EGC) group (EGC2014). It consists
of Computer Emergency Response Teams (CERTs) of a subset of EU states that
share privileged information with each other. Similar to multilateral cyber security
cooperation, there is bilateral cooperation, such as the U.S.-China agreement on
cyber crime (Rollins 2015).

Last but not least, there are national best practices that become adopted by other
countries. One example here would be the German IT-Grundschutz, an extensive set
of security measures for soft- and hardware, which has been translated and adopted
by Estonia (RIA 2016).

This shows that there already are steps taken and realization that the problemneeds
to be defined from different viewpoints, and that the solutions should include tasks
for a different set of stakeholders; however, it is still very government-dominated.
Moreover, it shows that traditional means are still useful and have the potential to be
adapted as those new problems have local and global affects and, therefore, call for
solutions that consider all those levels.
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A case study that aims to combine the transnational and bilateral cooperation
components with national best practices, but also uses more features of the multi-
stakeholder model focusing on intersectoral work, is the Transatlantic Cyber Forum.

A Forum Was Born

In addition to the signal intelligence practices, the Snowden documents indirectly
revealed that there was little to no fallback mechanism when it comes to bilateral
exchanges on the political, legal, societal and technical aspects of privacy and IT
security, essentially: cyber security policy between Germany and the U.S. The bilat-
eral relations were not resilient. Thus, to enable a solution-finding process, today we
cannot only rely on inter-governmental work. When the governments do not talk to
each other, there is little in theway of transatlantic exchange on current developments
and best practices regarding cyber security policies.Without that, it becomes increas-
ingly difficult to tackle global security challenges arising from digitization. After all,
because it is a common problem, solving it together bears a certain value and might
strengthen the transatlantic relationship at the same time. This shows that a transat-
lantic exchange of ideas on how to improve cyber security policies is needed. The
Transatlantic Cyber Forum (TCF) was established on this basis with transatlantic,
independent and equal funding from the American William and Flora Hewlett and
the German Robert Bosch foundations. It was clear from the beginning that a sus-
tainable and resilient partnership cannot be achieved through a one-off conference.
The underlying project was therefore designed with an initial two-year timespan to
set up an expert network. It became home to lawyers, hackers, political scientists,
former government employees from academia, civil society and the private sector,
among others. It is still crucial to keep in touch with the respective governments—as
they are the target audience of any cyber security policy proposal—but not so closely
that a future disruption of the bilateral relationship would also degrade the cohesion
of the network. Due to the many facets of cyber security, the network needed to
draw from various backgrounds and sectors (see Fig. 9.1). As of the time of this
writing (April 2018), the core network consists of 96 experts, out of which 39 are
German, 50 are American and seven come from other EU countries. Academia is
represented with 20 experts, civil society and think tanks with 45 and the private
sector with 31.

There was no particular challenge that the network was supposed to work on—it
was created as an expert network that spots and works on the most topical issues of
cyber security with a comparative methodology, aiming to deliver good practices.
The task is to learn from each other and create something that can be of use on both
sides of the Atlantic. This process resulted in the establishment of three different
working groups on the topics of “encryption policy and government hacking”, “cyber
defense and political IT-infrastructures” and “intelligence governance and oversight
innovation” (SNV 2018b).
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Fig. 9.1 Transatlantic cyber forum, management structure. Own Source, 2018

With theGerman foundation StiftungNeueVerantwortung hosting the TCF,Berlin
became the physical home of the network.

The way that cooperation works with the TCF ticks several of the international
cooperation boxes while, at the same time, using features of the multi-stakeholder
working model. It is composed of representatives of non-state actors from different
countries, mainlyGermany and theUnited States, and it has a transnational character.
At the same time, TCF aims at creating good practices to be adopted by states. It
draws from existing best practices and, therefore, also qualifies as cyber security
cooperation by national best practices. TCF tries to influence policy-making mainly
in Germany and the United States but—as will be mentioned later on—considers
extending to other EU countries individually or collectively. TCF as a robust and
active network of cyber security experts might not be unique, but it is certainly a less
traditional approach toward cooperation.

Features of the TCF as amulti-stakeholdermodel would be that it is intersectional,
interdisciplinary, discourse oriented and learning posture, adaptability mindset as in
aiming to understand to what extent existing structures could be changed to be able
to deal with the problems in a better way.

Establishing Trust

Trust is crucial for the cohesion of any multi-stakeholder process. Trust-building has
therefore been a central component of the TCF setup. Every expert who joined the
network has been invited only after an exchange with the TCF core team at the SNV.
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It is important that both sides know and agree on the network’s vision, goals and
expectations.

Transparency also plays a vital role in maintaining trust. Thus, all information
and working processes have been designed to be as transparent as possible. The TCF
website features everything except the names of those experts who did not agree
to be publicly named. Within the working groups, however, a list of members is
regularly circulated. Additionally, all members get invited to the workshops and can
participate in the online collaboration of the working papers, where they are able to
see the comments of other members as well.

Constant information exchange has been identified as an additional method for
maintaining trust and cohesion within this multi-stakeholder process. To achieve
this, TCF has established a couple of information exchange formats. Policy debates
regularly provide a short update and analysis of topical developments in the German
cyber security policy arena. The target audience is the non-German group of experts
within the network. For the German experts, the TCF has established a regular,
informal exchange of ideas and current policy developments in Berlin.

The TCF has advocated for its role as being a point of contact for American
stakeholders (experts, journalists, etc.) inside and outside the network trying to get
in touchwith relevant German, and partially EU, stakeholders to learnmore about the
current developments in the field. The same goes for German stakeholders looking
for contacts in the United States and information about the current developments
in cyber security policy on that side of the Atlantic. One example for its role as
intermediary has been the clarification of Germany’s position toward backdoors and
hard- and software products. After a French-German exchange on cyber security
on the EU level, their conclusion was incorrectly translated and interpreted, and
the TCF reached out to U.S. (and international) experts and media to correct this
misrepresentation (Herpig 2017a, b) as it might have had an undesired political
impact on the other side of the Atlantic.

Defining a Common Agenda

Creating an expert network that shares information about policy developments and
events is one thing. Having the experts truly engage in collaborative work is a much
harder goal to achieve. It is therefore crucial to choose common challenges and
develop an agenda that most of the experts agree on. Getting this buy-in is vital for
the sustainability of the network. To accomplish this, the TCF started with bilateral
talks in Berlin and a preliminary pre-project meeting inWashingtonD.C., to see what
current issues the experts would like to work on. Only topics that were mentioned
on both sides of the Atlantic made the cut, in order to facilitate a truly transatlantic
cooperation. The second step in this methodology is to draft a problem analysis paper
for each topic and get the experts together for a face-to-face workshop with possible
remote participation. Having the working group members discuss the problem anal-
ysis is vital, as sometimes the underlying problems or the order of problems to be
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solved can only be found via open discourse between different stakeholders. Then,
the goal to jointly develop a way forward as a group can be established. This requires
the facilitators of this cooperation to not have a fixed solution in mind and allows
the working group to set the agenda. Crowd-sourcing the work frame is useful for
identifying a shared challenge that matters and can be solved by the working group.
Additionally, it increases the buy-in and therefore the participation of the individual
working group members during the upcoming policy development.

Working Group on Cyber Defense and Political IT
Infrastructures

Political institutions have always been in the crosshair of intelligence agencies. The
cyberattacks directed against the German parliament in 2015 and the Democratic
National Committee (DNC) during the runup to the 2016U.S. elections (SNV2018a)
showed that this behavior would not stop in cyberspace either. The latter, however,
highlights a disturbing development. It shows that election and campaigning infras-
tructures are increasingly vulnerable to cyberattacks. This strikes directly at the heart
of any democracy. TCF was set up only months after the DNC hack and nine months
prior to the upcoming German elections. It was therefore apparent that the cyber
security of political IT infrastructures would be another issue that the TCF would
tackle. The election and campaigning systems in both states are very different from
each other. The U.S. system is highly digitized, with several states even using vot-
ing machines without paper ballots for accountability. Furthermore, elections in the
United States are clearly a state and not a federal issue. In Germany on the other
hand, the campaigning and elections are much less digitized and still rely on paper
ballots. Results are digitized later on, but there is always a paper ballot for account-
ability and recounting. The federal level takes a larger role when it comes to the
security of election infrastructure. Since the working group was set up, U.S. policy-
makers have been debating possible measures to better protect their elections. In
Germany, there was a brief discussion leading up to its 2017 elections, with some
additional safeguards being implemented, but nothing beyond that. Again, the work-
ing group decided to focus on a problem that is a shared challenge for both sides
and where different measures have been taken in the past to tackle it. Based on the
first problem analysis paper—which was more focused on actively deterring further
cyberattacks against political IT infrastructures (SNV 2018a)—the working group
decided to discuss increased resilience for a data-driven electoral process in democ-
racies and provide corresponding recommendations to the respective governments.
Those recommendations are developed to help government identify and understand
the different responsibilities and, therefore, a variety of possible policy instruments
that would address the overall security of the democratic process.
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Collaboration Is Key

For the project’s transatlantic security cooperation, collaboration is key. This collab-
oration heavily relies, similar to the trust mechanisms mentioned earlier, on digital
communication. A key component for the collaboration is certainly the face-to-face
workshop. However, even those workshops were digitally infused with meticulously
planned remote participation for those experts who could not join in person. Remote
participation was not merely limited to a video chat with the working group, but
simultaneous online collaboration in which the white board and other moderation
tools and techniques weremirrored through shared documents. The goal was tomake
remote participation feel as non-remote as possible.

In addition to remote participation in the workshops, all working group members
are encouraged and enabled to actively participate in the drafting of the input and
policy recommendation papers. The initial versions of the policy products are drafted
by the TCF core team based on the outcome of the first round of workshops and
additional suggestions by individual working group members. The first consolidated
draft is then shared online with the entire working group for collaboration. Members
can add suggestions and even comment on input from other others. This dynamic
process fosters collaboration, transparency, buy-in and, ultimately, the quality of the
policy papers and the sustainability of the working groups.

At any stage of the process, the experts can decide to participate or not and in
what capacity. They decide if their involvement is publicly reflected in the papers
and on the website or not. To the working group itself, every process is presented in
a transparent manner, enabling individuals to assess them and decide how and when
to engage.

Joint Way Forward

The title of this collection of articles is “Redesigning Institutions—Concepts for the
Digital Connected Society”. Rethinking traditional institutional concepts to find joint
solutions in a fast-changing field—such as cyber security—with shared challenges
faced by every government around the world seems prudent. The Snowden revela-
tions, increasing hostilities in cyberspace and the disruptive politics of the Trump
presidencywere awake-up call for the transatlantic community to buildmore resilient
networks, share information and collaborate on finding good solutions. And while
the authors do not believe that the TCF is a truly novel approach, it reflects how
trust building and collaboration can be achieved in the digital connected society of
today. The core values TCF as an institution is built upon are independence, trans-
parency and sustainability. The workflow uses many features that adhere to multi-
stakeholder policy-making. This includes aspects such as regular communication,
interdisciplinarity and intersectional discussions to achieve and maintain those core
values.Moreover, it focuses on learning and includes amindset that aims to engage in
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a deeper understanding of how the institutions today may have to adapt to better deal
with the problem. Unique, too, is the openness to emergent outcomes, which allows
for solutions that emerge from the discourse between the different participants.
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Chapter 10
Redesigning Corporate Responsibility
How Digitalization Changes the Role
Companies Need to Play for Positive
Impacts on Society

Nicolai Andersen

Introduction

Let us imagine a girl of 11. For about one year, she has owned a smartphone with the-
oretically unlimited and unrestricted access to the Internet. Her parents have decided
that the right time to be “old enough” for a smart-phone would be the transition from
primary school to secondary school. They saw it as their responsibility to allow her
to be part of a digitalized social life on WhatsApp, Snapchat, etc. Again, they saw
it as their responsibility to allow her to become digitally literate. And they saw it as
their responsibility to allow her to make use of the convenience of digitally assisted
life.

Positive developments occurred. The 11-year-old has contributed great works of
digital art to the family photo collection. She recently helped her family to understand
the entireGreek andRomanmythology through instant research in the ruins of ancient
Greece. And she is able to ask her parents in real-time for advice when she wants to
buy a dress or tries to fix her broken bicycle.

But of course, negative developments also occurred. Like so many other kids,
she also spends more time chatting with her friends than actually talking to them.
She developed an addiction to mobile games, sacrificing her time on more creative
leisure activities. And she learned the hard way that there is no such thing as a free
lunch, that getting something for free requires giving something in return—in most
cases in the digital world, this means personal data.

Today’s functionalities on the 11-year-old’s smartphone are not the functionalities
of tomorrow. Looking into the future, technological progress on her smartphone will
occur that could be considered positive or negative—depending on how you look
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at it. Many researchers believe that digital technologies continue to develop at the
pace of “Moore’s Law” or faster, which would mean an exponential development
(Shingles et al. 2016). Or in easier words: The changewe sawwithin the last 12 years,
is the change we will see in the next six years. Looking back 12 years ago takes us to
the time before the market entry of the iPhone, thus before we all could even imagine
what apps would do to our day-to-day lives. The same change, which we cannot
imagine today, will occur to our lives in the next six years. Before the 11-year-old
turns 18.

Is it just the responsibility of parents to make sure that Digitalization affects their
daughters and sons only in positive and not in negative ways? Is it the consumers,
employees and citizens that have the responsibility to create positive impacts on their
society through Digitalization? Or is it the responsibility of governments to regulate
Digitalization in a way that it only creates positive impacts on society? And what
roles should companies play?

The intention of this article is to take a closer look on the responsibility of compa-
nies for the positive impacts of Digitalization on society, considering the increasing
speed of change and growth of complexity of digital technologies.

Corporate (Social) Responsibility

Viewing companies as responsible for the positive impacts of their business is not a
new concept. It has long been discussed and is, in parts, being executed by companies
under the umbrella term “Corporate Social Responsibility” (CSR). In one of its
wider definitions, CSR is seen as “the continuing commitment by business to behave
ethically and contribute to economic development while improving the quality of
life of the workforce and their families as well as of the local community and society
at large” (Moir 2001).

There have been numerous discussions on why companies actually should invest
in CSR programs, including the view of CSR as a part of creating stakeholder value
and thus shareholder value (Hübscher 2015). Benefits from acting socially responsi-
ble include—among others—talent attraction, public image, process efficiency and
employee loyalty (Shingles et al. 2016), as well as creating newmarket opportunities,
enabling proactive regulatory relationships and building resilient, sustainable supply
chains (Mennel and Wong 2015, see Fig. 10.1).

Despite these positive impacts on a company’s ownbenefits, investing strategically
in social responsibility is not a given. A Deloitte study examining the social impact
practices of the 2014 Fortune 500 global public companies revealed four business
archetypes:

There may be differences in the percentages in each of the archetypes, if you take
different samples, depending on the size and country of origin of the companies.
Some companies just have a different corporate social performance depending on
specific environments, stakeholders and local issues (Moir 2001). But it still has to
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Fig. 10.1 Business archetypes of fortune 500 companies concerning their 2014 social impact
strategies. Source Mennel and Wong (2015)

be concluded that CSR—for the majority of companies—is not perceived as being
of the highest importance for a company’s strategy.

The reason for that may reside in the two dichotomies that, according to Hübscher
(2015), lead to CSR being treated in a rather reactive and residual way, versus treating
CSR strategically:

• The dichotomy between responsibility for the economy versus responsibility for
society

• The dichotomy between goals for the economy versus goals for society

Only if these dichotomies are cleared, Hübscher argues, would companies con-
sider CSR as way to create positive shareholder value and would, thus, invest in it in
a noticeable way.

As Digitalization is completely redefining not only the products and services
landscape, but is leading to radical changes in the economy, society, politics and
even our values and beliefs (Gärtner and Heinrich 2018), does this create a chance
to also clear these dichotomies and radically change the way companies approach
their own responsibility?
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The Impact of Digitalization

Uncountable publications have beenwritten and uncountable public discussions have
been held about the good impacts and the bad impacts ofDigitalization.Digitalization
is driven mainly by the combination of the increase in available data and the ability
to access and process this data, leading to new ways to produce, to consume and to
work (Gärtner and Heinrich 2018). These “new ways” are often considered as inno-
vations. And these innovations, in many cases, lead to opportunities and challenges
at the same time (Mühlner et al. 2017). Take, for example, intelligent algorithms
processing granular data on communication patterns: They could lead to a higher
crime prevention rate, but could restrict the freedom and privacy of individuals and
could affect the culture of a society.

Digital Innovations have already changed our lives in both positive and negative
ways. Positive developments of Digitalization undoubtedly are the comfort of being
able to access information and services 24 h a day, 7 days a week. The comfort of
individualizingwhat, how andwhenwe consume products, services and information.
The comfort of being able to afford more because of decreasing product costs and
increasing price transparency. The comfort of taking part in each other’s lives through
easily sharing visual and acoustical experiences (e.g., my daughter’s video message
to her Grandma from one end of the world to the other).

At the same time, there are current developments that are undoubtedly negative:
The case of the last U.S. presidential election has shown how the processing of
granular personal related data in connection with automated content generators and
in connection with so-called “Fake News” have led to content bubbles of perceived
truth. These may have actually influenced voters’ behaviors and, ultimately, may
have affected the outcome of the election (Voigt 2018).

A root cause of this—but also a separate negative development—can be seen in
the so-called “digital divide”: the gap between those who take part in digitalization
and those who do not (see Fig. 10.2). There is a yearly survey in Germany analyzing
the degree of Digitalization of the German population, taking into account four
categories (D21 2018):

• Digital access (Internet use at home/at work, available equipment)

Fig. 10.2 Degree of digitalization of the German population in 2017 and selected gaps. Source
D21 (2018)
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• Digital use (Variety of applications used, average usage time of the Internet)
• Digital competence (Knowledge about digital topics (eHealth, cloud,…), technical
competence)

• Digital openness (Mindset toward the use of the Internet and digital devices)
These categories lead to a score between 1 and 100, where people with a score
<20 are considered as “Offliners” and people with a score >80 as “Technology
Enthusiasts”. The 2017 score for Germany is 53, which does not say much without
taking a look at the gaps between certain parts of the population:

If there are positive and negative changes to our lives today throughDigitalization,
how about the development in the future? How will our lives be affected when the
exponential advancement of technology, as discussed before, leads to new applica-
tions of Digitalization that we can hardly imagine? Will the future be as positive, as
described by the visionaries of the Silicon Valley, who see technology as the way to
solve humanity’s greatest challenges (Diamandis and Kotler 2012)? “The financial
services industry, for example, might explore new ways for Blockchain to democra-
tize banking, enable micro-transactions, and simplify philanthropic donations. The
consumer food industry could potentially leverage biotechnology to change the health
benefits profile and affordability of their products. The entertainment industry might
partner with educational leaders to leverage advances in augmented and virtual real-
ity to revolutionize learning and education. By supporting the maker movement and
exploringnewways to leverage 3Dprinting,manufacturers could help provide afford-
able housing and basic necessities to the world’s underserved populations. Hospitals
and the health care industry have opportunities to use digital medicine to reinvent
and democratize prevention, diagnosis, and treatment” (Shingles et al. 2016).

These future visions sound desirable, and in the stated examples, maybe do not
even have negative downsides. But how about a future vision of every human having a
chip implanted in the brain, connected to ourmobile phones.No, not formind-reading
and -writing purposes. This functionality may still be far out in the future. But in the
nearer future, we could already be technically able to offer a very useful functionality
that could save lives: The 11-year-old walks down the street, only focusing on the
screen of her mobile phone, not watching the world around her. She does not notice
the red light crossing the street and the truck approaching at high speed. Her mobile
phone could detect the approaching vehicle, predict the likelihood of an accident
and then send a signal to the chip in the girl´s brain that triggers an impulse for her
to jump backwards. Surely a useful functionality, but is this a positive future or a
negative future?

From CSR to CDR

Digitalization undoubtedly creates opportunities for positive futures for societies.
These opportunities cannot and should not be realized by governments alone, but
should also be realized by companies—with the side effect of capitalizing on the
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business opportunities of these positive futures (Shingles et al. 2016). But at the
same time, Digitalization creates an increasing degree of responsibility for politics
and the economy to prevent negative side effects on our societies (Capurro 2017).

These considerations have led to a discussion in the recent past, about whether
there is a general responsibility for companies resulting from Digitalization: Cor-
porate Digital Responsibility (CDR). There is no common definition for CDR yet.
CDR is seen as differently as:

• Extension of classical CSR into Digitalization: The responsibility of companies
to act with discernment within and outside their boundaries when applying digital
business processes, creating digital services and products and interacting with
employees, business partners and society (Mühlner et al. 2017)

• Application of ethics in Digitalization: The responsibility of companies to embed
ethical considerations at company, individual and societal levels (Raivio 2018)

• Creating trust of societies toward Digitalization: The responsibility of companies
to create transparency on the use of data, algorithms and bots to increase the level
of societal trust in Digitalization (Osburg 2017)

• Creating trust of consumers toward Digitalization: The responsibility of compa-
nies to keep and increase the level of trust consumers have in the use of digital
applications (Thorun 2018)

• Solving problems through Digitalization: The responsibility of companies to help
leverage digital technologies not only for their own benefit but for driving greater
good in society (Shingles et al. 2016).

In summary, the existing definitions of Corporate Digital Responsibility agree
in the aspect that CDR is not just using digital technology to be more efficient and
effective in managing CSR. But the definitions seem to differ in two dimensions:

• Stakeholder Dimension: Just the consumer of a company versus stakeholders of a
company (consumers, employees, business partners) versus wider group of stake-
holders (society in general)

• Impact Dimension: Primarily preventing negative developments of a company’s
actions versus primarily achieving positive developments through a company’s
action
For this article—and I suggest also for any further discussion and implementation
of Corporate Digital Responsibility in companies—CDR should be considered
in the widest possible definition: Corporate Digital Responsibility is the strategy
and execution of a company to prevent negative impacts and achieve positive
developments from Digitalization on the entire society.

While this definition may be academically easy to take on, it is in reality an
umbrella term for at least four completely different mindsets regarding CDR (see
Fig. 10.3).

Looking at the four different types of “CDRMindsets”, however, the dimensions
lead to two different possible trade-offs:

• Stakeholder Dimension: The trade-offs between the responsibility of a company
for its own consumers versus the responsibility of a company for society in general.
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Fig. 10.3 Different mindsets on corporate digital responsibility. Source Own illustration, 2018

The example of e-commerce illustrates this quite well: Delivery of goods with the
lowest possible costs in the supply chain creates value for consumers, because all-
in prices for consumption will go down, ultimately leading to a higher standard
of living for the consumers. But due to the negative effects of last-mile delivery
(e.g., increase in city traffic, decrease of achievable income for delivery drivers),
negative effects are created for the standard of living of the overall society.

• Impact Dimension: The trade-offs between the responsibility of a company to cre-
ate positive impacts versus the responsibility of a company to prevent negative
impacts from happening. Examples of this—which leads us to the ethical discus-
sion in the next section of this article—are any kind of digital applications that
help to optimize daily life situations by processing individual personal data. Our
car may warn us about an icy part of the road just ahead of us, taken from the data
of another car on the same street. This would motivate us to slow down, ultimately
leading to a decreased probability of a car crash. But this requires cars to send
individualized granular data to a central processing mechanism, decreasing data
privacy and increasing the risk of data-protection violations.

We need to be aware of these trade-offs in general, but especially in specific daily
life situations, to be able to take the first steps at implementing Corporate Digital
Responsibility programs on the company and—more importantly—the country level.

Corporate Digital Responsibility in Our Daily Lives

To be able to debate the CDR trade-offs in daily life situations, we need to take one
step back to define a framework for our digital lives. According to Mühlner et al.
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(2017), we need to distinguish four different aspects of Digitalization that are causing
challenges:

• Datafication: The ability to generate and process an increasing amount of granular
data. This leads to the possibility of generating specific insights for a higher degree
of individualization, with the downside of a centralization of these insights outside
of the control of the individuals.

• Automation: The ability to make automated decisions based on algorithms. This
leads to the possibility of quicker and more fact-based decisions, with the down-
side of possibly losing control over the question of what is right or wrong (e.g.,
discrimination based on facts).

• Connection: The ability to exchange and combine data from “things” (e.g., sen-
sors). This leads to the opportunity to virtualize and remotely control actions, with
the downside of losing a sense of responsibility for the effects of the action.

• Interaction: The ability to have machines work together with humans. This leads
to the possibility of fulfilling tasks more comfortably and easily—and even less
dangerously—with the downside of possibly eliminating jobs and/or personal rela-
tionships.
These trade-offs in the four aspects of Digitalization according to Müller are actu-
ally existing ethical trade-offs applied to the new realities and/or opportunities
caused by Digitalization:

• Trade-offs in values:

– Accessibility versus Privacy (e.g., mobility data to optimize public transport)
– Individualization versus Privacy (e.g., user behavior data to optimize products
and services)

– Customer Experience versus Objectivity (e.g., nudging to motivate behavior)

• Trade-offs in interests:

– Insights versus Privacy (e.g., pharmaceutical/medical research on personal
health data)

– Security versus Privacy (e.g., crime prevention through tracking and storing of
personal data)

• Trade-offs in consequences:

– Short-Term Benefits versus Long-Term Risks (e.g., automation of tasks in work
profiles)

– Option 1 versus Option 2 (e.g., prioritization of digital infrastructure invest-
ments).

To understand and discuss these trade-offs, Müller suggests viewing them in the
context of various areas of living: Learning and Education, Health and Personal Care,
Communication, Mobility and Logistics, Work Life and Private Life (see Fig. 10.4).

There are uncountable trade-off decisions in daily lives. In many cases, compa-
nies have to make decisions for their consumers, for their employees and for their
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Fig. 10.4 Exemplary trade-off decisions caused by digitalization in various areas of daily lives.
Source Müller and Andersen (2017)

business partners, with impacts on wider stakeholder groups or society in general.
Or they have to help consumers, employees and business partners to make decisions
in the full knowledge of possible consequences. Referring back to the definition
of CDR presented in the last chapter, I would like to extend this view even fur-
ther: Companies should see themselves as responsible for helping all members of a
society—including governments—to make the right decisions regarding trade-offs
caused by Digitalization that affect our daily lives.

For humans personally this would mean…
…in their role as a consumer: the responsibility of companies to develop digital

products that increase the quality of my life. And the responsibility to explain to me,
in easily understandable words, what data and algorithms they use for what purpose,
what advantages this brings to me and what risks.

…in their role as an employee: the responsibility of companies to make my job—
with the help of digital assistants—as easy as possible and to pay me a fair salary.
And the responsibility to keep on educatingme so that I can switch into a different job
profile even at a higher age, when my original job has been replaced by a machine.

…in their role as a citizen: the responsibility of companies to make as much infor-
mation available to me as possible to enable me to make self-determined decisions.
And the responsibility to value the functioning of a free and open society based on
a democratic system higher than the value of the company’s own stock price.

…and last but not least—ending the consideration where I started off at the begin-
ning of this article—in the role of a person as a parent: the responsibility of companies
to close the gaps of the digital divide and improve overall digital literacy, especially
of the younger generations. The education system cannot be blamed for not being
able to teach our children every aspect of Digitalization, given the increasing speed
and complexity of changes through Digitalization, as discussed earlier. I would like
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to see the education system teach my daughter the principles of humanity to be able
to consider ethical questions for herself. Companies should take responsibility for
protecting my daughter from the negative impacts of Digitalization through open
and honest explanations of context and consequences. And at the same time, they
should take responsibility for getting my daughter excited about the opportunities
Digitalization is creating.

Corporate Digital Responsibility can improve the overall well-being of societies
through Digitalization. This requires a complete redesign of institutions and—in
order to achieve this—an entirely different mindset in politics and society regarding
the role of companies, and inside the companies regarding their responsibility.

It is not the sole responsibility of me as father to help my daughter benefit from
Digitalization. It is the responsibility of all of us.
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Chapter 11
The Algorithmic Society

Agnieszka M. Walorska

Introduction

Although Artificial Intelligence (AI) research has its roots back in the mid-20th
century, the year 2011 seems to have been a breakthrough year marking the end of
the long AI winter. In that year, IBM’s Watson had beaten the best human players in
Jeopardy, Google’s self-driving car prototype had driven more than 100,000 miles,
and Apple had introduced the personal agent Siri (O’Reilly 2018, p. 232). Public
interest in Artificial Intelligence has been constantly growing since then—as can best
be shown by the increase in the number of Google search queries (see Fig. 11.1).

Looking deeper into the AI-related searches, another interesting observation can
be made: while the number of searches for “AI potential” stayed roughly constant,
the interest in the phrase “AI risk” increased significantly, especially since 2016 (with
a noticeable spike at the end of 2011, just around the time Siri was introduced; see
Fig. 11.2).

The current discourse on superintelligence—triggered by Nick Bostrom’s book
with the same title, published in 2014—bears a fair share of responsibility for this
development. Since then, prominent figures have made their warning voices heard
among the general public: Stephen Hawking, “The development of full artificial
intelligence could spell the end of the human race” (Cellan-Jones 2014); ElonMusk,
AI is “a fundamental existential risk for human civilisation” (Sulleyman 2017); and,
recently, Henry Kissinger, “Philosophically, intellectually—in every way—human
society is unprepared for the rise of artificial intelligence”, (Kissinger 2018).

While it’s not the intention to downplay the importance of the debate on superin-
telligence, it is here suggested to don’t consider it to be the most pressing aspect of
the AI discourse. As Andrew Ng verbalized it in a WIRED interview, “I think that
hundreds of years from now if people invent a technology that we haven’t heard of
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Fig. 11.1 Trends visualization of increasing interest in artificial intelligence. Authors own graphic
based on data from Google Trends (2018)

Fig. 11.2 Trends comparison of interest in AI risk versus AI potential. Authors own graphic based
on data from Google Trends (2018)

yet, maybe a computer could turn evil. But the future is so uncertain. I don’t know
what’s going to happen five years from now. The reason I say that I don’t worry
about AI turning evil is the same reason I don’t worry about overpopulation onMars.
Hundreds of years from now I hope we’ve colonized Mars. But we’ve never set foot
on the planet so how can we productively worry about this problem now?” (Garling
2015).

While superintelligence, or even AGI (artificial general intelligence), is still far
away, the narrow AI with its exceedingly powerful algorithms is already here and
plays an increasing role in shaping our societies, economies, and politics. The algo-
rithms themselves are not a new phenomenon—they have been used for decades.
The current interest in them, though, is due to the vast amounts of data—each day,
2.5 quintillion bytes of data are being generated, 90% of the world’s data has been
created in the last two years (IBM 2017)—and the need to process and understand
it.
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The Risks of an Algorithmic Society

In 2008, the mathematician Cathy O’Neil was working for a hedge fund and saw
firsthand how algorithms contribute to a financial crisis. Since then, she has become
one of their loudest critics, calling the harmfulmathematicalmodelsweapons of math
destruction. “Themath-powered applications powering the data economywere based
on choicesmade by fallible human beings. Someof these choiceswere no doubtmade
with the best of intentions. Nevertheless, many of these models encoded human
prejudice, misunderstanding, and bias into the software systems that increasingly
managed our lives”, (O’Neil 2016, p. 3).

Algorithmic Bias

The problem of algorithmic bias is becoming more and more significant as the
technology is already spreading to critical areas such as hiring, insurance, media,
justice, and policing, and as more people who lack a deep technical understanding
are utilizing it in their work. A particularly problematic area where bias can occur is
in risk assessment models, which may, for example, determine a person’s chances of
obtaining a loan, being granted parole, or being hired.Wewant to think of algorithmic
decisions as neutral, efficient, and free of bias, but for each learning algorithm, the
output is determined by the data input. The first type of algorithmic bias is the sample
selection bias, occurring when the training data over-represents a certain population.
One of the most striking examples of this kind of bias is the malfunction of most of
the existing facial recognition software. In 2015, Google came under heavy criticism
after its algorithm labeled a black couple as “gorillas”, (BBC 2015). Interestingly,
Google still didn’t manage to refine its algorithm to prevent this from happening
again, so it erased gorillas, and some other primates, from the service’s vocabulary
(Simonite Simonite 2018a). While most existing facial recognition software can
recognize the gender of white women with at least 95% accuracy, it errs 10 times
more often when analysing pictures of dark-skinned women. Also, when it comes to
correctly identifying a specific person in a photograph, the algorithms do very well
when the person in question is Caucasian, while making far more errors with black or
Asian people (Simonite 2018b). If such biased facial recognition software is used by
the police, it might not do any better than the biased eyewitnesses do (Johnson 1984).
That’s just one of the most obvious examples of the algorithmic bias emerging from
incomplete training data. Other examples might not be that easy to spot, such as most
of the implicit biases, in which the algorithm correlates available information with
race, gender, disability, or sexuality. Many algorithms used in recruiting and HR,
for example, contain both the selection bias and the implicit bias towards women
and minorities. Being trained on data going back to the time when women were
barely existent in the professional space, the algorithms naturally favor men for hire
or promotion. The implicit bias may also lead to correlating a candidate’s name or
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extracurricular activities with information not disclosed in the application, like age,
race, or class, which can lead to a discriminatory action related to such factors.

Themost common algorithmic bias though is the emergent bias,which learns from
every interaction to reconfirm the user’s mindset. We encounter it in almost every
digital interaction—Google Search, Facebook News Feed, YouTube Autoplay—and
we have a more popular name for it: “the filter bubble”. The 2016 US presidential
elections were the most prominent example of the damage that can be done by the
emergent bias. With 61% of millennials (and 39% of baby boomers) relying primar-
ily on news gathered from social media (Gottfried and Barthel 2015)—where the
algorithms show each person more of what they respond to positively—and though
confirming their biases, the truth became relative and the “fake news” flourished.

Opacity

All these biases can be corrected given the algorithms and the data they run on
are transparent enough. But this is not always the case. As algorithms get smarter,
they’re also becoming incomprehensible “black boxes”, systems in which the inputs
and outputs are known, but the process of transforming one to the other is unknown.
Currently we encounter three levels of algorithmic opacity. In most of the everyday
cases, like receiving recommendations by Foursquare or getting directions from
Google Maps, we trust the algorithms even though we don’t have the capacity to
understand them, while being convinced that others understand them. This kind of
opacity usually doesn’t bother us, as it provides immediate benefits without much of
a downside—most of the time. But at the next level, the design of the algorithm is
kept secret even from the experts capable of understanding it—like in the case of the
algorithms driving Google Search or the Facebook News Feed. The third level could
be called opacity by design. In 2016, the chip maker Nvidia brought an autonomous
vehicle onto the road. What was remarkable about this car was that its algorithm
wasn’t programmed to follow specific instructions defined by its creators, but to teach
itself to drive by observing a human doing it. There is only a little bit of concern as
long as everything goes right. But if such a car is involved in an accident (like in the
recent case of an Uber vehicle—Nvidia’s customer), it’s extremely difficult to isolate
the specific malfunction. On this level, the algorithm’s behavior is opaque even to
its own creators.

With medical diagnostics, investment decisions, and potentially even military
decisions being driven by algorithms opaque by design, the increasing demands
for disclosure and regulation are not surprising. But are we going to be able to
disclose and regulate “black boxes” without sacrificing their benefits? Will the great
question of the twenty-first century be “Whose black box do you trust?” as stated by
John Mattison, the Chief Medical Information Officer of the health provider Kaiser
Permanente (O’Reilly 2018, p. 224).
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Surveillance and Control

The dystopian Black Mirror episode called “Nosedive” premiered in October 2016,
presenting a terrifying vision of the world in which everyone is being rated by others
for every interaction and the public ranking based on these ratings has a major impact
for their socioeconomic status. This dystopia is already becoming reality in China,
where the government started working on a social credit system back in 2014 and
plans to make it mandatory by 2020. The rating criteria range from credit history to
behavior and preferences. Sesame Credit, an affiliate of Alibaba, is one of the com-
panies providing a social credit solution and does not reveal the exact logic behind
the algorithm. The company’s Technology Director, Li Yingyun, gives a glimpse
of it though: “Someone who plays video games for ten hours a day, for example,
would be considered an idle person. Someone who frequently buys diapers would
be considered as probably a parent, who on balance is more likely to have a sense
of responsibility”, (Botsman 2017). Many of the now still “voluntary” participants
with low scores are already experiencing major disadvantages of the system: nearly
11 million are not allowed to take a flight and 4 million are suspended from trains
(Locker 2018). China’s blending of a communist surveillance state with rapid tech-
nological progress makes it a pioneer in the new era of algocratic governance—a
post-bureaucratic system of management by algorithms (Aneesh 2002).

While there seems not to be an immediate threat of implementing such a type of
state-driven algocracy in western democracies, more and more companies are intro-
ducing algorithmic management to optimize internal processes. “The algorithm is
the new shift boss”, states Tim O’Reilly in his 2017 book, WTF? What’s the Future
and Why It’s Up to Us—and not just for the “gig economy” (O’Reilly 2018, p. 198)
workers providing services to companies like Uber, Lyft, or Deliveroo. Companies
with more traditional employment models—like Starbucks, McDonalds, and Wal-
mart—utilize scheduling software to ensure employees are booked to work only
when they are needed. While letting companies cut costs and operate more effi-
ciently, it results in substantial disadvantages for the employees: irregular schedules
that make it impossible to handle childcare, education, or any private matter, or
“clopening” (the same employee closing the store late in the evening and returning
early in the morning to open it) that leads to lasting sleep-deprivation (O’Neil 2016,
pp. 123–124).

Automation of Jobs

While algorithmic management is already replacing the job of the shift manager,
it will surely not be the only job to be replaced by an algorithm. Companies
like Uber make no secret of the fact that the gig workers are just a logical step
towards the automation of most of the unskilled work. This threat isn’t new. Back in
1964, 35 scientists and activists addressed a letter to President Lyndon B. Johnson
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warning of the “cybernation revolution” leading to a “separate nation of the poor,
the unskilled, the jobless”, (Pauling et al. 1964). Only this time around, most experts
agree that this “cybernation revolution” is already happening. Estimates of the degree
of automation range from about 30% (PWC 2018) to almost 50% (Frey and Osborne
2013) within the next 20 years. Unlike the industrial revolution of the 19th century,
the technological unemployment of the 21st century will not only affect low-skilled
workers—the machines are coming for the highly-skilled white-collar jobs, as well.
A programme called StatsMonkey is generating automated sports reporting in a
compelling narrative indistinguishable from human writing (Ford 2016, p. 94), IBM
Watson and Google Brain are making diagnoses with an accuracy similar to or better
than human, “theworld’s first robot lawyer”DoNotPay successfully contests 160,000
parking tickets in London andNewYork (Gibbs 2016), andGoogle’s andMicrosoft’s
software learns how to programme itself (Simonite 2017). “Now comes the second
machine age. Computers and other digital advances are doing for mental power—the
ability to use our brains to understand and shape our environments—what the steam
engine and its descendants did for muscle power”, (Brynjolfsson and McAfee 2014,
pp. 7–8).

The Potentials of an Algorithmic Society

The risks mentioned above are outside of the question—we need to be aware of
them and work on eliminating, or at least reducing, their negative consequences. But
that’s only one perspective on our algorithmic society—the one we tend to overem-
phasise due to our very human shortcomings. Our views are skewed not only by the
availability heuristic (Tversky and Kahnemann 1973)—which makes us estimate
the probability or frequency of an event based on the ease with which it comes to
our mind—but also by the negativity bias, which makes us dread losses more than
we look forward to gains. It’s no wonder, then, that spectacular and publicly debated
algorithmic failures like the lethal crash of the autonomous Uber car and the out-
rage about Cambridge Analytica make us develop a sheer “progressophobia” (Pinker
2018, pp. 41–48). No doubt, AI is an epochal development in many dimensions and,
as with almost every epochal development, it gives rise to extremely negative reac-
tions. But if we handle it wisely, it can bring humanity immense benefits, from the
global to the personal level (McCorduck 2015, p. 51).

Human Augmentation

As already mentioned above, more and more tasks are being replaced by intelligent
algorithms and the obsolescence of humanworkbecomes a serious threat. But a closer
look atmany of these tasks reveals that humanwork is not necessarily being replaced,
but rather augmented, by having algorithms perform tasks humans would not be able
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Fig. 11.3 Error rate in identifying breast cancer. Authors own graphic based on the study by PathAI,
2016

or willing to perform. Machines are good at long, monotonous tasks like analyzing
vast amounts of data for patterns and trends, making themselves particularly useful
in areas like medical diagnostics. Just one of the examples is an algorithm using
image recognition to identify breast cancer. While the algorithm’s success rate of
92% was inferior to the 96% success rate of human pathologists, the best result, a
stunning 99.5%. was reached by augmenting the human evaluation with algorithmic
analysis (Kontzer 2016) (see Fig. 11.3).

Medical diagnostics is by far not the only example for successful augmentation—
similar examples can be found in areas like education, farming, law, andmany others.

Meaningful Work

According to a Gallup study from 2017, only 15% of full-time employees across
155 countries are “engaged” in their jobs (highly involved and enthusiastic about
the content and environment of their work). Although the percentage of engaged
employees varies considerablydependingon the country and region (rangingbetween
6% in China, 10% in Western Europe, and 31% in North America), the number
of disengaged employees significantly exceeds the number of engaged ones in all
countries evaluated in the study (Gallup 2017). One of the reasons for this might be
that “the job” is “an artificial construct, in which work is managed and parceled out
by corporations and other institutions, to which individuals must apply to participate
in doing the work”, (O’Reilly 2018, p. 301). Wouldn’t it then be a desirable state
in which the machines free us from such kind of dehumanizing or simply boring
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work? With the routine tasks carried out by algorithms and robots, wouldn’t the
human touch become more valuable? Certainly, even if most of the workers are not
engaged in their jobs, they are highly dependent on them. That’s why the future of
algorithmic societies depends on which opportunities they provide to those who lose
their jobs—not only with regard to how they will fund themselves and their children,
but also how they will spend the time they once spent at work. While the first issue
might be resolved by an unconditional basic income, the answer to the second one
might be even more difficult (Levi 2015, p. 235). On the other hand, the reduction of
working hours for the same salary might be an even more natural way of dealing with
task automation. In 1870, the average American man used to work 62 h per week;
since about the 1960s, this number is down to about 40 h (O’Reilly 2018, p. 304)
without a significant proportion of the population complaining about the abundance
of spare time (see Fig. 11.4).

Why should it be any different if by 2050 we only worked 18 h per week? John
Maynard Keynes was already convinced in 1930, that by the time his grandchildren
had grown up the average workweekwould occupy only 15 h. This estimation turned
out to be a little too optimistic. The generation of Keynes’s grandchildren is already
retired and used to work rather 40 and more hours a week, but his prediction might
be true for the grandchildren of his grandchildren. If this amount of paid work would

Fig. 11.4 Working hours 1840–2015. Author’s own graphic, but the data source is McKinsey &
Company (2017)
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be sufficient to satisfy our economic needs, we could use the newly gained free
time to engage in activities we consider valuable and fulfilling, but not necessarily
financially beneficial.

Equality and Diversity

Among these valuable and fulfilling—but not financially rewarding—activities are
many of the unpaid tasks currently carried out by women: childcare, eldercare, com-
munity work. Activities with high value to the society but very low or non-financial
prestige.With algorithms taking overmore andmore typicallymale jobs, these social
activities might become both more esteemed and distributed more equally between
men and women. The majority of men over the generations have been taught and
appreciated for performing predictable, repetitive, and emotionless tasks—tasks that
machines are, by their nature, far better at. The typical femalework, by contrast, is the
opposite of it, focusing on intuition, empathy, and emotional intelligence—attributes
that are uniquely humane and very difficult to automate (see Fig. 11.5).

According to these numbers, today’s typical women’s work might become more
prevalent in the future, potentially resulting in a shift in the division of labor. While
this kind of shift may currently sound difficult to imagine, it might actually have a

Fig. 11.5 Women work in less automatable jobs. Author’s own graphic, but the data source is
Hanrahan and Evlin (2017)
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positive impact on society: fair division in unpaid work and family duties and more
esteem and higher wages for “pink-collar-jobs”.

Conclusion

Humans often encounter technological progress with scepticism and anxiety. Dur-
ing the Industrial Revolution, the Luddites and other groups organized to destroy
machines that were automating their jobs; when the first railway opened, people
feared using it, as they believed the human body wouldn’t survive the speed of
30 miles an hour; and driving a car in 19th century England required a second person
to precede the vehicle on footwaving a red flag (TheMotorMiscellany 1865). Almost
every technology though, despite the initial difficulties, contributed to a significant
rise in the quality of life over the long term. Almost everyone now knows how to
drive a car, and we’ve created regulations that make us use them in a reasonably
safely way. Why shouldn’t we manage the same with algorithms? “Technology is
[…] giving us ways to do harm and to do well; it’s amplifying both.[…] but the fact
that we also have a new choice each time is a new good”, (Kevin Kelly quoted by
Edge 2014).
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Chapter 12
Smart Cities and Smart Regions—The
Future of Public Services—Solidarity
and Economic Strength Through Smart
Regions and Smart Cities

Katherina Reiche

Introduction

Digitalization is permanently transforming the economy and our society. Although
it poses a major challenge, it also presents an opportunity for cities and regions to
become safer, more efficient, and more attractive for residents and businesses. Local
public utilities are seizing this opportunity—without losing sight of the challenges
posed by digitalization or other megatrends, such as climate change. The strategic
course for the digital age is clear: cities and regions are becoming smart in order
to improve quality of life. And many actors are already on the move. The large
corporations of the digital world, which have already upended many markets in the
analog world, are hoping for billions in business. The smart city market in Germany
was valued at e20.4 billion in 2017, but it is expected to increase to some e43.8
billion in the near future. However, do large corporations really have to manage
smart cities and regions? And is this even desirable—particularly in light of data
privacy scandals and the concerns of the public? Shouldn’t it be local and regional
actors that actively strengthen public services—which, after all, are the basis for
equal living conditions, economic success and social cohesion—with digital means,
to make people’s lives better?

Local public utilities are taking action. They want to contribute to the develop-
ment of municipalities to become connected cities and regions. They aim to capture
the economic and social opportunities offered by digitalization for the benefit of
citizens. The first section of this paper examines the action areas and paths in which
local public utilities can be active in the future. They face the challenges of four
megatrends, primarily regarding infrastructure upgrades. The second chapter exam-
ines the opportunities digital technologies can offer them in practical terms; this also
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explains what we mean by smart cities and regions. But for this vision to become
reality, local public utilities require an appropriate, reliable framework. This is dis-
cussed in the third chapter. The actions outlined here will enable them to capture the
economic and social opportunities offered by digitalization for the benefit of citizens,
thus creating a foundation upon which smart cities and regions can build.

Four Megatrends Will Shape the Future of Cities
and Regions

Four megatrends will define the cities and regions of the future: demographic and
social change, urbanization, climate change and, of course, digitalization. These
long-term trends affect every area of society and the economy and will change them
fundamentally. As such, they define the action areas and paths in which local public
actorswillmove in the future (Quadriga 2017). Thesemegatrends pose challenges for
municipalities and the local public utilities, because they place new demands on the
public services that they provide and, hence, on their infrastructure. At the same time,
they also offer opportunities to supply energy,water/wastewater, telecommunications
and waste management/municipal cleaning, which local actors can take advantage
of, thus advancing toward becoming smart cities and regions. New services will also
emerge, because the tasks of the local public utilities are not static—they focus on
the needs and expectations of the residents as well as technological change.

Urbanization and Demographic Change Require Adaptation
of Infrastructures

The trend toward urbanization is clear: population centers and their surrounding
regions will continue to grow, while rural areas will shrink. The latter is already
happening today in the eastern and central regions of Germany (BBSR 2017). These
rural-to-urban migration flows require changes to the infrastructure for public ser-
vices: in growing regions, infrastructures will have to be established or expanded—
for example, water pipes and sewage conduits. In shrinking regions, in contrast,
capacitieswill have to be cut back and newways of utilizing them explored (Quadriga
2017). These rural-to-urban migration flows are being augmented by demographic
change: life expectancy in Germany has been growing steadily for decades, while
the birth rate has been declining. Germany is aging, and the excess mortality rate is
another reason why the number of inhabitants of the country is shrinking. In 2060,
Germanywill have around 68–73million inhabitants instead of the current 82million
(StatistischesBundesamt 2015). These trends have consequences:Municipalities and
their local public utilities have to adapt, plan and invest in the long term. The specific
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local circumstances are decisive when assessing the exact needs for infrastructure-
related construction projects and the associated costs.

The Energy Transition and Resilient Infrastructures Help
to Protect Against Climate Change

Safe, economic and renewable: local public utilities aim to create a new energy
world. Municipal utilities are following a two-pronged strategy: First of all, they
are minimizing the emission of greenhouse gases, to contribute towards achieving
climate targets. The energy transition is an important tool for achieving this. The
transition to energy from renewable sources requires a complete transformation of
the energy system: from a centralized to a decentralized energy infrastructure. The
German government aims to increase the share of renewable energy to 65% by
2030 (decided by the fourth Merkel cabinet). To achieve the necessary infrastructure
transformation, local public utilities are backing digital technologies such as smart
grids and smart meters (see Chap. 3).

Secondly, local public utilities are already facing the consequences of climate
change, including extreme weather events. Heat waves increase energy consumption
for air conditioning and refrigeration. The water and wastewater industry is adapting
to extreme rainfall scenarios with new concepts for wastewater disposal and flood
protection. The aim is to create flexible, adaptable structures that enable munici-
palities to respond to new climatic conditions. In case of an emergency, it must be
possible to intervene quickly. Furthermore, the structures must remain operable even
if individual elements fail. The overall goal is to strengthen the resilience of critical
infrastructures, to prepare them for climate change (Rottmann and Grüttner 2016).

Social Change: The Desire for Security and a Change
in Consumer Behavior

Those who wish to shape life in the cities and regions of Germany must include the
people and actively address changes of the society. This is the only way changes
will be accepted by the public. In addition to individualization, the need for security
is growing. For example, according to a poll, three quarters of Germans said that
security is increasingly important to them. Places two and three can be interpreted
as the wish for stability and support in a familiar environment: values expressed in
the poll, such as home (63%) and trust (58%), are gaining importance (GfK 2017).
These desires likely have many sources. One possible explanation is the negative
consequences of social change: a trend towards income polarization, a lack of edu-
cational opportunities and spatial segregation (Deutscher Städtetag 2015; Rottmann
and Grüttner 2016).
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Moreover, people are also changing in their role as consumers. Almost nine out
of ten people in Germany (88%) can imagine lending things and utilizing sharing
schemes (Verbraucherzentrale Bundesverband 2015). Their value system is clearly
changing away from possession and toward usage. In addition, market research has
shown that a familiar environment, regional origin, price-performance ratio and eco-
friendliness are important factors in purchase decisions (Nielsen 2016).

Furthermore, experts predict that digitalization will change people’s perception of
their roles as customers or citizens; the first changes are already apparent. On the one
hand, their market position is improving tangibly: Access to the internet, with search
engines and comparisonwebsites, as well as social networks andmessaging services,
are helping them become better informed and connected. Their quality standards are
also rising: they expect individualized products, delivery within 24 h and free updates
(Bundesministerium für Wirtschaft und Energie 2017). These demands also affect
local public utilities—essentially, all service providers.

On the other hand, people know that they are no longer anonymous in the digital
world. They pay with their data. But while individuals are becoming increasingly
transparent (consciously or unconsciously), companies are keeping a low profile.
Hardly anyone knows which data they are making available to whom and what
they are doing with those data. Critics warn that, at the moment, customers have
lost ownership of their data (Osburg 2017). In turn, the loss of transparency and
privacy is causing a loss of trust, which is an essential precondition for the digital
economy to function (Osburg 2017). In fact, Facebook and other internet giants are
struggling with real confidence issues (see GPRA 2017), and a clear legal framework
for handling data1 would help to rectify the situation (see Chap. 3).

Furthermore, digitalization also poses other questions, including ethical ones.
What rules should algorithms follow in their decisions? How are programming
parameters decided? We will need transparent criteria for these questions in the
future. This will also help to create acceptance for new products and services. One
important prerequisite is that the practical benefits of digitalization be perceptible
to the public. Local public utilities enjoy an advantage here, because their digital
products and services are linked directly and closely to the places where people live
and work. One example: sensors in water channels measure the rise in water lev-
els after heavy rainfall. This means local transport companies can be alerted to the
threat of flooding in underground stations. Their customers could also be notified
of precautionary station closings, for example, via text message. This would reduce
the risk of traffic chaos, and people would be able to look for other ways home in
advance.

Societal change raises many questions in general. Local public utilities have
answers, because they are deeply rooted in the region and understand the local sit-
uation. They are trusted by the public as a competent and reliable contact, with the
technical expertise to resolve problems on site. They provide public services in a

1With the General Data Protection Regulation, which came into force in May 2018, the European
Union has shown that it intends to counter this loss of control. It is too early at the moment (May
2018) to assess the actual effects of the GDPR and people’s perception of its effectiveness.
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safe, reliable manner: 24 h a day, 365 days a year. As a recent survey showed, 72%
of people trust municipal utilities—an excellent result, putting the utilities in fourth
place on the trust barometer (Forsa 2018).

These characteristics undoubtedly set the local public utilities apart from internet
companies in distant Silicon Valley. The former reflect the values of the people, who
seek greater security. This is a decisive advantage that the utilities should and want to
exploit in the competition for markets in smart cities and regions. When developing
digital products and services, they have to consider the new market position of cus-
tomers, their focus on usage and the importance of regional aspects in influencing
people’s decisions.

Digitalization: Creating Infrastructures to Capture
the Economic and Social Benefits of Digital Transformation

Germany needs high-performance digital infrastructures for the gigabit society.
In Germany, small and mid-sized enterprises (SMEs) are responsible for more
than half of all value created (Federal Ministry for Economic Affairs and Energy
2018). To remain competitive in the future, SMEs in particular need access to
high-performance digital infrastructures—independently of whether the company
is located in a metropolis like Hamburg, or in a small village like Dingolshausen.
Residents also need access to digital infrastructure, in order to ensure that they can
participate in and benefit from the digital transformation.

Therefore, a prerequisite is to provide broadband coverage to all regions through-
out the country. A fiber-optics broadband network is essential to giving everyone
access to the internet and ensuring equal living conditions in the digital world. It
will also help to strengthen social cohesion to a considerable extent. Therefore, the
digital infrastructure itself must be considered a public service.

Rural areas must remain a focal point—for example, more than half of Germany’s
residents live there (definition and calculation by BMEL 2016). In rural areas, only
fast internet access can provide the technical means of working from home. This
would render stressful, time-consuming commutes obsolete and enable employees
to spend more time with their families.

A lot remains to be done in rural areas. One hundred and fifty committed local
public utilities in Germany are dedicated to building out the broadband network.
Other providers still advocate for the outdated vectoring technology and are installing
copper cables—even though the demand for broadband will continue to grow. The
advance of the Internet of Things (IoT) alone—essentially, connected devices and
machines—will increase data traffic by approximately 50% by 2025 (Boston Con-
sulting 2018), in addition to the growing demand for mobile internet by other sectors
of society. As such, the 5G mobile communications standard will play a key role.
But for the high-speed network to develop its full potential, 5G transmitters must
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be connected to the broadband network. This means the importance of a broad-
band connection cannot be ignored. At the same time, 5G offers thinly populated,
difficult-to-reach rural areas the chance to bridge the last mile from broadband cable
to households and businesses (Internet Economy Foundation/Roland Berger 2018).
The infrastructure is supplemented by cloud computing, data centers and wireless
solutions on different frequencies e.g. LoRaWan. As such, the highest priority at
the moment involves creating a broadband infrastructure as the foundation for smart
cities and regions. It is the key precondition for capitalizing on the economic and
social advantages of digitalization (see Chap. 3).

Summary So Far: Smart Cities and Regions Must Build
on the Right Infrastructure

To capture the opportunities offered to people by digitalization, the infrastructures for
public services must be adapted. They are the foundation of smart cities and regions.
The megatrends of urbanization and demographic change require infrastructures to
be expanded or dismantled, while climate change demands increased resilience. The
energy transition will require a complete retrofit. And only digital infrastructures
can provide access to the digital world. They will decide on the competitiveness of
companies and the social engagement of every resident. A ubiquitous broadband
network is the key. Equal living conditions are decisive for social cohesion. These
infrastructures will make it possible for cities and rural regions to seize the opportu-
nities offered by digitalization: digital technologies will help to tackle the challenges
of these megatrends and will improve the lives of people in smart cities and regions
(see Chap. 3). What’s more, the necessary adjustments to the infrastructures vary
from place to place. The local public utilities have the required expertise in building
and maintaining infrastructures and also know the local situation and needs. Social
acceptance is an important prerequisite for the transformation—whether for smart
cities and regions or the new products and services. It is a question of gaining peo-
ple’s trust in the digital world. As competent, reliable, local actors deeply rooted in
their region, local public utilities have a clear advantage over internet corporations.
Their vision of the digital transformation counters the digital disruption from Silicon
Valley: actively shaping the digital transformation of cities and municipalities to the
benefit of the locals.

How Smart Cities and Smart Regions Can Seize Digital
Opportunities

Smart cities and regions are created by connecting people, administrations, busi-
nesses and public services in an intelligent manner. Together they make up the
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smart nation of Germany—a cosmopolitan, socially lively, economically prosper-
ous nation. It can successfully reduce the risks posed by megatrends and seize the
opportunities offered by digitalization, as the following examples show.

Smart Cities and Regions Build on Efficient Processes

Digital technologies capture efficiency potential in all corporate processes, starting
with internal HR and resource planning and the opportunity for intercommunity col-
laboration via platforms. Digital technologies will enable public utilities to perform
better. This benefits residents, as well. After all, local public utilities provide a broad
spectrum of public services.

In general, every digital tool serves a variety of use cases, as demonstrated by the
Internet of Things and AI, for example. Waste management companies and water
companies can both benefit from the Internet of Things. Sensors can measure the fill
levels of waste bins for waste management companies and send a signal when the
bins have to be emptied, thus saving unnecessary trips. As a result, route planning
can be optimized to save costs. Consequently, the general traffic levels decrease, thus
protecting the environment and the climate. The water and wastewater industries, in
turn, can install sensors in pipes and digital meters, to enable smart management of
the water supply and wastewater disposal, using the data collected. This will help to
deal with periods of heavy rainfall.

Artificial intelligence (AI) is also promising. Testing AI is likely to reap benefits
in the long term. It could be used to optimize gas turbines autonomously, to ensure
better monitoring of smart electricity grids and for predictive maintenance of plants
and equipment. It is likely to play a key role in the supply and disposal industries,
in particular—for example, using smart waste-sorting robots. They will not only
save companies time, money and effort, but also improve the recycling economy in
general, helping to save the environment.

These examples might cause some readers to fear job losses. But in fact, many
new digital technologies require two things of employees in local public utilities
in particular: new skills and qualifications. New jobs that demand new skills will
also be created. That is why it is important to prepare today’s trainees, students
and employees to handle the tasks of tomorrow. Digital education will undeniably
become a key task in the future for businesses, regional governments and, of course,
local public actors.
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Smart Cities and Regions Are Developing New Services
and Products

Like all other sectors of society, local authorities and the municipal utilities have
to cope with the stronger market position of well-informed, connected customers:
digital services, the orientation of local administration to online services, as well as
energy and logistics solutions are in demand (Eco 2017). In smart cities and regions,
people and businesses communicate with local authorities digitally and will obtain
services via their user accounts. In this respect, local government administrations in
Germany have a lot catching up to do. The broad opinionwas that city administrations
in Germany were a “digital services wasteland” (EFI 2016). Local public utilities
must also adapt their portfolios of products and services, along with their business
models, to their customers’ wishes if they hope to remain competitive. Their new
or improved products and services should offer people genuine added value that
improves their quality of life. That is what characterizes smart cities and regions.

Two examples from the transport sector illustrate the benefits of digital tech-
nologies and how they can help to counter the megatrends of climate change and
urbanization.

IoT technologies are useful instruments for intelligent traffic control to suit various
needs. The German public utility Stadtwerke München is already testing sensors
installed in road surfaces, which can direct people to free parking spaces via an app.
The time-consuming search for a parking space has thus become a thing of the past,
while also reducing traffic congestion and environmental pollution.After all, 30–40%
of urban traffic is caused by people searching for parking spaces. But that is only the
beginning. Sensors in the road or in street lamps can also record the volume of traffic
and warn traffic control centers and drivers of possible traffic jams in advance. The
former can then take action—either automatically or manually—while alternative
routes can be proposed to drivers. This is how the Internet of Things can improve the
control of all traffic flows. Smart sensors offer other potential use cases, as well: they
can make street lamps shine brighter when pedestrians, cyclists or cars approach.
This lowers energy costs for municipalities. Or they can record environmental data
and report excess particulate pollution or emissions—two problems that are likely
to worsen in population centers in light of the trend toward urbanization. In general,
this technology can help protect the climate, the environment and individual health,
thus improving the quality of life. People in population centers, in particular, will
benefit from intelligent traffic control.

Self-driving vehicles will also open up new possibilities. German cities, such
as Berlin and Duisburg, are already using autonomous shuttle buses to boost local
public transport. The public utility companies in Arnsberg and Menden in the Sauer-
land region of the country develop various mobility concepts, including self-driving
vehicles to improve local public transport. This will open up new prospects for the
automotive supply industry with its 43,000 employees in the rural region of southern
Westphalia. The technology harbors potential for rural areas most of all, since it can
individualize local public transport. People in rural areas could take a self-driving
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bus even late at night. Autonomous driving on-demand transport schemes are also
conceivable. The public utility company Stadtwerke Augsburg is testing self-driving
electric buses. In general, autonomous driving schemes can offer an additional ser-
vice that is currently not available in many rural areas, due to the lack of demand.
Local people would gain mobility, and rural areas would become more attractive.
And in the best case, it would also be cost-efficient.2

Smart Cities and Regions Are Fighting Climate Change

Smart cities and regions can utilize digital technologies to accelerate the energy tran-
sition, in order to contribute toward fighting climate change. The switch to renewable
energy technologies is in full swing. But the volatility of energy from sun, wind and
biomass remains a challenge. Structural change—from centralized to decentralized
energy supply—must also be reflected at the grid level. This change can be achieved
by digitalizing electricity grids: intelligent energy networks, or smart grids, ensure
that local production facilities, networks and storage facilities, together with con-
sumers, interact in optimum fashion through intelligent control systems, thus com-
pensating for the volatility of renewable energy technologies. Hence, smart grids are
the necessary prerequisite to harmonize the aims of security of supply, economic
efficiency and environmental sustainability.

Public debate often focuses on the major transmission lines that transport the
electricity generated from renewable sources over long distances at low losses. Dis-
tribution grids are all too often forgotten in such cases, even though they transport
electricity directly to businesses and consumers. There are currently 25,000 km of
transmission lines, compared with 1.7 million km of distribution grids. They will
play a major role in the structural transformation to smart grids. Expansion, modern-
ization and digitalization lie in the hands of the operators of local public distribution
grids. If distribution grids were usedmore efficiently, the need for expansion could be
more than halved, representing a financial savings ofe400million (Federal Ministry
for Economic Affairs and Energy 2014).

Smart grids help smart cities and regions to increase flexibility in their electricity
grids. In combination with smart metering technology, they enable commerce and
industry, as well as general consumers, to tailor their consumption to the electricity
supply. If a lot of electricity is available, SMEmanufacturers can ramp up production,
while at home, the washing machine starts its daily routine. Both consumer groups
would be rewarded financially for their flexibility, and the grid loadwould be reduced,
in turn improving the stability of the electricity supply. These types of solutions are
already being tested in SINTEG (Smart Energy Showcases—Digital Agenda for the
Energy Transition) model regions.

2This is the concept for self-driving schemes for smart cities and regions. Of course, this vision
currently presupposes further technical and pre-commercial development, which would result in a
reduction in procurement and maintenance costs.
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Furthermore, smart grids are essential for a breakthrough in e-mobility and, there-
fore, will be decisive for the success of the transport transformation, which in turn
will be decisive for the success of the energy transformation. Public debate should
concentrate more on expanding the charging infrastructure and the required number
of charging stations. However, it is just as important to ensure that charging stations
are connected to the distribution grid. Therefore the expansion of both should go
hand-in-hand. Grid overload, which could occur by charging a large number of cars
at the same time, would be balanced out in a smart grid. In addition, inductive charg-
ing would be a good bet. Electric cars could not only be charged with electricity from
charging points in the roads, but could also feed electricity back into the grid when
needed. They would become mobile electricity storage devices that could contribute
to the security of supply.

These approaches show that local public utilities are creating the foundation for
the energy transition with smart grids. Smart cities and regions will supply people
with electricity, heating and mobility by linking e-mobility, power plants and stor-
age facilities in a smart energy grid. Initial approaches have already demonstrated
the integrated solutions developed by public utility companies in the construction or
renovation of residential areas. Here, district heating, power generation from renew-
able sources, power storage facilities, landlord-to-tenant electricity, smart homes,
e-mobility, car-sharing and virtual power stations are all interconnected intelligently.
People are able to enjoy the benefits of this new energy world and take advantage
of safe, economical and clean energy generation, which also contributes to climate
protection.

Implementation: Smart Cities and Regions Need Legal
Certainty and a Consistent Strategy

To turn the vision of smart cities and regions into reality, we need more than just a
digital infrastructure. The diversity of our cities and communities demands diverse
solutions. Regional digital strategies identify specific needs and strengths on the
ground, thus helping to develop appropriate solutions—for the specific site and
to deal with the consequences of megatrends. Cooperation is essential to develop
and implement solutions. It allows cities and communities to combine their rela-
tive strengths. Through cooperation, they capture synergies that benefit all parties.
This is the reason why smart cities and regions need the possibility to build net-
works, exchange and cooperate with local public actors, startups, the businesses,
researchers and, of course, the people themselves. That is also why discussion and
experimentation spaces and platforms are important: they connect the knowledge
of stakeholders with data from cities and regions. Therefore innovation centers are
important meeting places.

Local data are merged in a shared local platform—the urban data room. Data
include geographical, cadastral, mobility, energy and environmental data, as well as
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social and economic data. The aim is to provide, exchange and utilize local data
securely, transparently and independently for the development of new products and
services. Data should resolve problems on the ground and, hence, offer genuine real
value. In addition to interfaces, clear governance rules that follow the principles
of data security and data sovereignty are important. Data are only shared when
necessary; there are sensible, comprehensible and—above all—transparent rules as
to who is allowed to access which data (see Quadriga 2017).

This requires a consistent legal framework that clearly regulates how data are
used and handled, such as the data local public utilities use to create new products
and services. A “Data Act” should classify both open data and fee-based data. Not
all data should be available free of charge. The ultimate aim of a Data Act would be
to create legal certainty for people and businesses, thus ensuring planning reliability
for decision-makers in local public utilities. For example, a Data Act would have to
regulate how local public utilities can use data to develop new products and services
(see Quadriga 2017).

Local public utilities see digitalization as a transformation, not a disruption. Dig-
ital progress needs to serve people. Innovations are accepted when users perceive
their benefits. Digital products and services must add tangible value for the residents.
Local public utilities in smart cities and regions must always develop products, ser-
vices and business models with a focus on how they benefit the people and whether
they resolve local issues or improve people’s lives.

In general, local public utilities are using digital tools to offer their services more
efficiently and more competitively. With a view to climate change, urbanization
and demographic change, their solutions should also be as resilient as possible,
universally applicable and scalable. They must work independently of population
density and also take sustainability into account. The needs of future generations
must not be forgotten. Citizens will be able to experience the benefits of products
and services created from local data first hand, for their local region and their daily
lives. Local public utilities can help them gain trust in the digital transformation.

Summary

Four megatrends pose a challenge for cities and regions: demographic and social
change, urbanization, climate change and, of course, digitalization. To mitigate the
negative effects of these megatrends and capitalize on the opportunities offered by
digitalization, local public utilities need to adapt their infrastructures for public ser-
vices and, above all, upgrade the digital infrastructure.

Firstly, a sound digital infrastructurewill ensure the competitiveness of businesses
and the social participation of every resident in the digital age. Its quality is decisive:
comprehensive access to broadband, the aim of local public utilities, is essential to
ensuring that everyone has equal access to the digital world. In turn, this equal access
is decisive for social cohesion. Therefore, the digital infrastructure itself must be seen
as part of the public service.



174 K. Reiche

Digital infrastructures will create the prerequisites for smart cities and regions,
enabling them to capture the economic and social advantages offered by digitalization
for local residents. They link citizens, government administration, local businesses
and public services. Innovation centers for interchange, experimentation and cooper-
ation are important, as is the urban data room where all local data are collected. This
can be distinguished from private providers through clear rules of governance and
the principles of data ownership and sovereignty. With this approach, smart cities
and regions can create a solid foundation for encouraging people’s trust in the digital
world—a trust that is being shaken by the loss of privacy and lack of transparency.
Generally speaking, people place a high value on security. This poses an opportu-
nity for local public utilities, since they are able to cater to the residents’ desire for
reliability. In fact, the majority of people place great trust in them. As competent,
reliable local partners rooted in the local region, they have a clear advantage over
often-suspect internet corporations.

Data will also help local public actors to develop regional digital strategies, for
example by identifying local challenges and strengths and finding solutions that
fit the local scenarios. This means local public utilities can improve their products
and services or even create new ones. They can utilize the opportunities offered
by digital technologies to solve problems on the local level and give local people
genuine added value: savings of time, energy and costs, as well as greater efficiency,
and this will make the energy transition a success. The new world of energy in smart
cities and regions is based on smart power grids that link e-mobility, power plants
and power storage facilities intelligently, to supply local people with electricity,
heating and mobility generated from renewable energy sources. Residents will enjoy
safe, economical and clean energy generation, which will also contribute to climate
protection. With an eye to the megatrend of urbanization, this will help cities the
most.

Smart regions can use digital technologies to create new products and services.
One example: autonomous vehicles to improve local public transport.Mobilitywould
improve, and rural areas would be more attractive, thanks to their improved accessi-
bility. Smart cities and regions can employ new, digitally-based products and services
to mitigate the negative consequences of megatrends—provided that digital infras-
tructures and clear data laws are in place. At the same time, smart cities and regions
can use them to improve Germany’s competitiveness, as well as increase social cohe-
sion. Local public utilities are countering the digital disruption from Silicon Valley
with a digital transformation on their own terms. They are shaping the digital transfor-
mation by seizing the social and economic opportunities presented by digitalization
for the benefit of their citizens.
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Chapter 13
China’s Authoritarian Internet
and Digital Orientalism

Maximilian Mayer

Introduction

Globally, more than 4.1 billion people use social media, smartphone applications
and other Internet-based services. That represents a 54% penetration by end of 2017.
We are witnessing a transformational epoch, as information societies have become a
reality (Castells 1997). But concerns about the ramifications of mushrooming digital
technologies are growing. The relentless changes in education, industrial produc-
tion, communication attitudes, workspaces and entertainment, to mention just a few,
cause many observers to worry (Morozov 2011; Lynch 2016). Against this back-
ground, news reports and popular writings typically link China’s Internet revolution
to concerns with digital surveillance and manipulation. The specter of an Orwellian
society has become a dominant theme, rendering almost any digital trend in China
as inherently dangerous, uniquely dictatorial and ethically questionable.

This chapter explores the meaning of widespread anxieties about the authoritar-
ian potentials of digital technologies. It argues that the responses to Chinese digital
innovations tend to fall in a self-referential trap.Drawing onEdwardSaid’s problema-
tization of how Western discourses portray other cultures and societies as different
and problematic (Said 1985; Palat 2000), today’s intellectual reflex is akin to “digi-
tal orientalism”. My focus is on German perceptions about China’s digitalization to
illustrate the problem of stereotypes. The negative image of digital China is interest-
ing, because it mirrors techno-skepticism and buttresses the overemphasis on risks
and regulation in a European context.

The following aims to clarify the challenges that spring from China’s digitaliza-
tion for European societies and governments. By studyingChina’s Internet revolution
without resorting to dystopian registers, European populaces and policy makers may
refine their understanding of global trends of multiplying “authoritarian practice[s]
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in the field of digital communication technologies” (Michaelsen and Glasius 2018).
The experiences related to China’s rapid construction of digital ecosystems carry dire
warnings but also crucial insights: for instance, how to embrace beneficial outcomes
and perhaps to regain a competitive edge in digital innovations. The act of balanc-
ing that defines a differentiated view then dampens techno-skepticism in European
democracies, without normalizing modes of authoritarian digitalization. So, before
taking a closer look at European views on digital developments in China, it is worth
reconsidering for a moment Europe’s own digital conundrum.

Europe’s Digital Recession

Digitalization reshapes our life worlds in unforeseen ways. Digital technologies
are also implicated in the reorganization of global markets. And Europe has lost
momentum in this competitive process. From AI development and emerging data
platform companies to glamorous fintech “unicorns”, few European countries are
“both highly digitally advanced and exhibit high momentum” (Chakravorti 2015;
Chakravorti and Chaturvedi 2017). The boom of Chinese AI startups, in contrast,
surpassed theU.S. in 2017with a value of $15.2 billion (Snow2018). China is leading
in fintech developments both financially and technologically (Creehan and Borst
2017). In the first half of 2018, Ant Financial alone, a payment system that is part of
the Alibaba business empire, raised $14 billion (Yang 2018a).While China’s Internet
giants increase their global presence, Europe economies have few indigenous giant
Internet platforms. Both social media startups and established service sectors have
difficulties propagating attractive visions of digital services, products and lifestyles.

Europe is even further behind in the field of AI. For example, between 2012
and 2017, European AI startups were only a minuscule share of major AI company
acquisitions (CBInsights 2018; Yang 2018b). Europe’s share of platform companies
is 15.3%; their share of market capitalization is less than 2%, while none of the
largest 20 Internet companies resides in Europe (see Table 13.1). As a result, novel

Table 13.1 Global distribution of platform and Internet companies

Share of platform
companies (%) in 2015

Platform enterprises’
market capitalization
(in Billion USD) in
2015

Market capitalization of
the largest 20 internet
companies (in Billion
USD) in May 2018

North America 36.3 3.12 4319 (all in the U.S.)

Asia 46.5 0.93 986 (all in China)

Europe 15.3 0.18 --

Source Peter C. Evans and Annabelle Gawer (2016), p. 10; and https://www.statista.com/statistics/
277483/market-value-of-the-largest-internet-companies-worldwide/

https://www.statista.com/statistics/277483/market-value-of-the-largest-internet-companies-worldwide/
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digital worlds, applications and services emerging abroad put a mounting pressure
on domestic companies.

Europe’s politicians began to demand “disruptive innovations”, even in the fields
of security and military technology (Vincenti 2018). However, bridging the widen-
ing gap with respect to digital and AI development is extremely difficult. Europe
responds to the rapid progress in the U.S. and China with very limited investments.
Many young talented individuals and leading researchers have already left. How
can we explain this failure that could have potentially devastating consequences for
Europe’s wealth and productivity (McKinsey 2017)? Obvious reasons include inade-
quate amounts of venture capital, a missing digital single market, the overregulation
of digital businesses and the relatively slow reaction of traditional industrial compa-
nies (Zilgalvis 2014; Beise and Schäfer 2016; Scott 2017; Champion 2018). But a
deeper cultural layer is perhaps more consequential for shaping this response.

Woven through thisweb of behavioral and cognitive hurdles is a long-standing pat-
tern of political culture: rather than embracing both opportunities and risks, European
societies display an overly critical sentiment that slows down and sometimes outright
prevents experimentation with emerging technological possibilities (see Jasanoff
2011; Mager 2017). The European, and particularly the German public sphere, is
characterized by highly skeptical attitudes toward Internet technologies and the dis-
ruptive social transformations they may engender (Han 2013; Borchardt 2015). The
recent drafting of an Artificial Intelligence (AI) strategy by the European Com-
mission, for instance, privileges the “legal and ethical problems raised by AI and
discusses the ‘legitimate concerns’ the technology generates”. The main EU narra-
tive frames AI as creating ethical problems and being in need of regulation (Macaes
2018), while the Chinese government wants to make the country an “innovation
center for AI” by 2030 and already uses nascent AI systems to support foreign
policy-making (Chen 2018a, b). Other emerging applications face skepticism too,
including smartphone payment systems, new fintech services and facial recognition
techniques. Europe’s fintech market, concentrated in London, was only $6 billion
in 2015, while China’s was $102 billion in 2015 (Guarascio 2017). Europe’s digi-
tal “recession”, in short, closely corresponds with a mindset that de-emphasizes the
opportunities and benefits of digitalization.

Framing Internet Developments in China

Domestic discourses about digital technologies are, under conditions of globaliza-
tion, intimately connected to perceptions about models of digitalization in other
nations. While Silicon Valley serves as the global gold standard for innovational
aspirations and policy recommendations (Keese 2016), many view China as the
worst nightmare. The negative framing of China’s Internet is the corollary of the
pessimistic outlook mentioned above. For a German sociologist, China represents
all that could go wrong with digital technologies (Welzer 2015). The most important
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China think tank in Europe, the Merics, sees “IT-backed authoritarianism” buttress-
ing the power of China’s party-state (Meissner andWübekke 2016). Joschka Fischer,
former German Foreign minister, warns against a “digitally supported Leninism”
(Mayntz 2018; Heilmann 2017). German media portray China as an authoritarian
political systemwith Internet surveillance, censorship and control as a central theme.
The number of news reports between 2010 and 2017 that feature the terms “China”,
“Internet” and “dictatorship” and that frequently used notions including “IT dictator-
ship”, (Deutschlandfunk 2017) “Internet dictatorship”, “data dictatorship” (Mayer-
Kuckuk 2017) and “Big Data dictatorship” (Assheuer 2017) has increased sharply
(see Table 13.2).

The fast-growing use of this peculiar triadic connection—
China/Internet/dictatorship—is interesting for various reasons. A comprehensive
2008 study on German media reports about China notes that only 0.6% of all articles
referred to China’s Internet censorship (Richter and Gebauer 2010). A decade
ago, to begin with, any combination of these terms had seemed contradictory. The
Internet was linked to democracy as a generation of Californian entrepreneurs
and utopian visionaries aspired to use cyberspace as a catalyst for freedom and
democratization worldwide (Meng 2010; Deibert and Rohozinski 2010). The
Internet, according to the hope of many observers, would help to usher in China’s
progressive democratization or, at least, enable activists to increase the pressure on
the regime (Yang 2009).

Yet, today’s China provides ample evidence for the opposite, namely, the potential
realization of a “totalitarian Internet society” (Lüdke 2017). The leadership of the
Communist Party indeed uses social media, Internet platforms and big data infras-
tructures creatively and without democratic restrictions. When access to foreign
information sources is blocked, censorship automated, mutual surveillance and uni-
versal scoring is normalized via all-encompassing platforms, there appears to be no
escape from “total control” (Stockmann and Gallagher 2011; Siemons 2018). Even
abroad, if Chinese tourists enjoy cheap Internet access via mobile roaming, they
remain virtually inside the great firewall while walking through Rome, New York
or Tokyo. Hence, China came to symbolize all that went wrong. Naturally, the pes-
simistic and alarmed voices inWestern media are growing because the consequences
of China’s digitalization do not only bury progressive aspirations but also contradict
the values of liberal democracies, such as data privacy and freedom of speech—not
to mention the “right to be forgotten” or the idea of digitally opting out.

To make sense of these developments, journalists frequently invoke Orwell’s
vision of a totalitarian society—articulated in his famous book 1984—to signify the
radical difference of a morally appalling and dangerous “other” (Hoffmann 2018).
Yet, the question that should be raised is whether this sort of black-and-white narra-
tive does justice to the entire cyber reality in China. Digitalization evolved through
both tensions and collaborations among state agencies and private Internet com-
panies. The result thus far is a marriage of convenience: a surveillance-obsessed
state and data-hungry platform enterprises working hand-in-hand to create a “net-
worked authoritarianism” (Deibert et al. 2010). By 2018, China had more than a
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billion Internet users, of which the majority access online services through mobile
phones. WeChat—China’s leading instant online messenger and a subsidiary of Ten-
cent—which combines multiple chat, payment, work and entertainment features
within a single ecosystem, has more than one billion daily users. In short, through
the widespread use of smartphone applications, unencrypted communication, digital
surveillance and censorship became socially acceptable and pervasive, as well as
inexpensive for the party state.

Online finance services generate another great pool of data. Hundreds of millions
buy on Alibaba’s platform and use Alipay, a part of Alibaba group, to electronically
pay for anything from ice cream to donations for the homeless. Cash payment has
all but vanished and face recognition techniques have rapidly become normal in
commercial and public settings. The use of cameras, censors and cookies goes beyond
data collection in policing, traffic, communication and finance (Mozur 2018). In
someChinese factories, workers’ brain activities aremeasured to improve production
processes (Chen 2018a, b). There are schools with cameras in classrooms that stream
their live-feed in real time online. The Chinese state apparatus 2.0 has—at least in
principle—access to all the data generated by these technologies. As a result, an
ideologically vibrant regime can rely on “algorithmic governance” that is capable
of what was only a dream to the East German Stasi—it has automatic, instant and
unrestricted access to even the tiniest details of the financial, communicative and
emotional life of its citizens. New propaganda and persuasion tactics diminished
earlier hopes that internet activism could nudge China’s political system to become
more transparent, participatory and democratic (Creemers 2017;Repnikova andFang
2018).

So, has Orwell’s dark vision even been surpassed? The ultimate “smoking gun”
for observers lies in the official plan of the National and Development and Reform
Commission to establish a national “social credit system”. The latter aims at rating
the behavior of all persons, companies and other actors in four areas: “administra-
tive affairs, commercial activities, social behavior, and the law enforcement system”
(ASAN 2017). Rooted in traditional Confucian ideas of moral control and collective
management, the social credit system draws on hitherto unavailable data sources
and big data methods to govern China’s economy (Creemers 2018; Meissner 2017).
Reducing citizens to a single score that represents their overall trustworthiness dra-
matically redefines the modus of digital personhood. Individuals with a low ranking
could become second class citizens overnight, barred from traveling, online access
and other public services (Botsman 2017).

Thewildest frontier of authoritarian digitalization, however, lies inWesternChina.
In the remote province of Xinjiang, layered measures of a repressive police state and
a system of ‘educational camps’ blend with the ubiquity of the latest surveillance
high-tech. It is here, inChina’s remoteWest,where tech startups—far away from their
glittering offices in Shanghai or Shenzhen—experiment with new face recognition,
surveillance software and AI applications that are employed against minorities with-
out public scrutiny or legal restrictions (Economist 2018; Millward 2018). China’s
recent AI hype is organically linked to a new type of highly intrusive and repressive
techno-policies in Xinjiang.
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The Orwellian Narrative Revisited

Despite these often literally unspeakable realities of digitally enhanced abuse and
repression, the Chinese experiences with digital technologies cannot be purely
described through a register of control. Digital China as a whole is not a dystopian
case. To begin with, opinion polls show that a majority, notwithstanding online
protests and offline resistance, has a positive view of government. Although some
of the polls might be misleading, Chinese society displays a high score of trust in
its political institutions and the achievements of the Communist party (Chen 2017;
Zhao and Hu 2017; Tang 2018). Modern infrastructure and digital technologies are
widely seen as a sign of the success and efficiency of one-party rule.

Moreover, against the seemingly persuasive framing of Orwellian narratives, one
should not forget that digitalized services made life extremely convenient for the
average (urban) person. Chinese users were extremely quick to adopt digital tech-
nologies. They did not care much for privacy and data security. The digitalization of
entertainment and work environments, service sectors and education unfolded per-
haps nowhere as quickly and comprehensively as inChinese society. This observation
holds across different generations, as well as urban and rural settings (Delisle et al.
2016). The majority of Chinese can no longer imagine missing the mobile phone-
based options for mobility, communication, shopping, dating or gaming, while the
pervasive practice of Internet censorship has been largely normalized and is—even
among critical voices—a less contentious issue (Wang andMark 2015). The benefits
dominate public perception. The competitive effects of commercial online services
in banking, for instance, improved the effectiveness of traditional banks (Ye 2017).
In the field of charity, to name another example, the new charity law—in combination
with digital platforms for NGOs—rendered a corruption-infested sector into a more
transparent and professional operation.1 Finally, platforms such as Ant-Financial
may also help to change behavior towards a more environmentally friendly pattern
(Yang et al. 2018; Wu 2018).

Positive outcomes of digitalization are also obvious in the vast rural areas where,
despite rapid urbanization, still more than 40% of the Chinese population lives. The
exploding fintech branch—which now has more clients than traditional banks—
made small loans and other financial products accessible to poor families and small
business for the first time in a fast, affordable and rational manner (Shen 2017).
Automated financial credit scoring replaces the bureaucratic and complicated credit
procedures. In 2017, one third of Alipay’s users were from rural areas. JD Finance,
which belongs to JD Group, China’s largest online seller, operated in more than
300,000 villages to provide online financial services. Large online marketplaces
empower small farmers in remote parts ofChina to sell directly intomajor cities (Zhou
and Hua 2013). CreditEase, a fintech company, pioneered the leasing of machines,
tractors and even livestock (Shen 2017). Online education platforms, meanwhile,
offer reliable and affordable language courses for children living outside the major
metropolitan centers. Digital ecosystems offer various education opportunities in

1Interviews and observations in Shanghai 2017 and 2018.
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third-tier cities and significantly contribute to the inclusion of migrants and rural
denizens in China (Arnold and Willis 2016; Aveni and Roest 2018).

Amore nuanced look at the social credit system, which appears to be an overpow-
ering totality, is also necessary. The first observation is perhaps counter-intuitive for
outsiders. A key rationale of this system is to re-establish basic trust and guaranty
responsible behaviour among actors in commercial, legal, health and administra-
tive settings. China’s breakneck economic growth was always connected with major
scandals ranging from food safety and corruption in the real estate sector to finan-
cial Ponzi schemes. In the early phase of e-commerce and virtual communication,
too, online fraud and other cybercrimes have skyrocketed (Liang and Lu 2010). In
2010, trust among the Chinese reached its lowest level according to researchers from
the Chinese Academy of Social Sciences (Dan 2013). And many experts argue that
transparent rating and scoring systems, based on gathering big data from different
sources, will help to restore interpersonal and public trust in cyberspace, as well as
offline (Wang 2017; Shen 2016). The system’s Chinese name (shehui xinyong tixi)
indirectly conveys a Confucian connotation, alluding to “sincerity”, “integrity” and
“honesty” (xin) behind the modern word of “credit” (xinyong) (Meissner and Wue-
bekke 2016). Given the similarities to other credit ratings in the West, the legitimate
motivation to restore societal trust cannot simply be ruled out. Recent polls show
that Chinese users indeed value the trust- and transparency-enhancing function of
different rating systems (Kostka 2018).

Second, it is doubtfulwhether the central governmentwill ever be able to realize its
comprehensive vision from 2014 (Chorzempa et al. 2018). Major obstacles include
bureaucratic infighting about data and responsibilities and the difficulty of working
closely together with private companies in order to share massive amounts of data
instantly. For instance, in cities such as Rongcheng (Shandong province) that test
a local version of the system, the collected data stem only from state agencies.
No direct link to private companies or neighborhood committees (shequ) exists.2

The practical problems for data pooling run in parallel with fragmented censorship
practices. A comparison of Chinese video platforms, for example, shows that there
is no monolithic system of censorship. Different private platforms have diverging
approaches (Knockel 2015). A biotope of different, partly overlapping or conflicting
financial, social and moral scoring systems that might never be fully integrated is
more likely to emerge. Among the operators of these systems are private, public
and commercial actors, including courts, railways and airlines, banks, NGOs and
platform companies, as well as the police and state security apparatus (Creemers
2018; Daum 2017). While this scenario differs substantially from a single, unified
social credit system, the effects of such a fragmented landscape of digital scoring are
perhaps even less desirable.

What is clear, however, is that the three-way interplay between party-state,
platform companies and citizen-consumers—the mediated ubiquitous datafication
infrastructure—will remain a complex and partly unpredictable coevolution under
the conditions of authoritarian digitalization (Qin et al. 2017;Negro 2017).Hence, the

2Results from author’s field work in Rongcheng.
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certainty andmoral high ground that media reports routinely express when looking at
China’s digital advancements neither allow for an objective account nor generate pro-
ductive insights. Themoralizing stance is instead indicative of a tendency,widespread
across Europe, to undervalue digital technologies as actual improvements. Conse-
quently, positive sides of China’s digitalization are systematically overlooked, or
downplayed, and negative sides occupy the lion’s share of attention. Furthermore,
attempts to compare China with other countries are largely missing, although they
would be necessary to replace digital Orientalism with a more comprehensive per-
spective.

Comparative Perspectives on Digital Surveillance

China’s authoritarian digitalization needs to be contextualized by international com-
parison. I cannot satisfyingly undertake this task here due to space constraints. Yet,
a few observations and examples shall suffice for our purpose. One option is to
compare China alongside other authoritarian system such as Russia, Iran or Saudi
Arabia. Another one, as suggested by Marcus Michaelsen and Marlies Glasius, is
to compare the spread of a set of “authoritarian practices” across different political
systems (Michaelsen and Glasius 2018). The latter approach reveals that there are
various commonalities between China, the EU and the U.S. In democratic countries,
new forms of digitally enabled governance emerged that lack accountability and
legitimacy (Leggett 2014; Danaher et al. 2017). Comparing 14 different practices of
surveillance, manipulation and control reveals a great deal of overlap, reaching from
technical support of Internet surveillance abroad, to the massive breach and misuse
of private data, to automated algorithmic censorship (albeit with different intensity)
and large-scale ubiquitous data collection (Table 13.3).

Observation that surveillance, datafication and various types of “soft” manipu-
lation—e.g., nudging, scoring (see Yeung 2017; Dencik et al. 2019; Bradshaw and
Howard 2018) or even big data supported remote killing (Taibbi 2018)—are normal-
ized across the board presents us with a tricky puzzle. Science and technology studies
offer at least two theoretical lenses to explain the phenomenon of global communal-
ities. We could speculate that similar authoritarian practices arise from the specific
“affordances” of the involved technologies. Affordances are, everywhere, more or
less the same regardless of the nature of political or commercial digital technol-
ogy systems (Conole and Dyke 2004; Autio 2018; Dahlberg 2011). The related
digital authoritarian practices can therefore easily travel between different political
cultures. Others, in contrast, argue that “digital totalitarianism” (Taz 2017) is cre-
ated by the mutual constitution of digital technologies, algorithmic governance and
security discourses that evolve in democracies and authoritarian regimes alike (Lehr
2019; Amoore 2013; Crawford 2019). But, whatever the answer to this question is—
whether one prefers a techno-determinist or a co-productive logic—the Orwellian
narrative becomes less convincing against the backdrop of comparative reasoning.
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Table 13.3 Comparison of “authoritarian digital practices” used for surveillance, manipulation
and control over Netizens in the U.S., China and the EU

Examples of authoritarian digital practices EU USA China
Systematic use of techniques of predictive policing 

Party-led censorship (media companies) 
Brain hacking, dopamine labs (companies) 

Automated algorithmic censorship (social media/Internet) 
Automated, data-based killing 

Public lists (with felons’ wrongdoings) 
Goal to build a comprehensive national social credit system 
Algorithmically generated content bubbles in social networks

Unrestricted or legally non-transparent access to personal private online 
data 

Illicit selling/misuse of private data
Targeted political online campaigns 

Automated upload filters / blocked content • 
Support of internet surveillance abroad • • • 

Ubiquitous data collection by devices, intelligence services and enterprises 
Systematic filtering and blocking of major foreign information sources 

Source Authors own compilation from open-access sources

The intellectual prudence of a comparative approach challenges simplifyingworld
views that naively see “digital China” as the “evil other”. To contextualize China’s
realities makes parallels and similarities, as well as differences in digitalization visi-
ble. As a result, a more accurate, yet complex picture arises that pinpoints disconcert-
ing global commonalities and transmutations. Ultimately, understanding the risks,
dangers and opportunities of authoritarian digitalization is key to rethinking Sino-
German cooperation in a global data economy and digitalized industrial production.

Conclusion

This chapter argues that—in portraying China—many observers fall into the trap of
digital orientalism. Digital China is framed as the negative, the failure and a threat.
Yet, this sort of prism is biased. It overlooks positive outcomes resulting from digital-
ization—and can’t explain the reason for why the absolute majority of Chinese don’t
resist authoritarian digitalization. Indeed, regarding digital rating systems, research
by Genia Kostka shows that “urban Chinese have an overwhelmingly positive view
of commercial and government-run systems” (Kostka 2018). My point here, analyt-
ically speaking, is to stress the need for a thorough contextualization of the Chinese
experience. One such option is to interrogate digital authoritarian practices across the
world. Using a comparative approach, of course, does not imply excusing or normal-
izing the misuse of digital technologies in China. However, a comparative analysis
reveals that digital technologies are increasingly employed in authoritarian ways in
the U.S. and EU. Various similarities with China exist. It follows that democratic
countries, as they critique surveillance in China, have to review their own practices
more carefully.
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China’s digital authoritarianism has serious implications for Sino-European coop-
eration, both politically and economically. At the political level, competition will
intensify, because China’s ideology is now supported by, and intertwined with, a
strong technological component and expertise attractive to other countries. Concern-
ing trade and investment, the commercial success of digital authoritarianism doesn’t
just pose a huge challenge for Europe’s own underdeveloped digital capitalism (Lobo
2018). Data localization requirements, deep-seated mistrust and conflicting laws will
complicate the establishment of Industry 4.0 ecosystems and cross-border IT infras-
tructures. The relevant rules, standards and administrative procedures for data stor-
age and security are already under negotiation. But there are further complicated
moral and political issues. If, for instance, German autonomous cars are to drive in
China, German companies will become directly complicit in a massive surveillance
operation (Fasse and Scheuer 2016). The unfolding US-Sino conflict about Huawei
products such as 5G network technology, that has greatly escalated in the recent
month, puts additional pressure on European countries to reconsider their reliance on
China built digital infrastructures. However, the European perspective also needs to
focus on positive advances and examples of creativity. China’s administrative state
has digitally reinvented itself, and there are further lessons for European policy-
makers from the Chinese use of digital technologies in public security and transport,
health, education, competition, inclusive finance and entrepreneurship. Assessing
the fruits of China’s massive and multi-faceted drive for digital innovations requires
an open-minded and balanced analysis.

If it is true that the process of digitalization is still in an early stage, then attempts
to determine whether its results will be overwhelmingly beneficial or harmful are
premature. Meanwhile, the discursive shift away from the Internet democratization
thesis to growing anxieties about expanding digital authoritarianism indicates that the
pendulum swings back. The Orwellian narratives about China’s Internet revolution
express a legitimate concern: the utopian story of the Internet’s beginning might turn
completely and irreversibly into a nightmare. And this nightmare might very well
become a reality—perhaps with a social credit system extending its effects beyond
China’s borders (Hoffmann 2018). But, it is worthwhile to repeat for all techno-
skeptics among us that digital technologies are as much made from materials and
powered by algorithms as they are social and cultural constructs. Digital technologies
andBigData have no inherent tendency that inevitably renders them either authoritar-
ian tools or instruments of democratization. Hence, to think of positive imaginaries of
the future is, at this juncture, more important than ever before (Broy and Precht 2017;
Dencik 2018). In other words, we need many more systematic efforts to develop new
ideas and practices of shaping and redesigning current sociotechnical formations of
digital technologies in Europe, China and the U.S. in the light of our visions for a
thriving and better society.
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Chapter 14
Digitalization and Public
Policy—Conceptualizing a New Space

Aaron Maniam

World is crazier and more of it than we think
Incorrigibly plural …
—Louis MacNeice, “Snow”

Introduction

We need better conceptual explanations for the widely differing public sector expe-
riences with digital technology—at national, regional, municipal and other levels.
While perhaps not “incorrigibly plural”, the range of governments’ lived realities
with digitalization has at least some roots in how core ideas like digital resources
and digital governance are defined. This chapter examines how more nuanced and
textured definitions are gradually emerging from gaps in the existing public admin-
istration literature, in the process raising important questions for policy formulation
and delivery.

The Current State of Play

More andmore governments are adopting digital technologies in policy development,
internal administration/management and service delivery. Some writers even note
that “it is difficult to think of a public problem or government service that does not
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involve (such technologies) in some substantial way” (Gil-Garcia et al. 2017). As
early as 2006, Dunleavy et al. noted that in limiting cases, some agencies “become
their websites … the electronic form of the organization increasingly defines the
fundamentals of what it is and does”. Today, government services are increasingly
delivered via digital platforms (e.g., smart telephones, personal computers), and some
websites are becoming increasingly passé.

Themanifestations of public sector digitalization have been highly varied. In some
countries, governments use digital technology to acquire data that enables greater
control over citizens—for example, China’s emerging system of social credit and
“Police Cloud” (Hvistendahl 2017; Mistreanu 2018) Elsewhere, digitalization has
been used to provide more citizen-centric policies and delivery—Estonia’s public
rhetoric suggests this, although actual policies display additional goals to balance
a perceived threat from Russia (Heller 2017). Yet other countries seek to reduce
government reliance on manpower and Weberian paper-based procedures, and to
increase resource efficiency (the United Kingdom (UK), Australia and Singapore,
inter alia). These differences in motivation are compounded by variations in effi-
ciency: some governments digitalize at great cost, with little by way of concrete
results; other more modest programmes have much higher success rates.

This breadth of empirical experience makes it unsurprising that there is still no
clear, common definition of government digitalization—the pervasive adoption of
digital technology in various facets of public sector life, including policy making,
service delivery, internal administration and management of public organizations,
and engagement of businesses, citizens and other stakeholders.

There is certainly no lack of effort to articulate such definitions. In fact, the
gray literature has provided multiple descriptive definitions. Consulting firms like
McKinsey and Deloitte have been prolific on digital government, particularly in the
past five years. International organizations, particularly the United Nations (UN),
its subsidiaries and the World Bank have weighed in. The definition from the UN
Educational, Scientific and Cultural Organization (UNESCO) definition is typical:
“the public sector’s use of information and communication technologies (ICTs) with
the aim of improving information and service delivery, encouraging citizen partic-
ipation in the decision-making process and making government more accountable,
transparent, and effective” (2005).

The academic literature has moved beyond description to analytical typologies.
These generally take the form of frameworks or models, each emphasizing the inter-
actions of different dimensions. Several adopt a sequential or generational approach.
Chun et al.’s four-stage model (2010) begins with “digital presence”, or simple, pas-
sive, information-providing websites, through to “shared governance to transform
how government operates, in terms of seamless information flow and collabora-
tive decision making”. Janowski’s four-stage model (2015) involves Digitization
(the presence of technology in government, in a static, non-interactive way), Trans-
formation (electronic government), Engagement (electronic governance involving
non-public sector stakeholders) and Contextualization (policy-driven electronic gov-
ernance). These sequential models mistakenly assume that digitalization processes
follow a deterministic teleology—early stages being necessary before subsequent
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ones, and later stages being superior to earlier ones. Most lived reality suggests that
neither of these is true. Countries or agencies can learn from others and leapfrog
more rudimentary stages, while some deliberately remain at a particular stage more
appropriate to their needs (e.g., foreign ministries deal primarily with information
and naturally develop deep Facebook, Twitter and other social media capabilities
for public diplomacy, but only basic web platforms for administrative and consular
functions like passport and visa applications). All this adds to the range of empirical
experiences in need of analysis and categorization.

Several scholars have attempted to address this flaw with richer frameworks.
Gil-Garcia and Luna-Reyes (2006) offer a meta-examination by categorizing digital
government under four headings: electronic services (e-services); e-management;
e-democracy; and e-policy. Dawes (2009) defines digitalization as a dynamic frame-
work embedded in socio-economic phenomena—an approach enhanced by Dawes
and Helbig’s conceptual model (2015) of digital government as a dynamic phe-
nomenon in which policies, management and organization, technology and data
interact within social, political and economic contexts. However, they are silent on
exactly how such interaction occurs. This gap is addressed by Pollitt (2011), who
extends Bellamy and Taylor’s (1998) insight that government digitalization con-
stantly engages with “the complexities of the political and social world in which
technologies are being adopted”. Pollitt describes these engagements in terms of
digitalization and technology altering time, place, tasks and activities, rules, resource
flows and individuals. Moon et al. (2014) extend the classification by Rosenbloom
(1998), exploring how digitalization shapes three dimensions of public administra-
tion: political, managerial and legal.

Dunleavy and Margetts (2013 and forthcoming) offer arguably the most compre-
hensive definition in current literature. Building on an earlier concept, “Digital Era
Governance” (Dunleavy et al. 2006), they suggest the idea of “Essentially Digital
Governance” (EDGe), comprising 48 aspects grouped into three headings:

a. (re)integration of government functions (in several cases, reintegration followed
the agency specializations advocated by some interpretations ofNewPublicMan-
agement (NPM) reforms);

b. holistic concernwith, and response to, citizen needs (what the authors call “needs-
based holism”);

c. widespread adoption of digital technology.

This definition encompasses similar technical elements to those in the aforemen-
tioned models. It also examines the normative issue of how EDGe, at its most expan-
sive, qualitatively differs from preceding governance paradigms: Progressive Public
Administration, which emphasized the importance of a well-trained professional
bureaucracy, insulated from political, commercial and popular pressure; and NPM,
which focused on transposing neoliberalmarket principles to running public agencies
(Dunleavy 2009).

These multiple, overlapping definitions have typically been applied to assessing
how digital technology is transforming one or more aspects of governance. The
vast majority of public administration authors focus on transformations in different
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geographical areas, a sampling of which includes member states of the Organization
for Economic Cooperation and Development (OECD) (Foley and Alfonso 2009); the
United States (Norris and Moon 2005; Dawes 2008; Tolbert et al. 2008; Fountain
2009; Norris and Reddick 2012); Sub-Saharan Africa (Schuppan 2009); groups of
countries in the Middle East (Chatfield and Alhujran 2009; Jasimuddin et al. 2017);
Australia (Henman 2010); the UK (Brown et al. 2014); Brazil (Musafir and Freitas
2015); the Nordic states (Joseph and Avdic 2016); Canada (Clarke et al. 2017);
Estonia (Lember et al. 2018; Margetts and Naumann 2017).

Beyond geographies, other authors examine digital technologies’ transformative
effects on governance in general (Hood and Margetts 2007; Margetts 2008, 2009;
Dominguez et al. 2011). Yet others adopt a meta-approach, studying how digital gov-
ernance as a field is evolving (Dawes 2009; Gil-Garcia et al. 2017). A small clutch
of articles has moved beyond backward-looking analysis to forward-looking advo-
cacy on how governments should digitalize. O’Reilly (2011) suggests seven design
principles1 for Gov 2.0. Dunleavy and Margetts (forthcoming) suggest nine design
principles for EDGe, sub-divided into five ‘Do’ principles2 providing the framework
for administrative and service design, and four ‘Choice’ principles3 articulating a
normative framework for policy-making and service delivery.

While this literature extensively describes the range of government programs,
projects, practices and success rates, what is missing is a rigorous explanation of why
government practices and principles occupy such a broad range. The next section
takes up this challenge.

Digitalization as a Two-Dimensional Space

Acore reason for the breadth of government digital practices is how differently schol-
ars and practitioners’ approach two key issues. What follows is a broad overview,
followed by a more in-depth treatment of each.

First, there is a range of definitions of the type of resources managed in a dig-
ital environment. Traditional ideas of resource scarcity are gradually being sup-
plemented by the view that some new resources are abundant, or even generative or
self-replicating from frequent use. Call this the scarcity-generativity axis; definitions
of digital resources can be found across the whole spectrum.

1The seven principles are: (1) Open standards to spark innovative growth; (2) Build a simple system
and let it evolve; (3) Design for participation; (4) Learn from your hackers; (5) Use data mining to
harness implicit participation; (6) Lower barriers to experimentation; (7) Lead by example.
2The five Do principles are: (1) Deliver public services for free; (2) Use already existing digital
information; (3) Do it once; (4) Grow scalable services in competition; (5) Isocratic (Do-It-Yourself)
administration.
3The four Choice principles are: (1) Value equality of outcome over process; (2) Provide formal
rights and real redress; (3) Keep the state nodal; (4) Experiential learning.
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Fig. 14.1 Digitalization as a 2 × 2 space, Maniam 2018

Second, there are varied definitions of how governance needs to be structured: on
the one hand, there are arguments for specialization and division into professional-
ized siloes; on the other hand, policymakers advocate for “Whole-of-Government”,
“Joined-Up Government” and “Whole-of-Society” approaches that involve more
polycentric governance, transcending the orthodox boundaries of public, private
and community sectors (Pollitt 2003). Call this the silo-polycentricity axis. As with
resources, definitions of digital governance can be found across the entire spectrum.

Together, these two axes generate a 2 × 2 space (Fig. 14.1) with four core
archetypes of digitalization, rather than a single canonical experience.

The next two sections present more detailed derivations of each axis, followed by
a description of what digitalization might entail in each quadrant.

Reconceptualizing Resources: The Scarcity-Generativity
Axis

It is noteworthy that the first chapters of nearly all economics textbooks are titled
“Scarcity: The Central Problem of Economics”, or something similar. This makes
sense in the non-digital space, where much of the discipline is concerned with rec-
onciling unlimited wants with limited resources, through optimisation processes that
“maximize” some variable (utility, profits, wages, lifetime income, et al.) within con-
straints and parameters. Suchmaximizing approaches have extended to public policy,
where efficient resource utilization is often cited as a key priority of governments.
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The fundamental assumption of scarcity works well for physical (and therefore
finite) resources like oil or land, or even non-physical but nonetheless finite resources
such as time. But it is less clear if scarcity characterizes the resources increasingly
important in digital economies—data, knowledge and connections underpinned by
relationships. These grow rather than deplete from being used, particularly given
improvements in analytic capabilities and Internet-enabled network effects.

Consider some simple examples. Data begets more data once it has been inter-
preted and analyzed: raw data on road usage, for instance, can generate new insights
leading to new studies and models, perhaps even the collection of new data. One
person’s knowledge—say, in a book or chapter like this one—can catalyze new
ideas, interpretations and innovation. All successful thinkers and scholars stand on
the shoulders of their predecessors and antecedents; even the most ground-breaking
work draws on prior research. In addition, what Putnam (1995) called the “social
capital” underpinning relationships benefits from being tended and nurtured, so that
trust, reciprocity and predictability are created and sustained, much like gardens
generate new life from regular maintenance. Of course, data and knowledge need
physical storage (although technological advancements increasingly expand these
limits), and relationships take attention and time to maintain. But one could call
these second-order scarcities: in and of themselves, the resources involved have no
physical form and no physical quantities to be “depleted” from use, so they are not
“consumed” in the literal sense.

Traditional economics is only partially helpful in understanding the nature of
such resources. Drawing on Elinor Ostrom’s Nobel Prize-winning studies of how
common-pool resources are governed, aswell as the prior work of Samuelson (1954),
resources like data, knowledge and relationships would be seen as:

a. Non-rivalrous or non-subtractable—Person A’s consumption of data and knowl-
edge, or experience of a relationship, does not prevent the simultaneous con-
sumption/experience by Person B;

b. Non-excludable—Person A could not stop Person B from consuming data or
knowledge, or from being in a particular relationship.

Where the concepts of rivalry, subtractability and excludability falter is their assump-
tion that resources do not change in the process of being utilized or experienced.
Samuelson’s public goods, like street-lighting, lighthouses and defense, or the
rivers, fisheries and forests that formed Ostrom’s key case studies, remain relatively
unchanged by consumption, even if they transform due to external or systemic fac-
tors. In contrast, data, knowledge and relationships are fundamentally altered when
utilized, because this very utilization results in more of each resource being created.

The term I suggest to describe such self-replicating resources is “generative”
(Maniam 2016). Given the inadequacy of existing descriptions, we need a funda-
mentally different way of thinking about what generative resources are and how they
work. Some useful ideas come from French sociologist Mauss (1966) on what he
terms a “gift economy”—where things have intangible value even if their tangible
worth is unclear, and are exchanged reciprocally rather than as instrumental, cap-
italist commodities. However, while Mauss’ process of exchanging gifts is indeed
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generative, he does not offer much of an account for the generativity of the gifts
themselves (the additional usage created for each resource).

On this latter issue, the conceptual heavy lifting is only just beginning. For now,
five aspects seem particularly critical in defining this new vocabulary:

1. Generative resources are not static but constantly evolving. This might seem
obvious, until we remember that for the better part of history, our notion of
resources has focused on substances likewood, iron and oil, which stayed (by and
large) the same during a productive process. Physical states sometimes changed,
but at its core, each resource remained relatively constant. In contrast, genera-
tive resources are dynamic and iterative: data feeds on itself, networks generate
cycles that can be virtuous or vicious, and social capital can undergo both quan-
titative and qualitative transformations as a result of relationship building within
a community.

2. Generative resources exhibit “input-output polymorphism”. It is difficult to tell
whether data, knowledge and social capital constitute input into, or output from,
productive processes. The input-output dichotomy—while useful for a world
where goods and services were produced in linear, discrete processes—is much
less relevant when resources and raw “materials” are less tangible. There are
inevitable feedback loops between input and output. Old boundaries between
production and consumption, or producers and consumers, will grow less salient
over time. We will all increasingly become “prosumers” in our interactions with
generative resources.

3. Generative resources suffer, not from the overuse that prompted Hardin (1968)
to coin the famous term “tragedy of the commons”, but from underuse. Websites
bereft of traffic; physical and online networks atrophying with sluggish usage;
prediction algorithms with insufficient training data; neglected communities on
the sidelines of cities—the lost potential and capacity in each of these are certainly
tragic. But the tragedy lies in insufficient rather than excessive exploitation—
sometimes by choice, in the case of relationships, and sometimes because we
might lack the computational and/or cognitive power to analyze new data or
knowledge. Again, underuse is related to second-order scarcities: time, attention
and capacity are limited, even if the resources on which they act are generative.
The sobering reality is that such second-order scarcities will not disappear easily,
although they can be mitigated with technological improvement and innovation.

4. As a result of their evolving nature, generative resources have fuzzy and dynamic
edges, not clear boundaries. Governments usually rely on well-defined bound-
aries when governing a resource: knowing the boundaries of oil deposits, for
instance, is key in deciding the validity of ownership claims. But where do things
like data, networks and relationships start or end? If clear boundaries allow for
clear principles of governance, then fuzzy and dynamic boundaries may also
require governance by fuzzy and adaptive logic—broad norms underpinning the
use of a resource, rather than mere physical concepts like quantity. Ostrom’s
work on fisheries and forests offers clues on what such norms might look like—
fishermen collectively choose to adhere to norms of throwing young fish (below
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a certain length) back into the water, while trees with trunks below a certain
diameter are deliberately untouched by loggers. These norms can only be imper-
fectly defined and enforced—hence their fuzziness—andmayneed to evolvewith
time. But Ostrom’s work suggests that self-organizing, self-monitoring and self-
enforcing communities can actually achieve reasonably high rates of adherence
within these conditions—in some cases, such communities achieve outcomes
that are closer to Pareto Optimality than those achieved by either top-down state
interventions or market-based solutions. This could apply equally to data and
knowledge (collective norms in universities on plagiarism, for instance) or norms
governing the behavior of communities, both on- and offline.

5. The intangible and evolving nature of such resourcesmean that there are few clear
“equilibrium” points in the way they can be used or managed. Much as equilib-
ria help to simplify analysis in what the positivist tradition terms “comparative
statics”, the real world does not usually exhibit stable or immutable equilibria.
Instead, the ways in which data, knowledge and relationships are used, as well as
sustained, are likely to be much more emergent and unpredictable ex ante. Opti-
mization approaches may need to start giving way to design-based, behavioral
approaches that emphasize iterative and experimental learning by discovery.

To be clear, my argument is that generativity will and should supplement, not sup-
plant, scarcity in our understanding of resources. Scarcity of physical resources,
or units like time, will persist. But we do need a more nuanced view of emerging
resources in the digital space, and different circumstances will require us to situate
ourselves at different points on the scarcity-generativity axis.

Reconceptualizing Governance: The Silo-Polycentricity Axis

In addition to resources, our conceptualization of governance must also evolve. Even
before the advent of digital technology, the traditional Weberian model of govern-
ment—politicians and civil servants acting with relative autonomy on businesses and
citizens who are passive recipients of policy—has been giving way to more multi-
sector approaches where governments steer, not row (Osborne and Gaebler 1992;
Peters 2011) or are “platforms” for a broad range of actors, rather than “control tow-
ers” or singular actors functioning with unimpeded autonomy (Kettl 2008; O’Reilly
2011).

Digital technology has accelerated and deepened these trends.While some sectors
continue to require governments to row, command and control (decisions on tax rates,
for instance, or implementation of the highest levels of foreign policy), many do not.
Education requires the involvement of parents and school stakeholders, particularly
when enabled by the use of home computers andmobile applications; healthcare is no
longer the sole purview ofmedical professionals, and patients have access to farmore
online information than before (for better and worse). Even the process of making
policy increasingly involves citizens—as seen in the advent of deliberative demo-
cratic platforms like Citizen Juries, participatory budgeting and other participatory
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platforms (Fung 2006)—many of them at least complemented, at most transformed
by digital platforms (Fung et al. 2013; Farrell 2012).

Even where citizens do not play active roles in policy formation, digital tech-
nology allows for the collection, connection and synthesis of unprecedentedly large
amounts of data, all of which shed light on the needs, preferences and perspectives
of individual citizens—what Dunleavy and Margetts (2013 and forthcoming) call
“needs-based holism”. This data richness allows for a degree of focus on “citizen
needs” hitherto unseen, adopting “user-oriented” design principles and insights from
behavioral psychology. In line with this trend, a growing number of governments are
establishing government or government-linked units focused on design (e.g., Den-
mark), behavioralism (Australia) or both (Singapore and the UK).

Collectively, these trends substantiate arguments in the institutionalist literature
that governance of complex systemsmust be “polycentric”—most recently by Elinor
Ostrom (2009), building on earlier work by Ostrom et al. (1961):

‘Polycentric’ connotes many centers of decision-making that are formally independent of
each other. Whether they actually function independently, or instead constitute an interde-
pendent system of relations, is an empirical question in particular cases. To the extent that
they take each other into account in competitive relationships, enter into various contractual
and cooperative undertakings or have recourse to central mechanisms to resolve conflicts,
the various political jurisdictions in a metropolitan area may function in a coherent manner
with consistent and predictable patterns of interacting behavior. To the extent that this is so,
they may be said to function as a ‘system.’

Polycentricity means, among other things, ensuring adequate porosity between the
state (government), markets (businesses) and communities of citizens, as well as
decision-making that takes place as close as possible to, if not by, the stakeholders
most affected. Where digital technology enables the transcending or attenuation of
physical distance, or the synthesis and analysis of hitherto inaccessible (volumes of)
data, the momentum toward polycentricity is likely to increase. Different societies’
positions on the silo-polycentricity axis will depend on how they balance between
two poles: on the one hand, governments acting as specialists and experts, separate
from and independent of other stakeholders; and on the other, governments acting
more in concert with counterparts in business and the community.

Bringing the Axes Together

This brings us back to the quadrants in Fig. 14.1. The boundaries of the quadrants
are porous, rather than rigid, but each quadrant is a useful archetype of the kinds of
digitalization that may exist in different contexts.

The top right quadrant involves high generativity and high polycentricity. Such
settings involve moving beyond traditional assumptions of scarcity, harnessing the
generative potential of data and online trust. Estonia’s vision of an e-nation, or the
most fully-developed aspects of Singapore’s Smart Nation policy, seem to fall into
this category. Key examples include the use of integrated systems like Estonia’s
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central data infrastructure X-Road (enabled by a universal personal identification
system), a publicly accessible “technology stack” in Singapore, and the presence
of strong leadership (both countries have designated ministers in charge of digital
and technology issues). I describe this as a situation of Digital Thriving, not just
digital efficiency, since the mix of polycentricity and generative resources catalyzes
an overall ecosystem vibrance, not just mechanistic optimization. Such systems are
sometimes necessarily untidy—like the most dynamic ecosystems—and character-
ized by complexity, unpredictability and turbulence.

The lower right quadrant involves high polycentricity and low generativity (high
scarcity). I describe this as a situation of Digital Islands: disparate pockets of deep
and high-quality digitalization are not sufficiently integrated across agencies or sec-
tors and, hence, fail to achieve the integration and needs-based holism outlined by
Dunleavy et al. (2013) in their concept of EDGe. A key underlying reason for the
low levels of generativity is that agencies focus on optimizing internally—at a local
level, rather than at the overall system level. Such islands are characteristic of the
United Kingdom’s digital system, where a very modern Government Digital Service
(GDS) and swiftly modernizing tax system sit alongside antiquated legacy systems
that prevent fulsome digitalization in areas like pensions and social welfare pay-
ments. Overall citizen-centered approaches are aspirations that remain unrealized
due to low levels of cross-agency integration.

The upper left quadrant involves high generativity and low polycentricity (a siloed
approach to governance). In this situation, generativity of resources faces the counter-
vailing effect of barriers and agency-oriented divisions. Big companies could end up
protecting the data they gather, knowledge is restricted behind paywalls and relation-
ships are confined to narrow networks (e.g., traditional Old Boys’ networks)—hence
my use of the term Digital Clubs. In these cases, artificial “fees” or membership
constraints are imposed on otherwise generative goods. One might describe this as a
situation of “generated scarcity”, or scarcity that is contrived in order tomaintain par-
ticular individual or organizational interests. Sociologist of science Merton (1968)
refers to the Gospel of Matthew (25:29) when he describes such generated scarcities
as examples of the “Matthew Effect”, where “… whoever has will be given more,
and they will have an abundance. Whoever does not have, even what they have will
be taken from them”.

The final quadrant, on the lower left, involves low generativity (scarcity) and low
polycentricity (siloes). I term this Thin Digitalization: where digitalization occurs,
it is episodic and sectorally narrow, rather than system-wide. This may well be a
necessary starting point for many under-developed digital systems—which are still
beholden to traditional scarcity—and specialist-based models of governance.

It is also plausible that even within a country, different sectors may be located
at different quadrants, since the quality, pace and depth of digitalization may differ
across functional areas. In Estonia, for instance, while X-Road and the e-identity
system are examples of Digital Thriving, other sectors—like welfare and medical
services—are far less sophisticated and could arguably be described as examples of
Thin Digitalization (Lember et al. 2018).
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Implications for Policy

The core implication of the four quadrants is that there is no single, canonical man-
ifestation of digitalization in different policy spaces; instead, there are many digi-
talizations, depending on where countries lie on each axis. This generates several
implications for both the principles that guide policymaking, and the delivery or
implementation of policies.

Policy Principles

The evolving nature of generative resources, as well as their input-output polymor-
phism, will require changes in how we measure economic value—not just through
static traditional measures like Gross Domestic Product (GDP), but through new
measures that capture the catalytic effects caused by resource use. Such new mea-
sures are very much works-in-progress, but it is telling that new and more variegated
measures of human welfare, like the Legatum Institute’s Prosperity Index, include a
sub-index on generative resources like Social Capital.

The fuzzy and dynamic edges of generative resources will have important ramifi-
cations for how we define intellectual property, which will need to be seen as much
more dynamic and kaleidoscopic. Assigning precise ownership over extended peri-
ods will grow increasingly complicated; these will need to be calibrated in order to
avoid the most extreme and pernicious manifestations of the Matthew Effect, and
maintain the generativity of resources.

Lack of clear equilibrium points calls for a more systems-oriented approach that
considers not just individual agents and nodes, but their interactions within larger
ecologies. This entails analyzing the interactions among pieces of knowledge, explor-
ing the creative potential of networks and tapping into the collaborative capacity in
generative relationships. Some of this has already been proposed by scholars of
complexity science and complex adaptive systems, who explore how non-linear,
interdependent systems require iterative, experimental approaches that are funda-
mentally different from the stable, predictable systems popularized by the European
Enlightenment. These links can be deepened and broadened through further research.

Policy Delivery and Implication

Tragedies of the generative commons, arising from under- rather than over-use, will
need new and creative approaches to tax and regulatory policies, where some forms
of exploitation will need to be encouraged rather than limited through instances of
generated scarcity.
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Greater public participation in public policy—in particular, more deliberation by
citizens on the decisions that affect their lives and more policy that is truly “of, by
and for” the people—is one key way to guard against the risk of such underuse. In
many ways, generative resources are like muscles, and public participation ensures
their constant use, stretching and suppleness. Indeed, such engagement can itself be
a generative platform, leading to the creation of new knowledge and learning, civic
awareness and social capital among mutually engaged citizens.

Such participation is a subset of a larger imperative to conceive of political
actors—governments, businesses and citizens—as capable of constant adaptation
and learning, rather than stuck in rigid, immutable maximization games. This is a
core requirement for the polycentricity of systems in Ostrom’s work, with substan-
tive echoes in the fourth of Dunleavy and Margetts’ (pending) Choice Principles
(experiential learning), as well as the broader literature on “democratic experimen-
talism” (Dorf and Sabel 1998). Policymakers accustomed to stable, neat systemswith
clear boundaries will have to accustom themselves tomore non-linear, unordered and
emergent policymilieu.Government recruitment, remuneration and training schemes
will have to evolve to attract, retain and provide public officials with the right skills
and capabilities.

Conclusion

In “Little Gidding”, one of his “Four Quartets”, poet T. S. Eliot observes that

… last year’s words belong to last year’s language

And next year’s words await another voice.

This chapter is an initial attempt to articulate a new language and voice for the emerg-
ing space of government digitalization, particularly in terms of how resources and
governance are conceptualized. Future research could fruitfully focus on applying
the ideas of generativity and polycentricity to specific policy areas, like education,
healthcare, tax administration and multiple others. This is a conversation in its most
nascent stages, and both scholars and practitioners will have to be open to further
dynamism, flux and evolution in the years to come.
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Chapter 15
The Challenges of Digitalization
for the (German) State

Valentin Gauß

Introduction

A public discussion of the opportunities and risks of digitalization is mostly con-
cerned with technical, economic or social aspects. The area of “governance” (i.e.,
political control) is largely ignored by the public. But the political control of digital
transformation is a central issue, not only for politics and administration, but also
for society. It is highly relevant how the transformation process of digitalization is
accompanied and controlled by the state. It is becoming increasingly clear that the
digital space must not develop into a “legal vacuum” and that states must adapt to the
“way of thinking” of digitalizationwithin the framework of their legislation. Looking
at the political decision-making process, however, we get the impression that the state
and public administration can no longer fully implement their own requirements for
shaping and controlling policy in the course of increasing digitalization (Schallbruch
2018).

The complex network of responsibilities on the political levels (federal, state and
local authorities) within Germany is developing into the driving force behind a grow-
ing inability to act politically. In addition to vertical and horizontal responsibilities,
the lack of technical and process knowledge with regard to digitalization deprives the
state of its “strength to act” and presents new challenges for legislation and creative
powers (Schallbruch 2018).

In this article, examples of the fundamental challenges of the transformation
process are presented, and selected practical approaches are outlined.
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The Challenges of a Complex Distribution of Responsibilities

German industry, as the “workbench of the world” (Martini et al. 2016), is already
in a good position for the digital transformation process thanks to excellently trained
experts and the cooperation with universities, technical colleges and research insti-
tutes that is taking place on various levels (ibid.). Citizens are also taking advantage
of the opportunities offered by digitalization. More and more areas of daily life—
such as shopping, the use of financial services or travel planning (hotel and flight
bookings, arrival and departure)—are being optimized using software and apps.
However, current insights regarding public administration paint a different picture:
The conversion of internal administrative processes and work structures, as well as
outward-directed citizen services, have fallen short of our own expectations. Taking
the European Commission’s Digital Index as a benchmark, Germany ranked 14th
out of 28 last year, but only 21st for government services (European Commission
2018).

One obstacle seems to be the structure of German bureaucracy. In Germany, the
tasks involved in digitalization are not coordinated by a central authority; rather,
several state institutions are working on leading the country into the digital age.
At the federal level alone, several ministries are working on designing a concept
for digitalization. Digitalization is conceived and carried out in the respective area
of responsibility of a department. The same is happening at the state level. There
is a department dealing with digitalization in the Ministry of Transport in Baden-
Württemberg, and also in the state’s Ministry of Economics and the Ministry of the
Interior.

In addition, there is a State Minister for Digitalization in the Chancellor’s Office,
as well as various federal authorities, such as the Federal Office for Information
Security. At the state level, there are 16 state governments, each pursuing their own
strategies. This shows that German federalism also diversifies responsibilities in the
area of digitalization. At first glance, this seems to be a sensible division, since
digitalization affects all areas of life and, thus, in keeping with federalism, regional
interests are given weight. A closer look, however, reveals a patchwork approach
that reduces efficiency.

For example, the responsibility of the Integrated Traffic Control Centre (IVLZ)—
a joint control center of the city of Stuttgart, the Stuttgarter Straßenbahn AG (SSB),
the fire department and the police—ends at the city limits. Measuring facilities in
the superordinate non-municipal road network are maintained by the Road Traffic
Control Center (SVZ) of Baden-Württemberg. The automatic exchange of measure-
ment data is not always possible, even though a lot has happened in the recent past.
If there is a larger volume of traffic in the surrounding area, which is moving toward
the city of Stuttgart, the intervention in road traffic can usually only take place when
the traffic is already jammed on inner-city roads (expert discussion with IVLZ in
2018).

The different responsibilities and the lack of coordination mean that the tools
provided by digitalization are not used consistently. A comprehensive exchange of
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information does not take place in many areas—essentially, many political institu-
tions only act within their respective field of work. For this reason, so-called pilot
and model projects are being funded at various points, without the findings of these
projects having been consolidated nationwide. Instead, it may happen that different
actors promote and implement similar projects.

As a result, it becomes clear that the existing structures fall short of the opportu-
nities of networked and, thus, efficient working. But this is precisely what is needed
to understand and positively exploit the changes associated with digitalization.

Challenges for Legislation and the Creative Power
of the State

At this time, digitalization is clearly a challenge for the state. Some authors, such as
Schallbruch (2018), even go so far as to speak of excessive demands. Digitalization
and the associated transformation of society and the economy are questioning the
way in which society as a whole and all actors involved (civil society, economy and
science) are controlled and organized.

Up to now, state action has followed a recurring pattern. In short, there is a social
problem at the beginning of every state action. Particular interests and state interests
are being balanced, and then a bill is proposed. This proposed bill is then questioned,
revised and ratified. If the challenges continue after the law has been passed, or new
problems arise, the process starts again. The opinion-forming and weighing process
that takes place takes time. It can take years from legislative initiative to adoption.

The rapid emergence of new innovations and technical possibilities in the context
of digitalization poses a major challenge to the political decision-making process to
date. Solutions to a social problemmust be foundmuch faster, and political decision-
makers must respond more flexibly to technical innovations. Digital structures are
subject to permanent change and often no longer correspond to the original object
of regulation until a new law or regulation is implemented. In Germany, the process
is currently often slowed down by a culture of risk minimization that prevails within
the administration. Avoiding risks is in itself nothing that the actors can be criticized
for. In the context of the fast pace of economic and technical development, however,
it becomes apparent that the administration loses important flexibility.

An example from the field of platform economy reveals how important it is that the
state understands the social relevance of emerging digital applications and responds
appropriately to them. The original idea of Airbnbwas to provide temporarily unused
private rooms to people who wanted to spend their holidays in direct contact with
locals. However, an alternative business model developed relatively quickly. Increas-
ingly, entire apartments are being rented out permanently to holiday guests and with-
drawn from the regular housing market. Especially in popular tourist destinations,
this leads to further pressure on the housing market. The local authorities have been
powerless for a long time and have only recently begun to look for solutions to make



210 V. Gauß

the “holiday homes” accessible to the housing market again. This example clearly
shows that state actors have not recognized—or at least underestimated—the social
relevance of “rental platforms” for a long time. As a result, they responded rather
late to the housing market situation in many places.

The fact that the state has not yet completely lost its ability to act with regard
to digital platforms is exemplified by the travel service provider Uber. The driving
service (UberPop) offered by the American company Uber has managed to change
the taxi business in many countries within a short time. In Germany, this service was
available in Berlin, Hamburg, Munich and Frankfurt amMain, among others. Unlike
conventional taxi companies, which are subject to many government requirements,
Uber waived these requirements. Uber requires a driver’s license and information
about the score at the Federal Motor Transport Authority (KBA) as proof of suit-
ability. Calibrated odometers (taximeters) do not exist, and the medical health of the
drivers (e.g., eyesight test) is not checked either. Because of these irregularities and
the protests of licensed taxi operators, the government felt it had a responsibility to
act as quickly as possible. Uber’s offer was declared unlawful and was then pro-
hibited (Linke 2015). From a state perspective, the protection of service providers
and passengers had to be maintained. In addition, examples such as Airbnb and Uber
show, however, that many innovations are created in the context of digitalization, and
demands from citizens (e.g., for cheap holiday apartments, cheap taxi rides) can be
met. The extent to which the state should make more active use of such innovations
for itself is only raised here as a further-reaching question.

State regulations are generally based on sanctions for non-compliance (Stemmer
2016). In the real (analogue) world, the state can enforce compliance with standards
and laws through its administrative authorities on the federal, state and local level
and the subordinate enforcement bodies (e.g., public prosecutor’s office, police or
revenue office). It becomes apparent that the political decision-making process and
democratic institutions in the digital space are increasingly reaching their limits
in this area. In the virtual (digital) world, laws are more difficult to enforce and
abuse and violations more difficult to sanction (Schallbruch 2018). For example, the
identification of individual persons is difficult (keyword: Real name regulation).

State control also fails because services are globally oriented and are often hosted
on non-European servers and databases. This is particularly obvious in the de facto
monopoly position of individual—mainly U.S.—economic players (Google, Face-
book, Amazon, Apple and Microsoft). The digital platforms and their services
are located on U.S.-American servers and are, therefore, initially subject to U.S.-
American law and are thus protected from interference by the German state.

The German state is increasingly realizing that different actors in the digital space
are evading its control and sanction capacity more and more. For this reason, it has
passed the Network Enforcement Act (NetzDG). In this context, however, we have
to ask: to what extent can the state reaffirm its power through the new law?

Basically, the aimof theNetzDG is that no agitation or unconstitutional statements
may be spread on social networks. The NetzDG is intended to help enforce a kind
of jurisdiction on digital platforms, such as Facebook or Twitter. In fact, however,
the state does not “enforce its own democratically legitimized right on the platforms,
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rather it accepts the normative power of these platforms” (Schallbruch 2018). The
state is thus relinquishing power and responsibility to companies and disempowering
itself. Schallbruch (2018) calls this phenomenon “digital enforcement deficit”. The
state no longer plays the role of an acting protagonist; rather, it relies on companies
to enforce existing laws.

A further example of a decline in the creative power of the state can be seen in
traffic control and traffic diversion in the event of a breakdown. Before the advent
of digital navigation systems, government agencies—such as the Road Traffic Con-
trol Center Baden-Württemberg (SVZ-BW) or the Integrated Traffic Control Center
(IVLZ) of the city of Stuttgart—were solely responsible for controlling traffic. If
a malfunction occurs, the responsible authorities weigh the individual interests of
residents against state control interests and then set up a diversion. Restricted areas
or residential areas are excluded in most cases. So-called “back ways” are thus only
used by locals.

Digital traffic platforms, on the other hand, focus on a route optimized for each
individual case. If the road traffic regulations permit using a certain road, the nav-
igation system will recommend using this route, disregarding the interests of local
residents. While state actors, for example, take into consideration the impact of a
traffic backlog on the higher-level road network (federal and state roads) and leave
out the catchment areas of kindergartens, private providers such as Google (Google
Maps) or Apple (Apple Maps) do not take such social concerns into account. In this
context, the question arises as to whether the state is already losing its regulatory
power, and whether private-sector companies are abolishing previously applicable
“standards”.

This is confirmed in a study by the Institute for Transportation Studies (ITS) at
UC Berkeley. It turned out that private navigation services behave “selfishly”. They
always suggest the fastest route for each individual user. If only 20% of motorists
follow a route proposed by private navigation service providers, this leads to conges-
tion problems on the downstream road network, as a model calculation on American
roads has shown (Madrigal 2018). In Germany, too, people are increasingly follow-
ing the on-board units or smartphone recommendations, thus causing congestion in
the downstream road network (expert discussion with IVLZ Stuttgart in 2018).

It is evident that digitalization poses far-reaching challenges, especially for leg-
islation and the creative power of the state. Political actors must become aware of
these challenges to make sure their actions will be part of the current change.

Selected Approaches

As already outlined above, due to the large number of political actors involved in the
field of digitalization, an overall cross-departmental strategy is not yet discernible in
many places. Instead, individual projects and model projects determine day-to-day
business. A unique project-based approach will rarely exploit the potential of digital
transformation (Wegener et al. 2016).
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This must be overcome. Stemmer (2016) points out, for example, that the first
important step is to establish a comprehensive, systematic and strategic IT control
within the public administration. State digitalization strategies, IT summits and the
digital agendas of the federal government point in the right direction; however, “in
their current form they are not yet sufficient to really do justice to the importance of
digitalization” (Stemmer 2016).

Initial examples in the administration show that networked and comprehensive
action is gaining in importance. For example, the green-black state government
of Baden-Württemberg has adopted a comprehensive digitalization strategy (digi-
tal@bw) and anchored it in the coalition agreement. An interministerial working
group—led by the Ministries of the Interior, Digitalization andMigration—has been
set up to ensure that the transformation of society as a whole is a success. Regular
meetings and data exchange strengthen cooperation between the individual min-
istries.

Literature also suggests that politicians and administrators should reconsider the
promotion of individual pilot and model projects, many of which are technology-
based. This does not mean abandoning pilot or so-called lighthouse projects alto-
gether. New technologies must be tested in a lab-like environment, as this is the only
way to identify possible risks at an early stage. However, it is no longer appropriate
to initiate one pilot project after the other without rolling out the results nationwide
or state-wide. Moreover, it is important to think in a networked way.

Focusing on model projects carries the risk of losing oneself in the small scale.
According to Wegener et al. (2016), the goal is for the state to focus on develop-
ing overall societal frameworks and norms within which economic innovation and
social development are possible. Political goals and agile iterative procedures in
administration replace static and linear planning (Wegener et al. 2016).

This cultural shift to evidence-based and impact-oriented management requires
more digitalization professionals who not only can implement IT processes, but also
understand how digital business models work. It is not enough for individual units or
official units to control digitalization. Since the transformation is comprehensive, all
units must also understand how decisions affect society and administration internally
(Schallbruch 2018; Stemmer 2016; Wegener et al. 2016).

In addition, it is proposed that a certain willingness to take risks and to tolerate
errors be developed within the administration and the policy in order to promote
speed and efficiency. Up to now, the administration has acted in such a way that
errors are systematically excluded. However, the proposal does not aim to ignore all
risks and make ill-considered decisions. Schallbruch (2018) instead means that risks
should be weighed appropriately, but not every contingency should be excluded.

It is becoming increasingly clear that digital processes are characterized by a
high degree of complexity and require sound technical and process knowledge. It’s
precisely these requirements that the political systemmust adapt to.Within individual
digital structures, there are significant interactions anddependencies,whichmust also
be taken into account in legislation.
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In contrast to the hierarchically structured control of a state, with its top-down
decision-making structures and “departmental thinking”, so-called “digital gover-
nance” must make use of soft systems methodology and network-like processes.
Possible forms of action include bottom-up decision-making structures, open gov-
ernment and public private partnerships. Newways of describing rules and standards
must also be found, particularly in the digitalization debate and the associated “find-
ing of roles” for the state. With regard to politics and administration, this means,
according to Stemmer (2016), a digital transformation of the system in which the
state must maximize the “value contribution” of digital technologies, structures and
processes throughout society while, at the same time, keeping the associated risks at
bay.

Summary and Outlook

We have tried to show that digital transformation poses great challenges for poli-
tics and administration, because established structures repeatedly reach their limits.
These challenges include the complex distribution of responsibilities between the
political actors. For the legislation and the creative power of the state, in particular,
it becomes more and more relevant to understand the changes that are triggered by
digitalization and to use them for themselves.

The “digital world” is characterized by rapid change and networked structures.
For the state to make future decisions in line with technological developments, rather
than being overtaken by them, politicians and administrators need to understand how
digital network societies work. The resulting logic of action must then be transferred
to the public sector and its working methods. It is important that political actors
also comprehend and understand digitalization, so that an effective state can set the
guidelines within which social change takes place. In this context, it is essential that
comprehensive governance of digitalization is established.

If such a reorientation in the field of digitalization is consistently pursued, the
further question can even be posed as to whether a German solution is still the right
regulatory framework at all. Digitalization is not a phenomenon that occurs within
national borders and can be regulated by national governments. Rather, it is a global
development that also requires global or, in the first step, at least European solutions.
At the present time, however, it seems more appropriate to initially implement a
governance of digitalization on a national level, so that supranational networking
can then be pursued.
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Chapter 16
E-Estonia—“Europe’s Silicon Valley”
or a New “1984”?

Florian Hartleb

Introduction

Are we living in a “brave new world”, as the futurist novelist Aldous Huxley
described? Can we talk about a revolutionary stage for our societies and economies
politicians have not realized yet (Precht 2018)?Or arewe living “smart”?Tax declara-
tion with just a few clicks, having our daily life completely without papers, founding
a company within a few minutes, and the possibility for e-voting? A country where
the administration is fully digitalized, and the society is fully integrated? This is far
from being a utopia, or a scenario for the future or within academic debates—a coun-
try already did that years ago: the small Baltic (or Nordic, as it internally prefers)
country called Estonia—an area as big as the Netherlands, but with only 1.3 million
inhabitants, like the city of Munich. In the past, it was a part of the Eastern Bloc and
occupied for half a century by the Soviet Union (with dark times especially during
Stalinism and as part of the Russification policy, which included settlement policies
and restrictions on daily life).

These days, Estonia gets a lot of attention as a laboratory for the possible future
of our states and societies. The immediate difference between e-stonia and other
countries.

The New Yorker wrote in December 2017 about “Estonia, the digital republic: Its
government is virtual, borderless, blockchained, and secure. Has this tiny post-Soviet
nation found the way of the future?” (Heller 2017). The article said, “E-Estonia is the
most ambitious project in technological statecraft today” (ibi). However, it wasn’t
made as an ambitious project but as a pragmatic solution that was the most efficient
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one for a country that had to start from “zero” after gaining re-independence in 1991.
Young decision-makers, such as historian Mart Laar, saw a light at the end of the
tunnel.

Other countries seem to be far behind; for example, the economic superpower
Germany, where the process of digitalization is just starting—almost two decades
later than in Estonia, at least in terms of e-government but also related to the digital
mindset and infrastructure. Access to the Internet became a basic human right in
Estonia back in 2000, prompting an intensification of efforts to expand connectivity
to rural areas, which would enable the government to develop and offer its online
services more widely and equitably among the citizens.

Concerning the languages, Estonia seems to be quite isolated (an extra tree with
Finnish and Hungarian as counterparts of the Finno-Ugric language family); but
concerning the digital world, it seems to speak in the common language.

In terms of innovation and digitalization, the country seems to be in the center of
the tree—at least in Europe—and also for NATO since the NATOCooperative Cyber
DefenceCentre of Excellence is based in Tallinn. Estonia portrays itself as a “startup”
(“state-up”) and digital wonder. The e-Estonia showroom, close to the Tallinn airport,
is advertising this, in the capital—the former industrial park Telliskivi—reflects this
spirit. Indeed, the potential for innovation seems to be high in a country where Skype
was intellectually engineered in 2003 and a competition of ideas is promoted.

Observations in this article are based on self-experiences, on four years as an
e-resident of Tallinn, and on self-organized trips for business people, politicians and
students. A Bertelsmann-Stiftung study surveyed the 50+ generation between 1st
March till 30th April 2016, in Estonia (in Estonian language and anonymous). 143
out of 212 (67% quota) surveyed persons answered (Hartleb 2016, 2018).

The following analysis will serve as an in-depth analysis of the digitalization
process of a country, including discussing the potential risks. The German magazine
Der Spiegel (online version) labelled it the “European Silicon Valley” (Kaminski
2015), whereas the magazine’s print version fully rejects the model in a sarcastic
tone, calling it “Cyberblabla in Laptopia” and identifying a gap between rhetoric and
reality (Schmundt 2016). Bloomberg.com regards Estonia as an “overhyped Silicon
Valley” (Bershidsky 2015). In other words: Is e-Estonia just a marketing label, a
role model and trendsetter, the mirror of a digital revolution, or a new “1984”, a
totalitarian approach in the sense of George Orwell? Can the member state of the
European Union be regarded as a European answer to the USA, as well as to the
emerging Asian market: China, South Korea, Singapore and India? The debate itself
is astonishing since in 1991, the country started rebuilding itself on the ground of
a collapsed planning economy based on collectivism, without getting huge support
and financial aid such as happened with Eastern Germany, for example (the so-called
Solidaritätszuschlag).
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The E-Estonia Movement as Top-Down Process

The e-Estonia movement has emerged as a top-down process—with strategy and
vision—and is sometimes even described as a “digital ideology” (Vaarik 2015).
Young Estonian politicians, until now often under 40 years old (including the current
and previous PrimeMinisters), after the generational cut in a young post-communist
society, decided that the country would compensate for a relative lack of raw mate-
rials through technology. The country’s digital transformation began at the very top.
Since 1999, the Estonian cabinet has worked entirely digitally—starting with desk-
top computers and later incorporating laptops and tablets (see Fig. 16.1). On the one
hand, there was no bottom-up approach with interest groups, street movements and
revolutionary anti-establishment parties—such as the Pirates, a political movement,
which was successful for a couple of years in Sweden, Iceland and Germany. On
the other hand, there was also no conservative resistance against the technological
process.

The country started the digitalization process at the end of the 1990s with online-
banking, which was the first e-service that most people quickly used and are most
confident in (see Fig. 16.2). The largest online banks have been subsidiaries of
existing Estonian banks (formerly Hansapank, etc.) and affiliates of Scandinavian
banking groups (Swedbank, SEB, Nordea or Danske Bank). But there is also a his-
torical linkage, specifically regarding the Estonian Personal Identification Code, or
isikukood. The isikukood was created in 1990, even before the liberation of Esto-
nia from the Soviet Union. It was conceived as an instrument against occupation,
because it enabled dissident movements to register and organize the native Estonian
population—an act that was explicitly forbidden by the Soviets. Later, the isikukood

Fig. 16.1 Poll. Own source Hartleb (2016)
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Fig. 16.2 Poll. Own source Hartleb (2016)

was integrated into the new “eID” system described below and extended to physi-
cally resident non-citizens. This is, perhaps, one reason for its acceptance within the
population.

At the beginning of the twenty-first century, the state started systematically, with
a step-by-step approach:

– 2000—World’s first e-government with paperless e-cabinet sessions
– 2000—World’s first mobile parking system
– 2001—Introduction ofX-Road, the decentralized backbone of all public e-services
– 2002—Introduction of mobile payments
– 2005—World’s first internet voting in official elections
– 2009—Electronic registration of companies (up and running in 15 min)
– 2013—Estonia becomes a pilot country in computer-based math education
– 2014—99% of banking transactions are done electronically in Estonia
– 2014—Estonia launches the world’s first e-residency.

In 2018, almost all Estonians are part of the digital society, including the Russian
minority, which is less educated and not fully integrated (some don’t even have any
citizenship, the so-called grey passport). Estonian citizens use the electronic ID cards
introduced in 2002. They not only serve as proof of identity, but also provide access to
over 200 online government services. These include a virtual health database, through
which doctors deliver and renew prescriptions. Nothing is handwritten anymore;
instead, you can go online to book your appointment at doctors and specialists. The
same services have been available via mobile ID since 2007. Visiting a post office
is becoming a thing of the past as the digital signature is now as common as the
handwritten. Indeed, Estonians can sign all manner of forms digitally—as easily as
converting aWord document to pdf. By 2012, 95% of the country’s citizens had filed
their tax returns online—more than anywhere else in the world (according to the
state officials). Estonians don’t know copy shops or the job of being a tax adviser.
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FromDecember 2014on,Estonia has opened its e-services to theworld byoffering
the ability to become a “digital citizen” (without having the analog citizen rights or
distributing a visa for digital nomads).Anybody can be anEstonian e-resident, getting
an Estonian government digital ID and receiving access to digital signing, online
banking and digital services for establishing and running their companies (Kotka et al.
2015; Sikkut 2017: 95). Especially for freelancers, this sounds interesting (33.438
applicants till 29th May 2018). Countries such as South Korea want to follow this
business-driven pilot project.

The Role of the X-Road

In Estonia, a smart chip national ID card or a special SIM card in a mobile phone
offers the opportunity for electronic authentication and digital signing. Both are
issued by the state. The setup is based on a two-factor authentication: a combination
of a physical key (the ID card or mobile ID) and electronic key of a PIN code that
only the individual knows. The backbone of Estonia’s digital security is a blockchain
technology called K.S.I. The basic key to understand how it functions: Estonia relies
on a government-run technology infrastructure, called X-Road, that links public and
private databases into the country’s digital services (see Fig. 16.3). X-Road is a plat-
form, an environment, for efficient data exchange, but at the same time, it has no

Fig. 16.3 X-road system. Source Estonian World (2013)
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monopoly over individual data repositories that belong to the www.eesti.ee, the Gov-
ernmental Portal. The software allows e-service providers and databases to exchange
data and members of the public to retrieve their official documents. However, this
needn’t conjure up images of an Orwellian future, a new 1984; authorities only have
access to information that concerns them directly. What’s more, users can see who
has viewed details and when—and unauthorized access is severely punished. Data
do not get lost or stolen. All personal information is kept on separate servers and
behind distinct security walls of government agencies, but the system allows the state
and businesses, like banks, to share data when individuals give consent.

Estonian state institutions are structurally incentivized to join the X-Road, simply
because they can design services that would not be as efficient or convenient to
develop and maintain individually.

– Decentralization
– Interoperability
– Open platform
– Open-ended process.

Estonia has adopted the “once only rule”: Under Estonian law, government agen-
cies should not ask people for data that any other agency holds. X-Road is particu-
larly suitable for queries involving multiple agencies and information sources. For
example, checking vehicle registration data requires data retrieval from the popula-
tion registry and vehicle registry (i.e., two otherwise unconnected data repositories).
According to the State Information Authority, the conventional offline approach
would require three police officers working on the request for about 20 min. With
the X-Road, the entire information retrieval is conducted by one police officer within
seconds. At the same time, citizens are not even required to carry their driving license
or the car’s registry documents around, as the information system that the police use
displays the status of these documents based on the driver’s ID card or license plate
number in real time (Solvak and Vassil 2016: 28). E-ambulance is keyed onto X-
Road and allows paramedics to access patients’ medical records. Estonia has also
started connecting the administration with the neighbor country of Finland. Finland
is then going to use the Estonian X-Road as its data exchange platform. Both national
databases for data exchange are linked up one by one (Sikkut 2017: 97).

Mutual benefit example (see Solvak and Vassil 2016: 29).

Citizens Civil servants

– No administrative paperwork – No need to revise mountains of documents

– No personal appearance (time wasted by
waiting, etc.)

– Focus on outcome (no waste of resources,
practical use of once-only principle)

−Access to X-road

http://www.eesti.ee
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Pillars

• Population registry
• Social insurance board
• Health insurance
• Tax and customs office
• etc.

The New York Times stated in 2014, “Estonia’s willingness to use digital products
sets it apart from France and Germany, where people have objected to keeping data
online. Estonians have embraced the concept. (…) While Europe and the United
States debate the role of technology in people’s daily lives, Estonia has welcomed it
as a fact of life, largely shooing away concerns about data privacy that have become
hot-button issues elsewhere” (Scott 2014). In other words: The country obviously
implemented the so-called Nordic values (Vaarik 2015):

– Transparency (fewer “dark” secrets, more open data)
– Freedom (protection of human rights and fundamental freedoms, net neutrality,
etc.)

– Responsibility (civil duties, footprint, protecting the weak)
– Trustworthiness (predictability, keeping promises)
– Egalitarianism (equal opportunities)
– Inclusion and cooperation (access, inclusive politics, communities)
– Innovation (striving for the better, economic development).

The Estonian system is based on trust—a key word the digital pioneers are using
(Fig. 16.4). It seems that the population has the same approach. This is an astonishing
aspect due to the history of the country being occupied from totalitarian regimes—
Stalinism and National Socialism—in the twentieth century.

Fig. 16.4 Own Poll. Own source Hartleb (2016)



222 F. Hartleb

The Life-Long Change of Mindset

e-Estonia is a mirror of a digital (r)evolution we are all facing. As the Estonian
Margus Simson, who has worked for a long time as a consultant in the IT sector
(including banking) charted the transformation (see Fig. 16.5).

Is the homo technicus the next stage in human evolution? Homo Technicus could
be defined as a human living in symbiosis with technology and machines. A human
constantly connected to the digital world, such as the Internet or the cloud. Estonia
could be regarded as a rolemodelwith regards to the entire life cycle of its citizens (see
Fig. 16.6). A newborn baby is already part of the system. The data can automatically
go from the birth hospital directly to the state registration and to the doctors. Only
the name must be chosen.

Fig. 16.5 Digital revolution. Source Simson (2018)

Fig. 16.6 Life-long model of a digital citizen. Source Simson (2018)
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Aspects of Democracy and Participation

Would the term “technocracy” be adequate to describe the philosophy of e-Estonia?
The term would refer to a “management of society by technical experts” (Kalb
1999)—here, the creators of the platforms and the interest groups for a neoliberal state
based on IT. This statementwould neglect the advantages of a digital implementation.
In principle, throughout the country, access to the Internet is guaranteed, even on the
small islands (4G standard). This means that the often referred to gap between the
center and the periphery is diminished in the digital society. Does the system bring
more democracy? The e-voting system, which one third of the voters are using
(according to the last elections), didn’t fulfill some optimistic assumptions when
it was first introduced (see Fig. 16.7). At least, it hasn’t increased the low turnout
(Solvak and Vassil 2016) but it is still the only country in the world providing remote
electronic means to its citizens (Vinkel and Krimmer 2017: 179). A critical mass
exists that also currently exists in most western democracies, the typical populist
party voter:

– disappointed by politics;
– anti-establishment attitude;
– open to conspiracy theories.

Unlike in Germany or the U.K., senior citizens in Estonia are fully on board with
the digital revolution (see Fig. 16.8). In particular, the subject of a clash between the
generations is nonexistent because the process started two decades ago.

And it is not only the older generations coming to grips with digitization. Children
are learning programming in primary school—solving technical problems, as well

Fig. 16.7 Own Poll. Own source Hartleb (2016)
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Fig. 16.8 Own Poll. Own source Hartleb (2016)

as building and controlling robots. If Europe aims to compete digitally with the U.S.,
Israel, India, China and Singapore, it will have to follow Estonia’s lead.

A Fragile, Vulnerable System?

In 2007, Estonia was the target of a massive cyberattack. The online services of
Estonian banks, media outlets and government bodies were taken down by unprece-
dented levels of Internet traffic. Massive waves of spam were sent by botnets, and
huge numbers of automated online requests swamped servers. The result for Estoni-
ans citizens was that cash machines and online banking services were sporadically
out of action; government employees were unable to communicate with each other
via email; and newspapers and broadcasters suddenly found they couldn’t deliver
the news. Estonian government officials said that evidence suggested the attack was
orchestrated by the Kremlin, but they did not have any concrete evidence. 2007 was a
wake-up call, helping Estonians to become experts in cyber defense today. That type
of situation has never happened again (BBC news 2017). Estonia’s online medical
portal routinely crashed after digital prescriptions were introduced in 2010, because
retirees—the main users of regular prescriptions—kept signing into the system to
renew their medication on the day they all received monthly social security pay-
ments. In 2017, one decade after the cyberattack, the national security had to deal
with another potential threat: the theoretical hacking of the system.

The bug lies in the chipset’s firmware code that generates key pairs, and it was
discovered by a team of researchers at Masaryk University in Brno, Czech Repub-
lic. Infineon security chips manufactured from 2012 onwards, including the latest
versions, are all vulnerable (Leyden 2017). The Estonian government revealed the
original flaw in September 2017, but gave no details. At the time, it said the flaw
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affected 750,000 ID cards, and it closed its public key database as a precautionary
measure. The citizens and e-residents had to update their certifications (PIN codes).

Estonia is the only country until now to have fully realized the vulnerability of
its critical governmental data and acted to ensure its protection. The state authorities
decided to have a server resource that is 100% under the control of the Estonian
government but is located outside of Estonian territory. Currently, there are specific
procedures that are followed to back up necessary data and applications, so that the
service availability can be restored using the backup copy if necessary. The first data
embassy is now established in Luxembourg as a start (others should follow). The goal
is to procure resources under bilateral agreements from the “Government Clouds” of
states that are “friendly to Estonia”. The Estonian state would sign a bilateral treaty,
under which Estonia will rent special floor space or an enclosed room in an existing
data center that has been constructed and operates according to necessary standards.

Estonia became the first European country to openly discuss the prospect of a
digital currency managed by the government and offered to the country’s more than
20,000 e-residents. Kaspar Korjus, born in 1987, was till February 2019 the head
of the 15-person team for the e-residency program, and he proposed that the nation
have its own cryptocurrency, the so-called Estcoin. Does this go too far? European
Central Bank (ECB) President Mario Draghi rejected this idea straightaway with the
argument that “a rise in popularity in so-called cryptocurrencies, which are normally
issued by private companies and exist only in electronic form, has been worrying
the ECB, which has said they could in theory erode its control over the supply of
money” (Reuters.com 2017). In other words, Estonia’s only currency should be the
Euro. Another point for debate is the abuse of the e-residency for people who seek
to easily obtain entrance to the European market. The question arises of how the
Estonian banks can overview the transfer of money, including the payment of taxes,
etc. The skepticism is as growing from the bank side (Merten 2018). Even the digital
mastermind Taavi Kotka expressed his concerns recently on TV.

How to Transform or Export the Model?

The Estonian government calculates that e-government achieves a cost savings of 2%
of GDP each year. The boldest savings claims include hospital waiting times cut by
one-third and digital elections that cost less than half their analog equivalent (Heath
2017). Saving time and money—is this not an incentive to export this model, which
is taken for granted? The former President Toomas Hendrik Ilves, who grew up and
studied in theUSA, represents a hands-onmentality and a cosmopolitan approach.As
the representative of the state between 2006 and 2016, he can be regarded as the father
of the digital strategy. In 2017, he was honored to receive the Reinhard-Mohn-Prize
from the Bertelsmann-Stiftung, dedicated to “smart countries”. Estonia competed
with countries such as Sweden, Austria and Israel and won the competition. In his
award speech, Ilves pointed out the basics for creating a digital state:
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1. You need a strong digital identity, guaranteed by the government. (…)
2. To get the benefits of digitization, you need to give this digital identity legal status

(i.e., to make a digital signature equivalent to a physical signature). (…)
3. The identity must be mandatory and universal. Why? If getting it is optional,

only about 15–20% of the population will take it. (…) In four months, Estonia
went from individual users of digital prescriptions to having 98% as users. In
four months. No one uses paper prescriptions, except for tourists.

4. Use the power of the ID to transform bureaucracy. Bureaucracy is some
5000 years old. (…) With a digital ID, all the necessary searches are done in
parallel. This is why in Estonia we have a “once only” regulation (…)

5. You need the proper architecture for the back end. Indeed the back end is the
backbone of the system. We use a distributed data exchange layer, which means
every interaction is directly between the user and the server, and it is authenticated
each time. (…)

All these solutions are technological and digital, but all these solutions require
analogs: policies, laws and regulations (Ilves 2017: 6–7). Even after the hacking
issue in autumn 2017, the population trusts the system, a core value for the digital
society.

Germany is a very different case in terms of having a completely different system
design in comparison. Some people are sarcastic or even jealous, believing that
paper-based processes are fully secure. Returning to Germany, what is missing is
sustainability. Only companies that seek concrete B2B relationships have different
experiences. In general, the “German angst” (debate about the risks, as opposed to
the opportunities) is laden with the following arguments:

– Data protection (with some irrational fears and the existing trust in the analog
system)

– Federalism
– Older generation (two-class society, digital divide)
– Only for nerds (experience with the Pirate parties—the party focused on never-
ending debates; in a party congress, they discussed the possibility of time travel
(see Hartleb 2013).

Butmore importantly, there is a resistance among civil servants in the public sector
who are afraid of any changes while being part of a secure subsystem that follows the
status quo (Besitzstandsdenken). In Estonia, a distinction exists between the public
and private sector. Being a civil servant is not in the focus of Estonian university
alumni—a big difference, for example, to Germany in terms of state philosophy
and basics. The Estonian state has the primary goal to be more and more efficient
and providing services within a close cooperation with the business, whereas the
German state is based on hierarchies and loyalties, inner-systems based on a strong
civil servant sector with tendencies of keeping the status quo (Drechsler 2018).
Between 1st March and 15th May in 2017, in a poll in the public administration in
Bavaria about current attitudes toward digitalization it became visible that for them
“this topic is something for the IT person”. What also became obvious was that the
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process towards digitalization is seen as relevant but only realistic for implementation
if IT and cyber security will be guaranteed. The widespread lack of skills, and very
little attention of public authorities to the citizen’s needs may be main reason to that
(Hartleb 2017).

The German business sector must consider that, even when it comes from the
powerful voice of Industry 4.0. The difference to Estonia is already huge. Also the
refugee crisis has shown the need for a professional data exchange; in addition to
this, the revolutionary digitalization of the labor markets requires another mindset.
A European boost is needed for that—otherwise the winning trophy will go to U.S.
companies like Amazon, Facebook, Google, etc., or to China, Singapore or India.
It is not a question of money, but of an open mindset diminishing the power of
bureaucracy and lobbyist resistance to the “winds of change”.
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Chapter 17
Governance and Digital Transformation
in Hong Kong

Stephen Thomson

Digital transformation is changing the way in which we live. In Hong Kong, there is
evidence that some businesses are using digital transformation to offer new products
and services, and to change theway inwhich they offer existing products and services.
This is seen in such diverse areas as online retail banking, ubiquitous digital payment
cards, car-sharing services, pay-as-you-go bicycle booking apps, accommodation
booking services, instant voice messaging as an alternative or supplement to face-
to-face communication and e-channels at immigration checkpoints, with smart ID
card and thumbprint recognition technology. Nevertheless, there are many examples
of commercial enterprises in Hong Kong that have not readily embraced digital
transformation or evenmodernization, such as taxis (most ofwhich do not accept card
payments; taxi operators also fiercely resist the expansion of Uber in Hong Kong),
workplaces (which often use clocking-in devices and fax machines rather than more
modern alternatives) and a lukewarm approach to flexible working arrangements (Siu
2017).

The government of the Hong Kong Special Administrative Region (HKSAR) has
launched a number of initiatives aimed at facilitating and harnessing digital trans-
formation. Since 1998, the government has operated a Digital 21 Strategy aimed
at developing digital initiatives in Hong Kong. In 2015, the Innovation and Tech-
nology Bureau was established as a government department, with responsibility for
formulating innovation and technology policy, and which oversees the Innovation
and Technology Commission and the Office of the Government Chief Information
Officer. In 2017, the government published a Smart City Blueprint (CIO HK 2017),
which is divided into six major areas, namely Smart Mobility, Smart Living, Smart
Environment, Smart People, Smart Government and Smart Economy. This includes
some fairly modest proposals, such as providing real-time information on franchised
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buses throughmobile devices and at bus stops, facilitating a QR code standard to pro-
mote the wider use ofmobile retail payments, digitization of public and private sector
data and the phasing down of coal-fired electricity generation (which is important,
but long overdue).

However, it also includes some more ambitious proposals, such as setting up a
Big Data Analytics Platform for facilitating healthcare-related research, introducing
smart lamppost technology and using remote sensor devices to monitor air pollu-
tion, cleanliness of public places and usage of litter and recycling bins. Funding and
operational support has also been made available to promote and advance the digital
transformation agenda, including the Innovation and Technology Fund, the Innova-
tion and Technology Fund for Better Living, the Research and Development Cash
Rebate Scheme and three incubation schemes run by the Hong Kong Science and
Technology Parks Corporation. The government is also increasingly using digital
solutions to execute service delivery as part of an e-governance strategy, including
in relation to government procurement (e-Procurement), management of tax affairs
(eTAX), local university admissions (JUPAS), immigration services, license and per-
mit applications, processing of port formalities (eBS) and bill payments.

Digitization and digitalization can also support values of transparency and open
access in government (Collin 2015). This is particularly important in Hong Kong,
which lacks important democratic mechanisms found in manyWestern jurisdictions.
The government completed the first part of its electronic information management
study in 2010, recommending a government-wide strategy on transparency and open
access which develops electronic records management, shared among government
bureaux and departments, to reduce implementation costs, time and risk and, thereby,
improve operational efficiency (CIO HK 2010). The government is also rolling out
an information technology infrastructure for human resources management, known
as Government Human Resources Management Services. This was initially imple-
mented in four government bodies, namely the Efficiency Unit, the Rating and Val-
uation Department, the Office of the Government Chief Information Officer and the
Civil Service Bureau. The infrastructure is supported by a Government Cloud Plat-
form, which was proposed to achieve cost savings through economies of scale and
resource sharing; time savings through streamlined procurement and system imple-
mentation and on-demand service provision; enhanced agility inmeeting the demand
of information technology services; and fostering development of the information
technology industry (CIO HK 2012a). The “GovCloud” was launched in 2013 (CIO
HK2012b) with an initial financial commitment of 242million HKD (approximately
30.8 million USD).

The government also relaunched its Public Sector Information portal in 2015 to
facilitate the dissemination of datasets provided by governmental and public bodies.
This makes available a diverse range of datasets, including those relating to cli-
mate, the environment, education, employment, health, housing, social welfare and
transport. Hong Kong was ranked in 24th place (joint with Germany and Romania)
of 94 jurisdictions in the most recent Global Open Data Index (2016/2017), which
measured the state of open government data publication. Among the lowest ranked
aspects of Hong Kong’s data were administrative boundaries, company registers,
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government spending and land ownership, while the highest ranked aspects were
national statistics, procurement and air quality. Hong Kong ranked behind a smaller
number of otherAsian jurisdictions, such as Taiwan (1st), Japan (16th) and Singapore
(17th), but ahead of others such as India (32nd), Thailand (51st), Indonesia (61st)
and Myanmar (Burma) (94th). It is worth noting that there are questions over the
methodology used. For example, Hong Kong is given the lowest possible rating for
“locations”, which is a rating for a database of postcodes and corresponding spatial
locations in terms of latitude and longitude, or similar coordinates in an openly pub-
lished coordinate system. However, Hong Kong does not use a system of postcodes,
and there has been no comprehensive address standardization. It is also questionable
how useful a coordinate system would be in a territory with such densely populated
urban areas. In addition, conspicuously absent from the 2016 index were Mainland
China and South Korea. Rankings for individual aspects of data were measured
according to whether the data was openly licensed, in an open and machine-readable
format, downloadable at once, up-to-date, publicly available and available free of
charge.

It is nevertheless important to note that the use, or increased use, of informa-
tion technology does not constitute “digital transformation” in the full sense of the
term, for it does not necessarily involve deep process changes. Thus many aspects
of e-governance comprise digitization rather than digitalization, though even dig-
itization can raise important issues of approach to governance (Reitz 2006). For
example, the more government-related information that is made available in digi-
tal rather than analog format, the greater the importance that persons are given the
necessary skills and tools to access and utilize that information. This may be partic-
ularly relevant to the elderly or those who are financially unable to afford personal
internet access. Accordingly, there may be implications for public provision of inter-
net access and training opportunities in the use of information technology. It may
be noted in this regard that Hong Kong public libraries provide computer facilities
through which members of the public may access the Internet free of charge, and
the government’s Wi-Fi Program makes free wireless Internet access available at
over six hundred locations in Hong Kong. There may, however, be data privacy con-
cerns when using public Internet facilities, notwithstanding the protections of the
Personal Data (Privacy) Ordinance (cap. 486). Nevertheless, Hong Kong has yet to
embrace e-governance across the board. For example, persons interested in serving
on an advisory or statutory body are invited—on a difficult-to-locate page of the
Home Affairs Bureau website—to download and complete a curriculum vitae form
for subsequent mailing to the government for inclusion in a centralized database
known as the Central Personality Index.

The Hong Kong Monetary Authority has also launched a number of initiatives
related to smart banking, such as a Faster Payments System, an Enhanced Fintech
Supervisory Sandbox 2.0, a policy framework on Open Application Programming
Interface (Open API) and the promotion of virtual banking (HK MA 2017). Hong
Kong’s ability to successfully adapt to and utilize fintech may affect its ability to
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maintain its role as one of the world’s leading financial centers. Notably, the devel-
opment of the fintech environment in Hong Kong has been said to be behind that of
China and Singapore (Chen and Woodhouse 2016; John 2017).

With digitization and digitalization come privacy challenges. For example, the
HKSAR Government has, since 2003, issued smart identification cards which store
digital information. These can be used for a range of purposes, including immigra-
tion control, personal digital certificates for executing secure electronic transactions,
library services and health services. Nevertheless, the digitization and centralization
of personal data must comply with privacy standards. A review of the Immigration
Department’s Smart Identity Card System was undertaken by the Privacy Com-
missioner for Personal Data in 2010, which found that, overall, the Immigration
Department had “appropriate policies, practices and guidance in place in handling
and processing personal data system[s]”, but that further improvements were neces-
sary (HK PC 2010). The Privacy Commissioner for Personal Data has also produced
various guidance notes that explain the legal requirements relevant to data privacy
in such areas as collection and use of biometric data (HK PC 2015), the Electronic
Health Record Sharing System (HK PC 2016) and physical tracking and monitoring
through electronic devices (HK PC 2017). These are grounded in the legal regime
provided by the Personal Data (Privacy)Ordinance, enforcement ofwhich has report-
edly improved in recent years (Hogan Lovells 2014).

Furthermore, while there has been some degree of regulation of emerging tech-
nologies, there are concerns that regulation is not keeping pace with technological
innovation. For example, regulation of the Internet of Things is largely left to the
general law of Hong Kong (Mo andMok 2016), though aWireless Internet of Things
Licence was introduced in 2017 (HKSAR 2017). Regulation of artificial intelligence
(AI) is also broadly left to the general law: it was recently pointed out that, under the
lawofHongKong, if an employer used anAI system to recruit employees, but the sys-
tem discriminated against candidates (such as pregnant women who would require
maternity leave), it is not clear whether and to what extent the employer would
be liable under the existing regulatory framework (Singh 2017). In fact, accord-
ing to the Asian Index of Artificial Intelligence, which analyzed eight major Asian
economies for preparedness for and resilience to AI-led changes, Hong Kong ranked
in penultimate position. China led the rankings in first position, followed by Singa-
pore (2nd), India (3rd), Japan (4th), Taiwan (5th), South Korea (6th), Hong Kong
(7th) and Indonesia (8th). Hong Kong fell significantly behind in AI preparedness,
measured by the prevalence of overall startup activity; venture capital raised by top
AI startups; students enrolled in science, technology, engineering and mathematics
(STEM) subjects at top-ranked universities; and AI publication volume (ABC 2017,
p. 3). Meanwhile, it fared just above average in terms of the resilience of the econ-
omy to broader structural changes brought about by AI, determined by references
to indicative government policies on AI and the employment structure of the econ-
omy, particularly the share of middle-skilled work that is vulnerable to AI disruption
(ABC 2017, p. 5). Hong Kong also had the second lowest absolute proportion of AI
resilience in terms of government AI policies, only slightly ahead of Indonesia in
that regard (ABC 2017, p. 5). It was concluded that:
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Hong Kong punches notably below its weight relative to its Asian Tiger peers on the [Asian
Index of Artificial Intelligence] measure of resilience and preparedness, although it is home
to a relatively high number of top computer scientists and it ranks just after Singapore in
terms of the number of academic papers published (ABC 2017, p. 15).

The overall picture of digital transformation in Hong Kong is therefore mixed.While
the HKSAR Government has made several commitments to, and launched a number
of innovations promoting, digital transformation, there remain significant doubts
over its approach to regulation of the digital sphere.

First, the authorities have displayed a reactive rather than a proactive approach to
regulation. This is by no means unique to governance in Hong Kong, but it is part of
a broader concern about the extent to which public authorities have sufficient fore-
sight in their modernization strategy. For example, the Civil Aviation Department
recently conducted a public consultation on the regulation of unmanned aircraft
systems (UAS), more commonly known as drones (CAD 2018). The current leg-
islative regime provides limited and fragmented regulation of UAS operation. This
includes a provision against the reckless or negligent use of UAS, which are con-
sidered to be aircraft (Air Navigation (Hong Kong) Order (cap. 448C), Art. 48), the
requirement that operators of UAS for hire or reward must obtain a permit from the
Civil Aviation Department (Air Transport (Licensing of Air Services) Regulations
(cap. 448A), Reg. 22), and the requirement for compliance with telecommunications
(Telecommunications Ordinance (cap. 106)) and data privacy laws (Personal Data
(Privacy) Ordinance (cap. 486)). However, there is no general registration require-
ment for UAS or their operators, with a Certificate of Registration and a Certificate
of Airworthiness required only in relation to aircraft (including UAS) weighing over
seven kilograms without fuel (Air Navigation (Hong Kong) Order (cap. 448C), Arts.
3, 7 and 100). One of the proposals under consultation was that an online registra-
tion system be established for owners of UAS weighing over 250 grams, though it
has been noted that such a requirement is already in place in Mainland China and
the United States (CAD 2018), suggesting that Hong Kong is lagging behind other
developed jurisdictions in appropriately regulating smaller UAS. Though the Civil
Aviation Department has already published limited information (“Safety Tips for
Operating Unmanned Aircraft Systems”) on areas in which UAS must not be oper-
ated (such as the vicinity of Hong Kong International Airport, Victoria Harbor and
Shek Kong—all of which affect aircraft approach and departure paths), it has been
noted that other congested areas in Hong Kong could be designated as no-fly zones
(CAD 2018). While this would alleviate some of the safety and privacy challenges
that UAS pose in congested areas, much of Hong Kong’s urban areas are densely
populated and could thus potentially be off-limits to UAS.

Another challenge in Hong Kong is regulatory enforcement. An insightful exam-
ple relates to the existence of legislation that prohibits the idling of motor vehicle
engines (Motor Vehicle Idling (Fixed Penalty) Ordinance (cap. 611)), yet there is
widespread disregard for that legislation and insufficient enforcement thereof. There
are also serious doubts as to whether the legislation constitutes any substantial form
of deterrent. The driver of a motor vehicle who violates the prohibition on the idling
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of engines does not commit an offence (Motor Vehicle Idling (Fixed Penalty) Ordi-
nance (cap. 611), s. 7) but is liable to pay a fixed penalty of only 320 HKD (around 41
USD). This is itself notable considering the tendency of Hong Kong law to impose
relatively heavy criminal penalties as a means of deterrent. Contrast this provision
with, for example, the sanctions for unlawfully parking a vehicle (including a bicy-
cle – Road Traffic Ordinance (cap. 374), s. 2), which constitutes an offence carrying
a fine of 2000 HKD (around 255 USD—Road Traffic (Parking) Regulations (cap.
374C), s. 4(5). In short, the financial penalty for unlawfully parking a bicycle is over
six times greater than that for unlawfully idling a motor vehicle engine. The former
is also an offence, whereas the latter is not. This contrast is particularly astound-
ing considering that the idling of motor vehicle engines has such patent deleterious
effects on human health and the natural environment.

The HKSARGovernment’s statement of support for digital transformation is also
contradicted by some of its actions, which show resistance to digital disruption of
traditional industries and sectors. A police crackdown on Uber in May 2017 (Lo
and Yau 2017) signaled that ride-sharing was not being encouraged in Hong Kong,
even though it could result in greater competition, superior service quality, improved
consumer choice and value for money, and enhanced environmental standards given
Uber’s emphasis on digitized consumer interaction. In November 2017, the Hong
Kong Consumer Council recommended gradual regulatory reform, whereby the taxi
market would be opened up to e-hailing services. It described the Government’s posi-
tion—in particular, its policy on the introduction of franchised taxis (THB 2017)—as
“not appear[ing] to fully satisfy the call from consumers” and “not well suited to the
emergence of existing E-hailing services that are popular in many countries” (CC
2017). The Government’s reluctance to innovate in the ride-sharing market appears
largely to be driven by political considerations; in particular, resistance from tradi-
tional taxi operators and monopolization of the taxi license market. Indeed, no new
taxi licenses have been issued by the Government since 1994, with the exception of a
small number of new licenses issued on a largely rural and sparsely populated island,
namely 25 licenses issued in 2016 for Lantau Island (THB 2017). This is despite the
increase in the population of Hong Kong since 1994 from just over six million to
over seven million people. The lack of (digital) innovation in the Hong Kong taxi
industry is a sign of conservatism and defense of the status quo in the face of polit-
ical pressure, and casts doubt on the Government’s commitment to embrace digital
transformation, in addition to commercial innovation more broadly. The potential of
the Government’s digital transformation strategy will be limited if it simply panders
to existing commercial interests.

This feeds into a broader issue of economic, social and political culture. Despite
Hong Kong being one of the world’s leading financial centers and commercial ports,
and offering a low taxation regime that can attract investment and stimulate economic
growth, Hong Kong tends in many respects towards passivity, and lags behind other
Asian (not to mention Western) economies in terms of innovation and moderniza-
tion. There is in Hong Kong a seemingly insatiable commercialism and a culture of
wastefulness, coupled with a poor record on recycling and a general lack of concern
for the environment. To take just one example, 35% of municipal solid waste (MSW)
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sent to landfill sites in 2016 (the most recent year for which statistics were avail-
able) was food waste, and this figure was an increase on previous statistics on food
waste in commercial and industrial sectors (EPD 2016). Waste paper accounted for
22% of landfilled MSW, and waste plastics accounted for 21% of landfilled MSW
(EPD 2016, p. 6). Construction waste disposed of at landfill sites had increased by
5.3% on the previous year (EPD 2016, p. 6), and the average daily quantity of total
solid waste disposed of at landfill sites had increased by 1.5% on the previous year,
continuing an annual trend of growth (EPD 2016, p. 5). In the context of failing
policies on waste and pollution, there is concern that some of the Government’s
announced Smart City measures relating to pollution and environmental sustainabil-
ity are at best inadequate and at worst gimmicks. However, the fact that the general
population appears to acquiesce (not to mention participate) in the overall culture
of wastefulness signifies that there may be insufficient political incentive for the
Government to genuinely change course. There is no merit in digital transformation
for its own sake: it must be part of a broader effort to improve living conditions. In
the context of failing policies on waste and environmental sustainability, resistance
to innovation in particular industries and sectors, and a generally reactive rather
than proactive approach to regulation of the digital sphere, the Government’s stated
support for digital transformation may be less encouraging than it at first appears.

However, there is significant pressure on Hong Kong to remain competitive. It is
one of the world’s leading financial centers, having recently moved ahead of Singa-
pore into third place in the Global Financial Centres Index, trailing only New York
and London (Z/Yen 2018). Hong Kong International Airport has the largest cargo
volume of the world’s airports, handling over 4.6 million metric tonnes in 2016 (the
most recent year for which figures are available), representing an increase of 3.48%
on the previous year (ACI 2017). HongKong also has the fifth largest cargo volume of
the world’s container ports, handling 20.8 million TEU in 2017, representing a 5.9%
increase on the previous year (JOC 2018). Nevertheless, Hong Kong faces increasing
competition from other financial and commercial centers, both in China and in the
Asia-Pacific region. Though factors such as regulation, the fiscal environment and
economic and political stability will continue to play a major role in determining the
economic competitiveness of Hong Kong, future investment, attraction of foreign
capital and the routing of trade through Hong Kong will be materially affected by
the extent to which the economy and infrastructure are sufficiently modernized. This
includes the development and harnessing of an effective digital transformation strat-
egy tomaximize efficiency, optimize supply and distribution chains, reduce pollution
and environmental footprint, improve sustainability, minimize risk and promote eco-
nomic growth.

It is actions, rather than words, by which the HKSARGovernment’s commitment
to digital transformation will be measured, in the context of a broader strategy to
improve quality of life and care for the environment in which we live. The Govern-
ment has signaled that it supports the digital transformation agenda, but the pace of
change is slow and the direction has yet to be convincingly innovative or proactive.
There also needs to be a change in culture and attitude towards regulation and the
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environment if the benefits of digital transformation are to be fully realized. Other-
wise, the risk is not only that digital transformation is a short-lived fad, but that a
failure to fully realize its potential represents a missed opportunity to improve living
conditions.
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Chapter 18
Blockchain—The Savior of Democracy?

Alexander Braun

Introduction

The last couple of years have seen an unparalleled rise of populism in the political
arena. From Hungary to Poland, Italy to the United Kingdom, the United States to
Brazil, the Philippines andmany fractional movements all around the world, political
strongmen have exploited these tendencies successfully for their rise to power and
to undermine basic democratic principles and institutions.

It is no accident that this development coincides with trust in politicians reaching
an all time low, paving the way for simple answers in an increasingly complex world.
The financial crisis of 2008 brought the economic system to the brink of collapse
and resulted in the worst global recession since 1929. This was accompanied by a
massive loss of trust in banks, bankers and financial markets, as the bundling and sale
of sub-prime mortgages by investment banks had shaken the global financial sys-
tem to its core. It is therefore no coincidence that just one month after the collapse
of the investment bank Lehman Brothers in September 2008, a mysterious Satoshi
Nakamoto published a paper entitled Bitcoin: A Peer-to-Peer Electronic Cash Sys-
tem, introducing the concept of a decentralized currency outside the realms of the
traditional banking system.

While Bitcoin’s potential for substituting fiat currencies issued by national banks
and disintermediating these institutions in the process still remains to be seen, the
technology behind it—the Blockchain—enables parties to interact with each other
without requiring a third party as an intermediary to build the trust required for a
transaction. It has therefore triggered a tidal wave of research projects across all
industries where trust is required to enable a market to flourish.
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With the erosion of trust in politicians and democratic institutions at the center of
the recent rise in populism, could the Blockchain tackle these trust-issues and usher
in the next phase of evolution for democracy?

Loss of Trust in Politics

Although the population’s trust in bankers against the backdrop of the financial crisis
can only be described as desolate and has provided the initial spark for Bitcoin and
the Blockchain, there is one group that enjoys even less trust among the population:
politicians (see Fig. 18.1). At the global level, they are experiencing new lows every
year—with negative consequences for the democratic process and the democratic
system itself.

Public trust in government is close to historic lows under the administration of
Donald Trump in theU.S. (see Fig. 18.2), but international comparisons demonstrate,
that this problem is by no means an isolated one (see Fig. 18.3).

However, as the increase in protest movements, petitions and NGOs worldwide
shows, this is not due to a lack of will to participate in the democratic process (Firth
2015).

Although there are many potential reasons for the loss of trust, there are a number
of key causes that are beyond dispute:

Fig. 18.1 Trust in professions (Freeguard 2015)
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Fig. 18.2 Public trust in government (Pew Research Center 2017/12)

1. Lack of trust in democratic elections: Fairness of elections is in doubt.
2. Lack of trust in the democratic representatives: Corruption is rampant and

fulfillment of election promises is in doubt.
3. Lack of a sense of influence: Elections are the only events to influence the

process, with no participation in actual decisions made within a cycle.

Lack of Trust in Democratic Elections

Electoral fraud is commonplace inmany countries. This can be done either directly—
by manipulating ballots and ballot boxes, or by voters not being allowed to vote—
or indirectly, by only selectively allowing opponents to vote. The structure of the
attribution of votes also strengthens the perception that the democratic process can
only be unfair (Stewart 2010). Political representatives—such as U.S. President,
Donald Trump—are also actively working to further damage trust in the democratic
process by accusing political opponents of manipulating elections (Cillizza 2018).
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Fig. 18.3 Trust in government worldwide (Pew Research Center 2017/10)



18 Blockchain—The Savior of Democracy? 243

Lack of Trust in the Democratic Representatives

Corruption is the order of the day in many countries. Even if there are clear rules in
many places regarding party donations, political decisions in favor of a stakeholder
group and lobbying repeatedly cause headlines and erode the population’s trust in
their political representatives. Non-compliance with election promises is the norm
and further contributes to electoral disenchantment.

Lack of a Sense of Influence

The political representatives are always elected for a period of several years, during
which the population is largely excluded fromparticipation in decisions that aremade
during this period. While the population’s trust in the democratic process and the
independence of its representatives is low anyway, the power exercised during this
period—with only limited chances for influence,which is exercised only occasionally
in the elections, but without direct democracy in central decisions—continues to
contribute to the feeling of impotence with regard to the political decisions taken.
This feeling is amplified, for example, by outcomes of referenda such as the recent
one in Germany concerning the operation of Tegel Airport in Berlin, which the
current government openly does not intend to honor (Mallwitz 2018).

To grasp the potential of the Blockchain to address these problems, a basic under-
standing of the technology and architecture is required.

The Basic Functionality of a Blockchain

The technology enabling the decentralized digital currency Bitcoin is called
Blockchain. Its use cases reach far beyond establishing a digital currency, however.
It promises enormous efficiency gains in all industries that have hitherto relied on
intermediaries to establish trust between the contracting parties and to monitor the
execution of codified agreements: notaries, attorneys, rights-holders, land registries,
banks—there is hardly an industry in which key players currently needed for it to
function could not be substituted.

A Blockchain system consists of two central components:

1. Peer-to-Peer Network (P2P): A peer-to-peer network consists of a large number
of computers (called nodes) that are randomly connected to each other. This
enables a decentralized network inwhich no single node is a single point of failure
and in which no single node has the ability to censor information and withhold
it from the other nodes in the network, since all other nodes can just bypass
that node to redistribute the information. These nodes manage the Blockchain
database, communicating changes (called transactions) between each other.
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2. Blockchain Database: The Blockchain database stores the complete history of
all transactions and the order in which they took place. It consists of blocks
containing transactions stacked on top of each other, forming a chain (hence the
name Blockchain). From the first block containing the Empty State (so-called
Genesis Block) nodes involved in the Peer-to-Peer (P2P) network begin to trans-
mit transactions (=changes of state). Due to the P2P structure, it is difficult to
determine who sent a transaction, and censorship of a transaction is not possible.
These transactions are collected in a pool of transactions (a transaction block).
When a new block is added to the network, a consensus is formed about the order
of the grouped transactions, and a cryptographic signature is added to the end
of the block. This cryptographic signature links the new block to the previous
block and contains some validation information. If any part of the information
contained in this block were modified, the signature would no longer be valid,
and any node on the P2P network would clearly see that this block had been
tampered with. Any block following a manipulated block would also be declared
invalid. Since this database is available as a directory of all transactions on all
nodes, Blockchains are also referred to as Distributed Ledger Technology (DLT).
In contrast to a traditional centralized database, which represents a single-point-
of-failure and one single target for hackers seeking to change the state of the
database, the distributed nature of the Blockchain database would require a mali-
cious party to access and manipulate all databases on all nodes at the same time.
This and the cryptographic security measures ensure that the Blockchain lists the
immutable, permanent history of all database changes.

Smart Contracts and Ethereum

In addition to the Bitcoin Blockchain, in the meantime, other Blockchains have been
created that extend the range of functionality and attempt to eliminate identified
shortcomings. Themost prominent representative is theEthereum Blockchain, whose
currency is the so-called Ether. This is a programmable Blockchain that enables the
development of Smart Contracts. Smart Contracts can be used to map contracts
that are automatically executed as soon as the stored condition is fulfilled, using the
if-then conditions familiar from programming.

For example, rights management organizations and collecting societies, which are
responsible for compensatingmusicians using a complex and inaccurate tracking and
distribution system with a large administrative overhead, can be replaced entirely. In
a Smart Contract, all artists involved in a song—from composers and songwriters to
each individual performer—can be registered, along with their respective shares in
the revenue generated. The payout is automatically triggered by the occurrence of
the condition defined in the smart contract—such as the streaming of the associated
song on a platform such as Spotify. There is no longer a need for an organization
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to monitor, and also no more risk that an intermediary enriches himself and doesn’t
distribute the funds to the beneficiary parties in accordance with the contract.

Political Trust on the Basis of Blockchain

The Blockchain establishes trust without intermediaries,

• as its decentralized architecture eliminates single-points-of-failure,
• the entries of transactions are confirmed by a consensus of nodes and are
immutable, and

• the open nature of these transactions creates transparency for everyone.

Could these characteristics provide a solution for the problems of trust in the demo-
cratic institutions identified above?

Lack of Trust in Democratic Elections

The registration and identification of voters involves a great deal of administrative
effort and offers a multitude of opportunities for those in power to influence the
process in their favor. Whether certain groups are not admitted, or the process of
admission is subject to such formal and logistical hurdles that they are difficult for
certain groups to overcome, has an impact on participation in the election and, thus,
also on the outcome of the election (Brock 2017).

There are also many possibilities for manipulation in the course of the election
itself: from voting districts that are specifically grouped in such a way that the results
are skewed in a certain direction, or persons who vote in several places due to (inten-
tionally) incorrect identification, or votes cast for deceased persons, or ballot boxes
that disappear or are exchanged—the list of manipulation possibilities is long (Oliver
2017).

While there have already been attempts with electronic voting systems, according
to the nonprofit organization Black Box Voting, these have always had problems with
compliance with all central integrity requirements (Finley 2014):

• Who can vote?
• Who has voted?
• Counting the votes
• Ensuring the integrity of the votes cast

Holding a secret ballot was previously impossible with online voting systems, since
any system that guaranteed the correct counting of votes inevitably also made it
possible to identify each person’s selection in the vote.

In all these dimensions, the Blockchain offers the potential for a remedy: while
maintaining the anonymity of each individual vote, the entitlement of each voter to
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vote and the status of his vote can be clearly identified. He can make his decision
encrypted from anywhere that he has Internet access with his smartphone and is,
therefore, not subject to logistical hurdles. Each vote is fixed in the Blockchain
without the possibility of subsequent manipulation.

Lack of Trust in the Democratic Representatives

Bribes in the public sector account for USD 2 trillion, or two percent of GDP world-
wide (IMF 2016, p. 5). The introduction of cryptocurrency, which is transferred
via the Blockchain and thus documents the payment flows to project partners in a
comprehensible and forgery-proof manner—reduces the leeway for corruption. In
contrast to anonymous Blockchains—in which only the IDs of the wallets appear
and, thus, do not allow any conclusions to be drawn about the owner of the wallet—
non-anonymous Blockchains containing personal information of real interactors can
be constructed for this purpose using Ethereum. Smart Contracts can also be used to
store the conditions of each transaction, whereby each payment is linked to the ful-
fillment of clearly defined criteria (Aldaz-Caroll 2018). Apart from making it more
difficult to make unjustified payments, it is also possible to significantly speed up
corruption investigations, which can now be carried out immediately instead of over
the 15 months currently required on average.

Even further into the future, election promises could also be made in the form of
Smart Contracts before the election. Not only would politicians have to be measured
against these thanks to transparency, but they could also be bound by sanctions,
which would be automatically implemented.

However, the limits of such a solution are reached where the Blockchain is
bypassed and payments are not made in cryptocurrency, or where there is a ben-
efit beyond direct payments. Other starting points for manipulation are the elements
in the system that have to confirm that the condition defined in the Smart Contract
has been reached. The assumption that the Blockchain would ensure trust here is
therefore incorrect. It does not guarantee trust, but merely pushes it to the periphery
to the confirming party in the physical world, which in turn provides entry points for
manipulation (such as a sensor that measures the emergence of external conditions
or about the achievement of a specific phase of construction). These problems have
been identified, however, and potential solutions are in the works (Orcutt 2018).
The limits of smart contracts are also shown where no simple “yes–no” or “if–then”
execution of a contract can take place, since, for example, evaluative criteria about a
condition are relevant (Braun 2018).

Therefore, only that which is processed within the Blockchain is transparently
traceable, which is not a panacea against fraud and corruption. A Blockchain-
based structure can, however, make illegal payments considerably more difficult
and increase transparency, thereby also increasing the acceptance of the work of the
public sector. Significant flows of payments and benefits that bypass the Blockchain
would also reveal the unusual contractual terms and conditions that are opposed to



18 Blockchain—The Savior of Democracy? 247

these transparent Smart Contracts and, thus, lead to a close examination. Against
the background of the scale of the problem, even a gradual improvement, which is
possible with the use of the Blockchain, has great potential.

However, the Blockchain and the Smart Contracts based on it are still in a rather
early stage of development, which is often compared to the early days of the Inter-
net. This is why errors in the program code (bugs)—which exist in every piece of
software and are only gradually eliminated—always attract attention. This is the
normal evolutionary path of maturation and has made the Internet what it is today,
via trial-and-error. In the context of Blockchain and Smart Contracts, however, this
circumstance poses a not insignificant problem: The identification and subsequent
correction of errors runs counter to the core of the technology, which is supposed to
rule out subsequent changes (immutability). So if the software code is the law, aren’t
the bugs included in the code also the law? Contrary to this basic view, the DAO
(Decentralized Autonomous Organization) enforced a Blockchain change and reim-
bursed USD 200 million worth of Ether to its investors after hackers had exploited
a bug in the underlying Smart Contract and had, in the meantime, stolen USD 50
million worth of Ether (The Economist 2016).

Lack of a Sense of Influence

After the people’s representatives are elected, the citizens—with the exception of
direct democracies—have little influence on their decisions over a longer period of
time, and real accountability rarely exists. Here, the Blockchain provides a remedy in
the sense that decisions to be made can be put into a digital referendum without the
need for a great deal of administration. Each person entitled to vote must be clearly
identified and, at the same time, anonymous, and the result cannot be subsequently
manipulated. On a trial basis, a Blockchain technology optimized for polling has
already been successfully used in several countries (Houser 2018).

However, activists are already going much further in their own efforts. They want
to replace the existing system of representative democracy with a Blockchain-based
liquid democracy: every decision would be made directly by the people instead
of by politicians. These decisions would no longer have to be bound to national
borders. Pia Mancini, co-founder of Sovereign—an open source application with a
decentralized governance—deplores the misrepresentation of citizens in the current
system. The Argentinian raises the question of why she should be represented in
international negotiations on climate protection by the Argentine government, whose
stance on the subject she does not support. The Internet has created an environment
in which geographical boundaries play far less of a role than ideological ones. She is
convinced that, as citizens of the twenty-first century, we are currently doing our best
to interact with institutions designed for the nineteenth century based on fifteenth
century information technology. A balancing act that cannot go well and, therefore,
urgently requires a fundamental overhaul of the system (Nave 2017).
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The Blockchain offers the technical opportunities for this, regardless of how one
perceives such a formor participation andwhether—beyond smaller countries such as
Switzerland—enough citizens can be continuously activated for such a participation
process in order to achieve a sufficiently perceived legitimacy for it on a broad basis.
Since it also seems unrealistic to Mancini to replace the existing system overnight,
she wants to establish the direct influence in the existing system first. Therefore,
she has founded a party and put it up for election. Elected representatives should be
bound to the votes made via the Blockchain with regard to their votes in parliament.
If citizens consider themselves to be incompetent in a subject area to be voted on,
they can transfer—via Blockchain—the right to vote to another person, who can thus
cast more than one vote. The susceptibility of such a structure to corruption is to be
limited by the upper limits on the number of votes (Jacomet 2017).

Blockchain Projects in the Political Space

A number of organizations are involved in the field of Blockchain-based democracy
and are developing systems to make this possible. The following summary provides
an overview:

• DemocracyOS: http://democracyos.org/
• Democracy Earth Foundation: https://www.democracy.earth/
• Flux: https://voteflux.org/
• Agora: https://agora.vote/
• Innovote: http://inno.vote/
• Ballotchain: http://www.reply.com/en/content/ballotchain
• Voatz: https://voatz.com/
• Polys: https://polys.me/
• United Vote: https://united.vote/
• DAO (Decentralized Autonomous Organization): https://www.ethereum.org/dao
• Follow My Vote: https://followmyvote.com/.

Conclusion

As described above, the Blockchain offers considerable potential for making a large
number of structures much more democratic—and not just much more efficient
than the established structures, but also for promoting citizens’ self-determination
and counteracting disenchantment with politics. In addition to the technological
challenges described above, however, there are hurdles here that are primarily owed
to themotivations of the decision-makers.Many politicians are therefore still hesitant
in their support of the Blockchain for the following reasons:

http://democracyos.org/
https://www.democracy.earth/
https://voteflux.org/
https://agora.vote/
http://inno.vote/
http://www.reply.com/en/content/ballotchain
https://voatz.com/
https://polys.me/
https://united.vote/
https://www.ethereum.org/dao
https://followmyvote.com/
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• Decentralization of the Systems: The Blockchain shifts power structures from a
centralized hierarchy to decentralized and flat structures. This is not necessarily
in the interest of the respective leaders, since—in a functioning democracy—we
assume that the elected representatives represent and assert the interests of the pop-
ulation in the best possible way. The will to surrender power is thus limited, as this
calls into question—in addition to one’s own influence—why the representatives
of the people are elected and entrusted with governing at all. What is the raison
d’être of a representative democracy if we do not trust the elected representatives?

• Technical Complexity: The Blockchain—with P2P networks, Smart Contracts
and cryptography—has a technical complexity that is difficult for most to com-
prehend. Many politicians lack a sufficient understanding of the technology and,
thus, the competence to make a qualified assessment of its potential.

• Tendency to Avoid Risk: Just as most politicians lack the competence to assess
the potential, they also lack the expertise to assess the risks associated with the
Blockchain. The manager of the International Policy Lab at MIT, Daniel Pomeroy,
sees this as the central hurdle for translating scientific solutions into political
goals.While researchers can comfortably deal with uncertainties and probabilities,
politicians want to deal with absolutes. Although it is highly unlikely that the
Blockchain would be hacked, and no one has succeeded yet, it is theoretically
possible.

It’s certainly not foreseeable today whether models like liquid democracy will actu-
ally prevail and, if necessary, fundamentally change democracy and make politicians
superfluous. However, this is less a question owed to technical feasibility than to the
motivation, organization and incentivization of all the actors involved.

Irrespective of the degree of democratic participation—up to and including liquid
democracy—the Blockchain can already provide a far-reaching spectrum of advan-
tages for the political process that can increase political confidence and make the
system much more efficient and transparent. In the comparison of possible solu-
tions, the focus should therefore not be on Blockchain versus a perfect system, but
on the advantages that Blockchain can provide in comparison to current problem-
atic structures. There will be no perfect system that provides no opportunities for
manipulation. However, although still in its infant state of technological maturity, the
Blockchain shows a clear path towards becoming far superior to the current system in
all of the three dimensions that are responsible for the population’s loss of confidence
in politics.
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Chapter 19
Digital Propaganda—Russia or the Kid
Next Door?

Sarah Lohmann

Introduction: Digital Propaganda and the Global Political
Balance of Power

Eighteen years ago, 10 countries gathered with U.S. officials in Bratislava to discuss
the road forward for membership in NATO. At the meeting, each participant received
a paper memo to their personal attention from the Russian Embassy, stating that it
regarded “NATO’s enlargement plans as a grave mistake provoking negative changes
of military-strategic landscape and division lines in Europe” and Slovakia’s aims at
security and foreign policy as “so many fabrications” (Means 2001a, b).

While the non-veiled threat was meant to bring fear, it brought the opposite from
the participants, serving as a rallying cry for democratic change among the former
Soviet bloc nations and their NATO supporters.

Russian propaganda has changed significantly since those days almost two
decades ago. Through digital espionage, it has gotten to know its audience better,
personalizing the messaging, cloaking it in the voice of a fellow national, delivering
it to the receivers’ social media accounts, and playing on fears and divisions in the
receivers’ community.

Jowett and O’Donnell define “propaganda” as “the deliberate and systematic
attempt to shape perceptions, manipulate cognitions, and direct behavior to achieve a
response that furthers the desired intent of the propagandist” (Jowett and O’Donnell
2006). Indeed, influencing a nation’s perception of security has long been one of
Russia’s objectives in its information operations.

In the early years of NATO enlargement into Eastern Europe, for the countries on
the cusp of freedom, long after any military threat from Russia was gone, perception
was everything. At another NATO expansion meeting in Riga half a year after the
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Bratislava memo, the emotional perceptions linked to the past played a role in the
will to be a part of the military alliance.

“A society is secure if it feels secure”, Vaidotas Urbelis, then Lithuania’s inter-
national relations director for the Ministry of Defense, said at the meeting (Means
2001a, b). Without NATO membership, “There wouldn’t be that kind of insurance.
The thingswe are doing probablymay disappear. It’s not about fact. It’s about percep-
tion”, former Latvian State Secretary of Defense Edgars Rinkēvičs told the author.

Today, the changes to the military-strategic landscape the Russians warned of
almost two decades ago is being framed through digital influence in a realm not
bound by territory. This is happening even as the impact of that digital propaganda
has vast potential to change the global political balance of power and superpowers’
claims on national sovereignty.

Digital propaganda used by Russia during the 2016 U.S. election and the German
2017 election, among others, have caused the current intelligence and government
investigations to focus onRussia. But during theU.S.midterm elections inNovember
2018 and the European Parliament elections in 2019, should governments have been
primarily fixated on a single, foreign “enemy”? How should each country overcome
these disparate challenges? Can democratic nations create effective defense efforts
that transcend domestic borders? To answer these questions, this piece will first
examine what is meant by digital propaganda, who is using it during elections with
what tools, what is currently being done to counter the challenges and what remains
to be done.

Defining Digital Propaganda

Shaping perception plays a vital role in the success of the use of digital propaganda.
For the purposes of this publication, Jowett andO’Donnell’s definition of propaganda
above can be expanded to include the use of digital methodologies to influence
perception, cognition and behavior.

TheOxford Internet Institute further defines computational propaganda as “the use
of algorithms, automation, and human curation to purposefully distribute misleading
information over social media” (Woolley and Howard 2017). It later expanded the
definition to include specific types of propaganda, including “the automated dissem-
ination of fake news, misinformation, propaganda and other forms of junk news”
(Neudert et al. 2017).

Digital propaganda is sometimes used interchangeably with the term compu-
tational propaganda by Oxford University’s Computational Propaganda Research
Project (Sanovich 2017). This article will discuss only the digital aspects of propa-
ganda—that is, those algorithms, bots and automation associated with distributing
different forms of propaganda on social media—rather than computational aspects,
such as those focused on hardware.
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Actors

Special Counsel Mueller’s office said in a court filing 12 May 2018 that Russian
intelligence agencies were continuing to attempt to meddle in U.S. midterm elec-
tions. This was corroborated in February by then-CIA director Mike Pompeo in his
testimony before the Senate Intelligence Committee (Gerstein 2018).

Former U.S. Director for National Intelligence Daniel Coats likewise warned,
“there should be no doubt that Russia perceives its past efforts as successful and
views the 2018 U.S. midterm elections as a potential target” (Rosenberg et al. 2018).

Ads placed 18 months before the election through 2017 targeted everyone from
“people who like” Bernie Sanders, Second Amendment rights, Martin Luther King
Jr., Hillary Clinton, Black LivesMatter, andMuslims living in the United States. The
messages were targeted to inflame tensions around race, religion and cultural pride
(U.S. House of Representatives Permanent Select Committee on Intelligence 2018a,
b). The April findings of the House Intelligence Committee on Russian interference
on U.S. elections provided evidence regarding the vulnerability of U.S. voters for
information operation campaigns. According to statements made by Sens. Burr and
Warner on 16 May 2018, following the release of the Senate Intelligence Committee
report on the 8th of May, the American election system remains at risk. Sen. Warner
of Virginia said that “The Russian effort was extensive, sophisticated and ordered by
President Putin himself” (Warner 2018).1

The Russian information operation used targeted ads created by, among others,
the Internet Research Agency (IRA), a Russian troll farm that also used fake U.S.
personas to spread propaganda on divisive issues. The ads reached 11.4 million
Americans on Facebook alone. Worse, at least 126 million Americans were exposed
to the content created by 470 IRA Facebook pages (U.S. House of Representatives
Permanent Select Committee on Intelligence 2018a, b).

Facebook confirmed that a new campaign to meddle with the U.S. 2018 midterms
has been underway sinceMay 2017.With similar targeting techniques to the previous
digital propaganda campaign, the events organized by the fake pages had the potential
to inflame violence. The 32 fraudulent accounts—one of whichwas co-administrated
by the indicted Internet Research Agency—on Facebook and Instagram have been
removed, and users informed that fake accounts invited them to come to counter-
protest rallies, such as “Unite the Right 2” and “#AbolishICE”, which was against
the actions of the U.S. Immigration and Customs Enforcement agency. In total, 30
events were organized by the fake accounts, and one account alone had 290,000
followers, with $11,000 being spent on 150 ads (Menn and Paresh 2018).

Across the Atlantic, Europe had concerns about meddling ahead of the European
Parliament elections in 2019, after information campaigns targeted the French and
German elections and the Catalonian independence referendum in 2017. Stratcom,
an EU-foreign service counter-propaganda unit, documented more than 3500 cases
of pro-Kremlin disinformation in the European media in the two years before the

1This paragraph and the three following were published in similar form by the author in: Lohmann
(2018).
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election (Rettman 2018). NATO Secretary General Jens Stoltenberg said ahead of
the elections that NATOwas countering disinformation campaigns “online, on paper,
in the air, in different platforms”, (Stoltenberg 2019). During the German elections,
Russia promoted the far-right AfD in its state-controlled networks and planted dis-
information about the refugee-friendly Angela Merkel. One such campaign, known
as the “Lisa affair”, widely covered a false story about a girl who was supposedly
raped by refugees. The misleading coverage of the German election season helped
prompt Merkel to travel to visit Putin in Sochi in May 2017 to warn about election
meddling (Shuster 2017).

The Russian botnet IRA also meddled in the French elections, when 30,000 fake
IRA accounts were detected and destroyed by Facebook (Bünte 2018). Russian-
language faceless accounts thought to be botnets were also notably used the day
before theGerman election to bolster the turn out of theAfD through fake news stories
spread through fake accounts that claimed that AfD voters could be disenfranchised
of their voting rights (Czuperski 2017).

With all the focus on Russian intervention, China’s more subtle methods often get
overlooked. With ten times the number of troll farms, and more personnel, financial
and infrastructure resources, China is playing a long-term game in its democracy
interference efforts (Lohmann 2017). The Chinese Communist Party is investing
$10 billion a year in influence abroad under General Secretary Xi Jinping (Parello-
Plesner 2018). Rather than focus on the next upcoming election, China’s goal in its
digital propaganda efforts is a global rebalance of power with China as the leading
superpower. Yet democracy defenders should be aware of the digital propaganda
tools that China’s Communist Party is using.

InOctober 2018, for example, theDengfengCityNetwork InformationOffice sent
propaganda directives for all personnel to share stories on US relations via WeChat
and Weibo which would recharacterize facts in the US-China trade war. Employees
were to negate that “Chinese growth as ‘driven by U.S. investment in China’” and
promote the story that “The General Downhill Trend of America Has Not Changed”
(China Digital Times 2018). Beyond such overt “influence” campaigns, China also
focuses its efforts on influence operations (IO) that are “covert, corrupt, or coercive”
(Parello-Plesner 2018). Here, several examples of the target countries, including the
United States, due to its superpower status, and Australia and New Zealand, due to
their influence on the South China Sea, should be mentioned.

In Australia, PrimeMinisterMalcolm Turnbull introduced legislation in late 2017
to fight foreign interference after Australian Senator Sam Dastyari had to resign in a
scandal around CCP influence. The senator had allowed his office to accept legal and
travel payments from the company of Chinese billionaire Huang Xiangmo, who held
the press conferencewith him jointly. UsingCCP talking points at a press conference,
the Senator had answered a question about China’s activity in the South China Sea
in direct contrast to the Labor Party’s policy, claiming that China’s artificial island
building and military activity there were none of Australia’s business and that “the
Chinese integrity of its borders is a matter for China” (McDermott 2017).
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New Zealand was likewise asked to consider passing similar legislation after a
Chinese-born member of parliament in New Zealand was investigated by the Secu-
rity Intelligence Service due to his advocating CCP policies while serving on the
“five eyes” intelligence alliance and getting Chinese funding for his National party
(Anderlini 2017).

In the United States, China has continued its policy of culling influence with the
media, think tanks, politicians and business through funding coming from the CCP
and the “United Front”, the Work Department of the CCP which works on influence
operations through financing everything from student exchanges to business ventures
(Parello-Plesner 2018).

Tools

With all this evidence of Russian interference and more subtle Chinese operations,
why shouldn’t the United States and Europe focus their energy singularly on defeat-
ing these foreign meddlers? It’s more complicated than that. In New America’s pol-
icy paper “Digital Deceit”, authors Ghosh and Scott explain that while Facebook
and Twitter are getting the heat for being taken advantage of by Russia, the whole
social media industry is built to grab users’ attention and sell them products or
policies. According to the authors, this includes everything from behavioral data
tracking, which aggregates data on purchases and places visited by a user, to search
engine optimization, which allows search engine algorithms to be compromised so
that results are skewed. Even artificial intelligence, allowing message targeting and
system-operated campaignmanagement, can be used for digital propaganda purposes
(Ghosh and Scott 2018).

That means that while the Russians may be tracking users’ online profiles and
behavior in order to influence who they vote for, it is equally possible that domestic
political parties, fringe nationalist extremist groups and special interest lobbies are
doing the same. That does not mean that all of those groups have access to the same
amount of sophisticated information, the same level of finesse in targeting users, or
a grand, long-term strategy for how voters should be influenced. It does mean that
influencing elections is a much more complex operation, with many more actors
tugging on users’ perception than can be defined by one enemy or methodology.

The use of bots—robots that forward content on the Internet—and fake news to
influence perception has been highly successful in the last two years. For example,
during the 2016 U.S. election, 400,000 bots tweeted for and against Clinton and
Trump. After the third presidential debate,Wired reported that seven times as many
messages were sent by bots from pro-Trump accounts than pro-Clinton accounts
(Zaleski 2016).

But calculating whether a bot is being used depends on “likelihood”, and those
who analyze bot activity have different cut-off percentages for likelihood. Using a
60% likelihood, rather than the typical 47% likelihood used by the bot recognition
computer program BotOrNot, only 3.4 percent of pro-Trump Tweets came from
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bots—as opposed to 3.2 percent for Clinton, and 1.7 percent for Sanders—over
Memorial Day weekend 2016, when there were still three main contenders (McGill
2016).

Just as important as who or what is amplifying amessage is what they are amplify-
ing. In Michigan, in the days around the U.S. presidential election Nov. 1–11, 2017,
in a sampling of 22 million tweets, professional news and “junk” news (“junk” news
being news that is at least partially not based on fact) were shared equally (Howard
et al. 2017). While Michigan certainly isn’t representative of all of the United States,
the Oxford Internet Institute’s research on digital propaganda in both Germany and
the United States is worth analyzing, due to its large amount of sample data during
pre-election peak tweeting periods.

In Germany during the 2017 presidential elections, professional news was shared
four times as much as junk news, but the majority of junk news shared was based
on far-right sources (Neudert et al. 2017). In addition, ahead of the German parlia-
mentary elections, from 1 to 10 September 2017, 15% of the far-right Alternative für
Deutschland-related tweets were automated (44,533 botted tweets of 905,465 tweets
sampled). By comparison, the next highest percentage of bots used was for Die
Linke, at 12.3% (1819 bots). The governing Christian Democratic Union/Christian
Socialist Union coalition had 13,099 botted tweets (7.3%) (Neudert et al. 2017).

With all that perception influencing going on from different actors, be it political
players, foreign enemies or extremist groups, what are the remedies? The challenge,
Ghosh and Scott argue, is that a foreign actor’s information operation using a digital
propaganda campaign operates with the same tools as paid advertising (Ghosh and
Scott 2018). Thismeans that themethods are difficult to distinguish, and thus difficult
to stop. If countries begin regulating the use of bots and online ads to keep foreign
actors at bay, they must be prepared for the fact that the same regulation will have
an impact on e-trade.

Yet while the methods used by the different actors may be the same, the impact
on civil society is vastly different. If foreign powers successfully use targeted digital
propaganda to interfere in a campaign, trust in democratic institutions flounder.When
that foreign power programs bots to amplify the voices of targeted religious, political,
cultural or special interest groups to fan the flames of division, countryman can turn
against countryman, violence can be incited and civil society damaged. But when
bots are used to spread information about public emergencies, civil society can be
helped. When they are used to inform a user of their choice of products, the user may
be annoyed, but the negative impact on democracy is minimal.

The Way Forward and the Transatlantic Relationship

The key to limiting the negative impact of disinformation campaigns lies in informing
users of the online actors conducting them, their target groups, the factualness of
their posting and whether the posting is paid advertising. This kind of regulation
will need to come from the legislature: self-screening among different social media
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platforms will not work equally well without accountability mechanisms from the
law. A couple of laws are already working toward this on each side of the Atlantic,
but more is needed.

Germany’s Network Enforcement Act, which went into effect on 1 October 2017,
punishes the platforms more than it does the bad actors. The law requires social
media platforms to delete propaganda, hate speech and fake news within 24 h of
notification of a complaint, or face fines of 50 million Euros (Dwyer 2017).2 This
causes the social media platforms to need to hire thousands of employees at high
costs to the company, while the terrorists and extremists who post violent content
often go unpunished. While the law theoretically creates an incentive for hate speech
and propaganda distributors to post less, by the time the 24-h notification window
is over, they have often already received the viewership and multiplication of the
message they needed for their cause.

A similar draft law in the United States, called the Honest Ads Act, would track
foreign financing of ads costing over $500 during an election, while not tracking
unpaid speech on social media platforms (U.S. House of Representatives 2017).
This means that interest groups or foreign powers that track user behavior and use
botnets to send out organic messaging to influence that behavior would still fly under
the radar screen. It also means that the digital propaganda campaign to affect the
US mid-term elections, with $11,000 spent on 150 ads, would also normally not be
mandated to be trackable. At the same time, outlawing botnets is not realistic, as
these can be used to produce a users’ desired results in Internet searches for both
research and product purchase.

Several initiatives that defend against digital propaganda campaigns can be found
across the transatlantic community. The big tech companies have introduced volun-
tary programs to help fight or identify information campaigns. To ensure that readers
get the facts straight, the Google News Initiative in the U.S., called the Digital News
Initiative in Europe, is retraining its algorithms to prioritize breaking news with “au-
thoritative” sources rather than the most recent posts, to cut down on disinformation
during breaking news events (de Looper 2018). Facebook also launched an initiative
this year to train readers how to identify fake news in their news feed (Jefferson
2018).

There are dozens of other initiatives by third parties to apply ratings systems to
filter bias and fake news. The Global Investigative Journalism Network compares 24
of these fake news tracking initiatives across the world (Bell 2017). For example,
the University of Michigan uses a patented system called an “All Sides Bias Ratings
Page” to classify news according to political bias from left-leaning to right-leaning
(University ofMichiganLibrary 2018). The challenge is how to get the general public
to use such systems, as most of the third-party initiatives are opt-in programs that
are time consuming to set up and, in some cases, costly.

Election commissions in the United States and Europe can also ensure their vot-
ing publics are equipped with objective information about elections, candidates and

2The previous two sentences and paragraph to follow were published in similar form by the author
in: Lohmann (2018).
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parties. This will increase trust in democratic institutions. The role of nonpartisan
civil society actors will be increasingly important in this process. Scott has proposed
the vital importance of transparency around political elections. In addition to being
informed about actors and who they are targeting, users should be informed when
they have been exposed to disinformation and how their personal information is being
used to manipulate them (Ghosh and Scott 2018).

Much of this was the aim of the General Data Protection Regulation (GDPR),
which is supposed to protect the personal data of residents of the EuropeanUnion, but
similar measures are lacking in the United States. The problem is, GDPR still allows
users’ Internet use to be tracked through cookies and for them to be manipulated. It
just puts the onus on the user to wade through pages of legalese on how to opt out
every time they pull up a website (Dixon 2018).

Conclusions

ProfessorCorneliuBjola ofOxfordUniversity andProfessor JamesPamment ofLund
University argue in their book, Countering Online Propaganda and Extremism, that
“in the digital age, information is now weaponized”. They claim that the solutions,
including strategic communications and counter-disinformation campaigns, “must
be tailored to the broader context of the diplomatic relations of the relevant parties”
(Bjola and Pamment 2018).

At the time of this publication, diplomatic relations between the United States
and Russia are tense, to say the least, while Berlin edges toward rapprochement with
Moscow due to German economic interests. Yet Chancellor Merkel and President
Trump have each certainly sent a differentiated strategic message to the Kremlin,
despite Russia’s digital propaganda directed at both countries.

President Trump initially did not acknowledge the extent of Russia’s interference,
while Merkel drew a red line on election meddling during her May 2017 Sochi
visit. The U.S. has indicted 13 Russian nationals and three Russian entities for their
information warfare during the 2016 presidential elections, and the investigations
continue.

Germany’s new Bundeswehr Cyber and Information Space Command (CIR) in
Bonn aims to come up with defensive strategies against everything from attacks on
infrastructure to Russia’s new digital propaganda (Schimmeck 2017). But with less
spectacular results from the Russian disinformation campaign in Germany, the focus
on countering Russia’s propaganda is not as streamlined as in the United States.

So are these efforts enough, and should Washington and Berlin keep their sites
set on Russia and China? Not unlike the alliance and security decisions that were
being discussed almost two decades ago in Bratislava, the question could perhaps be
formulated differently: “Do we choose democracy or division?” The challenge today
is that this threat to national security for both old and new NATO countries does not
just come from a single foreign actor. The expansion of democracy, as well as the
defense of our nations, is being compromised by the subtle dance of multiple actors
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beyond our borders, who can easily capitalize on the political, cultural and religious
divisions within. But then, as now, the citizens of Europe and the United States have
a choice to remain united and a choice in how much power to give those actors.

Yes, together, Germany and the United States need to remain watchful of China
and Russia’s digital propaganda and to inform their publics of its influence in the
public debate around elections.At the same time, citizens in both countries candiffuse
hate speech and encourage their governments to strengthen transparencymechanisms
online, so that social media users are aware of the many actors influencing their
perceptions, be it political interest groups, Russia or the loner activist kid next door.
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Chapter 20
Cyberspace as Military Domain:
Monitoring Cyberweapons

Thomas Reinhold

Introduction

Over the last several years, a growing number of military forces worldwide have
started to recognize cyberspace as the next military domain whereas the questions
of how to regulate this development with measures of arms control and if this works
at all for this domain have yet to answered. The strategies that military forces have
been prepared (UNIDIR 2013) often involve the establishment of offensive capabil-
ities, sometimes for deterrence reasons or seen as the appropriate measure to react
to cyberattacks by actively disturbing or even destroying the attackers IT systems
which is described in terms like “active defense” or “hack back” (see exemplary
NATO 2010). The necessary “cyberweapons capabilities” of software or hardware
with disruptive or destructive effects are actively developed (see exemplary DARPA
2012) and had already been used (US-ICS-CERT 2016; US-DOD 2016), although
the cases of cyber incidents so far all happened outside of officially declared wars,
and the attribution of cyberattacks to state actors is hard to prove. Nevertheless, many
incidents are supposed to be performed by state actors like the so called “BlackEn-
ergy” malware that affected the Ukrainian electric power industry (US-ICS-CERT
2016). A few cases exist where military strategies explicitly include cyber warfare
capabilities, such as in the U.S. fight against the ISIS terror group (see US-DOD
2016). On the other hand, the international community currently struggles to come
to an agreement on binding norms of state behavior and how established rules of
international law can apply to this new domain (Tikk and Kerttunen 2017). The
debates include the challenge of determining an appropriate response to the ongoing
militarization of cyberspace, the question of how to slow down the armament and the
prevention of an arms race in this domain. Furthermore, the attempt to apply estab-
lished measures of arms control or non-proliferation, as well as lessons learned from
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other military technological developments, quickly comes to a stop due to specific
technical features in cyberspace. Against this background, the following article will
look at the core principles of arms control and the problems when applying these
to the cyberspace domain. It will use as examples the lessons learned from nuclear
disarmament as the most assessed arms control and arms monitoring area from the
recent decades. The comparison will be used to develop concepts and approaches for
applicable cyber arms control measures and to formulate the outlook for necessary
treaties and international institutions.

The Roots and Core Principles of Arms Monitoring

The concept of arms monitoring is a general term that is often used in the context
of arms control and non-proliferation. The overall function of arms control is the
prevention of conflicts and the stabilization of international state relations by reducing
the motivation of adversaries for preventative or pre-emptive military operations to
destroy military capacities, as well as for the reduction of the probability of the
application of specific military weapon systems (Müller and Schörning 2006). These
goals are tackledondifferent levels andbydifferentmeasures.Neuneck andhis fellow
authors give an overview (Mölling and Neuneck 2001) that differentiates using the
following categories and correlating measures:

• Geographic measures: demilitarized regions, security zones
• Structural measures: defensive orientation of force structures
• Operative measures: limitation of maneuvers, omission of provocative actions
• Verification measures: data exchange, inspections
• Declaratory measures: abandon the first use of nuclear weapons
• Technology-related measures: limitation, reduction or destruction of certain
weapons or technologies

• Proliferativemeasures: prohibition or restriction on the export ofmilitarily relevant
technologies

• Selective measures: prohibition or restriction of the use of certain weapons and
methods of war

• Actor-related measures: prohibition, restriction or permitting of specific groups of
actors

• Goal-relatedmeasures: safeguard clauses, prohibition of attack on particular, espe-
cially civil, targets.

These specific measures are embedded in treaties or agreements where parties bilat-
erally or multilaterally declare their intent for specific actions or their omission and
the dedicated procedures and actions. A popular example is the “Convention on
the Prohibition of the Development, Production, Stockpiling and Use of Chemical
Weapons and on their Destruction”, often abbreviated as CWC, that had been nego-
tiated by the UN, entered into force in 1997 and established the Organization for
the Prohibition of Chemical Weapons (OPCW) to control the implementation of
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the treaty (United Nations 1992). Such treaties and binding agreements as well as
the customary international law create the international law that defines the rules
for state behavior and interactions. One of the main principles of these rules is the
convention “pacta sunt servanda” (Wehberg 1959). This centuries-old principle, that
translates to “agreements must be kept”, had been explicitly formulated 1969 in the
“Vienna Convention on the Law of Treaties” (United Nations 1969) and entered into
force in 1980. The convention describes that “every treaty in force is binding upon
the parties to it and must be performed by them in good faith”. This general rule
brought to light the question of how treaty members are able to surveil and control
the mutual compliance of agreed terms and how this should be performed. This task,
which is described as verification, is an important measure for international security
politics and mostly integrated in verification regimes, a concept that is based on the
regime theory of Robert O. Keohane (Robert and Martin 2009). Verification regimes
are either integrated to existing treaties or stand for themselves and consist of the
following different parts:

• The treaty agreement itself.
• The rules that the treaty members agree to follow in combination with specific
thresholds, binding instructions or forbidden activities.

• The practicalmeasures that treatymembers or specifically entrusted authorities are
allowed to perform in order to control the compliance of the other treaty members.

• The definition of the authority that is allowed to make decisions regarding the
compliance and consequences that states agree to perform and bear when the
agreed rules are not followed.

In other terms, verification and the task of controlling and monitoring weapons is
always a very context specific definition of what is getting controlled, how, by whom
and for what purpose.

Principles of Nuclear Weapons Monitoring

One of the most intense verification debates of the last fifty decades concerns the
risks and threats of nuclear armament. The most commonly known institution in the
context of these debates is the International Atomic EnergyAgency (IAEA), an inter-
national independent organization that had originally been founded in 1957 for the
promotion and development of the peaceful usage of nuclear energy (IAEA 1961).
It directly reports to the United Nations General Assembly and the United Nations
Security Council. Since its foundation, its tasks have fundamentally changed. With
the international adoption of the Treaty on theNon-Proliferation of NuclearWeapons
(NPT 1968), the IAEA had been put in charge of different treaties (Neuneck 2017)
“to establish and administer safeguards designed to ensure that special fissionable
and other materials, services, equipment, facilities, and information made available
by the Agency or at its request or under its supervision or control are not used in such
a way as to further any military purpose; and to apply safeguards, at the request of
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the parties, to any bilateral or multilateral arrangement, or at the request of a State,
to any of that State’s activities in the field of atomic energy” (IAEA 2018a; IAEA
1961). These safeguards (IAEA 1968) are practical measures that reflect the core of
nuclear weapons monitoring and address two different dimensions: “horizontal” and
“vertical” non-proliferation. Horizontal non-proliferation is the challenge of prevent-
ing and regulating the spread of nuclear weapons to new state and non-state actors
by banning the trade of nuclear arms, as well as stopping capabilities for the pro-
duction of nuclear weapons or feasible material. The term vertical non-proliferation,
on the other hand, describes measures to control the technological advancement and
stockpiling of nuclear weapons by nuclear powers (Goldansky 1988). One of the
most recent tasks of the IAEA, which should be used as a demonstrative example for
the different levels of nuclear arms control, is the supervision of the JCPOA nuclear
treaty agreement (Joint Comprehensive Plan of Action) (IAEA 2016), which had
been negotiated with the Islamic Republic of Iran by the five permanent members
of the United Nations Security Council, Germany (P5+1) and the European Union
over thirteen years, came into force in January 2016 and is still active despite the
one-sided termination of the agreement by the United States under US President.

Iran’s compliance is controlled by verification measures that are integrated into
this treaty as safeguards. They enable IAEAstaffmembers to get access to nuclear and
research facilities, shut down and seal critical industrial hardware, install surveillance
cameras, control industrial plants, count the equipment in nuclear facilities, take
samples from nuclear material, as well as measure the radiation level of devices
and places. As already pointed out, these verification measures are always practical
steps that tightly concentrate on specific aspects of the controlled technology, the
outcomes of which can be compared against threshold values, “do’s and don’ts”
or lists of forbidden technological procedures. Such monitoring measures always
need to be very specifically tailored to the controlled technology and the monitoring
context and can therefore strongly differ for different kinds of situations. From a
broader and more generalized perspective, they can be categorized into four areas of
restrictions that directly relate to applicable monitoring principles (Neuneck 2012):

• Geographical restrictions that regulate the allowed or prohibited location of spe-
cific goods, which are controlled by locating and visually monitoring (like ultra
violet and x-ray imaging or aerial and satellite photography) these goods. An
example for such monitoring measures is the Treaty on Open Skies (OSCE 1992),
which came into force in 2002 and is currently ratified by 34 states. It allows
unarmed aerial surveillance flights over the entire territory of the treaty members.

• Limitations in terms of the amount or even the complete prohibition of the pos-
session of goods are controlled by counting and cataloging the goods. This can
include the reduction of existing capacities. An example is the “Strategic Arms
Reduction Treaty—New START” (NTI 2010) as the successor to former treaties
(START I from 1991 and START II from 1993) between the United States and the
Russian Federation. The treaty entered into force in 2011 and is valid until 2020,
and it regulates the further nuclear arms reduction of both countries. The treaty
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establishes a commission and dedicated rules and deadlines for inspections and
its bilateral organization.

• Definitions of threshold values for specific properties of physical, chemical or
biological states of goods are controlled by measuring or scientifically estimating
these properties. An example is the already mentioned JCPOA treaty with the
Islamic Republic of Iran (IAEA 2016). Among other things, the treaty contains
agreements to reduce the enrichment level of uranium to a degree that enables
medical treatments and research but prevents the fastweaponization of the uranium
for nuclear bombs (IAEA 2018b).

• Restricting the proliferation of goods is controlled by tracing the goods, regulating
or prohibiting their trade. An example of a non-proliferation treaty is the Treaty on
the Non-Proliferation of NuclearWeapons (NPT 1968), which 191 states currently
adhere to. This treaty directly shaped the role and responsibilities of the IAEA
that, among other things, enables the organization to inspect nuclear facilities.
An additional protocol of the treaty extends these rights to include unannounced
inspections and is currently signed by 139 states.

Established Measures and Their Applicability
in Cyberspace?

This chapter will assess the questions about how these measures, the experiences
and lessons learned can be applied to cyberspace and the challenges of an ongoing
cyber armament:

In contrast to all other domains, cyberspace has some specific technical features
that differ strongly from all other domains and have an important impact on the appli-
cation of monitoring approaches. Often these technical features render established
measures useless, because they are designed for physical domains like sea, air, land
or space and rely on features of these domains that cyberspace does not provide.
Therefore, the technical specifics of cyberspace have to be taken into account when
thinking about monitoring and arms control in this domain.

Virtuality

First of all, cyberspace is by design a “virtual” domain. In theory, data is stored and
processed by a specific IT system that has a geographical location and falls under
a legislatively responsible jurisdiction. On the other hand, data can be seamlessly
copied and—especially in the cloud computing age—is often transferred and stored
on other IT systems for availability issues or split up into multiple parts to be pro-
cessed on different and sometimes even geographically distributed IT systems. This
means that even if hardware itself always has a physical representation, in practical
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terms, the data itself, its storage and processing cannot be reasonably attributed to a
specific geographical location and a specific nation states sovereignty.

Distribution

Another relevant aspect of software, like any other digital information, is that every
piece of such data is stored physically in different ways, such as magnetic fields on
classic hard drives or electromagnetic states on solid state drives, but that this storage
takes place distributed within other data fragments. The handling of data as logical
entities, like files, is a mere abstraction of operating systems and the physical storage
most likely isn’t carried out in a cohesive manner. This means that data itself has no
specific coherent physical representation, and digital information cannot be handled
as a unique and autonomous self-contained entity like a missile, a tank or a test cube.
Furthermore, it also does not produce any kind of reliable “traces” when moved or
copied, traces that could be used for monitoring. Any way of “counting” and limiting
software is rendered meaningless by these aspects.

Attribution

A third technical feature of cyberspace is commonly known as the attribution prob-
lem. This term describes the problem and the ambiguity of assigning any kind of
activity within cyberspace to its origin and the presumed actor that intentionally per-
formed this activity. The necessity for attributing an attack to its origin and therefore
identifying the attacking party is a key element to the states right for self-defense
under the UN Charta. Attribution of cyberattacks is currently considered to be the
main problem when applying international law and its rules of state behavior to
cyberspace (see example Guerrero-Saade and Raiu 2017) because digital data trans-
fer happens over multiple steps of involved IT system and cyberattackers use this
feature to create a complex path from the system that controls an attack to its target.
Recreating this path potentially involves the necessary cooperation of each of these
“hubs”. This technical feature provides multiple possibilities for adversaries to cover
their tracks and use IT systems of uninvolved third parties. It also means that even
if the source system of any data access is identified, it is unclear if the system itself
had been hacked and misused. This principle also affects the question of how goods
can be assigned to their owners, as well as the task of regulating their proliferation.
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Dual Use

The last feature of cyberspace specifically concerns the technical equipment that is
necessary for its infrastructure—the networking and computing devices, from servers
to home electronics, or even embedded controlling devices and the software they are
running—the ‘Internet of Things’. All of this technology can be used for military
as well as civilian purposes without being able to draw a distinct line between these
usage scenarios. Therefore, it cannot be generically prohibited or allowed for arms
control reasons. Furthermore, the dual use character of goods means that it’s not
the good itself but its precise usage that determines whether or not it falls under the
negotiated agreements of arms control and disarmament. The task of defining lists of
such goods and the necessary special control and monitoring has been performed for
several decades for nuclear, chemical and biological goods. Its most popular example
is the Wassenaar Arrangement (Wassenaar 1996), a treaty between 42 currently
participating states that have agreed upon dedicated arms and export control, as well
as sharing trade data for such sensitive goods as a measure of trust and confidence
building. The treaty had been broadened in 2013 to include “intrusion software”
(Wassenaar 2017) that can be used either for surveillance or to break and undermine
IT security measures or otherwise manipulate IT systems.

In comparison with former dual-use approaches—where a relevant factor for the
regulation of chemical, biological or nuclear goods was either the sheer amount of
specific materials, the necessary equipment or specific military delivery systems that
can be monitored and verified—the dual-use character of IT hardware and software
is even more distinct. This means that, for cyberspace and its necessary technolog-
ical infrastructure, it is not possible to differentiate between goods, because both
the hard- and software are the same for civil, economic and military purposes. This
also affects any approach towards differentiation between legitimate goods that dis-
tinctively serve military defensive measures and those whose primary purpose is
for offensive measures. Even malware or software exploits that can be used offen-
sively are also necessary to test and increase the cyber security of IT systems. A
popular example for this case are penetration testing tools: software that is specif-
ically designed to attack and penetrate IT systems and networks to detect flaws,
weaknesses and security problems. These tools are an important instrument for IT
security practitioners and its regulation can affect the protection of IT systems. On the
other hand, its detection during theoretical inspections doesn’t necessarily prove any
non-compliance to a treaty. Therefore, only the usage of tools is decisive regarding
the offensive or defensive application of goods. Any verification regime rules that
declare certain behaviors forbidden need to implement measures for controlling the
specific application of IT goods, which is not practically implementable as argued
before.



274 T. Reinhold

Concepts for Cyber Arms Monitoring and Control

An important step for arms control and monitoring is the definition of the subject
that needs to be regulated. Aside from the mentioned Wassenaar Agreement, this
step has not yet been performed in internationally binding treaties. The presented
specifics of cyberspace showed that such a definition has to consider more than the
aspects of the usage, the intention of use and the effects of a tool over the specific
technical features. A fitting definition that comprehensively reflects these is given by
Stefano Mele:

[a cyberweapon is] A part of equipment, a device or any set of computer instructions used in
a conflict among actors, both National and non-National, with the purpose of causing, even
indirectly, a physical damage to equipment or people, or rather of sabotaging or damaging
in a direct way the information systems of a sensitive target of the attacked subject (Mele
2013).

Based on this definition, and in the light of the technical specifics of cyberspace, the
core questions of monitoring and arms control—“what to control, how to control it,
by whom and for what purpose”—raise the concerns about what aspects can actually
be monitored in this domain. An assessment of suitable and measurable parameters
also needs to evaluate the degree of explanatory power that a specific parameter can
provide, as well as the question how themeasurement can be performed. On the other
hand, the extent of necessary alteration of hardware or software for monitoring pur-
poses will affect the applicability and the political acceptance of possible monitoring
regimes. With regard to this consideration, the paper takes the establishment of any
first steps for cyber arms monitoring as a starting point and concentrates on parame-
ters and measures that “look from the outside” on IT systems and the networks and
do not require a modification of existing IT hardware or software infrastructures.

Physically Obvious Parameters

The first set of measurable parameters can be defined as these parameters that are
physically obvious, hard to disguise or manipulate and obvious to monitor. They are
applicable to monitor the tendency of technological developments, the establishment
of new cyber capacities and will reveal significant changes. The drawback of these
parameters is that they will not be applicable to monitoring the real time activities
of actors like clandestine cyber operations. The parameters are:

• The overall power supply and the current power consumption of IT infrastructures
• The available cooling power and current thermal power production of IT infras-
tructures

• The network bandwidth and transmission capacities and current flow rates of data
transmissions

• The number of interconnections to other external civil or commercial networks
and their maximum and current transmission performance
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• The required maintenance staff for the IT infrastructure
• The available computing processing and network processing power, as well as
storage capacities. Measurement of these parameters requires direct access to the
controlled systems.

Parameters of the Extent of Usage and Adaptation
of Existing Tools

The other set of parameters applies to the usage of IT systems and aims to measure
or monitor their specific application. They qualify for the real time control of cyber
operations and activities but can still be gathered “from the outside”. The drawback
of these parameters is that they are capable of monitoring cyber activities in such
detail that they can potentially reveal unwanted or even secret information. Their
application will therefore be limited to situations that justify such intrusiveness. This
could be either high risk contexts with a strong potential for military misconceptions
and escalations or as a strong political signal of transparency and trustworthiness by
unilateral declarations of a state. The applicable parameters are:

• The meta data of incoming and outbound network connections like senders and
receivers, as well as the type and amount of transferred data

• The amount of usage of anonymization services or network encryption services
• The acquisition, possession and stock piling as well as the usage of software and
hardware vulnerabilities like exploits for known security problems. Such vulner-
abilities and code that uses these flaws are the “weapons material” for intrusive
cyber tools (“cyber weapons”) and necessary to overbear IT security measures, get
access to IT systems, transfer the payload and perform the intended operations.

The above differentiation demonstrates that the question of the purpose of each mon-
itoring measure needs to address specific situations and political agreements, either
to provide oversight for the technological advancements or to restrict and control the
deployment of specific offensive cyber operations.With regard to the task of applying
established verification principles in cyberspace, the principle that seems to be most
applicable is the definition of any kind of thresholds. It paradigmatically reflects that
not the presence but the extent of the usage of goods in cyberspace defines compli-
ance or noncompliance with an agreement. Approaches like restricting possession
and/or proliferation of goods currently fail, as shown, due to the technical nature of
the domain. On the other hand, the analysis of the necessary monitoring procedures
reveals that there are already existing methods in computer science that have been
developed for comparable protection and control claims, but that have not yet been
used in the context of arms control and disarmament. For example, the question
of how to control and restrict the usage of IT goods to allowed clients has been
a challenge for the IT economy since the early days of software development and
marketing. Over the last decades, a lot of effort has been put into digital rights and
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intellectual property protection systems and digital usage restrictions like the digital
rights management technologies (DRM) with hardware dongles or online software
authentication. A similar situation exists for the question of uniquely identifying IT
systems in networks. The new internet addressing system—IPv6—provides tech-
nologies and capacities to provide unique addresses for all IT devices, which can
help to overcome the attribution problem when applied to relevant networks like
those that are used by military forces or intelligence services. Such mechanisms can,
for example, provide a way of marking military cyber forces and their activities. The
examples show that arms control and disarmament aremerely newways of looking at
the challenges of interconnected global IT systems from a political and international
security standpoint that don’t necessarily require the development of new technolo-
gies, but rather apply and adapt existing tools and concepts in the light of different
goals. It’s not the perfect solution to technological problems, but it raises the question
of how current systems can be shaped for a technical restriction of states and military
forces to apply military pressure over cyberspace, as well as the question of how to
control these restrictions.

Conclusion and Outlook

The previous explanations showed the necessity of—as well as the different prob-
lems with—the task of arms monitoring in cyberspace. They also demonstrated that
many of the lessons learned from former technological developments steps cannot
be applied or projected on this new artificial domain, which fundamentally differs in
important technical aspects. In comparison to nuclear arms control and disarmament,
the challenge of cyber armament monitoring has one strong advantage. The relevant
domain is—in contrast to air, space, sea and land—completely man made, and all its
rules are based code (see exemplary the “Code is Law” argumentation, Lessig 2006).
Every functional principle is defined and created by people or, rather, international
committees like the standardization-focused Internet Engineering Task Force (Brad-
ner 1999) or the more research-focused Internet Research Task Force (IRTF 2018).
These committees develop new technologies for cyberspace and decide about their
deployment. This provides a strong point for legislation and means that principles
can be further established to support the peaceful development of this domain, to
create transparency where it’s necessary and to support measures for international
political stability. On a national level, recent political debates on the implementation
and institutionalization of processes—such as a vulnerabilities equities process that
makes decisions about the disclosure of computer security vulnerabilities that are
used or held secret by state institutions—will provide important experience for how
the assessment of hazardousness and the possible impact of malicious cyber tools
can be used for future arms control institutions.



20 Cyberspace as Military Domain: Monitoring Cyberweapons 277

Bibliography

Bradner, S. (1999). Internet Engineering Task Force (IETF) (p. 1). Open Sources: Voices from the
Open Source Revolution.

DARPA. (2012). Broad Agency Announcement—Foundational Cyberwarfare (Plan X), DARPA-
BAA-13–02. Arlington, USA. Retrieved from https://govtribe.com/project/darpa-baa-13-02-
foundational-cyberwarfare-plan-x.

Guerrero-Saade, J. A., & Raiu, C. (2017). Walking in your enemy’s shadow: When fourth-party
collection becomes attribution hell. In Virus Bulletin Conference.

Goldansky, V. (1988). Connection between horizontal and vertical proliferation of nuclear weapons.
In J. Rotblat & L. Valki (Eds.),Coexistence, cooperation and common security. London: Palgrave
Macmillan.

IAEA. (1961).The agency’s safeguards. The International Atomic Energy Agency, Geneva, Switzer-
land. Retrieved from https://www.iaea.org/sites/default/files/publications/documents/infcircs/
1961/infcirc26.pdf.

IAEA. (1968). The agency’s safeguard systems. The International Atomic Energy Agency, Geneva,
Switzerland. Retrieved from https://www.iaea.org/sites/default/files/publications/documents/
infcircs/1965/infcirc66r2.pdf.

IAEA. (2016). Iran and the IAEA: Verification and monitoring under the JCPOA. The International
Atomic Energy Agency, Geneva, Switzerland. Retrieved from https://www.iaea.org/sites/default/
files/5722627.pdf.

IAEA. (2018a). The statute of the IAEA. The International Atomic Energy Agency, Geneva, Switzer-
land. Retrieved from https://www.iaea.org/about/statute.

IAEA. (2018b). Statement on Iran by the IAEA Spokesperson on May 1, 2018, Geneva, Switzer-
land. Retrieved from https://www.iaea.org/newscenter/pressreleases/statement-on-iran-by-the-
iaea-spokesperson.

IRTF. (2018). Internet Research Task Force. Retrieved from https://irtf.org/.
Lessig, L. (2006). Code: And other laws of cyberspace, Version 2.0. Center for Internet and Society
Standford.

NPT. (1968). Treaty on the non-proliferation of nuclear weapons. Retrieved from https://www.state.
gov/documents/organization/141503.pdf.

Mele, S. (2013). Cyber-weapons: Legal and strategic aspects.
Mölling, C., & Neuneck, G. (2001). Präventive Rüstungskontrolle und Information Warfare. In
Rüstungskontrolle im Cyberspace. Perspektiven der Friedenspolitik im Zeitalter von Comput-
erattacken, in: Dokumentation einer Internationalen Konferenz der Heinrich-Böll-Stiftung am
29./30. Juni 2001 in Berlin, S. 47–53.

Müller, H., & Schörning, N. (2006). Rüstungsdynamik und Rüstungskontrolle: Eine exemplarische
Einführung in die internationalen Beziehungen Nomos, 2006, Aussenpolitik und Internationale
Ordnung.

NATO. (2010). Cyber war and cyber power. Issues for NATO doctrine. Rome: NATO Defense
College.

Neuneck, G. (2012). Confidence building measures—Application to the cyber domain. In Cyber
Security Conference, Berlin.

Neuneck, G. (2017). 60 Jahre nuklearer - Prometheus oder Sisyphos? Vereinte Nationen Magazin,
2017.

NTI. (2010). Treaty between the United States of America and the Russian Federation on measures
for the further reduction and limitation of strategic offensive arms (New START). Nuclear Threat
Initiative. Retrieved from http://www.nti.org/media/documents/new_start.pdf.

OSCE. (1992). Treaty onOpen Skies. Organization for Security andCooperation in Europe, Vienna,
Austria. Retrieved from https://www.osce.org/library/14127.

Robert, K., & Martin, L. (2009). The promise of institutionalist theory. International Security,
20(1), 39–51. http://www.jstor.org/stable/2539214. (Published by : The MIT Press Stable Robert
O. Keohane and Lisa L. Martin).

https://govtribe.com/project/darpa-baa-13-02-foundational-cyberwarfare-plan-x
https://www.iaea.org/sites/default/files/publications/documents/infcircs/1961/infcirc26.pdf
https://www.iaea.org/sites/default/files/publications/documents/infcircs/1965/infcirc66r2.pdf
https://www.iaea.org/sites/default/files/5722627.pdf
https://www.iaea.org/about/statute
https://www.iaea.org/newscenter/pressreleases/statement-on-iran-by-the-iaea-spokesperson
https://irtf.org/
https://www.state.gov/documents/organization/141503.pdf
http://www.nti.org/media/documents/new_start.pdf
https://www.osce.org/library/14127
http://www.jstor.org/stable/2539214


278 T. Reinhold

Tikk, E., & Kerttunen, M. (2017). The Alleged Demise of the UN GGE: An Autopsy and Eulogy.
New York, The Hague, Tartu, Jyvaskyla: Published by the Cyber Policy Institute.

United Nations. (1969). Vienna Convention on the law of treaties. United Nations. Geneva, Switzer-
land. Retrieved from https://treaties.un.org/doc/publication/unts/volume%201155/volume-1155-
i-18232-english.pdf.

United Nations. (1992). Convention on the prohibition of the development, production, stockpiling
and use of chemical weapons and on their destruction. Retrieved from https://treaties.un.org/doc/
Treaties/1997/04/19970429%2007-52%20PM/CTC-XXVI_03_ocred.pdf.

US-DOD. (2016). Department of Defense press briefing by Secretary Carter and Gen. Dun-
ford in the Pentagon briefing room from February 29, 2016. Washington, USA. Retrieved
from https://www.defence.gov/News/Transcripts/Transcript-View/Article/682341/department-
of-defence-press-briefing-by-secretary-carter-and-gen-dunford-in-the/.

US-ICS-CERT. (2016). Alert (IR-ALERT-H-16-056-01) Cyber-attack against Ukrainian criti-
cal infrastructure. The U.S. Industrial Control System Computer Emergency Response Team.
Retrieved from https://ics-cert.us-cert.gov/alerts/IR-ALERT-H-16-056-01.

UNIDIR. (2013).The cyber index—International security trends and realities, Geneva, Switzerland.
Retrieved from www.unidir.org/files/publications/pdfs/cyber-index-2013-en-463.pdf.

Wassenaar. (1996). The Wassenaar Arrangement on export controls for conventional arms and
dual-use goods and technologies, Initial Elements. Retrieved from https://www.wassenaar.org/
docs/IE96.html.

Wassenaar. (2017). The Wassenaar Arrangement on export controls for conventional arms and
dual-use goods and technologies—List of dual-use goods and technologies and munitions list.
Wassenaar Arrangement Secretariat.

Wehberg, H. (1959). Pacta sunt servanda. The American Journal of International Law, 53(4), 529–
551.

Dipl.-Inf. Thomas Reinhold is a peace and security researcher and an expert for the challenges
of the militarization of the cyberspace. As a graduated computer scientist, he works on technical
measures for trust and security building for this domain like verification, arms control and non-
proliferation. He is a Non-Resident Fellow at the Institute for Peace Research and Security Policy
(IFSH) and a Ph.D. candidate at the research group Science and Technology for Peace and Secu-
rity (PEASEC) at TU Darmstadt. He is also a member of the Transatlantic Cyber Forum and the
Research Advisory Group of the Global Commission on the Stability of Cyberspace.

https://treaties.un.org/doc/publication/unts/volume%201155/volume-1155-i-18232-english.pdf
https://treaties.un.org/doc/Treaties/1997/04/19970429%2007-52%20PM/CTC-XXVI_03_ocred.pdf
https://www.defence.gov/News/Transcripts/Transcript-View/Article/682341/department-of-defence-press-briefing-by-secretary-carter-and-gen-dunford-in-the/
https://ics-cert.us-cert.gov/alerts/IR-ALERT-H-16-056-01
http://www.unidir.org/files/publications/pdfs/cyber-index-2013-en-463.pdf
https://www.wassenaar.org/docs/IE96.html


Chapter 21
Trust in the Digital Age—The Case
of the Chinese Social Credit System

Peter Leibkuechler

In the near future, it is likely that cameras at restaurants, subways and airports can auto-
matically identify your credit status. People will be able to go out without a mobile phone,
cash or even ID card. They can go anywhere with only their “face” and the big data of
creditworthiness behind it. Creditworthiness is becoming everyone’s “passport” in society;
the trustworthy will be welcomed everywhere, while the untrustworthy will be rebuffed at
any step.

[Ant Financial 2016 Sustainability Report (p. 19) headlined “Moving towards a better
society for the future” (未来好社会)]

Introduction

Trust among society is crucial not only for successful economic development but also
for a healthy society that ensures a comfortable and enjoyable life for its members.
The People’s Republic of China (in the following: PRC) has identified trust and
creditworthiness as one of the key factors on its long way to becoming the world
leading power in an ever more digitized world. Surveys conducted by the Institute
of Sociology under the Chinese Academy of Social Sciences have shown a steady
decrease in trust among the Chinese society over the past years, a perception already
reflected in the media as can be seen in the report by He Dan in February 2013 on
ChinaDaily and in academicwritings (Wang 2013; Rao et al. 2013). According to the
Annual Report on Social Mentality of China (2016), only 38.4% of the respondents
agreed to the statement that “most people can be trusted”.

Comparing these findings to a recent survey requested by the European Commis-
sion and published as the “Special Eurobarometer 471” in April 2018 on “Fairness,
Inequality and intergenerated mobility” one can indeed see considerable differences.
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The stronger European economies, determined by gross domestic product per capita,
see an average of approximately 65% of citizens agreeing to the statement that “Gen-
erally speaking, most people in (our country) can be trusted”.

The numbers for the respective countries are: Finland (85%), Denmark (82%),
Sweden (76%), Netherlands (69%), Austria (67%), Germany (58%), Belgium
(52%), UK (50%). Of the bigger economies within Europe, only Italy (47%)
and Spain (46%) show a result similar to the Chinese survey and France suf-
fering from a low trust of only 31%.

Even though these surveys are not conducted by the same entities and were using
different methods, the differences are at least remarkable and indeed hint at a lack
of trust within Chinese society.

The Chinese government has decided to tackle this issue with an immensely wide-
ranging project generally referred to as the “Social Credit System” (in the following:
SCS). The SCS aims atmonitoring, assessing and ultimately steering the behaviour of
all natural and legal persons in the PRC by making full use of centralized big-data to
an extent unprecedented in human history. This project has seen its first preliminary
foundations laid already in the late 1990s with pilot projects starting in the early
2000s (Meissner 2017). But it considerably gained momentum and speed during the
last years. On June 14th 2014 the State Council has released a notice on its “Plan
for the Establishment of a Social Credit System (2014–2020)” (in the following:
SCS-Plan) aiming at the establishment of the system as of 2020. In the following the
author will try to assess how close the project will bring the Chinese society to the
scenario described in the introductory quote.

The Implementation of the SCS

Aims

According to para. 1 of the preamble of the SCS-Plan its “…inherent requirements
are establishing the idea of sincerity culture, and carrying forward sincerity and tra-
ditional virtues, it uses encouragement to keep trust and constraints against breaking
trust as incentive mechanism, and its objective is raising the honest mentality and
credit levels of the entire society”.

The SCS,No. 1, sect. 2, para. 3, shall provide “…an effectivemethod to strengthen
social sincerity, stimulate mutual trust in society, and reducing social contradictions,
and is an urgent requirement for strengthening and innovating social governance,
and building a Socialist harmonious society”.
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It needs to be stressed that the SCS by no means restricts itself to aiming at more
honest behaviour of natural persons. The SCS-Plan clearly spells out other key areas
inwhich it sees an increased trust as being fundamental. These concern among others:

– the construction of government affairs sincerity by all political and administrative
actors (No. 2, Sect. 1),

– the deepened establishment of sincerity in commercial affairs by companies
including the areas of production, construction, logistics, finance, taxation, pric-
ing, government procurement, bidding and tendering, traffic and transportation,
e-commerce, statistics, the intermediary services sector, exhibitions and advertis-
ing (No. 2, sect. 2),

– credit construction in the areas of health care, hygiene and birth control, social
security, labour and employment, education and scientific research, culture, sports
and tourism, intellectual property rights, environmental protection and energy
saving, internet applications and services (No. 2, sect. 3),

– the establishing of judicial credibility encompassing courts, prosecuters, pub-
lic security and law enforcement, as well as judicial administration and judicial
enforcement (No. 2, sect. 4).

Ohlberg, Ahmed, and Lang in their 2017 study “Central Planning, Local Exper-
iments—The complex implementation of China’s Social Credit System rightly rec-
ognized that with a look at the enormous scope of the areas addressed, the aims of
the SCS can be summarized as being set up to become the “cure-all solution to a
multitude of disparate societal and economic problems”.

This article, however, will focus its analysis on what may be referred to as social
governance, i.e. the assessment and steering of the “creditworthiness as the new
passport” of natural persons as mentioned in the introductory quote above. The
SCS-Plan (No. 2, sect. 1, para. 1) refers to this at different occasions stressing that
a fundamentally sincere interpersonal behaviour within society is a precondition in
order to create harmonious and amicable relationships. The SCS-Plan (No. 2, sect. 3,
para. 10) wishes to fulfil this aim by addressing the establishment and perfection of
natural persons’ credit records “in economic and social life”. Some clues on what
may be meant by the reference to “social life” here can be drawn from No. 3 SCS-
Plan that aims at the construction of sincerity education and a sincerity culture. It
stresses the need for moral cultivation, civil virtue, social morals, professional ethics
and household virtue culminating in the call for “seeing sincerity and trust-keeping
as glorious [emphasis added by author], and seeing the loss of integrity to temptation
and gains as shameful [emphasis added by author] across the entire society”.

Obviously, the concretemeaning ofmany of these colourful terms remains unclear
and vague. What are the implications for natural persons, what behaviour is “expect-
ed”, what incentives will be given, what kind of punishments are to be seen and how
will implementation look like, especially how is data collection organized? In any
case, fromwhat is said so far it can clearly be seen that—different from systemsmore
familiar to foreign observers—the SCS is by no means limited to a purely financial
assessment of creditworthiness. It goes way beyond and this is what constitutes its
unique character.
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Status Quo and Actors

Looking at the current state of the system, public and private sector both need to be
taken into account. From its outset—as can been seen in the SCS-Plan—the system
relies on state actors of all levels and areas to establish the necessary technical
infrastructure and streamline processes of data gathering, exchange, evaluation and
the respective punishment and reward systemwhich often relies on a black list system
(No. 5, sec. 1, para. 2). While full implementation is foreseen for the year 2020 only,
a total of more than 40 municipalities and districts have been chosen as pilots to
experiment with the assessment of natural and legal persons’ creditworthiness.

These include Beijing Haidian District (北京市海淀区), Hohot and Wuhai
of Inner Mongolia (内蒙古自治区呼和浩特市,乌海市), Dalian, Anshan and
Liaoyang in Liaoning Province (辽宁省大连市, 鞍山市, 辽阳市), Suifenhe
in Heilongjiang (黑龙江省绥芬河市), Shanghai New Pudong District and
Jiading District (上海市浦东新区, 嘉定区), Suzhou, Suqian and Nanjing
in Jiangsu Province (江苏省苏州市, 宿迁市, 南京市), Taizhou, Wenzhou,
Hangzhou and Yiwu in Zhejiang Province (浙江省台州市,温州市,杭州市,
义乌市), Anqing and Huabei in Anhui Province (安徽省安庆市, 淮北市),
Fuzhou, Xiamen and Putian in Fujian Province (福建省福州市, 厦门市, 莆
田市), Weifang, Weihai, Dezhou and Rongcheng in Shandong Province (山
东省潍坊市, 威海市, 德州市, 荣成市), Zhengzhou and Nanyang in Henan
Province (河南省郑州市,南阳市), Wuhan, Xianning, Yichang and Huangshi
in Hubei Province (湖北省武汉市, 咸宁市, 宜昌市, 黄石市), Guangzhou,
Shenzhen, Zhuhai, Shantou and Huizhou in Guangdong Province (广东省广
州市,深圳市,珠海市,汕头市,惠州市) aswell asLuzhou inSichuanProvince
(四川省泸州市).

All these cities and districts have to different degree enacted local regulation on
the SCS implementation itself or included references to it into legislation in different
fields; some examples for several of these cities are given by Ohlberg, Ahmed, and
Lang in their study. These differences are most probably intended by the central
government serving best the purpose of trial and error. Experience gathered here
will be the basis for the actual nationwide system to be implemented in 2020. In
order to facilitate national implementation between the many different bureaucracies
each natural and legal person is to be identified by a unified 18-digit identification
number (the basis for this can be found in No. 5, sec. 2, para. 5). For legal persons
this new number will replace the different numbers formerly used for financial and
tax issues, business licensing, social security services and other relevant regimes.
For natural persons the number will be identical with their already existing identity
card number as Creemers confirms in his article “China’s Social Credit System”.
The fairly detailed implementation rules published by one of the smaller pilot cities
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concerned, Rongcheng in Shandong Province, will be analyzed in more detail below
(see below, Section “The Example of Rongcheng City, Shandong”).

While the state actors play a significant role, the introductory quote of this arti-
cle is not an official government announcement but has been taken from a financial
report published by Ant Financial, a private company running Alipay, one of the
biggest Chinese mobile and online payment providers. Alipay runs a non-mandatory
credit scoring system called Sesame Credit. Users are given a score according to five
categories: personal information, payment ability, credit history, social networks and
behaviours. However, the exact details remain vague and the algorithms unrevealed.
As Cheang Ming observes in a 2017 CNBC article “FICO with Chinese character-
istics: Nice rewards, but punishing penalties”, high score (maximum are 950 points)
will grant the user certain rewards such as deposit free rentals of hotel rooms, e-bikes
or umbrellas, discounted car rental or even facilitated visa application for certain
countries. Negative influence of a low score is not clearly announced, but at least
exists in the denial of the aforementioned benefits.

Whereas Sesame Credit at this point of time arguably affects the lives of more
citizens than the state-run system, it remains uncertain whether Sesame Credit and
other similar systems run by private companies will in a later stage be integrated
into the centralized state system. Up to today for Creemers there is no evidence for
Sesame Credit actually sharing their data with governmental entities without prior
consent of its users and there exists at least no automatism that it will do so in the
future.

The Example of Rongcheng City, Shandong

Rongcheng City of Shandong Province was one of the first pilot cities elected. The
local government has been comparatively open with publishing its implementation
rules for the social credit system and may serve as an example of what could be
expected by the system to be implemented in 2020. The city government has been
particularly active in regulating and two legal documents are of particular interest
as they make it possible to outline in detail the system Rongcheng set up during
the last years: Firstly the “Rongcheng City Rules for the Evaluation of Credit for
Natural Persons and Societal Legal Persons” (Original Chinese title “荣成市自然
人和社会法人信用信息评价规定”, Reference No. RCDR-2016-0010003, in the
following referred to as “Rongcheng Evaluation Rules”). Secondly the “Rongcheng
City Method for the Administration of Personal Credit Reward and Punishment”
(Original Chinese title “荣成市个人信用奖惩管理办法”, Reference No. RCDR-
2016-0010004, in the following referred to as “Rongcheng RP-Method”).

First of all, the RP-Method clarifies that the system is applied to all citizens of
RongchengCity above the age of 18whohave lived there formore than a period of one
year. Foreigners are explicitly included (Art. 3 Rongcheng RP-Method). Citizens are
distinguished into four different categories of declining credit worthiness: A (good
credit), B, C and D (bad credit).
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The system sets its own theme as “encouragement as a priority, penalization as an
auxiliary” and “warning first, penalization second” (“激励为主,惩戒为辅” and “先
警示,后惩戒”, Art. 6 Rongcheng RP-Method). At the same time it leaves no doubt
about its comprehensive approach when postulating that for persons that “keep their
word everywhere, anything will go smoothly” whereas those “who broke trust at one
occasion will face obstacles everywhere” (“…守信者“处处守信,事事方便”,失信
者 “一处失信,处处受制”…).

Persons categorized as A citizens are being included into a positive “red list”
and do obtain rewards such as priority treatment when it comes to schooling and
welfare (Art. 11 Rongcheng RP-Method). Even more trustworthy citizens, rated AA
orAAA, enjoymonetary contributionwhenmaking their payments to public services
(e.g. reduction of water supply costs), social security insurance (the government pays
up to 200 RMB, Art. 12 Nr. 1 and 2 Rongcheng RP-Method) and need to pay less
for stationary hospital treatment (the bill can be reduced by 5%, cf. Art. 12 Nr. 3
Rongcheng RP-Method). Persons up to the age of 64 get financial help with public
transportation tickets, persons 65 or older are rewarded with certain free of charge
health insurance offers (Art. 12 Nr. 4 Rongcheng RP-Method). Being rated AA or
AAA also allows one to apply for interest free government loans of up to 100.000
RMB (app. 13.500 e) with a retention period of two years (Art. 12 Nr. 6 Rongcheng
RP-Method).

Citizens rated B will be the addressee of creditworthiness campaigns and encour-
aged to improve their creditworthiness for instance by discretionally being granted
the benefits foreseen for A citizens (Art. 13 Rongcheng RP-Method).

Being rated a C citizen is already followed by clearly perceptible consequences:
Social welfare and support as well as government preferential treatment may be
reduced or completely withdrawn and one’s status may be publicly displayed and
one may be included into a “yellow list” for 2 consecutive years. Eligibility for
public procurement may be abolished. Even more severely, C category citizens are
not eligible to apply for a position as a public servant in the city’s administration
(Art. 14 and 20 Rongcheng RP-Method).

In addition to these punishments, D category citizens face harsher consequences:
state funded assistance or subsidies may be withdrawn completely, and D-citizens
are being included into publicly accessible “black lists” for a period of five years.
Business licenses may be withdrawn and the eligibility for taking up loans limited
(these restrictions can be found in Art. 15 and 20 Rongcheng RP-Method).

Concerning social welfare withdrawal Art. 30 RP-Method opens the possibility
for temporary suspension of the punishment in the case of severe circumstances in
the yellow- or black-listed C- or D-category citizen or their family members.

As for how a citizen is categorized into one of the mentioned categories it is
clearly stated in the Evaluation Rules. The basis for this is information gathered
within the city’s own administration, from all levels of public or business branch
credit information sources as well as other organizations and associations not further
specified (Art. 2 Rongcheng Evaluation Rules). For a start, each citizen is granted
1000 points of creditworthiness. According to the citizen’s behaviour he or she can
win or lose points. The categories (Art. 3 Rongcheng Evaluation Rules) are related to
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the points as follows: AAA (1050 points or above), AA (1049-1030), A (1029-960),
B (959-850), C (849-600), D (599 and below).

The annex to the Rongcheng Evaluation Rules foresees detailed descriptions of
well over 200 relevant behaviors as well as the respective points to gain or lose.
The maximum number of points to be gained or lost by one single behavior is 100
points. The behaviours followed by a deduction of 100 pointsmainly include criminal
offenses such as serious tax fraud, the falsification of documents or seals or the use
of force or threat against administrative or judicial enforcement as well as false
statements or the delivery of false evidence to judicial organs.

Theft of publicly supplied resources such as water, gas, electricity results in a
deduction of 50 points, whereas delayed payment for these services will be followed
by a reduction of 20 points. Traffic violations are also included into the system:
Depending on the respective sentence obtained by the traffic authorities, the amount
of points reduced changes. 5 points are gone for minor violations (sentence of up to
500 Yuan by the traffic authorities), whereas 60 points will be deducted from your
credit score in case that your driving license got suspended. Including traffic rule
violation into the system has occasionally been criticized, as Mu Xuchong (木须虫)
says 2018 in Legal Daily: “Credit loss punishment in public traffic needs to be clearly
defined” (交通失信惩戒须把握好界定). Posting inappropriate content using inter-
net communication servicesmay aswell result in a deduction of 50 points. Obviously,
the term “inappropriate” gives an enormous room for different interpretations by the
authorities in this sphere. Academic fraud such as plagiarism and fraud in examina-
tions leads to a minus of 20 points. Interestingly, behaviour considered less severe
but still included into the system encompass several activities that cause annoyance
to others due to the noise they produce: renovation activities in one’s house or apart-
ment, dancing on public squares and playing music with loudspeakers, playing with
gyroscope spinners (5 points deduction each). Others include pedestrians not using
zebra lines or drivers not respecting them, parking your car wildly in a closed living
community, littering or planting your own plants in a public spot (minus 10 points
each). Endangering the social stability by getting drunk, steering up fights or quar-
rels, insulting and defamation will give you a minus of 20 points in your social credit
score. Not caring for the elderly, maltreating them or abandon family members is
followed by a deduction of remarkable 50 points. This most probably refers to the
duty of children to care for their parents that can be found in Art. 14 et seq. Law of
the People’s Republic of China on the Guarantee of the Rights and Interests of the
Elderly (中华人民共和国老年人权益保障法).

Apart from the behaviour that negatively influences one’s score, the annex to the
Evaluation Rules also states clearly what acts may help you to raise your score.
The highest score will be gained by becoming an organ donor (+100) or making
a bone marrow donation (+50 points). Making financial donations will also earn
you points depending on the amount given, starting from 5 points (donation above
1000 RMB) to a maximum of 50 points (donations above 500.000 RMB). Other
encouraged behaviours include: returning money that has been found on the street
(+5 points), doing volunteer work at least ten times a year (+5 points), supporting
old and weak non-consanguineous persons for a long period of time (+20 points),
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taking part in emergency rescue activities following major incidents endangering
national security and the lives and property of the masses (+20 points). There is
also encouragement for reporting to the relevant authorities: Reports about big scale
illegal sales or production of counterfeit products will be rewarded with 30 points,
reporting on potential food safety issues that might have a relatively big effect on the
society will gain a citizen 5 points.

The annex contains many more specific descriptions, but the examples taken here
may sufficiently illustrate how far the system in Rongcheng reaches into daily, non-
economic behaviour of citizens including it into their personal score affecting it to
the negative or positive. Considering the benefits for highly rated citizens seen above
the system functions like a game, rewarding the behaviour that the law maker deems
preferable.

Societies Perception

According to the author’s personal perception as well as according to extended recent
research the SCS is not receiving asmuch attention among the Chinese society as one
would expect (see also Ohlberg, Ahmed, and Lang). News coverage mainly stresses
the advantages of a strengthened system of trust and critical views are rare, even in
social media. The potential annoyances and restrictions on personal conduct seem
not to be regarded as a problem or at least as one that is outweighed greatly by the
advantages of the systemmaking sure that manymore people will act in a trustworthy
way.

Concluding Considerations

It is surely not exaggerated to claim that the Chinese government is engaging in the
biggest experiment to centralize personal information and steer individual behaviour
of its citizens by giving incentives and immediate punishments through the SCS.
An experiment unprecedented in world history. However, it needs to be stressed that
the example of Rongcheng City given above displays only one of many different
approaches that the chosen pilot cities have taken. It cannot be deducted that this is
how the system is going to look like in the end. Most presumably it will be a mix of
all the pilots enacted.

It is therefore at this point of time too early to conclude that we are witnessing
the rise of an “Orwellian state” as expected by some commentators. However, it can
certainly be expected that the final systemwill indeed—muchmore than credit rating
in other countries—also encompass “normal social behaviour”, even though its final
shape is still unclear.

Questions and doubts, also especially remain on the broader concept of the system
itself:
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Firstly, it seems doubtful that actual trust is strengthened by the system. Trust is an
interpersonal concept mainly relying on personal experience between the individuals
involved and only gained over time. A good score in the SCS is merely the formal
shell of trust lacking all the material implications normally present when feeling trust
towards someone. It is doubtful that a society that is lacking trust, will develop real
trust by a scoring system.
Secondly, a high score might not necessarily be a reliable basis for trust expectation.
Taking the example of Rongcheng, donating organs or bone marrow will raise a
person’s score. While this behaviour is probably showing that person’s affection to
their fellow citizens, there is not necessarily any connection to that person behaving
trustworthy in other areas of economic or social life. In addition, people aware of the
scoring scheme might become donors purely for the sake of gaining points which
leads the implication that a donor is a trustworthy person ad absurdum.
Thirdly, financial donation raising a person’s score as foreseen in the Rongcheng
system, make it possible to literally buy a high score. Tax fraud reducing your score
by 100 points and financial donation of above 500.000 RMB gaining you 100 points
might make it a pure matter of maths whether rule abiding behaviour is beneficial or
not; speaking of trustworthiness under these preconditions seems pointless.
Finally, it still remains to be seen how society reacts if knowledge about score pun-
ishment and assessment for “normal” behaviour in life raises. Up to today, Chinese
citizens seem not to be too worried about this kind of social governance. This might
change, however, when the actual system is installed in 2020.
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Chapter 22
Trust in the Functioning of Technology
and Criminal Liability Based
on the Example of Driving Automation

Nadine Zurkinden

Introduction

Arguably, trust in the functioning of a new technology is an essential prerequisite for
its legalization. If a new technology is considered being too dangerous, people will
first push for its prohibition. Using driving automation as an example, this chapter
looks at the relationship between trust in the functioning of a new technology and
criminal liability in case a novelty malfunctions and causes harm.

Comparing the past when the automobile first appeared, and our era’s driving
automation supports the argument that trust is an essential prerequisite for legalizing
new technology (II). Once a new technology was officially accredited, the question
arises whether this fact constitutes a permission to use that technology also as a
defence against incurring criminal liability should an accident happen (III) or, on the
contrary, trust in its functioning may rather become a criminal liability trap (IV).

Furthermore, dilemma situations may lead to different trust issues given that the
decision on how to solve such a situation is not taken by the driver anymore but rather
ahead of time which may put the car occupant at risk (V).
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Trust as an Essential Prerequisite for Legalizing New
Technology

A Glance at the Past—The Rise of the Automobile

Technological progress always bears new risks—sometimes technology may even
endanger lives (Von Bar 1871). When, for example, automobiles began to replace
horse-drawn carriages at the beginning of the 20th century, petrol engines were
not only considered being noisy and fumy but also very hazardous as they enabled
drivers to speed up and endanger pedestrians, horses, horse-drawn carriages and
cattle. Interestingly, some contemporaries (such as Emperor Wilhelm II) did not
worry since they were convinced that the automobile was just a passing fad.

Others, however, worried enough to prohibit automobiles: for example, the Swiss
canton Grisons prohibited all automobile traffic in 1900. The administration argued
that automobiles would endanger postal transport in particular, including passenger
transport. Four years later, lorries and public transport busses received licences to
circulate on the canton’s roadswith a speed limit ofmere 12 kmper hour (Schwarzen-
bach 2016). It took ten popular votes until the canton Grisons finally abolished this
prohibition 25 years later, in 1925 (Gisler-Jauch 2015). The change of the public’s
mind can arguably be ascribed to economic reasons given that the canton risked
isolating itself (Neue Zürcher Zeitung 1925).

This short historical review illustrates two things. One: it may take people quite
some time to entrust their safety to a new, disruptive technology such as the auto-
mobile. Two: trust in the benefits of new technology such as allowing to move faster
between point A and point B as well as the economic progress implied let society
accept a certain risk profile, which the legislator eventually legalizes: even though
people die in road traffic accidents, cars are not prohibited anymore.

A Glance at the Present—The Rise of Driving Automation

Today, we are facing driving automation that is subsequently accredited.

Driving Automation—From Zero Automation to Driverless Cars

There are different levels of driving automation for on-road vehicles, for particular
systems within such vehicles, and for the operation of such vehicles. SAE Interna-
tional (formerly known as Society of Automotive Engineers) provided a taxonomy
widely recognised (SAE 2016). The Swiss Federal Roads Office (i.e. the federal
authority responsible for road infrastructure and private road transport) too refers to
this taxonomy in its guidelines on how to receive special permits for test runs using
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cars with high degrees of driving automation on Swiss public roads (Bundesamt für
Strassen (ASTRA) 2017).

The SAE taxonomy covers driving automation ranging from level zero (no
automation) to level five (full automation). For the levels zero, one (assisted) and two
(partial automation), monitoring of the driving environment fully remains with the
human driver. From a technical and legal point of view, the driver thus remains liable
for the driving performance and accordingly always serves as fall back when the
automation fails. For the levels three (conditional automation), four (high automa-
tion) and five (full automation), the dynamic driving task is entirely performed by an
automated driving system during a given driving mode or trip. Thus, the automated
driving system monitors the driving environment. For level three however, human
drivers still serve as fall back, so they must appropriately respond to intervention
requests of the system. Only levels four and higher will provide technology allowing
drivers to sit back and relax or use the time spent behind the wheel in a productive
way. From a legal point of view, however, the human in the car is not necessarily
“off the hook”; they are the one entrusted with driving and thus still liable.

Driving Automation and the (International) Law

In order to understand when the human in the car is “off the hook”—in other words in
howmuch driving automation the legislator trusts today, onemust look at the law, but
not merely the domestic law. Uniform traffic rules in order to facilitate international
road traffic and increasing road safety were first adopted in the Vienna Convention
on Road Traffic (see its preamble), concluded on 8 November 1968 (in the following
referred to as the Vienna Convention). 75 parties—mostly European states with a few
exceptions such as the UK—signed and ratified this convention (for a detailed list of
states see https://treaties.un.org/Pages/ViewDetailsIII.aspx?src=TREATY&mtdsg_
no=XI-B-19&chapter=11&Temp=mtdsg3&lang=en. Accessed April 2018).

Human driver or autopilot system?

Article 8(1) of the Vienna Convention broadly states that every moving vehicle or
combination of vehicles must have a driver. But what exactly is a “driver”? Can
only a human be a driver? Or could a self-driving system (aka driverless car) also be
considered being a “driver”? TheU.S. arguably follows the latter approach: In Febru-
ary 2016, the National Highway Traffic Safety Administration (NHTSA) informed
Google in a letter that theywill interpret “driver” in the context of Google’s described
motor vehicle design as referring to the self-driving system and not to any of the
vehicle occupants (Shepardson and Lienert 2016). Digital natives probably trust in
computer systems and accept machines as drivers too, whereas older people seem
more reluctant to do so. Theymostly agree that only humans qualify as drivers (please
note that this impression is the result of only a handful of spontaneous opinion polls
during lectures and presentations). This approach is also taken by the Vienna Con-
vention, which defines a driver as any person who drives a motor vehicle (Article 1
lit. v Vienna Convention). From a legal point of view, only two kinds of personhoods

https://treaties.un.org/Pages/ViewDetailsIII.aspx%3fsrc%3dTREATY%26mtdsg_no%3dXI-B-19%26chapter%3d11%26Temp%3dmtdsg3%26lang%3den
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may be exposed to criminal liability: natural and legal persons. There are, however,
discussions in academia and politics whether an “electronic personhood” should be
created in order to ensure rights and responsibilities for robots (European Parliament
2017; Gless 2017).

Another solution for allowing computer systems as drivers would be to simply
amend the definition of driver in the Vienna Convention. This was proposed by
Sweden and Belgium. The suggested provision read: “driver means any person who
drives or a vehicle system which has the full control over the vehicle from departure
until arrival” (United Nations Economic Commission for Europe (UNECE) 2015a).

However, the Vienna Convention has not been amended respectively. As long as
the notion of a driver is not redefined by way of amendment and as long as the
electronic personhood is not established, the combination of the notions person and
driver in the Vienna Convention entrusts only humans with driving.

The clash—driver duties versus technical developments

Looking more closely at the road traffic rules, it becomes clear that road traffic laws
are currently designed for human drivers who must at all times be alert and in control
of the vehicles, they drive (Articles 8(5) and Article 13(1) of the Vienna Convention).
Yet, as soon as the driver hands control over to the vehicle, they are no longer in
control at all times. Such discord must be reconciled.

A first amendment to the Vienna Convention paves the way for more driving
automation: The new paragraph 5bis was added to Article 8 and entered into force
on 23 March 2016 (United Nations Economic Commission for Europe 2014, 2016;
Lutz 2014; Lohmann 2015):

Vehicle systems which influence the way vehicles are driven shall be deemed to be in
conformity with paragraph 5 of this Article and with paragraph 1 of Article 13, when they
are in conformity with the conditions of construction, fitting and utilization according to
international legal instruments concerning wheeled vehicles, equipment and parts which can
be fitted and/or be used on wheeled vehicles.

Vehicle systems which influence the way vehicles are driven and are not in conformity with
the aforementioned conditions of construction, fitting and utilization, shall be deemed to be
in conformity with paragraph 5 of this Article and with paragraph 1 of Article 13, when such
systems can be overridden or switched off by the driver.

According to Article 8(5bis), driving automation technologies are thus deemed to be
in conformity with Article 8(5) and Article 13(1) and allowed on Europe’s roads
if they can either be overridden or switched off by the driver or if they are in con-
formity with certain international legal instruments, particularly with regard to the
so-called ECE-Regulations (Lohmann 2015). States that are party to the so-called
1958 Agreement (Agreement concerning the Adoption of Uniform Technical Pre-
scriptions for Wheeled Vehicles, Equipment and Parts which can be fitted and/or
be used on Wheeled Vehicles and the Conditions for Reciprocal Recognition of
Approvals Granted on the Basis of these Prescriptions, of 20 March 1958) must
implement the latter. All European states with the exception of Ireland are parties
to this agreement (http://www.unece.org/trans/maps/un-transport-agreements-and-
conventions-18.html. Accessed April 2018).

http://www.unece.org/trans/maps/un-transport-agreements-and-conventions-18.html
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The amendment, however, does not clarify if those states havemore trust in human
drivers or in computer cars, as they do not define the particular duties of human drivers
in relation to automation technologies (Zurkinden 2017). It is, for example, unclear
in which cases the human driver must override the technology and in which they
must switch it off (United Nations Economic Commission for Europe (UNECE)
2015b). Legal scholars take different approaches. According to some, the theoretical
possibility to switch off the systems suffices (Lohmann 2015with further references).
Other scholars and Swiss authorities take a more restrictive approach stating that the
driver remains responsible at all times (Bundesamt für Strassen (ASTRA) 2015) and
that Article 8(5bis) does not allow for driverless cars (Von Bodungen and Hoffmann
2015 with further references).

The drivermust be able at all times to immediately assume control over the vehicle
(United Nations Economic Commission for Europe (UNECE) 2015b). The fact that
driver duties in general have not been amended yet supports the understanding that
we still trust humans more than technology. For example, Article 8(6) of the Vienna
Convention has not been amended, and Article 8(5bis) provides no exception for it.
According to Article 8(6), a driver of a vehicle must minimize any activity other
than driving such as using their cell phone while the vehicle is in motion (Lohmann
2015). Thus, the driver still has observation duties even if Articles 8(5) and 13(1) no
longer need to be complied with by the driver (Zurkinden 2017).

Lutz, however, is of the opinion that the newly addedArticle 8 paragraph 5bis takes
precedence over other requirements aimed at the driver by the Vienna Convention
(Lutz 2016). Furthermore, some scholars argue that driver duties no longer apply
for level three vehicles (observation of the driving environment by the system, yet
the human car occupant must intervene at the request of the system) as soon as such
vehicles are admitted to traffic because level three vehicles and higher have no driver
anymore (Riedo and Maeder 2016). This argument misses that as long as Article
8(1) of the Vienna Convention is not amended, every vehicle must still have a human
driver. Accordingly, driver duties would still apply.

This divergence in opinions illustrates how important it is to solve the clash
between human driver duties and technical developments within legal rules. There-
fore, in order to allow more driving automation or even driverless cars on Europe’s
roads and to clarify road user duties, the Vienna Convention requires further amend-
ments. The Global Forum for Road Traffic Safety (WP.1, formerly known as Work-
ing Party on Road Traffic Safety) is working on further amendments to Article 8
of the Vienna Convention (http://www.unece.org/trans/themes/transits/selfdriving/
next-steps.html. Accessed April 2018). It stresses the importance of cooperation
between the different forums working on regulations regarding technology on the
one hand and road users on the other hand.WhileWP.1 dealswith the latter, theWorld
Forum for Harmonization of Vehicle Regulations (WP.29) issues the so-called ECE-

http://www.unece.org/trans/themes/transits/selfdriving/next-steps.html
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Regulations. WP.1 argues that technology (field of WP.29 activity) and road users
(field ofWP.1 activity) cannot be regulated in isolation from each otherwhen it comes
to automated driving (United Nations Economic Commission for Europe (UNECE)
2015b).

Even though driverless cars are currently not allowed by the Vienna Convention,
national road traffic laws might provide for exemptions, i.e. the possibility to grant
special permits for test runs with cars possessing high degrees of driving automation
such as driverless vehicles on public roads. Such special permits have been issued
in Switzerland, for example for test projects implying driverless passenger busses
(Bundesamt für Strassen (ASTRA) 2018). When such special permits are granted, a
qualifiedperson (Begleitperson) always remains the personof trust responsible for the
driving performance of the vehicle. They may escape criminal liability though if the
risks taken during the test project amount to so-called permissible risks (Zurkinden
2016a, b).

Legally Permitted Trust as a Defence Against Criminal
Liability?

Road Traffic—A Permissible Risk

Today, we cannot imagine life without motorized traffic even though—according to
statistics—a road accident fatality occurs every 41 h on Switzerland’s roads (Bohnen-
blust and Pool 2017). Thus, society accepts manifold risks when it comes to road
traffic. This risk acceptance coins the scholarly debate. In Swiss (and German) crim-
inal law, road traffic is one of the rarely disputed examples of a so-called permissible
risk (e.g. Stratenwerth 2011). More critical, however, is Schubarth arguing that the
concept of permissible risk allows for a license to massive deaths in road traffic
(Schubarth 2011). Yet an abstract definition of what a permissible risk constitutes
is still missing (Zurkinden 2016a). What amounts to a permissible risk is, first of
all, defined by the legislator who balances all interests involved (e.g. the benefits of
motorized traffic vs. its risks) before issuing legal provisions (e.g. in the Road Traffic
Act). The legal provisions define the rules for dealing with these risks in general
(e.g. by establishing minimum technical requirements) as well as with risks arising
from specific situations (e.g. precedence rules and speed limits) (Zurkinden 2017).
In general, the amount of permissible risks is the amount resulting when risks are
reduced to a level where further risk reduction would require disproportionate efforts
(Stratenwerth 2011) or result in the uselessness of the technology (for example, there
would not be much benefit to a car that only moves at walking speed).

In sum, for “traditional” road traffic, society and the legislator have accepted
that certain road traffic risks are considered permissible risks. No criminal liability
attaches to taking a risk by driving a car and complying with all rules, even if an
accident should happen.
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Driving Automation—Another Permissible Risk?

Driving automation is a new disruptive technology challenging today’s society, just
as the rise of the automobile did more than a hundred years ago. Some may argue
that research in the area of driving automation leading up to driverless cars has
already been performed since the 1920s (Sinclair and Schafer 2017 with reference to
Lafrance 2016). However, only today almost every major car manufacturer and other
companies such as Google and Uber that have not been engaged in the automobile
industry before the rise of driving automation are committed to develop their own
driverless cars. Driving automation comes with the promise that it will enhance
mobility especially for elderly and disabled persons and children (Wohlers 2016),
while at the same time reducing (fatal) crashes because machines need no sleep and
are never stressed, drunk or distracted. Furthermore, driverless cars would enhance
convenience and allow for more productivity or quality time (e.g. for family and
friends) by freeing up time spent behind the wheel. At the same time, this will
benefit economic efficiency (Lohmann 2016b; Thierer and Hagemann 2015).

Driving automation will reduce crashes attributable to human error. However,
this does not necessarily mean that there will be less or no (fatal) crashes anymore.
It might well be that errors caused by machines will simply replace human errors
(Sander and Hollering 2017 with further references). In the past, driving automation
systems such as autopilots already made fatal mistakes (Vlasic and Boudette 2016;
Curtis 2016; Levin and Wong 2018).

The question thus arises which risk profile the legislator is willing to accept when
it comes to driving automation, now and in the future, bearing in mind that zero
tolerance regarding fatal accidents probably would bring innovation to a complete
halt.

Trust in Technology as a Criminal Liability Trap

It is possible that, in the future, the human in the car will trust the autopilot system.
The duty to remain in control of the vehicle at all times may be abolished and the
human in the car would not incur criminal liability if the system fails and an accident
occurs.

However, it is difficult to make predictions and laws will not necessarily follow
technology. Existing legal provisions even apply if technology evolves. Trust in
technology may then become a criminal or civil liability trap. This is especially true
for autopilot systems in cars. Car occupants start trusting the autopilot and relax
instead of keeping a close eye on the driving environment and staying in control of
the car (Cassart 2017: “la responsabilité du conducteur est aggravée par le système
qui devrait pourtant lui faciliter la vie”).

As long as road traffic lawsoblige humandrivers to be in control of the vehicle at all
times, a driver cannot defend himself against incurring criminal liability by claiming
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he trusted the autopilot (Hofstetter 2017). Nevertheless, trust in the functioning of
technology was taken into account to mitigate the sentence for a driver in a Swiss
case (the judgment was published in extracts and discussed in Zurkinden 2018).

Manufacturing companies though may trust that drivers will comply with road
traffic laws (Vertrauensgrundsatz) and that they will therefore not incur criminal
liability for failures of their autopilot systems when the driver fails to comply with
his duty to stay in control of the vehicle.

However, if a car manufacturer markets a driving assistance system as an autopi-
lot, alluding thus to the competence of autonomous driving, they might violate their
instruction duties (Lohmann and Müller-Chen 2017; Lohmann 2016a). In its close
resume on the investigation of the fatal Tesla accident, the NHTSA stated: “Although
perhaps not as specific as it could be, Tesla has provided information about system
limitations in the owner’s manuals, user interface and associated warnings/alerts,
as well as a driver monitoring system that is intended to aid the driver in remaining
engaged in the driving task at all times. Drivers should read all instructions and
warnings provided in owner’s manuals for ADAS technologies and be aware of sys-
tem limitations”. However, the NHTSA specified in a footnote of the report: “While
drivers have a responsibility to read the owner’s manual and comply with all man-
ufacturer instructions and warnings, the reality is that drivers do not always do so.
Manufacturers therefore have a responsibility to design with the inattentive driver
in mind. See Enforcement Guidance Bulletin 2016-02: Safety-Related Defects and
Automated Safety Technologies, 81 Fed. Reg. 65705” (NHTSA 2017, accentuation
by the author). Thus, if car manufacturers violate their instruction duties, they may
incur civil but not necessarily criminal liability.

To prevent customers from falling into a liability trap, some car manufacturers try
to foster trust into their driving automation technology by promising to accept full
liability whenever their cars are involved in accidents while circulated in autonomous
mode (Atiyeh 2015). Although such promises might be legally possible regarding
civil liability cases, they have no validity whatsoever with regard to criminal cases
where the state determines who incurs criminal liability. Furthermore, and as a rule,
there is no compensation of guilt in criminal law (as opposed to other areas of law).
This means that even if the car manufacturer incurs criminal liability, the car owner,
driver, or occupant can incur criminal liability at the same time anyway.

When the legislator trusts the human more than the driving automation and driver
duties consequently remain while technology evolves, trust in technology can indeed
become a criminal liability trap.

Dilemma Questions—On a Side Note

Humans do not trust machines taking a definite decision on them. This becomes
obvious when one looks at the dilemma debate that covers a disproportionate part
of the general discussion if humans should entrust machines with decisions over life
and death.
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A famous dilemma situation is the so-called trolley problem:A trolley is travelling
down a track at high speed towards a number of railroad workers on the track. The
switchman standing at the tracks operating the turnout can save the lives of the
railroad workers by switching the track. This, however, would kill another railroad
worker working on the other track. Kohler discussed a (car-related) version of the
problem in Germany as early as in 1915 (Kohler 1915). Engisch (1930) and Welzel
(1951) also discussed this problem, and in the U.S., Foot (1967) introduced the same
problem which can also be applied to cars: When a crash is inevitable and either
decision will lead to the death of a person, should the car driver, for example, save
a mother crossing the road with her baby by manoeuvring the car and killing four
pedestrians? As long as human actors who are in a dilemma situation must take a
decision, this is a problem of a justificatory collision of duties or duress, which will
mitigate or exclude punishment (Wohlers and Hörnle 2018 with further references).
Furthermore, the drivers are never obliged to sacrifice their own life (Stratenwerth
2011).

However, driverless cars will lead to more difficulties to determine whether crim-
inal liability attaches to someone (and if yes, to whom?) after a dilemma situation
occurred. Given that the decision on how the car should react is taken in advance,
namely, when the car is programmed, it is not the driver anymore who acts out of a
stress situation and whom we can easily forgive. It now is the person programming
the car (or their boss, or one day maybe the legislator) who takes this decision way
before the dilemma situation occurs (see also Engländer 2016; Weber 2016; Hilgen-
dorf 2017; Wohlers and Hörnle 2018 regarding dilemma situations and driverless
cars).

This adds a new approach for solving dilemma situations: the car could swerve
in order to avoid killing pedestrians and hit a wall instead, thus killing its occupant
(Millar 2014, for further examples of dilemma situations with driverless cars see
http://moralmachine.mit.edu/. Accessed April 2018). In such an event, a new trust
issue arises: imagine that you are one of the car occupants and you know that the car
could sacrifice you when getting into a dilemma situation. Would you still trust and
use it? A survey conducted regarding dilemma situations found that people would
not buy a car that could sacrifice them when in a dilemma situation (Bonnefon et al.
2016). Therefore, if the legislator would ever decide that a car should be able to
sacrifice its passengers when in certain dilemma situations, people would probably
only trust and use such cars when they are certain that the vehicle will recognise and
avoid any dilemma situations thus making it highly unlikely to be sacrificed.

Conclusion

Disruptive technologies such as the invention of the automobile more than a hundred
years ago or today’s driving automation challenge the society as much as the legisla-
tor. Trust in risky new technologies (and their economic benefits) is a crucial element
for accrediting such technologies. If a technology and its risk profile are “legalized”,

http://moralmachine.mit.edu/
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a certain risk is permissible and the user of the technology complying with the rules
cannot incur criminal liability. However, since technology evolves faster than the
law, one must be aware that trust in technology might also be a criminal liability
trap, for instance when people begin to trust the autopilot system and therefore fail to
comply with their duty to control the car. The fact that humans do not want to entrust
life or death decisions to machines is illustrated by the debate about driverless cars
in dilemma situations. This might impede trust in driving automation when cars are
set to sacrifice their occupants in a situation where there is no other way out.
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Chapter 23
Integral Corporate Cyber
Security—Challenges and Chances
for Showing the Way Towards Effective
Cyber Governance

Hans-Wilhelm Duenn and Lukas W. Schaefer

Companies Facing the Cyber Threat Situation

Between 2015 and 2017, more than every second company has been attacked by
cyber criminals in Germany, which caused a national economic damage of e55
billion (Berg andMaaßen 2017). The cyber threat situation is real and equally affects
politics, business and society. Companies of any size constitute a popular target for
cyber criminals, as they hold valuable specific knowledge on products, processing
operations and marketing strategies, among others. Due to the digital transformation
of in-house workflows and communication, manufacturing and customer interaction,
the digital attack surface grows. The process of digitization continues: a survey by
PricewaterhouseCoopers forecasts that the average level of digitization will increase
from 33 to 72% by 2020, and companies will budget around five percent of their
yearly turnover for this purpose (2016).

This essay identifies the challenges of cyberspace and outlines approaches toward
a corresponding integral corporate cyber security. It will also be revealed that com-
panies are not entities merely responding to evolving challenges; instead, they are
able to actively shape developments in cyberspace and contribute to the redesigning
of institutions toward effective cyber governance, which is currently hindered by
the decentralized, unregulated and private sector dominated nature of cyberspace,
eroding traditional forms of governance (Jayawardane et al. 2015).
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Challenges for Companies in Cyber Security

According to the Routledge Handbook for New Security Studies (2010),

[i]t is argued (truthfully) from the side of government that it is technically and economically
impossible to design and protect the infrastructure to withstand any and all disruptions,
intrusions or attacks, i.e., that absolute security in the field of cyber-security is not possible
(Cavelty 2010: 161).

This assertion claims validity not only for the political, but also for the economic
and societal spheres. The starting position for establishing a stable cyber security
architecture is challenging for various reasons.

Cyber Security as a Field of Self-help

One of the reasons is the fact that most entities that engage in cyberspace are depen-
dent on self-help when it comes to security. States claim their legal systems to be
valid in the physical and digital space, resulting in conventional crimes like nar-
cotrafficking, arms trade or murder conducted or organized online being equally
punishable as pure cybercrimes. However, the cyber realm is unregulated and pre-
vents states from an effective governance. It is accordingly difficult for states to fulfil
their protection mandate and defend their economy and society against cyber threats.
Furthermore, the surfaceweb, deepweb and, especially, darkweb provide a vast vari-
ety of cyberweapons, as well as tactics for successful and anonymous cyberattacks.
Thus, possibilities for effectively governing cyberspace—for instance, by issuing
binding legislation and enforcing concomitant prosecution—are limited, particu-
larly since the global character of cyberspace demands international cooperation,
which is currently hindered by the lack of trust. There is no internationally recog-
nized code of conduct for cyberspace, and together with the difficulties of attribution,
non-state or state(-sponsored) perpetrators can plausibly deny committing cyberat-
tacks (Townsend 2017). There have been attempts to establish common norms, for
example, by the Unites Nations Group of Governmental Experts on Developments
in the Field of Information and Telecommunications in the Context of International
Security (UN GGE). However, “[t]he problem with norms is that they must first be
agreed by everyone, and then obeyed by everyone before they can be called ‘norms’”
(ibid.).

Another reason for the relative absence of state power in cyberspace is the original
idea of the Internet. Although it arose from a U.S. Department of Defense project, it
was eventually opened to the public, and responsibilities were withdrawn from the
government. This process was encouraged “[…] by the assumption of the dot-com
era, when Internet pioneers proclaimed repetitively that the Internet and the World
WideWeb were new phenomena; old rules did not apply because it is untrammelled,
borderless and without need for traditional government” (Lewis 2010: 56). Contrary
to the belief in an open web solely promoting freedom and generating wealth, the
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last decade revealed that cyberspace has partially turned into an arena where both
state and non-state actors seek to exploit the provided IT infrastructures: according
to the Europol Serious and Organized Crime Threat Assessment, cyber criminal-
ity has superseded international drug trafficking as the most profitable channel for
organized crime, with an annual turnover of around US$3 trillion in 2013 (Europol
2013); authoritarian regimes use the Internet for surveillance or massive censorship;
and states of all kinds conduct cyber espionage and warfare—inter alia via state-
sponsored cyber criminals—causing geopolitical tensions.

Given this increasingly Hobbesian state of cyberspace, states meanwhile look for
possibilities for stronger regulation and interference. The application of conventional
security paradigms—in this case, meaning the strengthening of security agencies and
their cyber capacities and mandates—however, is likely to undermine global cyber
security. In May 2017, the global ransomware epidemic WannaCry demonstrated
the devastating effects of highly developed cyberweapons and exploits falling into
wrong hands. Moreover, recent attempts to establish state sovereignty online mostly
resulted in the fragmentation of cyberspace, also referred to as the “Balkanization
of the Internet”; extreme examples include the North Korean Internet consisting of
less than 50 websites and the “Great Firewall of China”.

The necessity for self-help, particularly for companies, is likewise based on the
fact that the majority of IT expertise lies within the economy and not the state. States
are even dependent on these companies as they provide the necessary infrastructure
and software for governmental networks. Additionally, as the networks of private
actors like large-scale companies, small and medium-sized enterprises (SMEs) or
operators of critical infrastructures are the main targets of cyber criminals, they
possess and steadily develop know-how on the current cyber threat situations and
effective defenses. Countermeasures of intelligence agencies hence rely on the input
of the private sector (Bendiek 2016: 17).

The Asymmetric Setting of Cyber Threats

Another big challenge for cyber security is the asymmetric setting of cyber threats,
which stems from the advantages cyber criminals have over the attacked enti-
ties. Cyber criminals can commit extortion, espionage or sabotage campaigns cost-
effectively from anywhere in the world, and there are many ways of anonymizing
attacks—for instance, via hijacked IT infrastructures. Above all, while potential tar-
gets must provide comprehensive security and secure all possible gateways, cyber
criminals only need to identify one weak point to successfully infiltrate the targeted
network. Thus, the proceeding digitization of corporate processes plays into cyber
criminals’ hands, as attack surfaces are likely to expand due to evolving digital
surfaces, the integration of smart items or the online access to sensitive corporate
databases and networks by negligently acting employees.

Another asymmetric dimension evolves when there is a mismatch regarding the
offensive and defensive cyber security capacities. As mentioned in the previous
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section, cyber threats spring from various actors. There are single perpetrators, crim-
inal organizations, professionally organized hacker groups, as well as military and
intelligence entities carrying out attacks because of ideological conviction, self-
enrichment or governmental order (Dickow and Bashir 2016). Furthermore, the
emergence of cybercrime being offered as a service results in even fewer IT-skilled
criminals entering the cybercrime industry thanks to “client-friendly” hacking tools
and lucrative promises (Amann 2017: 38). Following this, it is probable that large
companies, often equipped with well-trained Computer Emergency Response Teams
(CERTs), can easily defend their networks against untargeted cyberattacks—for
instance, in terms of unsophisticated phishing campaigns. However, it is also possible
that well-organized, even state-sponsored hacker groups attack less-prepared enti-
ties like SMEs, which often lack respective personnel and awareness. SMEs typically
possess highly specified know-how for certain products inevitable for industrial man-
ufacturing chains, turning some of them into hidden champions and making them
interesting targets for cyber criminals. Besides, it has become a common pattern
of cyber criminals to take a detour via less-protected SMEs before attacking large
companies (supply chain attacks).

Altogether, it is improbable that the asymmetric setting of cyber threats—one of
the main reasons why complete cyber security cannot be achieved—will be over-
come. It appears unlikely that states can establish their monopoly on violence in
cyberspace, providing that all actors would finally subordinate to an international
binding legal framework. Simultaneously, the point of no return in terms of “reset-
ting” cyberspace was passed by the pace of digital transformation a long time ago.
For companies, this implies that corporate cyber security strategies should focus on
appropriate IT security precautions and “best possible managing” residual risks that
are caused by non-technical factors.

Approaches Toward Integral Corporate Cyber Security

The management of technical and non-technical safety factors can only be accom-
plished by an integral cyber security concept. This requirement correlates with the
proceeding digital transformation of all company departments, no matter if they are
responsible for legal affairs, human resources, marketing or facility management. In
so doing, departments and employees with less understanding and awareness about
cyber security come into contact with cyberspace, bringing along not only faster
communication and higher productivity, but also a higher possibility of carelessly
opened unknown mail attachments and data being exposed and accessed by success-
ful phishing mails. Consequently, it is vital to take the human factor into account
and to anchor cyber security within the company’s business culture. In addition to
technical measures—such as consistent access management, strong spam filters and
regular data backups on storage places separated from the Internet—trainings and
briefings on basic IT security knowledge and cyber hygiene are necessary.
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Another element of an integral corporate cyber security is openness for cooper-
ation with state authorities and even competitors. At first glance, this requirement
appears counterproductive, as it calls for sharing sensitive information on IT secu-
rity incidences, undermining in-house information security. However, an integral
cyber security strategy claims sustainability, which can only be ascertained by cyber
security concepts that exceed a company’s premises. That is because cyber secu-
rity requires comprehensive networks, while large gaps between entities regarding
their cyber security levels are counterproductive. Cyber criminals have proven that
they are able to identify and then successfully attack the least secure entities of
“cyber ecosystems”—for example, industrial sites, governmental agency networks
or research clusters. Cooperation is thereby indispensable, not only within the eco-
nomic level, but also between business and politics.

Within national cybersecurity, the importance of the private sector […] is obvious. The
private sector is responsible for virtually all of the software and hardware that is exploited
for cyberattacks, maintains most of the network infrastructure over which these attacks are
conducted, and often owns the critical infrastructure against which these attacks are directed
(Klimburg 2011: 29).

Notwithstanding, cooperation has to provide benefits for all participating actors.
States should thus seek for cross-sectoral cooperation. These could be a transpar-
ent processing of information on IT security incidents provided by companies, the
sharing of findings resulting from respective analyses of intelligence services or the
provision of support in case of IT emergencies by Computer Emergency Response
Teams (CERTs). For now, most platforms aimed at fostering cross-sectoral cooper-
ation—for instance, Germany’s IT Security Law for the protection of critical infras-
tructures and theUSCybersecurity Information SharingAct, whichwere both passed
in 2015—are based on compulsion, and it has been criticized that some provisions
can even cause competitive disadvantages for affected companies. Instead, there are
many examples for mutual advantageous cooperation.

Firstly, there is a massive and still growing IT security skills shortage, resulting
in a fight for talents between the economy and the state. Simultaneously, respective
solution approaches—like the incorporation of IT literacy and programming into
scholar and academic curricula—need another decade before results will become
visible. Hence, the connection of IT security experts, common emergency exercises
and trustful exchange are vital. With regards to the dependency between state and
business in cyber security, an imbalance of IT security manpower is disadvantageous
for both.

Secondly, companies can strive for strategic partnershipswith research institutions
based on the model of financial funding in return for exclusive access to and patents
on research outcomes, if politicians hesitate to invest appropriate volumes into cyber
security.

Thirdly, with the emergence of forward-looking technologies, such as artificial
intelligence (AI) or quantum computing, a debate on common values and ethical
responsibilities must take place. The international community holds a wide range
of different corporate cultures, ideologies and systems of government, indicating
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that they will take advantage of these technologies in different ways to assert their
interests. To prevent the abuse of technology for criminal reasons or violations against
civil liberties, a transnational dialogue is imperative.

As a final example formutual advantageous cooperation, there is a need for a com-
mon development of information and communications technology (ICT) certification
schemes. “ICT cybersecurity certification becomes particularly relevant in the view
of the increased use of technologies […] such as connected and automated cars, elec-
tronic health or industrial automation control systems […]” (European Commission
2017) and has the potential to counteract geopolitically caused mistrust in ICT, such
as the ban by U.S. and U.K. authorities of Kaspersky Lab IT products and solutions
made in Russia in 2017. In addition, ICT featuring certified information security
and data privacy provides competitive advantages for companies: customer interac-
tion via apps, wearables or online shopping has become a prerequisite for business
success online and is best built on secure and trusted communication channels.

On the same note, integral corporate cyber security strategies mean responsible
handling of new technologies, especially with the advancement of the Industrial
Internet of Things (IIot). Considering the lack of ICT certification, together with
widespread politically intended “digitization pressure” on national industries, the
number of cyberattack surfaces is likely to increase. It will thus turn into an “Indus-
trial Internet of Threats” when IT security concerns are subordinated to the goals
of productivity and state-of-the-art business culture. Generally, the intra-corporate
discourse on security versus productivity is a discourse over conflicting goals, but
must be overcome for the sake of cyber security. IT security is often considered a
tedious over-expenditure and inhibitor of in-house projects. This narrative must be
transformed into the conception that IT security is a progress enabler and a competi-
tive advantage. IT security officers should be integrated into all projects from start to
finish according to the production principle “Secure by Design” in order to prevent
the cancellation of long-developed initiatives due to security concerns. Furthermore,
a partner-like relationship between the IT security department and decisionmakers is
necessary to enable constructive dialogues on cost estimates and impact assessments
(Tschersich 2017).

Integral Corporate Cyber Security as a Blueprint
for Redesigning Institutions Toward Effective Cyber
Governance

According to the “Outcome Document of the High-Level Meeting of the General
Assembly on the Overall Review of the Implementation of the Outcomes of the
World Summit on the Information Society”, the United Nations General Assembly
recognizes “[…] the leading role for Governments in cybersecurity matters relating
to national security” (United Nations General Assembly 2015: 11). However, as out-
lined before, states struggle with establishing effective governance in cyberspace,
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which hinders them in fulfilling their assigned leading role. At the same time, “[…]
the important roles and contributions of stakeholders, in their respective roles and
responsibilities […]” (ibid.: 11) are also recognized, indicating the joint responsibil-
ity of all entities to contribute to a stable cyber security architecture. The contribution
of the private sector to effective cyber governance, however, requires the adoption of
a multistakeholder approach, which appears advantageous for the international com-
munity considering the described unregulated and private sector-dominated nature
of cyberspace. This approach, as suggested by The Hague Institute for Global Jus-
tice, envisages the assignment of responsibility to different actors according to their
expertise. The private sector should thus handle the technical and operational aspects
of a working and reliable cyberspace, while states are to negotiate on legally binding
treaties.

Multistakeholderism in cyberspace can increase representativeness and effectiveness in the
governance […] by levelling the playing field, preventing the capture of cyberspace by any
one type of stakeholder, and allowing different types of stakeholders authority over aspects
of governance that they are best equipped to handle (Jayawardane et al. 2015: 7).

Thus, an integral organization of corporate cyber security has the potential to serve
as a blueprint for a successful redesign of (political) institutions toward effectiveness
in cyber governance. That is because companies, as drafted in the sections above,
possess a hierarchically organized IT security department, allowing for consistent
chains of action even in case of an emergency. Moreover, their corporate culture
envisages the active participation in pan-state tasks and debate on the future design
of cyber security. Inmany states, to the contrary, cyber responsibilities are distributed
over several authorities with different mandates. Although they are able to pursue
cyber forensics and prosecution, they lack channels for merging respective insights.
A duplication of efforts or even the loss of pieces of evidence is probable. Also, the
fragmentation of competences is likely to cause a slowing of digitization itself and
greater bureaucratic expenditure. On the German governmental level, for instance,
there is a total digitization staff of 482, consisting of 244 teams in 76 departments
in 14 ministries (Christmann 2018). Certainly, digital matters and cyber security
must be organized holistically and, hence, require the incorporation of all policy
areas represented by ministries. Nonetheless, a supervising and coordinating office
is absolutely essential. Consequently, it is obvious that companies cannot contribute
only to their own corporate cyber security via an integral approach, but also to a
reliable pan-state cyber security architecture. Therefore, they should not only focus
on in-house security and best manage technical and non-technical risks as outlined in
this essay, but also be aware of their indispensable role in countries’ cyber ecosystems
and be open for cooperation and pan-state learning processes.
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Chapter 24
Cyber Security… …by Design
or by Counterplay?—Enabling
and Accelerating Digital Transformation
Through Managing Information Security
Technology, Risk and Compliance
at the Right Place

Thomas Hemker

The world is facing a huge change in businesses through digital transformation
projects. In the information security realms, change is inevitable anyway due to the
everchanging threat landscape.According to the2018 Internet Security ThreatReport
by Symantec, in 2017, there was a 600 percent increase in IoT (Internet of Things)
attacks compared to the previous year. With the world becoming more and more
“smart” through endless connectivity and everything being computerized, the attack
surface gets bigger and bigger. While in the past it was mainly the owners and users
of vulnerable technology who became the victims of attackers, it is now possible
for attackers to hijack millions of connected vulnerable (consumer) IoT devices, in
order to attack nation states, large organizations and critical infrastructure all over
the world. The Mirai Botnet in 2016 is obviously the most famous proof for this so
far.

Research by Charlie Miller and Chris Valasek on the potential for remotely hack-
ing connected cars provides another example of how the increased connectivity and
digitization of the world we live in could have an impact on our safety in the physical
world (Greenberg 2016). This research led to a recall of 1.4 million vehicles. For
present and future DX projects, the implication is that the extent to which security
must be an essential component of the supporting technologies and processes is a
question that has to be answered, so that transformation will not put the security
and safety of people and society at risk. From an information security standpoint,
there needs to be clear guidance on how confidentiality, integrity and availability can
enable and accelerate safety and digital transformation in general.
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When digital transformation (DX) is the subject of a discussion among cyber
security people with a certain level of business acumen today, these are often the key
topics:

– The radical rethinking of how an organization pursues new revenue streams,
reduced operating costs or new business models using technology

– The drivers tend to be disruption frommarket newcomers or innovation from rivals
seizing the opportunity to win new customers and steal market share

– It can be commercially focused externally to drive revenue, or operationally
focused internally to reduce cost.

but also

– It has budgets that are different from those of traditional incremental security-
improvement projects

– It is driven by the board or an executive (CxO), rather than within a security
organization.

If we try to amalgamate security and digital transformation, we face the situation
that the concept of digital transformation might be quite well developed, but the
role security plays in it is less well discussed. As mentioned before, the application
of security is fundamental for a safe and connected world. Therefore, the security
functions within organizations need to be transformed and empowered. Security by
design, the right decisions regarding the supply chain (e.g., vulnerable IoT devices)
and managing the risks of the new and transformed business processes will not be
the only objectives for Chief Information Security Officers (CISOs) and their teams.

From Security Organizations to Secure Organizations

A lot of organizations fall into four stages of maturity related to how security inte-
grates with and supports digital transformation (Knott 2018 and Picture 24.1).

The lowest level of maturity is usually “Siloed”. The DX programs are run from
the board in isolation without any interaction with the security staff. There is little to
no input and influence by information security to shape these programs and address
possible associated risks early. The security teams are uncomfortable finding them-
selves involved in projects run by business leaders, and some teams lack the skills
to articulate security risk to business leaders. At the same time, traditional security
projects are concerned with incremental improvements, so teams are often unable to
appreciate the goals of transformation.

The CISO is also at risk of being overwhelmed by DX. The regulatory pressures
to make the business compliant are high, and the DX projects are often an addition
to their daily activities without an increase of their budgets. This sometimes leads
to instances where CISOs become subservient to transformation and are seen as
operational and not transformational.
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Picture 24.1 Maturity stages. Own Source Knott (2018)

Security is—inmost of these organizations—just an afterthought and is often seen
as an inhibitor. The lack of adequate security is often an accepted risk. Otherwise,
CISOs have to address the risk after key decisions were made, either because of
the significant business benefits that can be gained, or because there are founded or
unfounded concerns that by engaging the security teams, their initiatives might be
blocked.

The security mindset is not aligned with the transformation process or vice versa,
because security used to be a defensive and reactive activity in the past. This is obvi-
ously seen as the opposite of “forward thinking” about the innovative maximization
of an opportunity. Needless to say, these different mindsets and expectations often
lead to conflicts in such environments.

This is typically seen when a CISO reports to the Chief Information Officer (CIO)
or other IT functions within an organization. Often, the Chief Financial Officer
(CFO), along with the CIO, probably signed a large deal for cloud services with-
out fully consulting the security team—which subsequently did not accept the risk
associated with untested and unapproved security controls and, therefore, delayed
the migration until approved controls were deployed. A transformation to a digital
supply chain is in process; however, after months of planning, the security teams
review the designs and find inadequate information protection, which requires third
party assessments that cause a near-complete redesign and a significant delay in the
project. These are just a few examples of what can happen in a siloed organization.

The “Enabling” level of maturity is where security is seen as an integral part
of the transformation process and as a key supporting function. This is how secu-
rity becomes an enabler for the transformation. To move from siloed to enabling,
the CISO position needs an elevation from an operational role to be a part of the
business discussion. In an ideal situation, the CISO reports directly to the board or
the equivalent of a Chief Digital or Digital Transformation Officer. Alternatively, a
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transformation working group could be established, so that the CISO has a view of
the programs in their earliest stages.

Being proactive and anticipating demand is something security leaders will have
to improve on. Providing an integration platform—so that transformation programs
can operate quickly and independently, but also reduce complexity and benefit from,
for example, threat intelligence and enrichment—could be a blueprint for a security
organization. Deploying key controls ahead of demand—like, for example, Cloud
Access Security Broker (CASB) or Data Loss Prevention (DLP)—are likely to be
reused across multiple transformation programs. If security leadership drives the
innovation along with the executive board, they can recommend areas for transfor-
mation to ensure involvement and be secure by design.

Typical concerns preventing transformations might be:

– For Cloud Adoption: Data security and regulatory compliance, loss of control and
visibility, identity and access concerns, insufficient knowledge and experience

– For the Digital Workplace: Unproven/inadequate security, employee freedom ver-
sus corporate protection, mobile data security and user experience, identity man-
agement complexity

– For Operational Technology (OT), IoT and Edge Computing: Increased attack
surface (botnets, backdoors, vulnerabilities), unauthorized surveillance/invasion
of privacy, demands of availability, realtime and air gapped systems, non-standard
architectures and operating systems

– For Big Data and Analytics: Data privacy (personal data), data security (intel-
lectual property), vulnerability to fake data, inadequate technical and analytical
knowledge.

So what does an “Enabling” organization look like in security? A look at the
above list of four typical areas for digital transformation and some examples of how
security and security technology can play a key role there might clarify things here.

The Cloud Adoption is today often demanded by a “cloud first” strategy. There
are some key technologies that, if deployed early, can accelerate its adoption. Setting
up a CASB solution ahead of demand would allow new SaaS solutions to be secure
from day one, without adding additional delays. Protecting cloudworkloads ahead of
projects that use infrastructure or platform as a service can be achieved by integrating
security into DevOps and training them to use the native security controls provided
by the cloud platform and compliant suppliers.

Security teams can be seen to be proactive by implementing email security and
DLP ahead of a move to Office 365 to ensure that risk is not increased by the move.

For OT/IoT and edge computing, manufacturing companies have challenges to
secure their legacy—but now connected—equipment, as well as the Industry 4.0
generation of devices. Protection and hardening for embedded devices, detection of
anomalies and malware/attacks and mature management of assets—together with
the adoption of IT security standards, especially in areas where OT is connected to
internal IT systems (e.g., ERP) and cloud platforms—is critical in this area.

Mobility is also a key area of transformation, allowing organizations to become
more agile and productive, which in turn enables better business outcomes. Due to
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the rise of mobile business apps, security requirements for devices have advanced
beyond configuration management. Smartphones should be treated as endpoints,
just as you would your laptop, and therefore have the same controls. Security teams
should recognize this and make recommendations to leadership. The sharing of data
is fundamental to digitalization. Information protection solutions allow data to be
tracked and encrypted as they move between authorized parties. Ensuring that the
controls are deployed will minimize the risk of a data breach.

Big data analytics allows organizations tomakemeaningful, strategic adjustments
that minimize costs andmaximize results. Very often, customer and employee data—
as well as intellectual property (e.g., for predictive maintenance)—is involved here.
Protecting the vast amount of data should be seen as a priority.Most organizations are
planning to transform in these areas, so if security functions anticipate this demand,
they could accelerate the programs. Digital transformation is about change, agility,
speed, connectivity, real-time economy and customer expectations. If the security
teams and their leadership want to be seen positively, then they must also meet the
same goals. Proactively deploying an integration platform allows transformation pro-
grams to run independently of each other while still benefiting from and contributing
to the overall security posture of the organization.

In the Enabling level, security should begin to add value to the organization by
supporting and encouraging digital transformation.

The “Integrated” level is focused more intrinsically on the security function itself.
It needs to be transformed as well. There are some operational issues to take into
account. Like the market for business software in the mid-1990s, the security tech-
nologymarket is also demanding change. The application vendors that specialized in
one area—PeopleSoft owned HR, Baan manufacturing apps, JD Edwards finance—
were replaced with enterprise-class ERP (Enterprise Resource Planning) solutions
from Oracle and SAP. The objective was to centralize all business data into a com-
mon repository that could anchor the business and be updated and used for various
departmental functions and business processes in real time. Although the ERP jour-
ney was a bit painful for some companies, the transition resulted in a steady increase
in business productivity, enhanced efficiency and better decision making. On the
supply side of the equation, the ERP evolution led to industry consolidation as large
software vendors acquired smaller ones. By the early 2000s, just a few enterprise-
class business application software vendors remained, while other specialists became
ecosystem partners for large vendors, adding niche value in specific areas. According
to theGartner Market Share Analysis: Security Software Worldwide 2017 report, the
security market has reached a level of maturity where consolidation is now a high
priority for organizations. If operational issues within security are not resolved, then
it will be impossible to mature into a transformation-differentiating function.

To solve those problems, security departments need to adopt a holistic integrated
approach. There are some objectives for security integration that business leaders
should be aware of:
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– Deploying best-of-breed threat protection technology to stay ahead of threats and
to automate protection and security updates. Protection against targeted attacks
across all control points like endpoint, applications, network and cloud.

– Reducing the risk of a data breach. Prevention of accidental data loss and protection
of sensitive and regulated data.

– Securing themodernworkplace. Reduce the risk of cloud andmobile usage, secure
and accelerate critical and web applications. Control the data in the cloud and opti-
mize security performance. Enable DevOps to build security directly into service
deployment workflows.

– Ensuring Regulatory Compliance and avoiding fines. Rapid identification and
assessment of policyviolationswith real-timevisibility into infrastructure changes.
Demonstrate compliance and efficiency of security controls.

– Managing Risk. Assess risk for security operations and prioritize remediation.
Orchestrations and integration with third parties. Visibility across control points
and into targeted attack campaigns to improve productivity of threat investigators
and incident response teams.

– Integration of security telemetry, threat intelligence, data management and busi-
ness intelligence. Deploy middleware and message bus services to support hetero-
geneous cyber security tools. Select the right architecture, standards and APIs.

In the desired “Differentiating” level, security is seen as a competitive advantage
in the marketplace. Building and leveraging innovative technology and a level of
trust in an organization has always been a differentiator. This move to security as
being a positive influence on the brand will also shift the focus of a compromise and
successful attack away from threats and toward the actual business outcome within
the security teams. In this level, security is not only seen within the company, but
also extended to the supply chain and the customers. Those in the supply chain will
probably consider opening their vulnerability and threat data to partners so that they
can be seen as better and, therefore, be preferred over competitors (see Picture 24.2).

Technology Management Transformation

To support the digital transformation process for security, it is critical to understand
some aspects of implementing cyber security technology in an organization today.
Here are some (not all) aspects described to guide non-cyber security people in the
coordination of experts in the respective areas. The classical governance-oriented
approach to IT and information security—driven by COBIT (Control Objectives for
Information and Related Technologies) and formalized in 2008 through ISO/IEC
38500, the international standard regarding governance of IT for organizations—
defines responsibilities for the board if the business is strategically dependent on IT.
In the context of digital transformation, IT and IT security is therefore not solely a
technical task but clearly a strategic one for businesses. A case from the University of
Antwerp illustrates how organizations where the board can participate in the digital
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Picture 24.2 Matrix of security versus transformation. Own Source Hemker (2018)

debate could look (De Haes and Van Grembergen 2015). New structures created two
committees with board engagement steering information technology spending and
development and digital transformation.

Again, like in any enterprise transformational program, people, processes and
technology are the key components for success. Two different examples should
demonstrate how important the governance and technology integration approach
is today and will be in the future.

Information Governance, as an example of this (classic) approach, manages the
creation, storage, usage, archival, deletion and the valuation of data within an orga-
nization. It requires collaboration between security, IT, compliance, legal and the
business owners the data belongs to. This collaboration requires at least a board-
level mandate.

On the technology side, it is quite easy to map tons of technical controls to the
different objectives and functions of such an information governance program (see
Picture 24.3), but the challenge here is that the technology ideally has to support the
protection of intellectual property, as well as the requirements of the EU General
Data Protection Regulation (GDPR).

Leveraging an ERP type of integrated cyber defense platform would be easier for
board members to understand how to apply security to meet regulatory requirements
on the one hand, and to secure new risk scenarios like big data, artificial intelligence,
distributed ledger technologies, cloud and edge computing, leading to “dark data”
and disorganized complexity.

An example that’s different from Information Governance is the detection of a
cyber security event as it is mandated by the EU-NIS Directive—the Directive on
security of network and information systems—protecting critical infrastructure. The
following use-cases might be reasonable here:

• Real-time detection of security incidents on premise and cloud
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Picture 24.3 Information governance for GDPR. Own Source Hemker (2018)

• Reduction of incident severity by reduced time-to-detection ensures that attackers
have less time to act and response teams can act faster

• Faster incident detection can reduce regulatory scrutiny and improve public per-
ception

• Understanding malware and attack characteristics, as well as a holistic view of the
security landscape, to proactively identify unique targeted attacks

• Contextual understanding of the attack
• Detailed detection process involving coordination between multiple stakeholders
and security tools to ensure that events are detected and escalated appropriately

• Ongoing training and process gap analysis with continuous refinement
• Identification of potential events through the use of network and security data
collation and correlation across multiple vectors

• Full incident information necessary to notify regulators and affected stakeholders.

Obviously, that’s a lot of use cases, and some of them probably need technology
investments, while others require staffing and organizational changes. So, without
standards, best practices and control frameworks like ISO/IEC 27000:2018—titled
“Information technology—Security techniques—Information security management
systems—Overview and vocabulary”—and the National Institute of Standards and
Technology (NIST) Cybersecurity Framework, the different objectives of security
controls and their deployment would be difficult to manage.

A selection and combination of these frameworks could look like this:

– Prepare: Managing cyber risk
– Protect: Protecting against cyberattacks and data breaches
– Detect: Detecting cyber security events
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– Respond: Minimizing the impact of a security incident.

While this is a good approach for managing cyber security in traditional busi-
nesses, this can also be a good foundation for digitally transformed business pro-
cesses. On the cyber security governance level, the board defines how the imple-
mentation of a control framework—to manage cyber security as an integrated plat-
form—could support business transformation processes.

Preparation for the Unknown

At the Information Security Forum (ISF) World Congress 2017 in Cannes, a group
of industry experts discussed how to secure new disruptive technologies and if it
would need a new approach to cyber risk assessments. The summary of the dis-
cussion contributed to the research for Threat Horizon 2020: Foundations Start to
Shake, a report by the ISF. Things like artificial intelligence, blockchain, drones,
machine learning, 3D printing, virtual and augmented reality (VR and AR), natural
language processing, natural language generation, chatbots, robotic process automa-
tion, beacons, the internet of things, cognitive computing among others were named
as disruptive technologies. The panelists saw the balance of confidentiality, integrity
(CI&A) and availability shifting significantly: integrity is becoming more important
across all new technologies. As an example, with the move of VR and AR to more
mission critical applications, trust-your-screen attacks could result in fatalities.

Internet of Things (IoT) devices are less likely than corporate systems to have
a lot of confidential information on them, but trusting who’s controlling the device
is essential. And of course, the importance of availability will continue to increase
in proportion to our dependence on technology. During the discussion, the so-called
CI&A triad—confidentiality, integrity and availability—astaple of cyber security and
information riskmanagement, was challenged as too limited, while it was agreed that
speed, ease-of-use, activity and scale should also be considered. Security and digital
transformation need to amalgamate.

Furthermore, these new technologies are not only increasing security risks and the
threat surface but could also be useful for security. Machine Learning (ML) is a good
example of how things can have at least two sides. On the one side, today, ML is run-
ning on more than 100 million endpoints, already detecting unknown malware and
targeted attack campaigns (Hemker 2018). In Security Operation Centers (SOCs),
trained virtual analysts analyze trillions of rows of telemetry data worldwide to find
stealth attacks and to counter the cyber security skills gap as it is outlined in the 2018
Global CybersecurityWorkforce Study by ISC2. On the other side is the use ofML by
adversaries to create and automate attacks andmodifymalware. So-called adversarial
ML is also targeting AI -based security—and, for example, autonomous cars—caus-
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ing big security and safety risks (Eykholt et al. 2018). Therefore, the resilience of new
technology and business processes needs to be established, constantly evaluated and
improved. Transparency, standards, best practices and regulation come into place,
again.

Conclusion

The connected world—where everything is based on computer technology—needs
more security, not less. Otherwise, the safety of people and the security of soci-
ety is at risk. There will be certification, as well as new regulation, in this area.
In organizations, the board and executive level is the right place for cyber secu-
rity management. The state of maturity of the security function and the alignment
to the business defines the success of digital transformation projects. Differentiat-
ing businesses through security is desired, and CISOs and their teams should start to
enable digital transformation. The deployment of security technology as an integrated
platform will empower businesses to act proactively and support new processes. The
constantly changing and growing threat landscape, the associated risk and regulatory
requirements mandate not only “state of the art”, but also the “…by design” imple-
mentation of technical security controls. For new disruptive technologies, built-in
security might often be the only option anyway. It is fundamental for a successful
digital transformation.
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The Future of Education and Work



Chapter 25
Redesigning Traditional Education

Martina Francesca Ferracane

Nothing is more powerful than an idea whose time has come.
—Victor Hugo

The Start of a New Era

We are experiencing a historical transformation that opens up incredible
opportunities to make the world a more equal, inclusive and fulfilling place. How-
ever, this moment is filled with uncertainty and a feeling of vulnerability among
those who see themselves as victims of this change. To avoid a future of growing
inequality, mass unemployment and, in turn, political instability, there is a lot that
governments can do. In the short term, reskilling and support for those whose jobs are
being automated will be inevitable. However, if we want to build strong foundations
to prepare our society for the future, we need to think about the long-term and start
with rethinking our education and make sure it prepares our students for the new
digital era.

While the ways in which people learn, work, travel and communicate have been
shaken up, schools have not yet changed in a substantial way over the last decades, or
even the last century. It is finally time to adopt educational policies that can prepare
today’s children for a reality that is evolving at an exponential speed. In this way,
the next generation can be assured to rise with the machines and not against them.
Failure to do so can result in a deepening of inequalities and an inevitable clash
between a group of privileged, who can make use of digital solutions to express their
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full potential, and a group of people left behind, who see their lives lacking prospects
because of technology.

Some Jobs Are Disappearing, Most Jobs Are Transforming

It is not a secret anymore that technology and automation are destroying jobs. The
World Economic Forum (WEF (2016b) estimates that current trends could lead to a
net employment impact of more than 5.1 million jobs lost to disruptive labor market
changes over the period 2015–2020, especially in administrative and routine white-
collar office functions. An additional study from 2013 estimates that roughly 47% of
U.S. jobs could be lost over the next decade or two because they involve work that
can easily be automated. Another recent study by the OECD estimates that around
9% of U.S. jobs are at high risk (Rotman 2017).

What is even more worrying is that low-paying jobs are those particularly vul-
nerable to automation in the future. An estimate published in the MIT Technology
Review shows that 83% of low-paid jobs are likely at risk of automation, compared
with only 4% of high-paid jobs.

However, job destruction is only one part of the story. Technology and automation
are also creating opportunities for new jobs, and the reality is that most of the jobs
today are actually transforming and requiring new skills. In particular, we are seeing
a sharp decrease in the share of tasks requiring routine cognitive skills, as well as
both routine and nonroutine manual skills. On the other hand, the share of tasks
requiring nonroutine analytical and interpersonal skills keeps rising. For those with
the right knowledge, skills and character to adjust to a world with fewer jobs (in
particular, fewer routine jobs), this can be liberating and exciting. But for those who
are insufficiently prepared, it can mean the scourge of vulnerable and insecure work,
and life without prospects (Elliot 2017).

A popular estimate finds that 65% of children entering primary school today will
ultimately end up working in jobs that do not exist yet (WEF 2016a). Another recent
estimate by McKinsey suggests that between 400 and 800 million individuals could
be displaced by automation by 2030, and up to 375 million workers (that is 14%
of the global workforce) might need to switch occupational categories (McKinsey
2017b). On the other hand, the same study suggests that, with the right policies
job growth could more than offset jobs lost to automation. In addition, about half
of the activities people are paid to do globally could be automated using currently
demonstrated technologies (McKinsey 2017a).

We can only guess which it will be the actual share of jobs lost and jobs trans-
formed. However, the extent of this transformation is clear from the fact that already
today, in many industries, the most in-demand occupations did not exist just a few
years ago. Adjusting won’t be an easy task. In addition, employment growth is
expected to derive disproportionately from smaller, high-skilled jobs that might be
unable to absorb the jobs lost in other parts of the economy (WEF 2016a). This is a
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threatening prospect in a reality in which we are already witnessing rising inequality,
often associated with automation and technology (Rotman 2014).

To avoid a future of mass unemployment, governments need to act. These actions
should start with education. Education at all levels should be supported, from primary
schools to re-skilling of those people who are not well equipped to work in the
digital era. In this article, I focus on how we can rethink education in schools so that
our students see technology as a means of creation and empowerment, rather than
something to consume and use only passively.

Failure to equip our students with the skills necessary to thrive and express them-
selves in the digital age can result in a world where digitalization benefits a few at
the expense of the masses. The results of a “wait-and-see” approach by policymakers
at the forefront of this transformational change would be a missed opportunity for
growth and creation of wealth and could lead to “a failure to embrace and invest in
technology’s abundant possibilities” (Rotman 2017). The way the transition is han-
dled will be crucial to defining the outcome of the digital transformation of society.

The Skills of the 21st Century

The ability to prepare students for change and to provide them with the right skillset
is critical to mitigate undesirable outcomes. In a reality changing at an exponential
speed, trying to equip students with a specific set of theoretical and specialized
knowledge is bound to fail. In fact, currently, nearly 50% of subject knowledge
acquired during the first year of a four-year technical degree is already outdated by
the time students graduate (WEF 2016a).

Thismeans that teachingknowledge—as traditional educationdoes—isn’t enough
for the future of work. It will not be enough to teach our students how to code or
to use certain digital services passively. What really matters is preparing children to
be creative, to adapt to a changing environment, to learn how to learn and to take
initiative and be entrepreneurial. In this sense, technology and digital skills should
not be seen by students as an end, but rather as a tool to learn, to create, to solve
problems and to express themselves. Students should prepare themselves for jobs
that do not exist, technologies that have not yet been invented and problems that are
not yet recognized as such (Dumont and Istance 2010).

The workers of the future need to be able to solve unstructured problems, work
with new information and carry out nonroutine tasks (Levy and Murnane 2013). It is
expected that a wide range of occupations will require a higher degree of cognitive
abilities, such as creativity, logical reasoning and problem sensitivity as part of their
core skills (WEF 2015), and the value of skills needed for non-automatable tasks,
such as social skills, will also increase (Autor 2015; Deming 2015). But this goes
beyond pure work. This is about learning to live within new environments shaped by
technology. It is about what citizens in the digital era would need in order to actively
participate in society, reach their potential and be able to thrive in a digital society.We
are shifting from industrial- to knowledge-based economies and societies whereby
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Foundational Literacies Competencies Character Qualities

Literacy Creativity Initiative

Numeracy and Mathematics Collaboration Curiosity

ICT literacy Communication Persistence

Financial literacy Critical thinking and 
problem-solving

Adaptability

Scientific literacy Leadership

Cultural and civic literacy Social and cultural 
awareness

Fig. 25.1 21st Century skills (Own table based on WEF, 2015)

knowledge becomes central and needs to be continuously generated through learning
(Dumont and Istance 2010). In this sense, the ability to use technology today should
be “both a requirement and a right” for citizens (EC 2018).

So, what are the skills that should be taught to students today? In a landmark
report in 2015, the World Economic Forum (WEF) identified the 16 most critical
21st century skills (Fig. 25.1). These are grouped in three pillars. The first consists of
foundational literacies. These represent how students apply core skills to everyday
tasks and serve as the base upon which students need to build more advanced and
equally important competencies and character qualities. This category includes skills
of literacy and numeracy, which remain extremely relevant in a digital society as a
prerequisite to acquiring other digital skills and for lifelong learning (OECD 2016b).

Before acquiring ICT skills, in fact, good literacy andnumeric skills remain critical
as a foundation for any student to learn new skills and breach the achievement gap.
Foundational skills are also scientific literacy, ICT literacy, financial literacy and
cultural and civic literacy.

A basic ICT literacy, however, might not be enough in a digital world. Education
today needs to teach students how to be active users and digital creators rather than
passive consumers of technology. For students to turn into active users of technology,
feel more empowered and use technology as ameans of creation, they should develop
additional skills. First of all, they should be able to critically analyze information and
therefore develop the ability to search for information and data and to evaluate and
judge it; to communicate and collaborate in various forms through digital means; to
create, edit and improve digital content; to stay safe in the digital sphere; and to solve
problems through digital means and innovate through technologies (EC 2018).

Already in 1999, the National Research Council of the United States recognized
the difference between technological literacy (a general set of skills and intellec-
tual dispositions for all citizens) and technical competence (in-depth knowledge that
professional engineers and scientists need to know to perform their work) (National
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Research 1999, cited in Blikstein and Krannich 2013). In order to teach technical
competence, education needs to include “intellectual capabilities to empower people
to manipulate the medium to their advantage and to handle unintended and unex-
pected problems when they arise” (National Research 1999).

Therefore, the second pillar of the WEF concept covers the competencies. These
describe how students approach complex challenges and critically evaluate and con-
vey knowledge, as well as workwell with a team. For that, critical thinking is key. It is
the ability to identify, analyze and evaluate situations, ideas and information in order
to formulate responses to problems. A precondition for critical thinking is creativity.
Creativity itself is the ability to imagine and devise innovative new ways to address
problems, to answer questions or express meaning through the application and to
synthesize or to repurpose knowledge. Communication and collaboration involve
working in coordination with others to convey information or tackle problems.

Finally, the third pillar to prepare the workers and citizens of the 21st century
includes personality characteristics. These describe how students approach their
changing environment. Amid rapidly changing markets, personality characteristics
such as persistence and adaptability ensure greater resilience and success in the face
of obstacles. Curiosity and initiative serve as starting points for discovering new con-
cepts and ideas. Leadership and social and cultural awareness involve constructive
interactions with others in socially, ethically and culturally appropriate ways.

The second and third pillars in theWEF21st century skills conceptmore generally
cover social and emotional learning (SEL). In another study, the WEF (2016a) finds
that students that receive SEL education tend to have higher achievement scores and
SEL can potentially lead to long-term benefits, such as higher rates of employment
and educational attainment. The OECD also identifies foundational skills, digital
literacies, as well as social and emotional skills as being crucial to enable effective
use of digital technologies and to adapt rapidly to new and unexpected occupations
and skills needs (OECD 2016b; Elliott 2017). It recognizes the importance of three
sets of skills: technical and professional skills (including ICT specialist skills to
program, develop applications and manage networks); ICT generic skills to use such
technologies for professional purposes; and ICT complementary skills (leadership,
communication and teamwork skills; problem solving communication).

The Digital Divide

These skills are not the skills of the future, but the skills of today. It is already the
case that workers with higher digital skills earn on average 27% more than those
with basic computer skills (OECD 2016b) and 42% of people in OECD countries
with no digital competences are unemployed (OECD and European Union 2015).

Also, there are large gaps today between developed and developing economies
and within countries in the same income group (WEF 2015). At the level of national
skills development systems, very few countries have developed strategies to foster
the acquisition of 21st century skills in formal education (OECD 2016a).
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And young people with an economic or social disadvantage tend to have weaker
digital competences (EC 2018). This implies that too many students are not devel-
oping the necessary skills not only to find a job, but to thrive and feel empowered
in a digital society. We are witnessing a growing digital divide—that is a “growing
gap between the underprivileged members of society, especially the poor and rural
portion of the population who do not have access to computers or the internet, and
the wealthy and middle-class living in urban and suburban areas who have access”
(from the Plugged In-program at Stanford University).

Particularly worrying, too, is the already significant gap in the share of females
in an area where most of the jobs will be created in the future. In OECD countries,
the share of male workers who are ICT specialists in 2014 was 5.5%, compared to
1.4% of female workers, and on average across OECD countries, less than 5% of
girls contemplate pursuing a career in engineering and computing (OECD 2016a).
In the U.S., only 11% of engineers are women (Sterling 2013), while in the EU, only
16% of employed ICT specialists are female (EC 2018). Girls start losing interest
in math and science already at the age of six (Sterling 2013) and therefore special
attention should be put on how technology can contribute to nurturing the interest of
girls in these subjects already in primary school.

How Digital Tools Can Support Education

While identifying the skills of the future is itself an important challenge, their imple-
mentation in the education curriculum is likely to be even harder. Very little has
changed in the curriculum of most schools over the last century, and we are still
educating our students for the past rather than the future (Robinson 2006). Lots of
the competences taught in schools today are those that are the easiest to digitize,
automate and outsource.

There are different ways in which technology can support the learning of 21st
century skills and support a modernization of education. One of them is the so-called
“flipped classroom” model. Herein technology can support delivery of knowledge
so that, for example, the standard curriculum can be taught through videos, and then
the teachers can spend their entire time offering personalized support for kids. A
typical example of the benefits of this model is the application of Khan Academy
in academia. Khan Academy is a nonprofit educational organization that produces
short lessons in the form of YouTube videos (Khan 2011). According to this model,
direct instruction is partially replaced by video lectures that can be played anytime
and anywhere. The learner can thus decide when to stop and rewind the lecture and
focus on what he/she finds harder to understand. Then, the teachers can spend their
entire time on complementing this standard basic education in ways that respond to
each student’s interests and attitude.

Digitalization can also support traditional education throughMassiveOpenOnline
Courses (MOOCs) and open platforms for learning. These courses and platforms
can be especially valuable in this time of change, but they are still underutilized.
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MOOCs can support the delivery of standard educational content, but can also enable
certain students to deepen their understanding of specific topics if they wish to.
Online courses and platforms can also support personalized and adaptive content
and curricula by allowing differentiated learning with one-on-one computer learning
tailored to individual student needs (EC 2018).

Digital technologies can also help students gain access to digital education when
they are in remote areas or are not able to be physically present in school. In general,
technology can help lower the costs and raise the quality of education. It permits
personalization of learning, engagement with the disengaged, complementing what
happens in the classroom, extension of education outside the classroom and the
delivery of access to learning to students who otherwise might not have enough
educational opportunities (WEF 2016b).

These technologies should be further explored to find new, innovative ways to
support education. Other interesting applications to support learning use virtual real-
ity tools and online games (OECD2016b). For example, during a class on geography,
students could use virtual reality (VR) solutions to actually visit (virtually) the coun-
tries they are studying and see how things might have looked in the past when they
study history. Virtual environments can also allow access to experiences like flying
to the moon or exploring a molecule from the inside (EC 2018).

These tools can be very powerful to enhance learning, but they are not enough
to prepare our students for the digital era. Technology can be a tool to engage in
creative, productive, life-long learning, but most importantly should also become a
tool of creation and of change, rather than simply being consumed passively.

Students need to learn how tomake use of technology to shape their surroundings,
to think creatively about how to solve problems and to be creators. They should
develop a vision of technology as a tool to make things and to design a better society.
By doing so,we can expect amore equal and democratic society inwhich themajority
of citizens are able to contribute actively and can feel part of the digital revolution.

Making: The Tool To Redesign Traditional Education

Now, with the tools available at a makerspace, anyone can change the world. Hatch (2014)

What if, instead of being simply passive users of digital solutions and digital contents,
students were taught how to use technology to build something? For example, to
build their own Do-It-Yourself (DIY) virtual reality glasses to use during class. This
would be an important twist in the perception that students have of technology.
Technology would not be perceived as something the students passively consume,
but as something they can actively use and shape to their preference to eventually
create something.

Let’s go a step further. Imagine if, for example, during a science class about bac-
teria, students learned to build their own microscope to look at bacteria. Creating
a DIY microscope can be very simple when students have access to certain tools
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of digital fabrication (Ferracane 2016). This simple creation would enable students
to see technology as a tool to create something useful and to investigate their sur-
roundings. Also, the creation of tools for scientific experimentation can have a strong
democratizing effect on science. In fact, digital microscopes can be expensive for
schools to buy. But making them is only about 10% of the cost of buying them and,
on top of this, the process of making it is per se an incredible learning opportunity
for the kids.

The idea of learning-by-doing as a medium to favor better learning outcomes is
not new. Experiential education, constructionism and critical pedagogy are theoret-
ical and pedagogical pillars that are over three decades old (Blikstein and Krannich
2013). Papert’s theory of constructionism places embodied, production-based expe-
riences at the core of how people learn (Harel and Papert 1991). Constructionism
is about “learning by constructing knowledge through the act of making something
shareable” (Martinez and Stager 2013) and emphasizes the role that students can
take in constructing their own learning through direct physical engagement with
phenomena and problems in the world (Bevan 2017). In the digital era, however, this
concept acquires new important applications in connection with digital fabrication
and the “Maker Movement”. It can be described as a grassroots culture dedicated to
hands-on making and technological innovation (Peppler et al. 2016).

The Maker Movement

Digital fabrication is the use of certain digital tools—such as 3D printers, CNC
machines and electronics—to create almost anything. The first time this equipment
was packaged in a standardized low-cost lab was in 2002 at MIT (Blikstein and
Krannich 2013). This is when the concept of the Fabrication Laboratory or “FabLab”
was born. The founder of the FabLab concept, Prof. Neil Gershenfeld, describes this
digitalization of fabrication as the process “where you don’t just digitize design, but
the materials and the process” (Solon 2013), so digital fabrication is about “bringing
programmability to the real world”.

Since then, the concept of FabLabs spread all over the world, not only in uni-
versities (more rarely in schools), but also as private or public spaces designed for
entrepreneurs ormorewidely for anyone interested in creating something. The spread
of digital fabrication labs has been triggered by a drop in the cost of digital fabrication
tools. In fact, in the early 2000s, prototyping equipment, such as laser cutters and 3D
printers, dramatically dropped in price. In 2009, the expiration of patents on FDM
3D printing led to a further drop in the price of desktop 3D printers (Bensoussan
2016). And open source software further popularized these technologies.

This radically transformed the nature of product engineering as it became much
cheaper and quicker to test new ideas and introduce tweaks in the prototype until the
optimal result was reached. Beyond applications in prototyping, digital fabrication
labs, or “makerspaces”, have become a reference point for Do-It-Yourself (DIY)
enthusiasts that were looking for the right tools and environment to experiment with
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their creativity. In these labs, anyone canmake use of digital fabrication tools to create
anything they consider useful, valuable or simply fun. Projects done in FabLabs range
from jewelry to furniture and all the way up to entire houses. In FabLabs, the maker
can also create something that does not exist today, but that they feel would be useful
to make (Ferracane 2017).

Tinkering is an important component of the making process. It is about solving
problems related to the development and realization of innovative ideas in a creative,
iterative and open-ended manner (Petrich et al. 2016). An important part of the
makers culture is that ideas and projects are freely shared among makers, and this
makes it possible to access a vast amount of know-how online, including the projects
mentioned earlier on DIY virtual reality glasses or on how to build a DIY lab for
scientific experiments. TheWaag’sBiohackAcademy is awonderful example of open
and accessible information on how to create a biolab, including DIY microscope,
spectrometers and many other interesting tools.

Most of the projects FabLabs has been used for, however, have remained in the
realm of prototyping and higher education. It was only in 2008 that the space saw the
first conceptualization of a project with an explicit focus on primary and secondary
education—with Stanford University’s FabLab@School project. Since then, espe-
cially in a selected number of countries, there has been a growing interest among
educators in primary and secondary schools regarding how to incorporate “making”
into the classroom.

Despite the novelty of this approach, making has already been shown to support
the development of an array of learning dispositions, including resourcefulness, cre-
ativity, teamwork and forms of adaptive expertise (Bevan 2017; citing Martin and
Dixon 2016; Peppler 2016; Ryan et al. 2016). In fact, the idea of “playful experimen-
tation” with tools and materials is a powerful one in the context of learning (Regalla
2016; Resnik 2017). When children make things with their hands, they are engaged
in active learning while having fun (Ibid.).

The recent studies on bringing a culture of making into schools through work-
shops and the adaptation of the academic curriculum suggest that students develop
proficiencies, as well as interest, in design and engineering practices (Berland 2016;
Kafai et al. 2014). And students also develop identities as creative thinkers and prob-
lem solvers (Martin and Dixon 2016). Making is also frequently interdisciplinary in
nature. An interdisciplinary learning is another important element in the education of
21st century citizens and workers, who will be faced with increasingly complex and
interdisciplinary challenges. This approach can leverage a reform of today’s highly
siloed education that reflects an older vision of the world, where workers were more
often than not doing the same routine tasks for their entire career. But the reality is
now different, and technological trends are creating new cross-functional roles, for
which employees will need to adapt to new roles with the help of technical, social
and analytical skills (WEF 2016b).

Through the process of digital design and fabrication, students experience “novel
levels of team collaboration” (Blikstein 2013), and learners frequently directly
request help from or offer it to one another, inspire or are inspired by others new
ideas or strategies for troubleshooting, and physically build on or connect their own
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work to the existing body of work of a fellow tinkerer (Bevan 2017; citing Gutwill
et al. 2015). More generally, a recent review of the literature on making in education
by Bevan (2017) shows that there is a growing body of evidence on the many ways
in which making can motivate and support learners’ activity, position STEM prac-
tices (that is science, technology, engineering and mathematics) as a powerful tool
to engage in interest-driven activity, and leverage cultural resources with the goal of
deepening engagement and learning.

Making in education can therefore be a tool to prepare our students with critical
foundational competencies, skills and personality characteristics needed in the 21st
century.

However, the application of making in schools is still very recent, and today the
vast majority of the makers activities are primary located in private and affluent
schools, museums and higher education (Bevan 2017; Blikstein and Worsley 2016).
This needs to change if we want to avoid that the benefits of digitalization remain
concentrated in a few countries and in the hands of a few privileged students. We
should make sure that all students have access to digital fabrication as part of their
academic curriculum so that the next generation can be equipped with 21st century
skills and students are prepared to express themselves to their full potential in the
digital era.

Making can be associated not only with teaching of STEM-based activities, but
with virtually any subject taught in schools today. It can promote learning in an
innovative and entertaining way: “by setting aside time for play, free exploration,
iteration, reflection, and sharing, (…) youth will have more opportunities to develop
self-awareness, collaboration skills, and decision-making abilities” (Regalla 2016).
By learning how to learn and make use of the process of tinkering, students also learn
the power of learning from mistakes, and they refine their skills through experience
and persistence. By cultivating a nimble perspective toward problem-solving, devel-
oping curiosity and becoming comfortable with “not knowing”, students develop
a maker’s mindset that will be extremely valuable in an ever-changing job market
(Ibid.).

Digital fabrication should also be a crucial extracurricular activity for students to
experiment with entrepreneurial ideas after school. Not only do FabLabs provide the
creativitymindset and environment to innovate, but they also considerably reduce the
time and cost of prototyping. Therefore, these labs lower the barriers for students to
prototype an innovative idea and reduce the financial exposure needed to test the idea
in the market. The students can make use of the tools in FabLabs to rapidly build a
prototype within a few hours and with costs below a few hundred euros—depending
on the complexity and size of the product. In the absence of a FabLab, the alternative
would be to rely on specialized machine shops, with each iteration costing up to
thousands of dollars and requiring weeks or even months for production.

More generally, access to creative laboratories outside the classroom would pro-
vide additional ways for students to express their creativity and let their imaginations
flourish in a less time-constrained environment.
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The Way Forward

The challenges ahead are not trivial. Digitalization can lead to a society that is more
equal, more just and where everybody can be supported to live up to their potential
and be able to express themselves. Digitalization can also lead to a society where
there are, on the one hand, a majority of students who have access to the benefits of
digitalization and, on the other hand, a big portion of students (most probably from
smaller cities andwith an already lower average income)whokeep receiving the same
education their grandparents but need to cope with a completely different reality. It
is inevitable that these students will find it harder to find a job and feel fulfilled in
the digital era, in turn developing a feeling of being left behind. Governments should
act boldly and timely to prevent this outcome.

All students need to receive access to 21st century skills to avoid an exacerbation
of inequality and deepening of the education gaps. Governments need to bring digital
fabrication into the curricula of all schools, starting not from themost open to change,
but rather from the periphery and those environments that are the least likely to change
without government intervention. As stated by some of the pioneers in bringing
FabLabs into schools: “we have the opportunity to give to millions of children a
new entry point into the world of knowledge and science, and give them a much
richer palette of expressive media for their ideas to become true, creating much more
sophisticated ‘objects to think with’” (Blikstein and Worsley 2016).

Finding a way to make this technology accessible across the board must be a goal
for all countries. More pilot projects should be welcome in this regard to investigate
how making improves education, how it raises interest (especially that of girls) in
STEM fields, how it can shape students’ choices regarding higher education, how
it can integrate students that do not conform with the current learning setting, and
how making can be integrated into the national curricula. An interesting analysis by
Samuelson and Brahms (2016), for example, finds that the success of bringing digital
fabrication into the classroom relies heavily on the school’s leadership, allocation of
space and integration with the existing curriculum. In doing so, governments can rely
of the network of FabLabs, makerspaces and similar projects already active in their
countries. These initiatives are a powerful source of lessons learnt and can contribute
to design policies that respond to the idiosyncratic nature of the national educational
curricula.

It will also be extremely important to take into account the socio-economic con-
texts of each school and to start by facilitating universal student access to the Internet
(EC 2018; Dotter et al. 2016). Ensuring that all students have access to computers
and the Internet is “no longer a luxury, it is a 21st century necessity” (Dotter et al.
2016). In addition, all schools should be supported financially to create a digital
fabrication lab in their premises. Digital fabrication tools can be very affordable and
virtually any school today could have a basic creative lab with an investment below
1000 Euros per school. A social project run in Sicily, for example, has brought cre-
ative digital education to over 850 students in the academic year 2018–2019 with
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overall costs below 10,000 Euros. The project is called Teens4Kids and it is run by
the FabLab Western Sicily (Ferracane 2018).

Also, the resources available online today related to the Maker Movement (DIY
projects, workshops and pilot projects, for example) aremostly in English, and efforts
should be welcomed to make sure information, workshops and best practices are
accessible to all teachers and all students in their own language. To give an example,
when searching onCoursera.org (one of themost used online platforms forMOOCs),
over 90% of courses are provided in the English language (own calculation). This
can be done by creating national platforms on which teachers and students can rely
to start experimenting with digital fabrication in their schools.

In addition, most of thematerial available online today is not created by educators,
but rather by DIY enthusiasts. The result is a wealth of information that often is not
shared in the most intuitive format, instead using rather technical terms and taking
a basic understanding of certain topics for granted. This can obviously scare away
students that do not have the basic skills to approach the material and, therefore,
inhibit the engagement of newcomers. This is why it will be crucial that governments
create new national curricula that are designed to respond to national priorities and
systems—so that all children in the country have the chance to start from scratch
together.

More generally, each country needs to identify those policies that create a solid
basis for their country to thrive on digital education. The WEF (2015) identifies four
key country-level educational areas that strongly diverge among countries and can
make a difference for promoting digital skills education: enabling policies (standards
that govern K-12 education), human capital (teacher quality, training, expertise),
financial resources (importance of education in public budgets), and technological
infrastructure (access to new digital tools and content via the Internet). With the right
complementary policies, the inclusion of digital fabrication into today’s curricula for
all schools can be revolutionary. Introducing digital fabrication into today’s curricu-
lum as a medium to support education in all subjects can be a powerful tool to teach
our students the skills of the future and to make sure the next generation leverages
digitalization as a tool to shape a better, more equal and collaborative society.
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While it is clear that technology is growing in importance in contemporary society, it
is un-clear how realistic the current debate on digitalization is. The debate seems to
simply split the target groups into hypers and victims. Understandably, the immediate
corporate interests of high-tech companies and the energy sector, as well as inter-
national competition, have a strong influence on the drive and speed of this debate.
Speed is fast becoming the new paradigm for policies by decision-makers and for
possibilities offered by new technologies. Ironically, the speed of human processing
(involving also handling of materials and tools—technological devices are also kinds
of tools) and human creative behavior, are too often neglected or entirely ignored.
This essay is an attempt to urge anyone involved in the digitalization process to keep
in mind that, whatever technology can offer, the end user continues to be human.
My focus is on the methods and motivations for new directives to enhance the use of
technology in education to include a proper understanding of natural human learn-
ing capacities, including the role of creative behavior. For this objective, we need to
improve our general understanding of the biological characteristics fundamental to
how humans perceive, act and react. These characteristics are common in all persons,
and are, in addition, the features that make each single person a unique individual.

Artists who create their works themselves, offering their work to other persons
for visual experience, play a key role in understanding these features. This is to
be distinguished from artists who may design their work on a computer and have
third persons or machines produce the work, or who only offer some concept that
will be executed by another person, an industry or machine. Real creative artists
have much experience in creating artifacts that, in and of themselves, by their visual
and tactile presence, naturally appeal to a viewer—an appeal that stimulates brain
processes involved in focusing attention comparable to how music affects attention.
It is crucial to acknowledge that the visual experience of works of art trains a viewer’s
general ability to focus attention. The value of the experience of the artwork is not
limited to the artwork itself, and it is important to distinguish between what we are
told art would be about and the biological impact of experiencing art.

This may seem irrelevant to the subject of digitalization but is actually key to all
technologies that involve the human end user. Human perception, experiences and
subsequent behavior are reflective processes. Many technological devices demand
quick jumps in attention, hardly allowing reflection, thus ignoring the complexities of
ourmind/body by focusing only on speed. The natural need for reflection is obviously
also amain reasonwhy creativity or creative behavior plays such a key role in society.

Managing Digital Technologies—In Sync with Different
Purposes and with Human Capacities

To open the debate on technology, one may first distinguish between technologies
evidently useful for doing things better, faster and on awider scale—while improving
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data storage and data communication—and technologies that interact directly with
humans.

While, in the first case, speed obviouslymatters for economic and geopolitical rea-
sons, in the latter, speed in implementation of technology depends on the (re-)active
involvement of a human being. This is important in the debate about technological
upgrading and thewaywe as humans respond in the agewhere advanced technologies
are increasingly important in everyday life. In light of the common understanding
of AI (artificial intelligence), the way digital products interact with humans should
be critically reviewed from the perspective of human abilities. However, one must
question if what is presented as AI has anything in common with human intelligence
or natural human behavior. Unquestionably, very smart technological advancements
evolve all the time, yet there continues to be a large gap between what is actually
possible and what would be theoretically possible. This is comparable to the issue of
quantum computers: though in theory, such fast computers are possible, many com-
plex problems still have prevented the realization of this technology, even though
the word quantum is frequently (and incorrectly) applied to market technological
applications.

Because creative behavior is a natural and basic aspect of human life, creativity
is an essential part of any person’s ability to properly function in social or work
situations. In situations where the same action is repeatedly demanded, or merely
a limited amount of variations of the same action are called for, such actions can
obviously be replaced or even done better by a computer, a robot or other machine.
Inmost professions—and in society in general—however, individual intelligence and
therefore creative behavior cannot entirely be replaced by technology. This is one
explanation for why professionals in the high-tech industries continue to fly around
the globe to meet other individuals in person instead of interfacing by technological
means. An interesting observation is, that in some discourses “machine learning” and
“machine intelligence” is preferred over “Artificial Intelligence”. “Machine learning”
clearly indicates “what a machine can learn” which is obviously not the equivalent of
human learning, while it might be more sophisticated than human learning regarding
a specific task (like fast communication).

Keeping Humans in the Loop—Natural Interaction Between
Humans and Machines

Human brain processes are tremendously fast, but human (re)action involves looping
processes within the brain, a necessary repetition of perception, involving more than
just one particular part of the brain and involving the rest of the body, as well (the
brain being a part of the body). The use of one’s arms and hands, for instance, is not a
handicap in any desired (re)action but rather enhances those brain processes naturally
involved in focusing attention. In education, it is important to make new technologies
available to young people, to extend their abilities to contribute to contemporary and
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future society and to allow them to add value tomany professions in higher education,
industry and commerce. New visions for the education of coming generations in
an enhanced digitalized society can only be useful when these perspectives take
into consideration the natural parameters of the student’s capacity for perception,
experience and learning. These natural parameters have not, in fact, changed much
over time.

A decline in the capacity to focus attention in any substantial way has been
observed in the members of more recent generations, especially those who have
grown up with a large amount of screen time, obviously including smartphones and
tablets. This clearly must alert policy-makers involved in setting new parameters for
a digital education following technological developments. Digital devices serve as
valuable props for the development of young people’s personalities in the hybrid age
and are essential to extending capabilities in order to contribute to contemporary and
future society and to prepare for a variety of professions. However, these devices
cannot replace those human features that are basic for the individual functioning in
society.

Policymakers who wish to reform person-machine interfaces in the future should
therefore reflect onfindings fromvarious fields of science to consider humanbehavior
but especially to learn from neuroscience. As opposed to the current tech debate
among policymakers, a more widely reflected approach is required for reforming
digital education.

How to Adjust Education

Policymakers direct schools tomake young peopleworkwith digital devices through-
out their education, replacing activities such as writing by hand. In the meantime,
cognitive neuro-researchers have discovered that the use of smartphones and tablets
in schools has caused new generations to grow up with a lack of substantial and
longer-focus attention. In the media and on the internet, one can find an abundance
of information about the impact on learning and social behavior of uncontrolled or
excessive exposure to and focus on smartphones, tablets and computers (including on
disrupted development of speech, sleep and anxiety disorders). There is, obviously,
also information disregarding or even denying dangers to society, an impulse moti-
vated by the industries that benefit from a growing market. Although policymakers
certainly have to support the interests of such industries, the proven problems should
motivate them to set priorities and limits. Predictably, at some universities, this lack
of attention has been observed in undergraduates. This inability to focus for longer
periods of time will prove disastrous in many businesses, research and teaching posi-
tions, as well as in many other professional occupations. This development should
alarm anyone with a serious interest in professional education. These neuroscientific
findings and general observations do not mean one should not include digital devices
in education, but rather it should make the determination of the right balance the pith
of the matter.
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Studies demonstrate that optimal parameters for educating young people should
include training in mind-hand control. Handwriting, for instance, has the underesti-
mated advantage of a reduced speed that works naturally well for the brain to focus
and process attention. The culture of handwriting by itself is not the topic here, but
how the speed and character of mind-hand control matches learning capacity. The
repetition of focusing on the same action causes the involved brain circuits to process
the perceived information to such a degree that focus may become strong enough to
be impregnated in long-term memory; in other words, a physical action like writing
by hand allows real learning—an individual’s acquisition of knowledge and abilities.
This observation has everything to do with biology. When thinking about digitaliza-
tion in education, one should find the right combination of continuing training in
handwriting and other focused physical training—such as drawing or the manual
creation of 3D objects or dance—along with the use of digital devices. Debates on
education and learning processes frequently include references to creativity.

Creativity—One of the Least Understood Features
of Natural Human Behavior

Butwhat is human creativity?Avoidingmere philosophical debate on defining human
intelligence, one may nonetheless define creativity and the focus of attention as key
notions in a human-centered debate about digital transformation. Creativity is the
process of finding new solutions—which are mostly variations of known, established
solutions—and is not limited to, nor the equivalent of, fine arts but is a core feature
of human behavior.

Unfortunately, the ongoing tech debate focuses mainly on the advantages of tech-
nological devices, not on technologies as perceived and experienced from the per-
spective of the end user. The designs of wireless remote controls in consumer elec-
tronics of the 1990s—with too many buttons—are a classic example, teaching that
ignoring the behavior and preferences of the consumer makes corporations lose their
market shares to corporations with an advanced interest in human semantics. To
become successful, a technology must offer space for stimulating human creativity
and natural focus of attention, instead of obstructing both. Acknowledging natural,
human behavior not only helps people, but it also supports increases in sales for tech
companies.

In the tech-education debate, some experts focus on homo ludens (the playful
human)—a model that underscores the importance of elements of play in a culture
and society. Although humans are fascinated by gaming, it demands less focus than
creativity, which requires substantial and deep attention significantly different from
attention in gaming. The brain’s incredible speed in absorbing information is helpful
in gaming, but this activity only summons a focus of attention that does not linger
enough to contribute to actual learning. For learning and creativity, information must
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be processed in a sequence of repeated observations that loop within the brain. This
process demands a different level of concentration than a game allows.

A holistic education must enhance creativity in a person, not by putting pressure
on the student to reach a pre-defined result—as is the case in gaming—but by focus-
ing on fragments of the subject, gradually building toward the generally described
objective or task. Creativity requires reduced speed. Many artists know that creativ-
ity is a process of finding and reflection, not of searching with a fixed goal. Most
artists are aware that they think with their hands (nelle mani), not only with their
minds. “Nelle mani” is a term originally coined in the Italian Renaissance, referring
to the way that experienced artists allow their hands to lead what they do in paint-
ing or sculpture (Ilgen 2014). Additionally, creativity is known to be stimulated by
pragmatic parameters, for instance, set by the limited range of physical properties of
the human body, or by the conditions of certain circumstances in the real world. Of
course, experience, knowledge and training additionally play crucial roles for artists,
like for any person.

In the later 1980s, when personal computers were introduced at universities for
architecture—obliging students to only work with CAD programs—the professors
soon discovered that the students had not developed any sense for space in their
designs. Understanding the dilemma, the staff decided to hire an art professor to teach
the students free-hand sketching from life. This is an exercise that stimulates the brain
to focus on spatiality. In drawing from life, eyes-hand-mind control, and the slow
speed involved, allow the brain to process various features of three-dimensionality;
staring at a computer image does not encourage the development of these skills.

Focus of Attention—The Key Factor for Education

Focus of attention is a relatively young field in cognitive neuroscience (Posner 2012).
Here, too, we may distinguish between different but overlapping and dialectical
(mutually influencing) ways of focusing of attention: one may be described as bio-
logical by nature, the other as psychological. The biological factors involved in the
focus of attention deserve to be taken seriously, because the impact of biological pro-
cesses on our behavior is, although not the only influence, still much larger than most
people and certainly most policymakers are aware of. Biological processes within
our bodies—caused by the complex ways our mind/body responds to and interacts
with our immediate environment—come into play in everyday behavior (otherwise
a person, for instance, could never walk up or down stairs) and, obviously, in han-
dling any technological device. As early as the 1990s, high-tech developers liked
to talk with and study creative persons such as artists, designers and architects, to
understand their creative processes in order to improve human interface technology
(Candy and Edmonds 2002 [2019]).

The psychological focus of attention is influenced by one’s personal history, and
this includes a person’s family background, culture, society and education. It must be
noted that themajority of research on the focus of attention is done in controlled, even
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confined laboratory settings, excluding many features of natural behavior and per-
ception. Still, the obtained knowledge is useful for understanding focus of attention
and might help to improve technological applications. A large part of the research
about attention is naturally about vision and the involvement and influence of eye
movements on the shifts of attention. Attention is also stirred by other senses, such as
sound, smell, or feeling heat, cold, drafts or touch. Events in our field of vision may
trigger eye motions but do not necessarily influence our attention on a one-to-one
level. This phenomenon is the cause of many car accidents. A driver may have his
eyes open, and his eyes may move in response to all that is happening on the road,
but when he is too absorbed in thought, or is distracted in any substantial way (like
by using a cell phone), he may not consciously notice dangerous situations.

It is, of course, possible that a mature artist—or scientist, or economist, or CEO—
may think that when he or she brings a higher amount of attention to bear on those
features important to his or her profession, then attention for other things diminishes.
Some capacities are delegated from the brain to other parts of the body. Trained, repet-
itive physical actions involved in attention are stored as motor reflexes. Examples
include walking stairs, the professional use of tools or quasi-tools in sports, like
in golf, tennis or hockey. Technology can replace or enhance certain components
of human behavior, but it cannot replace the fundamentals of being human. A neat
example, as mentioned earlier, is that even leading specialists in advanced tech-
nologies need to fly around the globe for their profession, regardless of cutting-edge
communication technologies: they prefer personal encounters to video conferencing.

Lessons Learned from the Art World—Applied
to Digitalization of Education

Though obviously more complex, here I would like to select and emphasize two
kinds of focus of attention: the focus of attention in learning, training, assembling
knowledge and creative abilities, and the focus of attention on a fixed mission. In
other words, the first is the focus of attention of target groups, the second is the focus
of decision-makers.

While this subject is relevant for the discussion on digitization and digitalization,
the following remarks may demonstrate the gap between policymakers’ good inten-
tions and the views of their target-groups. This gap turns on differences in focus of
attention. Most persons who decide to visit a museum have a pre-set focus to enjoy
a nice day looking at many things to distract their main focus away from their every-
day concerns (job, family, finances, politics). The curators of that museum have an
entirely different focus, mainly aimed at creating exhibitions with subjects intended
for lecturing the public and aiming for their own peer recognition (with regard to their
possible next jobs). The art world repeatedly demonstrates that such differences in
basic focus collide (Ilgen 2017). Art professionals who wish to be of contemporary
relevance are convinced that their exhibitions should include new technologies as
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typical main interests of our time. Though it is correct that people use technologies
at work and at home, the implementation of such kinds of technology in museum
exhibitions is amisjudgement, since it does not correlate with the reasonswhy people
visit a museum or gallery. It is no surprise that the attendance is globally declining for
museums of contemporary art, while attendance is increasing for museums showing
art from history until Modernism.

At the 2015Venice Biennale, for instance, themajority of exhibitions showed dig-
italized videos displayed on large screens in darkened spaces. Many visitors quickly
went in and immediately out, often with some irritation. After all, visitors traveling
far to Venice with the purpose of enjoying the sun, the city and the Bienniale are
hardly inclined to be captured for long in such darkened spaces. While from an art
professional’s point of view there was nothing wrong with this choice of artworks, it
clearly collided with their target audiences’ focus of attention. Equally, at the oppo-
site side of the spectrum, when one decides to go to a cinema, one focuses on the
enjoyment of sitting in a darkened space, immersed in the large screen projection
and sound. Now imagine how that viewer would feel if it was not a movie that
was displayed but a painting, or a person on the stage reading aloud from a book?
For the Biennial’s own statistics, every visitor that went through the entrance door
was counted—a normative way of surveying attendance and delivering proof of a
successful exhibition.

Video art and other digital art have their reasons for being, but clearly do not
work in all circumstances, and one understandably sees a steady decline of such
(digital) technologies in exhibitions. All professionals in the art world are challenged
to understand their target audiences, to improve their understanding of the naturalness
of the focus of attention of exhibition visitors and to learn from neurobiology why
the traditional art media (painting, drawing and sculpture) continue to be successful
in terms of natural visual appeal. With justification, one should pose questions about
purpose, time and place that have much to do with focus and attention, and therefore,
are fundamental for setting parameters for each new technology.

Basic Human Capacities—In Art as Well as in Education

In general, many feel that coming generations will be different, better informed and
smarter, certainly when it comes to handling new technologies. While some of this
will be true, this exaggeration must be set against the acknowledged fact that the
human brain biologically does not offer reasons to assume that the next generations
of people will be very different. The brain has vast but limited possibilities. In very
simple terms, the brain’s capacities can be imagined as a table loaded with many
objects. If one object is enlarged, taking up more space, some other objects will
fall off the table. A person may accomplish specialization—collecting, building and
maintaining vast knowledge on some specialized subject—but this comes with a
price. Extreme specialization on, for instance, highly abstract thinking may lead to
deviant social behavior.
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The basic features and capacities of the human organism have not fundamentally
changed since early homo sapiens—meaning, for instance, that artists have a very
large choice of artistic expressions but still must remain within constraints set by the
limits of their bodies. Having two arms and two hands offers us a large but still limited
range of movements. It is fascinating that exactly these limitations set the parameters
for the cohesion and analogies between creative expressions in art, which, again by
these limitations, appeal naturally by analogy to any other person. This provides
an important reason why traditional painting and sculpture through natural appeal
spark and stimulate focus of attention. Also, the matter of natural limitations is an
important reason why creative expressions in which the human body is not involved
may attract some attention but do not appeal to the same degree. This observation is
not limited to fine art but also applies to music.

Art is strictly linked to our natural perceptual preferences—not merely those of
the mind, but also those that involve the whole body—and therefore remains close
to the natural, human behavior and needs. It is fascinating that people throughout
human history have needed creative expressions as a virtual intermediary for inter-
acting with the world. Though it is beyond the scope of this essay to explore this
observation in depth, for stimulating more thought on creativity (and technology) it
is useful to remark here that artistic expression revolves around a limited range of
variations. Sameness can be found on the level of visual appeal, tactility and compo-
sitional preferences; differences are expressed in verbal explanations following local
(cultural) and individual preferences. Such sameness is by approximation, otherwise
we could not distinguish between a work by Michelangelo, a Bernini or a Rodin.
Artworks are figurative or abstract, may be described as beautiful or ugly, but these
features are all less important than their visual appeal and thus, like music, offer the
brain a stimulus to temporarily find some biological relief important for the brain
to stay healthy. This is not a matter of culture, nor of criticism on what technology
can offer, but a matter of how human beings function. This is a crucial lesson to be
learned in any thinking about education.

When one realizes that art professionals do not consider the natural side of expe-
riencing art, it becomes clear why the drive for endless disruptions of supposed
traditions in art has led art professionals astray, away from the basic interests of their
target audiences. It is revealing that in all debates about technology and art in all the
many discussions—from the innovation of tools, the subjects of artworks, the process
of making art as a technological process, up to the psychological understanding of
how people verbalize their art experiences—there is little reference to the biological
processes within our mind/body evoked by the artwork. It is possible that the real
purpose of experiencing art may be different from what it seems to be at first glance,
involving just the senses. The natural chain reaction in our organism is, perhaps,
what art actually is for. Comparably, we may discuss culinary culture by analyzing
the structure and ways of the preparation and presentation of food, or the enjoyment
of the glamour of a star restaurant, but we would miss the real natural need to eat
(energy) and to socialize with others (self-reflection). The restaurant that does not
take into account the limits and abilities of the human palate is bound to fail.
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The processes of naturally experiencing art (for a large part a biological process)
explain why, for instance, new technologies—including digital andAI-manufactured
art—can never appeal beyond the degree of any screen-saver or decoration. Artworks
that are not manually made do not have the capacity for holding anyone’s attention
long enough to affect long termmemory, while classical media such as paintings and
sculptures do. This is one of the reasons for the growing gap between the art that
professionals continue to promote in their institutions and the art that people like to
include in their own environment: their homes.

The capacity of holding one’s attention refers to the way our eyes, without any
conscious decision, can be attracted by something we look at—for instance, evoked
by the visual features of an artwork. When the artwork offers the right visual stimuli,
the eyes may roam over the work repeatedly and the focus of the brain follows suit,
focusing our attention. This biological process does not deny the influence of art
historical knowledge or fame of an artwork or the artist, but plays a more crucial role
across the board than is acknowledgedby art professionals and is key to understanding
howandwhypeoplemay consider artworks appropriate for their private environment.
The involved process of focused attention, causing a relaxing experience, a diversion
of the main focus of the brain (on everyday problems of jobs, politics) and thus a
sense of well-being, is likely the actual experience of works of art, not so much what
the artwork represents. This kind of focus of attention, diverting the brain, is known to
be fundamental for developing solutions and creating new ideas. An important lesson
for any developer of technology and for any policy-maker regarding education is not
to be blinded by new technological development in and of itself, but to check the
usefulness of such developments in direct comparison to people’s natural behavior.

Conclusions

In the immediate context of this book,Re-designingOrganizations—Concepts for the
Connected Society, for technology or the implementation of technology to be most
effective, it is key for policy-makers to focus on speed for economic or geopolitical
reasons. But it will be just as important for the future of human beings in a hybrid age
to recognize the various human capabilities by which people can naturally handle
and apply the speed of technologies.

Even in the early days of the first—mechanized—industrial production, maximiz-
ing the speed and efficiency of value-added chains was seen to be the only logical
decision from an economic perspective. Workers were assumed to be extensions of
the machines, merely adapting and hanging on. This attitude toward the relationship
between technologies and human workers disrupted profitable production, causing
many mistakes in production circles, as well as unhealthy conditions for workers.

Digitalization has the potential to improve business efficiencies, e-governmental
services, and education to foster advancements in society. This can be successful
when policymakers learn to understand the functioning of the human being and
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the natural behavioral constraints as set by biology. One has to search for a useful
synthesis of human demands and human abilities with technological progress.

All thoughts and conclusions described in this essay aremyownwhenno reference
is mentioned in a footnote. My reading has been interdisciplinary, and I have also
gathered information by interaction with many specialists from a wide range of
professions. Although I have done my best to refer to the correct sources, I apologize
when I have not mentioned sources I am not familiar with and will add appropriate
acknowledgements in any future edition (Ilgen 2004, 2014).
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Chapter 27
The (Post-)Digital University

Markus Deimann

Introduction

We live in an age of change. This is the story we hear constantly. It is so big that
every realm of society is part of the change. In a 2018 report, the World Economic
Forum addresses Future Scenarios and Implications for the Industry:

Incremental change is not an option any more in the construction industry. By redefining the
ultimate frontier, leapfrogging innovations in construction will finally help address major
societal challenges, from mass urbanization to climate change. The widespread adoption of
game-changing innovations that consider a variety of possible futures is going to make a
serious impact, socially, economically and environmentally.

In a similar vein, in 2017, theOrganization for Economic Co-operation andDevel-
opment (OECD) issued the report Key Issues for Digital Transformation in the G20,
in which it is stated:

As the cost of data collection, storage and processing continues to decline dramatically and
computing power increases, social and economic activities are increasingly migrating to
the Internet. Technologies, smart applications and other innovations in the digital economy
can improve services and help address policy challenges in a wide range of areas, including
health, agriculture, public governance, tax, transport, education, and the environment, among
others. Information and communication technologies (ICTs) contribute not just to innovation
in products, but also to innovation in processes and organizational arrangements.

In these and other reports (World Bank 2018), change is described as driven far
and foremost by digital technology and the capitalist economy. They set the agenda
for politics, which traditionally shapes social relations. Yet the agenda is more or less
a hidden one as there are new values coming along with the change that are not based
upon a general agreement but are set up by a small group of experts, entrepreneurs
and evangelists as part of a new “digital feudalism” (Morozov 2016).
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There are parts of the society that seem especially appropriate for the new values
circling around an entrepreneurial approach with respective metaphors such as dis-
ruptive innovation and methods like design thinking (Vinsel 2017). Other parts—in
particular, education or the arts—have their own, inherent values that are about to
clash with the new values.

With this brief preliminary remark, I intent to shed light on something that is
not discussed much, but rather taken for granted. Technological innovations are
inevitable for our society, and there is tremendous evidence from history that any
society thatwants to endure needs progress (see for exampleSmith 2003). This is even
more apparent with the rise of Information and Communication Technologies (ICT)
and the resulting narrative of digital transformation, which urges us to take matters
into our hands. Every field of society is called upon to immediately update/upgrade
its mechanisms and organize its principles according to the “digital logic”. The
prototype is described using the language of software engineering and versioning
(1.0, 2.0, 4.0) to suggest that a new stage of development has been entered. Now we
have reached the Fourth Industrial Revolution, which is characterized by a fusion of
technologies and the blending of digital and biological spheres. Whereas the number
of technological breakthroughs is undoubtful, the impact on culture and education
has just begun to emerge. Therefore, to all appearances, Education 4.0 (or Bildung
4.0 in the German discourse) (Deimann 2017), is the term that is now used to signal
that digitization is prevailing.

Yet the transfer from the logic of software engineering to education is so brute that
it neglects and suppresses all the inner philosophies and cultural practices that have
been developed over the last centuries. Even more bizarre, it is argued that the entire
institution of the university has become obsolete thanks to the Internet and its digital
offerings in the form of Massive Open Online Courses and others (Harden 2012).
With all the content available on the web, there is no need anymore for a curated and
cultivated knowledge production and dissemination system. This also holds true for
certificates, which do not need to be issued via a university but via use of Blockchain
technology (Kariuki 2018). However, Blockchain is also an expression for a lack of
trust in authorities, governments and institutions (Baur and van Quaquebeke 2017).

There are other examples of such technology-focused debates that are put for-
ward to shape the future of the university without taking care of social, cultural and
educational factors. It is thus important to have a much more balanced examination
if we want to sketch out the “Digital University”. In the following sections, I intend
to do so by unknotting dichotomies that are influential in current discussions (e.g.
digital vs. analogue) with regard to certain functions of the university (e.g. teach-
ing and learning). This can help to bring rivaling perspectives closer together. The
perspective I want to suggest is informed by the concept of postdigital:

“The term ‘Postdigital’ is intended to acknowledge the current state of technol-
ogy whilst rejecting the implied conceptual shift of the ‘digital revolution’—a shift
apparently as abrupt as the ‘on/off,’ ‘zero/one’ logic of the machines now pervading
our daily lives” (Pepperell and Punt 2000). It can be conceived of as a state of being
rather than the constant continuation of a process following distinct phases (1.0–4.0).
Thus, there is no linear progression—such as the teleology that is ingrained in video
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and TV technology (e.g., from SD to HD to 4K)—but a mixture of subtle cultural
shifts and ongoing mutations caused by digitalization and the global digital infras-
tructure (Cramer 2014). Postdigital allows a rethinking of the future of the university
in a less heated way (beyond revolution and dystopia) but with a closer look at the
power structures that emerge from the various entanglements between the digital
and the non-digital. As Losh (2014) has written in The War on Learning, there is
an immense pressure to recast the university as a product designed according to the
demands from vendors of educational technologies.

Therefore, following the discussionondichotomies, Iwill outline a line of thinking
regarding the post-digital university.

Current Dichotomies in Relation to the University

One of the most prevailing dichotomies in current debates about the future of the
university is analog versus digital. On a basic level, it refers to history: essentially, a
very long time ago in Europe, some people had the idea to come together to collect,
preserve and distribute knowledge. The gathering took place in a brick-and-mortar
environment with the emblematic lecture hall. Therefore, the buildings were not
only home to the academics, they were also the manifestation of the philosophy of
scholarship.

With the advancement of technology, especially in the 20th century, this idea has
come under criticism and new forms of distance education emerged. Television and
video offered new possibilities for teachers and learners to exchange knowledge,
even when they are not together in the same place at the same time. Yet, there were
still buildings—for example, for the administration of education. Nowadays, this
seems to be becoming obsolete thanks to digital infrastructures (i.e., the Internet)
that offer a virtual space that contains all the necessary elements to study. Whereas
in many distance education programs there is a residue of the traditional brick-and-
mortar education, digital/virtual education attempts to eliminate that—for instance,
MassiveOpenOnlineCourses (MOOCs) offered on virtual platforms such asUdacity
and Coursera, with additional support and resources for online studying.

However, concepts that are used to signal a new model of education are often-
times flawed, such as “Digitalization”, which basically means a transformation from
information presented in analog format to digital format with discrete and discontin-
uous values (1 and 0). In contrast to that, analog information contains varying values
with a lot in betweennesses the 1 and 0. This allows the expression and storing of
information in many different ways, such as punch cards.

Besides this material and the technical process of converting information, there
is an additional meaning of the term digitalization, namely “(…) the way in which
many domains of social life are restructured around digital communication andmedia
infrastructures” (Brennen and Kreiss 2016). Digital does not necessarily have to be
electronic, such as a mechanical typewriter. Conversely, “analog” does not mean
non-computational or pre-computational, as there are analog computers. A similar
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confusion that exists pertains to “virtual and digital”, which are used interchange-
ably. Instead of such subtle nuances, digitalization is typically defined as an open,
dynamic, multiperspectival and unfinishable process that has become a significant
configuration in people’s lives—i.e., the lifeworld (Fors 2010). This is triggered by
several convergences, such as regarding the infrastructure or devices. Smartphones
are a telling example, as they not only physically consolidate many devices, but they
also connect activities that were earlier linked to separate media (e.g. watching TV,
reading the newspaper).

But even when the concepts are applied in a more accurate way, there are still
dichotomies that are delusive. A prominent example is online versus offline, which
refers to two separate states bywhich one is either connected to the Internet or not. Yet
with the emergence of mobile computers and portable hardware, the digital and the
physical are blending, and there is a rather constant status of being online. In addition
to that, more and more physical devices (e.g., refrigerators) are using sensors to be
(inter-)connected. They provide an additional layer to reality (“augmented reality”)
that also merges the digital and the physical world.

The constant drive for (inter-)connections between humans, machines and ser-
vices sheds light on another dichotomy. Universities have—for a long time—been
conceived of as single entities or monoliths that unite the basic functions of teaching
and learning under one roof. Yet with the rise of science and technologies, the idea of
a Universitas magistrorum et scholarium has become less important. Instead, there
is a set of networks and communities that operate on their own and that are somewhat
outside of the university. They have stronger links to the society and are aimed at a
Third Mission, which is about opening scientific investigations and research projects
to laymen. This is amplified by network technologies and Internet platforms (e.g. EU
Citizen Science Platform) that offer a digital space to share ideas and to collaborate
on projects generating a vast amount of resources. With these citizen scientists and
other related activities, the monolithic construction of the university becomes ques-
tionable, particularly given the free flow of information on digital networks. One can
argue that the monopoly of universities vanishes, because they are no longer the out-
standing place for generating and distributing knowledge in the form of research and
teaching. However, such claims are often put forward from the outside, neglecting
the distinctiveness of the academic culture.

A third dichotomy that is revealed by constant technological advancement pertains
to education as a “beautiful risk” (Biesta 2013) versus an algorithmically adminis-
tered task. Based on a neoliberal agenda that seeks to make education more efficient,
educational technologies are utilized to support/augment/replace teachers. Again,
advocates are mostly from outside pedagogics and ignore the educational philoso-
phy that is based on the fundamental belief that education is unpredictable, open-
ended and risky. This is a challenging message for economists who want to create an
educational system with a perfect match between input (costs) and output (“human
capital”) and technologists who want to “solve” alleged problems. A telling exam-
ple for such a vision is presented by Knewton, a company specialized in adaptive
learning technologies:
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“We think of it like a robot tutor in the sky that can semi-read your mind and
figure out what your strengths and weaknesses are, down to the percentile. (…) We
can take the combined data power of millions of students—all the people who are
just like you—[who] had to learn a particular concept before, that you have to learn
today—to find the best pieces of content, proven most effective for people just like
you, and give that to you every single time”. (Westervelt 2015).

With the ongoing digitalization, a new line of conflict is emerging:On the one hand
are the technocrats and “solutionists” (Morozov 2013) who want to redefine educa-
tion based on the mandate of innovative technologies and the overall transformation
of society. Opposing them, on the other hand are practitioners, scientists and philoso-
phers of educationwho also attempt to redefine education, but fromwithin education.
Yet, besides these apparent discrepancies, there is also a commonality: Both follow
essentialist and instrumentalist perspectives (Hamilton and Friesen 2013) for the
integration of technology. As Hamilton and Friesen (2013) have argued, these posi-
tions are flawed and fail to capture the complex interplays between the social and
the technical. The next section will provide an idea to overcome this.

How to Think About the Post-digital University

The prefix “post” is intended to give “digital” ameaning distinct from the one usually
applied. Post-digital means to signal a new normality and to reject just another
hype in the education business. As could be witnessed with the rise of the MOOCs,
strong claims have been made with regard to the alleged changes for education
and the university. Now, new trends like the Internet of Things or Blockchain, as
well as renewed interest in Artificial Intelligence, emerge with similar patterns in
media coverage. Also, in the past—such as with “E-Learning”—it has been a steady
hyperbolic rhetoric.

From an educational standpoint, neither hype nor dystopia serves as a good
adviser. Therefore, instead of disrupting or preserving the university, post-digital
offers the possibility to continue the core mission (with a set of principles and values)
in light of changed conditions. To give an example, learning management systems
(LMS) have been commonplace for a decade, but they are also still talked about as
something new. A post-digital perspective is based on this normality and focuses on
new practices that can be derived from the interplay between technology (LMS) and
education.

Furthermore, educational values (e.g., participation) can guide the selection of
certain technologies, services and protocols (e.g., open source software) and can
underpin the architecture of digital infrastructure. The project “Domains of One’s
Own” is an insightful example of such a system as it gives students the freedom
to tinker with their own webspace and get acquainted with the logic of the web.
In contrast to closed, proprietary platforms such as Facebook, the web is an open
playground that offers new forms of collaboration and communication. Moreover,
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hosting your own domain sensitizes the learner to become more mindful about the
backend of the Internet.

As could be witnessed with the so-called #PizzaGate—on December 6, 2016, a
28-year-old, heavily-armed father drove from Salisbury, North Carolina, to Wash-
ington, DC, to rescue children who he believed to be imprisoned at a small pizzeria
as part of a large conspiracy including Hillary Clinton (Fisher et al. 2016)—network
technologies and online behavior can be misused in a way that is in direct oppo-
sition to the earlier promises of the Internet as a technology of liberation. A lot of
the developments that have led to #PizzaGate took place underneath the surface of
the shining and soothing platforms and websites. They are providing an enormous
challenge for universities and their mission of being a reflective entity for the current
state and the future of humans and societies.

It is also a challenge that should not be answered with quick and repetitive solu-
tions, such as integrating computer science in the compulsory education curriculum
(Passey 2017), but rather with a balanced mix based on an informed understanding
of educational philosophy, educational technology and the recent developments of
Internet politics.
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Chapter 28
Managing the Digital Change in Higher
Education

Barbara Getto

Introduction

Within the past ten to fifteen years, digital media have come to play an increasing
role—also in the higher education sector. The increasing digitization of life and
work offers potential. Unlike in some other areas (e.g., like in themusic or publishing
industries), in education we are not experiencing anymassive change in the “market”
through digitization. Even if new actors and service providers take over tasks at
various points, the system remains in place (see also Getto and Kerres 2018). Here
we experience no disruption and no displacement through a new business model.
The term “digital transformation” often refers to a “disruptive approach”, and there
is concern (or even hope?) that digitization would fundamentally change the system
of education. But it seems more the case, that the role of digitization as a “driver”
is often overestimated. Digitization will not magically revolutionize the system by
itself. But it clearly does offer opportunities to change and rethink processes. The
challenge, though, is not to create a new system from scratch, but to shape the existing
system and, therefore, to drive changes that can harness the potential of digitization.

Shaping Digital Transformation in Higher Education

The systemic implications of e-learning for higher education are discussed by de Fre-
itas and Oliver (2005), who refer to design options for the introduction of e-learning
and criticize the frequently supported assumption of “Fordism” in the discussion
(Clegg et al. 2003). The digitization of study and teaching is a comprehensive pro-
cess of change that involves actors at various levels and, in addition to promoting
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e-learning, affects all areas of the university. The universities must adapt to the
changes and anchor digital technology as a tool for knowledge development, devel-
opment and communication, but also face the new societal challenges in the content
they are teaching. Since the beginning of the state funding programs at the end of the
nineties, priorities have been identified for the sustainable anchoring of digital media
in teaching and learning. From the development of the first technically focused teach-
ing innovations in the “pioneer phase”, to the phase of cross-university cooperation
in the multimedia field, the question was whether e-learning would work at all, find
acceptance and lead to the same or better learning outcomes. The later phases dealt
with the question of the sustainable anchoring of digital media in universities across
the board. Infrastructural questions, competence development, as well as personnel
and organizational development were focused.

Actors in universities perceive the challenges of digitization differently, and they
react differently. With reference to E. Rogers’ model of a “technology adoption
lifecycle”, the diffusion of technological innovations in higher education has been
described (e.g., by Euler and Seufert 2005). Ultimately, however, the process of
change is considered to be the decision of individuals who are moving in a group-
dynamic process. Therefore, their decision to turn to digital media depends on the
experiences of others. Porter et al. (2014) applied the adoption model to institutional
policies and structures of U.S. universities, distinguishing three phases that they stud-
ied at 11 higher education institutions. However, the special institutional framing of
action at German universities—with their different levels of actors and constella-
tions—is not systematically addressed. For this reason, it remains difficult to derive
recommendations for higher education as a whole. Bogumil et al. (2013) outlined
some of the specifics of higher education institutions in German-speaking countries,
which include both the characteristics of an institution and an organization. Kehm
(2012) describes universities as “special and incomplete organizations”, because they
lack the many possibilities of governance required for consistent strategy implemen-
tation. These two perspectives, briefly outlined here, have major implications for the
question of how to tackle the challenge of digitization.

Opportunities for Digitization in the Area of Study
and Teaching

Today, universities are increasingly adopting digital technologies for teaching. A
lot of research has been devoted to analyzing the effects of educational technology
on learning. For more than five decades, research on digital media in learning has
studied the effects of educational technology on achievement in schools and higher
education. Given the vast number of single studies on the topic, meta-analyses have
been conducted to aggregate these findings. Since the seminal work of Kulik et al.
(1980), the results of these meta-analyses demonstrate a remarkable stability: Digital
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technology can improve learning, especially when combined with traditional face-
to-face instruction, with different strengths in various fields of education. With the
proliferation of meta-analyses, Tamim et al. (2011) gathered these results into a
meta-meta analysis, again proving a significant but small effect that, “the average
student in a classroom where technology is used will perform 12 percentile points
higher than the average student in the traditional setting that does not use technology
to enhance the learning process” (p. 17). Therefore, the goal of educational reform
in universities cannot be confined to the implementation or dissemination of digital
technology in the classroom. It must center around the options digital technology
offers for new teaching perspectives for the development of new curricula, new
instructional methods and new ways to offer and to arrange learning opportunities
for students.

This short summary of major findings in research on the impact of educational
technology has substantial implications for the discussion in higher education. A
university must provide a digital infrastructure for teaching and learning, starting
with basic digital tools (email, etc.) and learning and teaching management systems,
and ending with advanced and sophisticated technologies for exploring newmethods
of delivery and learning experiences. But given the outlined state of research on the
impact of educational technology, it seems probable that the availability of digital
tools for learning doesn’t improve the quality of learning and—above all—does not
change teaching and learning habits. It does even seem more plausible that teachers
will continue the teaching routines they have developed over years—using digital
technology. In the past, this scenario has repeatedly led to the observation that,
despite heavy investments into digital technology, the daily routines of teaching in
schools have not substantially changed. Therefore, many critics have questioned the
usefulness of these investments.

From the perspective of educational technology, however, the successful imple-
mentation of digital media that leads to a substantial gain in the quality of learning
requires rethinking the concepts of teaching and learning in a given school. For the
administration, then, it becomes necessary to define the goals the institution wants to
address with the use of digital technology, as well as the actions that are necessary to
foster change. For the institution, the aim is not to implement digital technology; the
aim is to find ways that digital technology can help to increase institutional goals.

What Strategic Goals Can Be Pushed with Digital
Technology?

Many institutions are eagerly implementing various digital technologies and tools
for learning; they seem to follow a general trend of modernizing university teaching.
Following this understanding, digital transformation can be seen as a broader move-
ment of modernization that all universities have to address in some way: a process
that institutions are taking at different speeds and with different measures, but most
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probably with similar results in the end. From a strategic perspective, however, dig-
ital transformation has to be perceived as a chance for an organization to position
itself in a competition. The management at universities must understand that digital
transformation can be understood as a “general trend of modernization”, but to some
degree, it also opens up opportunities for a strategic positioning.

The public universities in Germany differ substantially in their background and
goals: Small universities with only some thousand students, larger universities of
more than 50,000 students, full research universities offering study programs that
cover a broad range of topics, as well as universities with a specific focus (e.g., music
and fine arts). Therefore, each university has to decide upon its strategy with regard
to digital technology. Kerres and Getto (2018) have extracted central arguments and
perspectives around the crucial question, “What are the strategic goals that can be
pushed with digital technology?”.

The results lead to the following conclusion:Basically, universities can aim toward
several goals they want to achieve with the advancement of educational technology,
but the major arguments can be clustered around the goal to …

• improve the quality of teaching and learning

– by increasing the intensity of learning, supporting active learning (e.g., by pro-
viding materials for training and self-assessment)

– by supporting individualized/personalized learning
– by supporting online social learning

• optimize educational services (e.g., with digital registration, information, support,
counseling, exams),

• improve outreach and to reach new target groups (e.g., lifelong learning, profes-
sional development, internationalization).

Digitization in higher education has implications on teaching on all levels. Key stake-
holders promoting digitization in the field of teaching and learning on a strategic level
are primarily found at the management level, where fundamental decisions on the
design and focus of institutional strategic plans are made. They interact with stake-
holders on political levels (federal and nationwide) and, within their own institution,
with professors/chairs. We focus on stakeholders that impact strategic and political
decision-making and their motives to give digitization a strategic significance:

– the chair/professor
– the institution (university, faculty or school)
– politics: (federal) ministry.

The key question is: Who can raise the profile and position themselves with digiti-
zation and what would be the main objectives? Professors and academic staff will
have specific motives for using digital media in their teaching practice, depending on
their view on digitization. If they perceive digitization merely as “modernization”,
they will act differently than when it’s perceived as a chance to position themselves.

When modernization is the key motive, the focus lies on the hope of increases in
efficiency in the organization of study and teaching. Crucial benefits are the online
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accessibility of study materials, an easier communication with students via digital
media andmore flexibility in the organization of study programs. If a professor wants
to increase attention and raise awareness for his or her teaching practice, they will
prefer to focus on innovative approaches to improve their educational content (Getto
and Kerres 2017, p. 130).

On an institutional level, digitization can be seen as a modernization strategy or
a profiling strategy. According to a study by Uhl (2013), universities will primarily
focus on the following strategic topics as elements of differentiation:

– to increase outreach
– to improve quality in teaching and learning
– a substantial expansion of the study program.

If digitization is seen as a subject due to technical achievements, universities will
follow a specific strategic approach focused on improvements (e.g., in their techno-
logical infrastructures, learning management systems or administration programs).
In the digital age, these technological optimization measures cannot be seen as a spe-
cific feature of an institution; they are basic requirements for a modern operational
procedure. Digitization is here an instrument for more efficiency. There is, therefore,
no strategic focus on the digitization of teaching and learning.

Finding and defining a digital strategy for teaching and learning is not a trivial
endeavor. Universities are quick to take measures to implement certain digital tech-
nologies. They invest in platforms, tools and applications. Often, substantial financial
investments are made that lead to follow-up activities requiring even more long-term
investments. Most of the actions are geared by the assumption that digitalization is
a general trend a university has to follow. Investment decisions are not following
a strategic plan but are based on daily micro-politics and the intra-organizational
negotiations of stakeholders. Our workshops have pointed out that it is difficult for a
university to develop a strategic plan for digital transformation in Higher Education.
At the management level, discussion of strategic options, processes for the develop-
ment of strategic plans and measures can be helpful in supporting these endeavors.

Final Remarks

Digitization permeates all areas of life. But we need to consider that digital technol-
ogy does not inevitably lead to—positive or negative—changes in education. This
may be disappointing for exuberant supporters, as well as critical skeptics of tech-
nology. Such technology determinism would fail to recognize the importance of
actors in bringing about changes in education and a change in learning culture. At an
institutional level, this means that we—the actors—must (and are able to!) continue
the process of change. But beware: we will not live up to the massive changes if
we pursue digitization as a “special topic” that runs parallel to other activities and
aspirations. This may initially seem contradictory with regard to the discussion of
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digital strategies. And, yes, the buzzword “digitization” helps to mobilize and arouse
interest.

To see digitization as a process of “technification” would be to greatly understate
the potential. If we want to take advantage of the momentum, the design process will
need special attention, and we will need the courage to tackle structural change, as
well. Technical developments—such as artificial intelligence and robots, as well as
increased networking and the use of big data—will increasingly shape the (educa-
tional) systems. But they will not replace the social learning processes. Algorithms
have the potential to prepare decisions, but it is we who decide and we who design
the path to education in the digital era.
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Chapter 29
The Shift from Stable Jobs to Dynamic
Careers in Digital Manufacturing

Lina Huertas, Harald Egner and Martin Dury

Introduction

The recent exponential surge in digital solutions is not only changing the technologi-
cal landscape, but also transforming businesses, at an accelerated pace. Increasingly,
organizations would like to grasp the possible opportunities, but they are still won-
dering what digitalization means for them and how to get started on their journey.
All around the world, there are examples of organizations investing in innovation
projects that will enable them to extract the potential in digital transformation pro-
cesses. Some have already captured significant benefits that have been reflected in
financial rewards and, in the best cases, strategic global positioning.

Along with technology and businesses, the nature of work and jobs stands to be
transformed, too. As innovative technology is introduced, processes are changing
and so are human tasks related to those processes. For example, in the context of
manufacturing, manual tasks are being replaced by more automated equipment and
tools, and knowledge intensive tasks are being replaced by efficient solutions based
on intelligent decision support systems.

While significant short-term savings are available, the transformation of jobs is
happening organically rather than by design, hence, the outcomes are uncertain. For
the current workforce, this level of uncertainty creates fear as their jobs may be at
stake in the transition. This affects not only individuals, but society as a whole, as the
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transformation is likely to lead to significant social changes and potentially social
issues, as has happened in the past (Leondorf 2010). This can be seen as a threat or
be transformed into an opportunity for society and organizations that want to engage
in digitalization to realize its benefits.

The Decline of Stable Jobs

The elements of any transformation process are people, business and technology
(Prodan 2015). Because of the nature of digital transformation—a process character-
ized by the sudden availability of numerous digitally enabled tools—there is a trend
for digital transformation processes to be focused mainly on technology, followed by
changes in businesses and then consequences for people within the organization, as
shown in Fig. 29.1. This leads to changes where technology is introduced to generate
changes in the business that lead to financial benefits. As the transformation process
progresses, those changes in the business eventually result in the transformation in
jobs.

Changes in the human side of organizations as a consequence of digital trans-
formation often happen organically, and actions are taken reactively, rather than
strategically and proactively. As a result, the process can be perceived as a threat
to the current workforce. This perception can easily become reality when transfor-
mation processes lead to layoffs. The perspectives of employees can be represented
on a decline down the Maslow Hierarchy of Needs (Maslow 1943), as depicted in
Fig. 29.2.

Fig. 29.1 Technology driven digital transformation. Own Source
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Fig. 29.2 The downward movement in the Maslow pyramid. Own Source

From an employee perspective, the process starts with uncertainty about their
future created by sudden changes in their work environment, along with ubiquitous
media headlines about the destruction of jobs brought by digital technologies and the
dangers of automation—such as “Automation to take 1 in 3 jobs in UK’s northern
centres” (The Guardian 2018) or “Robot automation will ‘take 800 million jobs by
(2030)’” (BBC 2017). Feelings of “digital uncertainty” are reinforced and amplified
by other uncertainties, such as global warming, migration, political instabilities and
populist trends. If employees are not made participants of transformation processes
early on, feelings of uncertainty become alienation, as people start feeling isolated
from the organization and lose motivation.

When the transformation process and the uncertainty close in on an individual’s
job, it is usually too late to get them involved, since their feelings have turned into
fear that their jobs may be at risk, leading to a lack of effectiveness and accelerating
the downfall. The feeling of fear is intensified by questions about their own ability
to adapt to changes and risks related to status and income, financial stability and
family security. In the worst case, the journey finishes with the bleak prospect of
unemployment.

In addition to the obvious impact of unemployment for the individual and the
well-researched societal impact of unemployment, there are further consequences
for the organization and the transformation process itself, as shown in Fig. 29.3. As
the workforce loses motivation and effectiveness, alongside an organic digitalization
process that has not been well communicated, opportunities for the existing work-
force are eroded, and organizations create requirements for new skills that are not
immediately available.

As a result, while technological introduction may not stop, the transformation
process itself slows down and is weakened. This is a potentially declining cycle of
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Fig. 29.3 Technology-driven declining transformation. Own Source

investment, where business returns may be reduced. Outside the organization, sig-
nificant negative psychological and social impacts—such as poverty, homelessness
and the breakdown of the family—could be driven (McBride 1999).

A Shift in Paradigm

A shift in paradigm, based on cultural change and a strategic approach, is required
for successful digital transformation processes. These types of processes should be
based on an integrated vision of people, business and technology—with organizations
developing and actively engaging existing workforce and talent to generate value
through business change—enabled by digital tools, as shown in Fig. 29.4. Future
organizational cultures need to appreciate the power of human talent and put people
at the center of transformation processes. Strategies should recognize the professional
and personal development of individuals as a key mechanism to drive transformation
processes. Ultimately, traditional stable jobs will be overtaken by modern dynamic
careers that have the potential to propel the evolution of the organization.

Personal and professional development, lifelong learning and career management
need to be at the core of the strategy and the culture, based on an understanding of
the roles of the future and the development of an associated integrated competency
framework for the whole organization. Embedding those competency frameworks in
a wider framework that provides transparency for potential progression and career
paths is amajor step toward changing organizational culture and behavior, and toward
getting people involved, making new career opportunities visible to employees. This
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Fig. 29.4 Integrated approach to digital transformation. Own Source

puts people in the driving seat, giving them choice and control over their career.
Behavioral models, such as the one presented by Michie et al. (2011), show how this
type of mechanism can change behaviors and, therefore, the culture of an organiza-
tion.

Competency Frameworks

Competency frameworks capture industrial requirements in terms of knowledge,
skills and behavior (McLaren 2017). The process should be based on exhaustive
consultation and a collaborative approach whenever possible, to make sure that all
the key stakeholders have an input and share the ownership. This is key for two main
reasons. First, it is essential to have the input of a variety of stakeholders, including:
state of the art experts (e.g., universities, RTOs, R&D representatives)who can ensure
an informed understanding of the future; current practitioners who can highlight key
elements of current practice; and organizational leaders who can ensure alignment
with business strategies. Second, it is key that there is wide consensus to achieve
accreditation. Accreditation is key to ensure continuous professional development
(CPD), so that careers can progress not only inside organizations, but also across
different organizations. The latter element will become more relevant as careers
become more dynamic and talent turnover becomes ubiquitous.
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Implementation of Retraining Agenda

The definition of an integrated competency frameworkwill showa vision of the future
organizational structure of a business as the backdrop of the future shape of business
processes and technologies to be used. These will provide people with opportunities
for the future and the possibility of retraining. However, the definition is not enough.
There are also significant challenges with the implementation of a retraining agenda.

One of the challenges is the increasing competency/skills gap. A recent survey in
the UK concluded that employers want to cap off the job training at a maximum of
20% of working time to avoid loss of productivity. While a lot of current curricula
are 20 years old or more and include the training of skills that will not necessarily
be required in the future, technologies keep changing at an accelerated pace, and
the competency gap (competency demand vs. current competency available in orga-
nizations) is ever increasing. This means that retraining needs in the future will be
significantly larger than those currently being considered, making the skills gap grow
at a faster rate.

Businesses face potential loss of productivity and revenue with high rates of
required retraining. However, the demand for change in retraining needs is not com-
ing from the employer side only, as employees also expect better integration between
work and personal life. Bespoke training, eLearning, virtual classrooms, peer discus-
sions and short courses are some of the approaches designed to solve this challenge.
High levels of flexibility, adaptability and novel training methodologies are required
to balance retraining and productivity. Models with increased flexibility—such as
“roll on, roll off” training—are required, where students can step in and out and
adapt the pace and intensity of the training according to changes in individual per-
sonal circumstances. In addition to this, approaches that use the job as a reinforcing
element of retraining—providing a platform to practice and accelerate learning—are
becoming increasingly relevant. Pertinent emerging terms include “learn while you
earn” and “learning by doing”.

Organizations must be aware that there might be limitations related to motivation
and ability. According to Fogg (2018), an individual’s action toward a change in
career relies on a balance between motivation and ability. If motivation or ability
are significantly low, the transition is too difficult. It is important to consider that
the motivation of an individual might change over a career life cycle, that some of
the root causes may be outside the control of the organization and that, in certain
cases, there may be “natural” limitations in ability. As a minimum, the resources
(time and budget) must be provided by the organization to stimulate action. Even
with sufficient motivation and ability, stimuli are still required—for example, in the
form of clear signals from leadership to prompt activities.
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The Role of Policy and Training Offerings as National
Enablers

Finally, it must be recognized that, while industry should be the champions of the
shift in paradigm and the development of competency framework-based agendas,
government and training providers are key enabling agents of a successful shift.

Governments play a key role in the development of policy that provides a strategy
with clear direction and guidance, supported by funding. This should boost col-
laboration between the right stakeholders to achieve solutions of national impact.
Similarly, training providers need to work toward developing innovative methodolo-
gies that are aligned with the requirements described, and appropriate accreditation
is required to ensure that cross-organizational career management is provided for
efficient management of talent at a national level.

To summarize, an effective paradigm shift to drive more successful digital trans-
formation processes should be based on:

• A co-developed organizational strategy and culture, developed collaboratively,
providing meaningful career options toward higher value jobs;

• An appropriate implementation process to ensure that careers can be fast-tracked
to keep up with the pace of technological change;

• Policy funding and training offerings to make the shift possible.

The Opportunity for Dynamic Careers

A shift in paradigm as described above can put people in control and make them
drivers of a digital transformation process. It also alters the expectation of change
and creates a newbreed of dynamic,motivated and empowered employees. Onlywith
this shift in paradigm can humans become agents instead of victims and the threat
perceived by individuals turn into opportunity for them, as well as for organizations
and society as awhole. Such a shift will result in a positive change ofmindset from the
employee perspective, as well as a journey in the opposite direction—upwards—in
Maslow’s Hierarchy of Needs, as shown in Fig. 29.5.

When the appropriate strategy and culture is established—based on an imple-
mentable and enabled retraining agenda, supported by policy and providers—the
workforce in an organization can start to flourish. As they are involved in defin-
ing a range of future meaningful career opportunities, they are instantly, positively
empowered to evolve their jobs, transforming their careers. Motivation is created by
the visibility of “tangible” and realistic opportunities for development and achieve-
ment. This process elevates their natural human talent, which when developed, can
lead to the fulfilment of new, higher value roles that are better rewarded. Individ-
uals are rewarded by a sense of achievement and the recognition that they are the
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Fig. 29.5 The upward journey on the Maslow Pyramid. Own Source

accelerating agents of a digital transformation process. Most workers, with the right
resources and support, should be able to get to this level.

During the process, the exceptional talent will become visible and those indi-
viduals will have the opportunity to further develop their careers by changing from
a delivery role to a transformational role where the mission changes from deliver-
ing a business function to delivering—and even defining—the transformation pro-
cess itself, by leveraging and stimulating their curiosity, creativeness and critical
thinking. From the individual’s perspective, this will lead to an even higher level of
self-fulfillment and satisfaction.

Captivating and motivating exceptional internal talent into roles that drive digi-
talization will strengthen the process, accelerate it and increase the amount of inno-
vation in the process, opening the door to higher benefits and even the opportunity
to leapfrog in the market. In turn, more successful digitalization processes lead to
the creation of new opportunities for existing talent in the organization or new talent
outside the organization. When talent is attracted from outside manufacturing—for
example, from labor markets with less potential—relief is created in society as a
whole, as indicated with the asterisk in Fig. 29.5. This is a self-reinforcing cycle
of positive impact in businesses and society, enabled by technology introductions,
illustrated in Fig. 29.6.

For organizations, this also results in capitalization of talent when workers decide
to commit to their organization. Even when individuals eventually decide to leave
an organization, empowered and fulfilled talent has the potential to extend and
strengthen strategic partnerships with other organizations. For society, the wider
impacts ultimately translate into prosperity through metrics related to employment.
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Fig. 29.6 People orientated, self-reinforcing driven declining transformation. Own Source

The Example of Additive Manufacturing in the UK

The transformation of manufacturing organizations through the use of additive man-
ufacturing technologies is akin to digital transformation. Given the reduced scope
of additive manufacturing in comparison to digital manufacturing (which covers a
wide variety of technologies and applications across different areas of manufacturing
businesses), some aspects of additive manufacturing are more advanced than they
are in digital. In the UK, one of those aspects is training, providing a representative
example to illustrate the methods and insights presented in this article.

As with digital, additive manufacturing transformation processes have tended to
be driven from the technology side. The most ambitious organizations have charged
ahead and implemented the technology successfully for specific components. In
spite of this progress, organizations are now realizing that retraining is essential to
continue a successful transformation process. For other smaller organizations in the
supply chain, the transformation process has been truncated in its infancy due to cost
barriers and the lack of people who have the right competencies to understand the
potential impact of the technology, implement it and use it.

The Advanced Manufacturing Training Centre (AMTC) and the National Centre
for Additive Manufacturing (NCAM) (both MTC organizations) have taken proac-
tive action to support adoption of additive manufacturing, unlocking its benefits at a
national level. Over the last three years, they have completed a comprehensive exer-
cise to help the UK additive manufacturing community develop an integrated vision
of the future of businesses operating with additive manufacturing. As a result, they
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have also developed the associated integrated competency framework, including all
the key future manufacturing roles that can drive and deliver additive manufacturing.

Using this framework, AMTC has developed a suite of flexible training offerings,
including eLearning, Virtual Classrooms and short professional courses. This offer
is already available in the market. This includes eight competency frameworks, eight
curricula and eighty courses that will be delivered collaboratively by universities,
commercial technology providers and the AMTC at the MTC.

NCAM and AMTC have covered the three elements of the proposed shift: an
integrated competency framework capturing the vision of an organization embarked
in the transformation process; an implementable training plan; and supporting policy
and commercial offerings that help deliver the plan. As a result, some of the partners
of NCAM are already well into their journey, and others are looking forward to
joining, to make the most of the potential benefits of additive manufacturing. From
a societal point of view, it is already foreseen that the successful implementation of
additive manufacturing—in conjunction with the development of talent—will help
anchor the supply chain for high value manufacturing sectors in the UK. This will
also generate increased economic benefits and sustained social benefits through the
generation of high value jobs (AM UK 2017).

Conclusion

Digital transformation processes are transforming jobs organically, which may lead
to unintended consequences. When jobs are not transformed strategically and proac-
tively, transformation processes may be ineffective and even truncated for organi-
zations. For the current workforce of an organization undergoing such a process,
this may mean a psychological downward spiral, resulting in unemployment and the
attrition of stable jobs. The negative consequences for individuals and for society
could be significant.

A shift in paradigm is proposed in this article, where strategy and culture are
developed based on an integrated vision of the future of organizations, covering
people, business and technology. This can be captured in the format of an integrated
competency framework and should be accompanied by an implementable training
plan that aligns with the needs of businesses and individuals. Finally, policy and the
availability of commercial training offerings are key to enable the shift.

From the employee perspective, such a shift in paradigm has the potential to
transform the perceived threat of a decline of stable jobs into an optimistic journey
of developing a dynamic career that provides long-term safety in employment, a sense
of achievement in meaningful roles and, potentially, the self-fulfilling opportunity to
become the drivers of digital transformation processes themselves. This prospect has
the potential to strengthen and accelerate digital transformation processes, increasing
the benefits to organizations and creating opportunities for new talent that can further
increase the overall social impact.
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Additivemanufacturing poses similar challenges and opportunities to digitalman-
ufacturing. The Manufacturing Technology Centre in the UK has already imple-
mented the shift proposed for additive manufacturing, showing positive results and
encouraging signs for the proposed recommendations.
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