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Preface

It is a real pleasure to declare that the research activities around holonic and multi-agent
systems for industrial applications have continued and even increased their importance
during the last two decades. The number of both the scientific topics and the
achievements in the subject field is growing steadily, especially as the ideas quickly
penetrate into industrial practice, being stimulated by the Industry 4.0 visions.

This year’s conference is the 12th in the sequence of HoloMAS events. The first
three (HoloMAS 2000 in Greenwich, HoloMAS 2001 in Munich, and HoloMAS 2002
in Aix-en-Provence) were organized as workshops under the umbrella of DEXA. As of
2003, HoloMAS achieved the status of independent conference organized bi-yearly in
the odd years, still under the DEXA patronage (HoloMAS 2003 in Prague, HoloMAS
2005 in Copenhagen, HoloMAS 2007 in Regensburg, HoloMAS 2009 in Linz,
HoloMAS 2011 in Toulouse, HoloMAS 2013 in Prague, HoloMAS 2015 in Valencia,
HoloMAS 2017 in Lyon). The HoloMAS line of scientific events created a community
of researchers who are active in the subject field. They have started to cooperate in
large EU projects. One of the largest projects is the RICAIP project leading to the
development of the Research and Innovation Center for Advanced Intelligent
Production, shared by CIIRC CTU Prague, BUT Brno, DFKI Saarbruecken, and Zema
Saarbruecken, which aims to plant a seed of European infrastructure for Distributed
Manufacturing. Many more projects have been submitted or are under preparation.

The research of holonic and agent-based systems invokes stronger and stronger
interest of industry and receives increasing support from both public sector and private
institutions. There are a number of impacted journals that provide space for articles
dealing with industrial agents like IEEE Transactions on SMC: Systems, IEEE
Transactions on Industrial Informatics, Journal of Production Research, Journal of
Intelligent Manufacturing or JAAMAS. Despite this fact, we feel that conferences as a
means for personal meetings of the engaged researchers are quite important and
stimulating for further development in the field. Alongside HoloMAS, which has been
the pioneering event in the subject field, there are multiple conferences like IEEE SMC
annual conference, ETFA, INDIN, or INCOM that focus their attention on advanced
industrial solutions based on intelligent agents. However, the HoloMAS conference
keeps its orientation, character, and flavor, and remains strongly industry oriented.

It is our pleasure to inform you that for HoloMAS 2019 there were 14 papers
selected, as well as 2 papers invited by the Program Committee, to be included in this
volume. The papers are organized into five sections. Two invited talks presented by
leading researchers in the subject field, Robert Brennan (University of Calgary) and
Thomas Strasser (AIT Vienna), are included in the first section. This is followed by the
sections entitled Methodologies and Frameworks (three papers), Agent-based
Production and Scheduling (four papers), and Data and Knowledge (four papers). As
usual, the last section is dedicated to MAS technology applications, and this is titled
MAS in Various Areas (three papers). In general, we appreciate that the papers



included in this volume follow the main innovation trends in the field and display the
current state-of-the-art interdisciplinarity of the research in the given area keeping the
industrial orientation of the research in mind. Thus, HoloMAS 2019 reflects the
progress in the field and its diversity, but keeps its original character and focus.

The MAS technology represents an excellent and promising theoretical background
for developing a Industry 4.0 solution. The MAS theory can be used with advantage to
support research activities and to bring new features to these solution explorations e.g.
AI principles, machine learning, data mining, and data analytics in general. But the
implementations explore – as a rule – the SOA (Service Oriented Architecture)
approaches on an even broader scale. These are critically simplifying real-life solutions.

The HoloMAS 2019 conference represented another successful scientific event in
the HoloMAS history and created a highly motivating environment, challenging the
future research and fostering the integration of efforts in the subject field.

We are very grateful to the DEXA Association for providing us with this excellent
opportunity to organize the HoloMAS 2019 Conference within the DEXA event. We
would like to express many thanks to Prof. Gabriele Kotsis, Mr. Ismail Khalil, and Mrs.
Michaela Horáková for all their organizational efforts, which were of key importance
for the success of our conference.

June 2019 Vladimír Mařík
Petr Kadera

George Rzevski
Alois Zoitl

vi Preface
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IEC 61499 and the Promise of Holonic Systems

Robert W. Brennan(&) and Guolin Lyu

Schulich School of Engineering, University of Calgary, Calgary, Canada
rbrennan@ucalgary.ca

Abstract. This paper provides a review of the IEC 61499 standard for indus-
trial automation from the perspective of holonic manufacturing systems. This
standard played a central role since the beginnings of the Holonic Manufac-
turing Systems (HMS) movement, and by many, was considered the enabling
approach to realize holonic systems. In this paper, we ask if, after 20 years of
research and development, this promise has been realized.

Keywords: IEC 61499 standard � Holonic manufacturing systems

1 Introduction

The concept of holonic systems has its roots in the goal of developing a distributed
intelligent control paradigm for manufacturing. Unlike multi-agent systems (MAS),
which is a broader software approach that can be also used for distributed intelligent
control, a holonic manufacturing system (HMS) is, by definition, a manufacturing-
specific approach to distributed intelligent control.

The concept was first introduced in 1989 by Suda [1] to address the shortcomings
of extant industrial systems to address the pressures faced by manufacturers in the
1990s: i.e., increasingly stringent customer requirements for high-quality, customiz-
able, low-cost products that can be delivered quickly, as well as the increasing levels of
system complexity due to the distributed, concurrent, and stochastic nature of manu-
facturing systems.

During this time, research in distributed control led many to the realization that an
“autonomous, distributed and co-operative” approach was required to address these
issues. This new control software and hardware approach appeared to hold the most
promise of realizing manufacturing systems that are both flexible (capable of recon-
figuration) and responsive (capable of recovering from disturbances). However, past
experiences with “green field” approaches like Flexible Manufacturing Systems
(FMS) left a bad taste in the mouths of many manufacturers. Clearly, an incremental
approach was required if new techniques of flexible automation were to be accepted by
industry.

Central to this work on holonic manufacturing systems was concurrent work on the
IEC 61499 standard for distributed intelligent control [2]. Although focused on the
lower, real-time control level of the manufacturing control hierarchy, IEC 61499
appeared to show considerable promise for realizing holonic control (e.g., [3]).

Since early 2000, the IEC 61499 standard has gained more and more attention from
academia and industry. However, it is still not clear if IEC 61499 has realized the goal

© Springer Nature Switzerland AG 2019
V. Mařík et al. (Eds.): HoloMAS 2019, LNAI 11710, pp. 3–12, 2019.
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of holonic manufacturing. In this paper we ask the question, after 20 years of research
and development, has IEC 61499 realized its promised objectives and expected results?
We begin by placing IEC 61499 in the context of its enabling technologies (Sect. 2),
then focus on the efforts to implement the standard in industry (Sect. 3). We conclude
this paper with a brief discussion of our perspectives on the IEC 61499 standard.

2 Realizing Intelligent Automation

In this section we focus on how IEC 61499 has been integrated with its enabling
technologies to realize distributed intelligent industrial automation. Two perspectives
are provided: design paradigms including object-oriented design, component-based
design and service-oriented architecture, and computing paradigms including dis-
tributed intelligence, autonomic computing and cloud computing.

2.1 Design Paradigms

Object-oriented extensions (i.e., methods, inheritance, and interfaces) were first
introduced to function blocks (FB) for automation programming in IEC 61131-3 [4],
and made their way to IEC 61499. FBs encapsulate data structures and internal
algorithms and can be instantiated working copies by type definitions. Polymorphism
and inheritance are not often used in automation programming due to issues raised by
computation cost and execution determinism, except that adapters provide kind of
inheritance for similar FBs to share common interfaces.

Vyatkin et al. [5] proposed a conceptual object-oriented design (OOD) framework for
modeling automation software based on IEC 61499 for potential benefits of intellectual
property encapsulation and reuse. Dai and Vyatkin [6] proposed an object-oriented
approach, including conversion of PLC code into an ECC and reuse of PLC code in an
algorithm, to redesign distributed PLC control systems using IEC 61499 FBs. Two cases,
modern buildingmanagement systems [7] and airport baggage handling systems [8], were
studied by using OOD to model IEC 61499 based system architectures.

The component-based design paradigm (CBD) uses coarse-grained and loose-
coupled components with certain well-defined functionalities and pre-defined com-
munication interfaces from a cohesive set of fine-grained objects. Compared with
object-oriented modeling, component-based design models systems by functional
components rather than physical objects, and multiple functions share a single algo-
rithm with one generic event input instead of using dedicated events and algorithms for
each method call [8]. Proposed frameworks in research for component-based design are
mainly based on the Automation Component or Automaton Object (AC or AO) con-
cept and then toward intelligent control [9–12].

Finally, the service-oriented architecture (SOA) paradigm approaches software
system as a network of loose-coupled and discoverable services with formal defined
interfaces communicating through messages [13]. Research projects of SOA in IEC
61499 based industrial automation systems were reviewed by Thramboulidis [14].

4 R. W. Brennan and G. Lyu



From a broad view, OOD, CBD and SOA can be considered as the same story.
Designs are modeled through IEC 61499 FBs with mapping, creation, composition and
execution of FBs as objects/components/services on different modeling levels. Some
key points can be concluded as: (a) layered or multi-layer architecture is employed;
(b) communication or interface design is focused; (c) reconfiguration, reuse, and
flexibility is aimed.

2.2 Computing Paradigms

Distributed intelligence is a major step for distributed and intelligent automation, usually
realized throughmulti-agent systems (MAS). With this computing paradigm, distributed
and intelligent automation can be achieved through autonomous and cooperative agents
that are capable of operating by themselves or collaborating with others to decide what
actions to take, how and when to act in dynamic environments [15, 16]. More recently,
MAS and SOA are increasingly considered as key enabling technologies to model IEC
61499 based industrial CPS with cloud and autonomous computing capabilities [17–19].

IEC 61499 based industrial automation systems are not only designed with fun-
damental features (e.g., distributed to be flexible, configurable, portable, and interop-
erable) but also envisioned for advanced ones (e.g., intelligent to incorporate self-
managing capabilities) indicative of autonomic computing [20]. Intelligent behaviors
require next generation industrial automation systems have flexible architectures
(i.e., hardware and software) and adaptable strategies (i.e., rules and knowledge). The
goal is to support real-time self-configuration (i.e., configure and reconfigure functions,
structures, and processes), self-healing (i.e., detect and recover from disturbance and
faults), self-optimization (i.e., improve and optimize what has been affected), and self-
protection (i.e., identify and protect against safety and security attacks) for respon-
siveness to changes [15, 21]. More recently, the focus has been on formal mapping
between IEC 61499 and service-oriented architectures (SOA) [22–24].

Cloud computing has also emerged as a new computing paradigm for industrial
Cyber-physical Systems (CPS) [25]. As defined by the National Institute of Standards
and Technology (NIST), cloud computing enables ubiquitous, convenient, on-demand
network access to a shared pool of configurable computing resources that can be
rapidly provisioned and released with minimal management effort or service provider
interaction [26]. For modeling industrial CPS, integration of the cyber (i.e., cloud) and
the physical (i.e., devices) are enabled by encapsulating services in design entities
(e.g., IEC 61499 FBs). Recent work in this area includes that of Karnouskos et al. [27],
Dai et al. [6], and Demin et al. [28].

In summary, the key idea of above research is to introduce SOA and MAS, cloud
and autonomic computing in the design modeling of industrial CPS to support flexi-
bility and interoperability, and to realize part of self-management capabilities.

IEC 61499 and the Promise of Holonic Systems 5



3 Implementing IEC 61499 Based Systems

The implementation of IEC 61499 based industrial automation systems requires first
the development of IEC 61499 compliant engineering environments and then the
application of them in research examples and industrial cases. This section is focused
on how IEC 61499 engineering environments have been implemented.

3.1 Development of IEC 61499 Compliant Engineering Environments

Since the publication of the IEC 61499 standard, academic activities and industrial
practices on developing engineering environments to implement IEC 61499 FB models
have been conducted. Table 1 lists some typical projects for the development of IEC
61499 compliant engineering environments.

Table 1. IEC 61499 compliant engineering environments.

Product Typea Gradeb Capabilityc Status Technology

Holobloc [29]
FBDK ST ACA PIC A Oracle Java SE Platform;

XML Document Type DefinitionFBRT RP
4DIAC [30]
4DIAC-IDE ST ACA PIC A Eclipse Framework;

C++ Programming Language4DIAC-RTE RP
4DIAC-LIB EL
nxtControl [31]
nxtSTUDIO ST IND PIC A Microsoft .NET Framework;

XML Document Type Definitions;
ST Programming Language;
Hardware Independent Engineering

nxtIECRT RP
nxtLIB LB
nxtHMI RP
ICS Triplex/ISaGRAF [32]
Workbench ST IND C A Microsoft Visual Studio Shell;

Virtual MachineRuntime RP
ISaVIEW RP
Fuber [33]
FUBER RP ACA n/a A Java; BeanShell
O3neida [34]
Workbench ST ACA n/a I Java; NetBeans; Eclipse
FBench ST ACA n/a I Originates in O3neida Workbench
Software Engineering Group, University of Patras [35]
CORFU EB ACA C I UML
Archimedes RP ACA C I Model Integrated Mechatronics
a ST: Software Tool; RP: Runtime Platform; LB: Library of software components;
EB: Runtime Embedded Tool
b ACA: Academic; IND: Industrial
c P: Portability; I: Interoperability; C: Configurability

6 R. W. Brennan and G. Lyu



Engineering environments usually include the following three components [36], in
which some implementations integrate one or more components into one environment
(e.g., Corfu) while others are with more function components (e.g., nxtHMI): (i) an
integrated development environment to model designs (i.e., software tools), (ii) a
runtime environment to execute programs (i.e., runtime platforms), (iii) a library to
store elements (i.e., libraries of software components). Furthermore, these implemen-
tations can be classified into three categories. However, in this section we consider all
as IEC 61499 compliant for simplicity although the utmost goal is to develop IEC
61499 based ones. More specifically, we consider IEC 61499 based implementations
(e.g., Holobloc FBDK/FBRT), IEC 61131-3 based but IEC 61499 supported imple-
mentations (e.g., ISaGRAF Workbench/Runtime), and IEC 61499 and/or IEC 61131
based (hybrid) implementations (e.g., nxtControl nxtSTUDIO/nxtIECRT).

As proposed in IEC 61499-4, three key features are expected in developing IEC
61499 based systems, devices and software tools [37]. In this section, multi-source is
defined as the described objects (i.e., devices, libraries, software tools, runtime plat-
forms) are provided by different suppliers and/or developed through different tech-
niques: i.e., configurability of multi-source devices by multi-source software tools,
portability of multi-source libraries between multi-source software tools, and interop-
erability of multi-source devices in multi-source runtime platforms.

As the first IEC 61499 feasibility demonstration, the Function Block Development
Kit (FBDK) is developed and maintained to support fundamental features and incor-
porate new updates of IEC 61499 [29]. It is widely used in academic research,
experiment design, technical training, and commercial product test. The currently
released version FBDK 3.3 in August 2018 enables one to build and test IEC 61499
library elements including data types, function block types, resource types, device
types, network segment types, adapter types, functions and system configurations [29].
One of the key characteristics is to support design patterns, including Layered MVC,
Local Multicast, Proxy, Tagged Data, Matrix Framework, Time-Stamped Messaging.
The new version also supports many enhanced features for generation of HTML
documentation and experimental features of transient EC states and compact encoding
of management commands and responses.

The ISaGRAF is the first commercial software environment for industrial imple-
mentation of both IEC 61131-3 and IEC 61499 (IEC 61131-3 based but IEC 61499
supported) to develop distributed automation and control systems. It includes the
software tool built on Microsoft Visual Studio Shell (i.e., ISaGRAF Workbench) that
provides plug-in functions such as editor, documentation, library management, and a
runtime platform based on a Virtual Machine (i.e., ISaGRAF Runtime) that executes
target independent code (TIC) generated by control applications [32].

A more comprehensive industrial solution package for efficient and intelligent
automation of distributed control systems comes from nxtControl. It includes the
software tool nxtSTUDIO to integrate all automation tasks, the library nxtLIB to offers
pre-fabricated software objects (CATs, Composite Automation Types), the runtime
platform nxtIECRT to support hybrid control paradigms (i.e., IEC 61131-3 and/or IEC
61149 based), and the user interface nxtHMI together with SCADA to enable multi-
client/multi-server visualization [31].

IEC 61499 and the Promise of Holonic Systems 7



The Eclipse 4DIAC provides open source solutions to the development of IEC
61499 based industrial automation and control solutions in research activities and
industrial adoption. It includes the software tool 4DIAC-IDE based on the Eclipse
framework, the runtime platform 4DIAC-RTE supporting online reconfiguration of
applications and real-time execution of function block types, the library 4DIAC-LIB
containing function blocks, adapters and sub-applications [30].

In summary, the above four projects are widely recognized in academia and
industry. Portability of library elements between software tools, configurability of
devices by software tools, and interoperability of devices in runtime platforms have
been formally and/or informally tested [37]. Generally, solutions from Holobloc,
Eclipse 4DIAC, and nxtControl meet these requirements in which nxtControl provides
more configurability classes [37]. ISaGRAF provides only portability through its
Workbench, interoperability by its Runtime, and configurability between its Work-
bench and Runtime [32].

There are also some other projects providing IEC 61499 compliant engineering
environments. Fuber (FUnction Block Execution Runtime, last updated October 2017)
is an interpreter developed in Java and BeanShell and runs IEC 61499 based appli-
cations [33]. O3neida Workbench and FBench are pioneered by Christensen for
experimental use in the development and test of Automation Objects (AOs) for
industrial automation and control [5, 34]. The CORFU framework developed by
Thrambouldis consists of an IEC 61499 compliant Engineering Support System
(ESS) based on UML modeling approach, a 4-layer architecture to facilitate the
application of FB model, and a development process based on model transformation
[35]. Thrambouldis also proposed Archimedes system platform based on Model
Integrated Mechatronics (MIM) architecture to support the development of complex
mechatronic manufacturing systems that enable runtime reconfiguration by using IEC
61499 FB model. Most of these projects have not been active in recent years, but are
still valuable reference implementations for developing IEC 61499 based automation
and control systems.

3.2 Applications of IEC 61499 Compliant Engineering Environments

Wide adoption of IEC 61499 by industry has been a challenge. However, there are still
some early adopters to build automation and control systems through applying previous
discussed engineering environments. Table 2 provides an overview of these applica-
tions from different software vendors. As discussed in previous sections, engineering
environments from Holobloc and 4DIAC are mainly used in academic research for case
studies. For example, the case of airport baggage handling systems is thoroughly
studied by Dai and Vyatkin for their research on IEC 61499. Industrial-grade appli-
cations from nxtControl and ISaGRAF can be found from their official websites. The
main application domain includes smart grids, smart factories, smart buildings, etc.

8 R. W. Brennan and G. Lyu



4 Summary and Perspectives

The IEC 61499 standard has advanced considerably since its introduction: i.e., from the
early work on the reference architecture, to more recent work on function block exe-
cution and semantics. As noted previously, in recent years we have seen increasing
interest in academic and industrial applications. However, compared with widely used
IEC 61131-3 standard in industrial practices, IEC 61499 is mainly promoted in aca-
demia and seldom accepted by industry. If the adoption of this new technology is
viewed in the context of the well-known three-phase S-shaped “logistic curve” [49],
IEC 61499 was in the first phase of Launch promoted by innovators in 2012 for the
second edition and is now in the transition to the second phase of Takeoff with some
early adopters [50]. Arguably, there is still be a long way to go to reach the third phase
of Maturity unless some key issues are not be reasonably solved.

Three main types of challenges for industrial adoption of IEC 61499 are prevalent:
industrial concerns on business development, technical issues related to standard itself,
and societal aspects of trained personnel. A summary of these challenges is provided in
Table 3.

Considering these critical factors, much effort has been put into realizing successful
industrial adoption of IEC 61499. Some reasonable solutions have been suggested such
as providing feasible methods, techniques, and guidelines for designing new IEC
61499 based systems, applications and components; redesigning existing IEC 61131-3
based systems so they are compliant with IEC 61499; and providing qualified courses
and hands-on training to learn and use IEC 61499. Efforts in the design of new IEC
61499 based systems must continue to focus on execution models and semantics
(e.g., [9, 13]) as well as more recent work on autonomic and cloud computing dis-
cussed in Sect. 2. Although the work on redesigning existing IEC 61131-3 based
systems has led to opportunities for industrial implementations of IEC 61499, this

Table 2. Applications of the IEC 61499 standard.

IEC 61499 application Software

Meat processing plant and fertilizer production plant [38, 39]
Airport baggage handling systems [40]
Smart grids [41, 42]
Transportation line for shoe manufacturing [43]

Holobloc [29]

Smart grids [30]
Pick & Place station [30]

4DIAC [30]

HVAC and lighting control [31]
Fertilizer production plant [31]

nxtControl [31]

Food processing embedded control [44]
Research centre data acquisition and control on a drying test bench [44]
Control of hydraulic parameters of district heating region in Sofia [45]
High-speed train monitoring and control [46]
Railway safety functions in mining transport system [47]
I-8000 waste water treatment system [47]
Smart grids [48]

ISaGRAF [32]

IEC 61499 and the Promise of Holonic Systems 9



approach is still an intermediate step of full transition from existing IEC 61131-3 based
systems to IEC 61499 based ones.
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Abstract. A driving force for the realization of a sustainable energy
supply is the integration of renewable energy resources. Due to their
stochastic generation behaviour, energy utilities are confronted with a
more complex operation of the underlying power grids. Additionally, due
to technology developments, controllable loads, integration with other
energy sources, changing regulatory rules, and the market liberalization,
the system’s operation needs adaptation. Proper operational concepts
and intelligent automation provide the basis to turn the existing power
system into an intelligent entity, a cyber-physical energy system. The
electric energy system is therefore moving from a single system to a sys-
tem of systems. While reaping the benefits with new intelligent behaviors,
it is expected that system-level developments, architectural concepts,
advanced automation and control as well as the validation and testing
will play a significantly larger role in realizing future solutions and tech-
nologies. The implementation and deployment of these complex systems
of systems are associated with increasing engineering complexity result-
ing also in increased engineering costs. Proper engineering and validation
approaches, concepts, and tools are partly missing until now. Therefore,
this paper discusses and summarizes the main needs and requirements as
well as the status quo in research and development related to the engi-
neering and validation of cyber-physical energy systems. Also research
trends and necessary future activities are outlined.
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1 Introduction

Renewables are key enablers in the plight to reduce greenhouse gas emissions
and cope with anthropogenic global warming [16]. The intermittent nature and
limited storage capabilities of renewables culminate in new challenges that power
c© Springer Nature Switzerland AG 2019
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system operators have to deal with in order to regulate power quality and ensure
security of supply [7]. At the same time, the increased availability of advanced
automation and communication technologies provides new opportunities for the
derivation of intelligent solutions to tackle the challenges [11,24]. Previous work
has shown various new methods of operating highly interconnected power grids,
and their corresponding components, in a more effective way. As a consequence
of these developments, the traditional power system is being transformed into
a Cyber-Physical Energy System (CPES) [31]. The electric energy system is
therefore moving from a single system to a system of systems.

While reaping the benefits that come along with those intelligent behaviours,
it is expected that system-level developments, architectural concepts, advanced
automation and control, innovative Information and Communication Technol-
ogy (ICT) as well as the validation and testing will play a significantly larger
role in realizing future solutions and technologies [11,24]. The implementation,
validation, and deployment of these complex systems of systems are associated
with increasing engineering complexity resulting also in increased total life-cycle
costs. Proper engineering and validation approaches, concepts, and tools are
partly missing until now [26].

The aim of this paper is to discuss and summaries the main needs and require-
ments as well as the status quo in research and development related to the
engineering and validation of CPES. Also research trends and necessary future
activities are outlined.

The remaining parts of the paper are organized as follows: Sect. 2 provides
a brief overview of the desired engineering and validation process of CPES-
based applications whereas in Sect. 3 the main problems and needs are identified.
Afterwards, the status quo in research and development is analysed in Sect. 4
followed by a discussion of future research trends in Sect. 5. Finally, the main
conclusions are provided in Sect. 6.

2 Desired CPES Engineering and Validation Process

As already mentioned above, the development of new application for CPES is
associated with increasing engineering complexity. One main issue with this is
that traditional engineering methods for power system automation were not
intended to be used for applications of this scale and complexity. By combining
the outcome of several publications in the last few years, a desired engineering
and validation process can be proposed containing four main phases: (i) spec-
ification and use case design, (ii) automated engineering, (iii) validation, and
(iv) deployment [3,4,8,13,21]. The proposed process is based on a model-driven
approach and is illustrated in Fig. 1 with the main focus on providing the user
with automated support throughout the whole process.

The process starts with a specification and use case design. Based on use case
description methods such as the Smart Grid Architecture Model (SGAM) and
IEC 62559 (also known as the IntelliGrid approach), a structured description
and visualization of use cases can be defined. However, to fully take advantage
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Fig. 1. Overview of a desired engineering and validation process of CPES [22].

of the high amount of information in the modelled use cases these description
methods must be transformed into machine-readable and formal formats [2].
Formal specifications together with the high-level use case description act as the
main input and thus form the basis for the following automated steps of the
development process [22].

The following automated steps in the process are based on the formal speci-
fications and use case descriptions. First of all, it is possible to generate different
types of configurations. This can be executable code for field devices, configura-
tions for ICT equipment or generated setups for Supervisory Control And Data
Acquisition (SCADA). Model-based or ontology based approaches from soft-
ware engineering are examples of methods that can provide this kind of automa-
tion [22,32]. Optimally it should also be possible to automatically validate the
resulting generated output configurations. Automated testing for software devel-
opment has already existed since several years. However, similar approaches for
CPES are currently missing. When testing CPES, multiple system aspects need
to be validated, such as ICT, automation/control, and security and privacy top-
ics apart from the power system itself [3,25]. For system tests the advantage of
automated testing would be even greater than for single components.

Once validation has been successfully accomplished the last phase is deploy-
ment of the software and configurations to field devices. When the power sys-
tem relies on more and more software systems for a secure and safe operation,
the deployment and update process of this software gets more complicated. If
updates are not applied in the correct order, or if an update is unsuccessful, this
can cause the power system to operate incorrectly or even damage it or people
working with it. To support the user with this stage, the development process
should be able to analyze the power system state and create rollout schedules
that minimizes the risk of disruptive events and errors [5,13,27].

3 Main Problems and Needs

A characteristic feature of renewable sources and customer side solutions is that
they are mostly available in a decentralized way as DER [16]. From today’s point
of view it is nearly impossible to address all future needs and requirements in
CPES and DER components. The flexible addition of new control functionalities
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in DER components is therefore an essential future feature [33]. For example, in
Germany about 15 GW power is produced from PV systems today. The 50.2 Hz
problem is a well-known fact because today it is nearly impossible to remotely
update control functions and parameters of DER components to correct earlier
grid code decisions [30]. Beyond purely technical solutions, changes in regulations
and grid codes will also be indispensable. Consequently, the planning, manage-
ment, and operation of the future power systems have to be redefined. The
implementation and deployment of these complex systems of systems are associ-
ated with increasing engineering complexity resulting in increasing engineering
costs.

The usage of proper methods, automation architectures, and corresponding
tools offers a huge optimization potential for the overall engineering process.
The starting point is detailed use case and requirements engineering. This has
led to a number of recent smart grid projects where use case descriptions of cor-
responding applications are in the focus [9,23]. Some promising approaches have
already been developed like the IntelliGrid method [12] or SGAM [10,28,29] but
they are mainly lacking of a formalized and computer-readable representation
for engineering and validation automation. The same is true for other input
specifications that are typically provided as an input to the engineering process.
Also, there is no standardized way of representing the objects, e.g., controllers
and power grid components, neither in the way they are depicted, nor in the
semantics used in the description.

A significant amount of work has to be spent a repeated number of time (i)
in the specification, (ii) the implementation, (iii) the validation and testing but
also (iv) in the deployment phase. This is a very time-consuming and error-prone
approach to design and test CPES applications. To conclude, the following main
problems related to the engineering of CPES exist today [15,25,26]:

– Rigorous engineering: Rigorous model-based engineering concepts for CPES
applications are missing or only partly available.

– Rapidness and effort: CPES solutions are becoming more and more com-
plex, which results in increasing engineering efforts and costs. Therefore, it is
important to improve the rapidness of traditional engineering methods.

– Correctness: Due to the multidisciplinary character of CPES applications this
also requires the engineer to have an expert knowledge in each discipline. This
is often not the case, which increases the risk of human errors.

– Handling legacy systems: Power grid operators expect a long service life of
all components in their systems. Available proprietary automation solutions
in smart grid systems prevent efficient reuse of control software.

– Geographical dispersion: The distribution of components over large geograph-
ical areas requires special attention. New ICT approaches and wide-area com-
munication are needed.

– Interoperability: Interoperability is a critical issue in CPES applications. This
must be assured on all levels, from specifications over implementation, to
deployment and finally during operation. Also components from different
manufacturers must be handled, which requires a manufacturer independent
method.
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– Real-time constraints: Some applications may enforce real-time constraints
on hardware, software and networking. Performance management is often
not adequately addressed in existing engineering processes.

– Scalability: Current engineering methods are focusing on the development for
a single system. With the introduction of new intelligent grid components
and DER these methods must be able to handle not only a single system, but
a system of systems.

– Reference scenarios: Common and well understood reference scenarios, use
cases, and test case profiles for CPES need to be provided to power and
energy systems engineers and researchers; also, proper validation benchmark
criteria and key performance indicators as well as interoperability measures
for validating CPES solutions need to be developed, extended, and shared
with engineers and researchers.

– Deployment support: An easy, secure, and trustable deployment of CPES
applications to a large amount of corresponding components and devices is
necessary.

– Standardization: A harmonization and standardization of multi-domain
CPES-based engineering and validation approaches as well as corresponding
and testing procedures is required.

If the information gathered during the use case description phase can also be
used directly in an automated method, the development effort can substantially
be decreased. By collecting the use case information in a formal model this can
be used for direct automatic code generation. The result can be executable code
for field devices, communication configurations as well as HMI configurations.
Moreover, an automated approach also has the potential to de-crease implemen-
tation errors and at the same time increase the software quality [18].

The availability of both a formal specification of CPES use cases and the
possibility to automatically generate target configurations also enables the use
of automated testing. For CPES this can be pure software tests but can also be a
combination of software, hardware and simulations. When automatic validation
errors can be detected at an early stage, this will increase the overall quality and
mitigate the development risk. The quality of CPES applications is also very
much dependent on the experience and knowledge of the responsible engineer(s).
Furthermore, the electric energy system is becoming a multi-domain system. This
requires knowledge not only about the power system but also about ICT, control,
and automation issues. In order to benefit from the knowledge of experienced
engineers, machine learning can be used to reason about user design experience.

In the following sections the status quo in research and development is anal-
ysed and an outlook about potential future research directions are provided.

4 Status Quo in Research and Development

Promising approaches and research results categorized according to the above
outlined process (i.e, see Fig. 1) related to the engineering and validation of
CPES applications and solutions are briefly summarized and discussed below.
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4.1 Specification Phase

An approach for specifying and modelling CPES was introduced first with Intel-
liGrid [12] and later refined by SGAM [17]. In principle, SGAM provides a set of
concepts, viewpoints, and a mapping method and thus a structured approach for
smart grid architecture development. It allows depicting various aspects of smart
grid artefacts (information, communication, etc.) and supports identification and
coordination of elements on different levels. It also facilitates the identification
of interoperability issues [10,28,29]. The basis for SGAM is a three-dimensional
frame consisting of domains, zones and layers. The use of the SGAM modelling
approach combined with the IntelliGrid use case template provides a powerful
methodology for smart grid use case and application development. The design
steps as outlined in Fig. 2 define the structured approach [17]:

Fig. 2. SGAM-based design process for smart grid use cases and applications [17].

4.2 Engineering Phase

Model-Based Engineering: In order to provide tool support for the method-
ology illustrated in Fig. 2, Dänekas et al. developed the “SGAM Toolbox”, which
is an extension to the Enterprise Architect (EA) software [6]. This has the advan-
tage that standard UML modelling tools, such as sequence or activity diagrams
can be used by the engineering since these are standard parts of the EA tool.
With the SGAM Toolbox, support is provided to cover modeling of all steps
in the SGAM use case methodology. Additionally, due to the already included
code generation capabilities of EA, it is also possible to generate certain code
components based on the models made by the SGAM Toolbox. One drawback,
is that the code generation is intended for general-purpose applications and thus
no extended generation support for other configurations (e.g., communication or
HMI configurations) is provided [21].

Another work, also based on the SGAM Toolbox, by Knirsch et al. imple-
ments a model-driven assessment of privacy issues [14]. To do this, the analysis
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is based on modeled data flows between actors and secondly, an assessment can
be made during design time to study what impact it has on the modeled use
case. A related approach was also developed by Neureiter et al. [19], where they
use the SGAM models together with the “Guidelines for Smart Grid Cyberse-
curity” from the National Institute of Standards and Technology (NIST) [1]. By
including cybersecurity issues directly into the modeling of smart grid use cases
they show how this be used to study potential security implications, which can
serve as a basis for further implementations.

Another holistic approach for rapid development of intelligent power utility
automation applications was presented by Andrén et al. [2,21]. In [2], the out-
line of a Model-Driven Engineering (MDE) approach for automated engineering
of smart grid applications was presented. This was later complemented with
a Domain-Specific Language (DSL) for SGAM compliant use case design [21].
Compared to the SGAM Toolbox this work also focuses on code generation as
well as generation of communication configurations. The result of these two pub-
lications is a model-based rapid engineering approach for smart grid automation
applications.

Ontology-Based Engineering: Ontologies are a way to abstract domain spe-
cific information, usually with the aim to represent objects, types, and their
semantic relations in a formal machine-readable way. Additionally, a set of infer-
ence rules and restrictions on relations can be defined to support semantic inter-
pretation. An approach based on ontologies was used by Zanabria to model
multi-functional Energy Storage System (ESS) applications and to handle incon-
sistencies derived from the overlapping of corresponding applications [32]. Focus
was put on handling Energy Management System (EMS) application and for
this, the EMS Ontology (EMSOnto) was created [32]. An overview of the main
EMSOnto concepts are shown in Fig. 3.
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Fig. 3. Overview of the EMSOnto engineering process [32].
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The core ontology defines the structure of a database (EMS-database) used
to gather relevant information for the design of the EMS functions. This infor-
mation can be available at the specification stage or it can be provided manually
by control engineers. The whole database is checked and validated against ter-
minological axioms contained in the EMS-ontology. A reasoner engine uses the
validated database to execute complex axioms and logical rules in order to deduce
new information. This reasoning is used on the information in the database in
order to identify inconsistencies and also generate handling proposals of any
identified conflicts. This information is included within reports that are pre-
sented to the user, who analyses the reports and can decide on improvements
and modifications within the EMS design. The referred process is recursively
executed in order to achieve an error-free design [32].

4.3 Validation and Testing Phase

ERIGrid Holistic Validation Procedure: The specification and execution
of tests or experiments is central to any assessment approach. The holistic test-
ing procedure proposed in ERIGrid [25] aims to unify the approach to testing
across different research infrastructures, different testbed types and to facilitate
multi-domain testing. A central element of the ERIGrid approach is the Holistic
Test Description (HTD) method [3]; it defines a number of specification elements
for any test, to be identified independently of the particular assessment method-
ology. The specification elements comprise three main levels of specification as
outlined in Fig. 4:

– Test Case (TC): a concise formulation of the overall test objectives and pur-
pose of investigation, specifying the object under investigation, separating
system structure from functions (system under test vs. functions) and iden-
tifying test criteria.

– Test Specification (TS): a detailed description of the test system, control
parameters and test signals to address a specific subset of the test criteria.

– Experiment Specification (ES): how is the test specification realized in a given
testbed? What compromise had to be made in the representation with respect
to the test specification?

The method is supported by structured templates to facilitate the harmo-
nized recording of test descriptions as outlined also in Fig. 4. In addition it also
guides the test engineer in the identification of validation systems configurations
(i.e., from a generic to a specific and finally to a lab-based representation).

JRC Interoperability Testing Methodology: The interoperability in CPES
between different components and devices is an important issue. Testing the
interoperability in this domain requires producing detailed test cases describing
how the different players, services, and components are intended to interact with
each other. A systematic approach for developing CPES-based interoperability
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Fig. 4. Overview of the ERIGrid holistic test description: (a) holistic testing method-
ology and corresponding templates, (b) validation system configurations on different
levels (adapted from [3]).

tests has the potential to facilitate the development of new solutions and applica-
tions. Therefore, the Joint Research Center (JRC) of the European Commission
(EC) has developed a corresponding methodology.

It helps the CPES engineer in a structured way to create interoperability
testing Use Cases, Basic Application Profiles (BAP) and Basic Application Inter-
operability Profiles (BAIOP) and it is used mainly as a common framework for
interoperability testing. Five main steps have been identified which are (i) Use
Case creation, (ii) Basic Application Profile (BAP) creation, (iii) Basic Appli-
cation Interoperability profile (BAIOP) creation, (iv) Design of Experiments
(DoE) as well as the (v) Testing and Analysis of Experiments (AE). Figure 5
provides a brief overview of the overall approach.

Each stage allows the engineer to select certain features then used in the
subsequent stage. During the completion of all stages, the developer can select
relevant standards, their options, test beds with all qualified and test equipment
as well their attributes or functions used during the testing.

4.4 Deployment Phase

Especially for future CPES, where a large number of functions and services inter-
act with each other within a complex dynamic system, processes for deployment
and software update become more important and more complex. It is important



22 T. I. Strasser and F. Pröstl Andrén

Fig. 5. Overview of the JRC interoperability testing approach [20].

that deployment processes can ensure that all dependencies on all layers (power
system, communication, information) are fulfilled. Furthermore, these processes
also must be resilient against faults and attacks (internal and external). The
LarGo! project aims at enabling mass roll-out of smart grid applications for
grid and energy management by defining a seamless, safe and secure application
deployment process for the grid and customer domain [13].

In the LarGo! project two main approaches are followed. First, a new and
inter-domain software deployment process is designed to monitor multiple con-
ditions (e.g., timing, power system state, business and customer issues, weather
conditions) to ensure that the deployment of software results in the desired
overall system behavior. To enable the operator to create an optimal rollout
schedule, a tool helps the operator with a guided and assisted process. This
is combined with a knowledge-based systems to provide and resolve necessary
conditions and requirements [13]. The second part of LarGo! complements the
deployment process with secure and resilient system design. This includes devel-
opments of resilient control applications that can handle disruptive events, such
as faults and attacks, and also cyberssecurity concepts with the goal to detect
root-causes of errors after a software update (i.e., was the error caused by an
attack during the deployment process) [5,27].

5 Discussion of Future Research Needs

In fact, current research show that already many aspects needed for a better
engineering and validation of CPES are available. Nevertheless, many issues
are still open and since the advancement of CPES technologies is still ongoing,
new needs are constantly appearing. In Sect. 3 several problems and needs were
pointed out. Some of these can already—at least partly—be solved by using the
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approaches presented in this paper. The following list is an attempt to summarize
the above presented approaches, show how the identified problems and needs
can be solved, and to point out possible research directions that still needs to
be explored:

– Harmonization of existing approaches: As already shown in this paper, there
are already quite many approaches that attempt to improve the engineer-
ing and validation of CPES. However, it is also clear that these approaches
all have their own focus and cannot cover the whole development process,
as it is depicted in Fig. 1. Therefore, one important midterm goal for future
research will be to harmonize already existing approaches. This will directly
provide better support for rigorous engineering, rapidness and effort, correct-
ness, and deployment support of CPES applications since many approaches
already focus on these. Furthermore, through a harmonization a better inter-
operability can be reached. A logical continuation, and a more longterm goal,
will be to integrate the harmonized approaches within international standard-
ization organizations.

– Large-scale examples and scenarios: Many of today’s approaches from
research are still to be proven on large-scale real world examples. More
research is needed were the different methods are applied to larger use cases.
This is important to solve any remaining issues regarding scalability. Associ-
tated is also the development of reference scenarios that can help to test and
benchmark future engineering and validation approaches as they emerge.

– Integration with traditional engineering approaches: Components and systems
for the power system domain are known for their long lifespan. Due to this, it
will also be necessary for any new and future development process to integrate
with already existing traditional engineering approaches. This is one the one
hand necessary in order to increase the acceptance of the new development
approaches On the other hand it will also be needed to handle legacy systems
and to ensure interoperability with older components.

– Introducing new abstractions and modeling options : Following the continu-
ous development of CPES, the associated engineering and validation meth-
ods need to evolve as well. In order to handle increasingly complex systems
development, new abstractions and modeling options will be needed to sup-
port engineers. Real-time constrains, timing [15], geographical dispersion, and
scalability are examples of abstractions that are currently not supported by
any of the discussed approaches. The more complex the CPES gets, the
more computer-aided support—for example through machine-learning—will
be needed in order to handle these issues.

Summarizing, engineering and validation support will be critical for success-
ful development of future CPES applications. Without the proper tool support
many of the tasks will require immense manual efforts and will require engineers
educated in multiple domains (e.g., energy system physics, ICT, automation and
control, cybersecurity). The tools available today and currently in development
all provide small steps in the right direction, but more research efforts are still
needed in the years to come.
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6 Conclusions

The current electric energy system is moving towards CPES. Integration of more
and more renewable energy sources require a change of tactics for the planning
and operation today’s power systems. New technologies, such as ICT, automa-
tion, and control systems are needed together with changing regulatory rules
and a market liberalization. The implementation and deployment of these com-
plex systems of systems are associated with increasing engineering complexity
resulting also in increased engineering costs. Proper engineering and validation
approaches, concepts, and tools are partly missing until now.

In this paper the most major needs for future CPES engineering and valida-
tion approaches have been discussed. Furthermore, the current state of research
in this are today have been presented. The development of CPES applications
has been divided into four main phases: specification, engineering, validation,
and deployment. For each phase corresponding approaches have been presented,
highlighting advantages and disadvantages. This is followed by a discussion on
future research needs.

As a conclusion, engineering and validation support will be critical for suc-
cessful development of future CPES applications. Some needs are already cov-
ered by today’s approaches, but even more can be covered by harmonization
of those that already exist. Current approaches will also need to introduce new
abstractions and modeling possibilities once future CPES applications increase
in complexity. Examples are real-time constraints and timing, which are not yet
properly covered. In summary, more support can still be provided.
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21. Pröstl Andrén, F., Strasser, T., Kastner, W.: Engineering smart grids: applying
model-driven development from use case design to deployment. Energies 10(3),
374 (2017)

https://doi.org/10.1007/978-3-319-04313-5_5
https://doi.org/10.1007/978-3-319-04313-5_5
https://doi.org/10.1007/978-3-319-49229-2
https://doi.org/10.1007/978-3-319-49229-2


26 T. I. Strasser and F. Pröstl Andrén
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Abstract. The concept of Digital Ecosystem is defined, examples given and the
idea that a Digital Ecosystem is, in fact, a Complex Adaptive System is intro-
duced and elaborated. The paper then describes how to use ontology and multi-
agent technology as a platform for designing digital ecosystems. A design of an
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1 What Is Digital Ecosystem?

A trend to think about business as an ecosystem began as early as 1993, triggered by
the James Moore’s article in Harvard Review [1]. By now, complexity of the envi-
ronment in which we live and work, has increased to such a degree that we would be
well advised to adopt ecosystem approach to all aspects of our lives.

In the 21st century, a business, group of businesses, administration, nation, union of
nations or, indeed, the whole Global Village, can be organized as an ecosystem only
with substantial use of digital technology. It is therefore justified to underline the key
role of digital technology by adopting the term Digital Ecosystem.

1.1 A Definition

According to Wikipedia [2], “A digital ecosystem is a distributed, adaptive, open
socio-technical system with properties of self-organization, sustainability and scala-
bility inspired from natural ecosystems. Digital ecosystem models are informed by
knowledge of natural ecosystems, especially for aspects related to competition and
collaboration among diverse entities”.

The Wikipedia definition of digital ecosystems is good because it captures the key
element of the new concept. According to this definition, a digital ecosystem is:

• Socio-technological system (rather than purely technological or social) - constituent
agents have either human intelligence (HI) or artificial intelligence (AI)

• Characterised by distributed decision making (rather than centralised) - constituent
agents are empowered to make certain decisions and may cooperate or compete
with each other
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V. Mařík et al. (Eds.): HoloMAS 2019, LNAI 11710, pp. 29–40, 2019.
https://doi.org/10.1007/978-3-030-27878-6_3

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_3&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_3&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27878-6_3


• Adaptive (rather than rigid, hierarchical, command and control) – capable of
autonomously eliminating, or at least reducing, consequences of unpredictable
disruptive events

• Self-organising (rather than organised and, from time to time, reorganised by
managers)

• Sustainable – capable of coevolving with its environment over a long period of time
• Scalable – capable to grow in size and/or performance

Clearly, this definition places digital ecosystems into category of complex adaptive
systems, as defined in this paper in Sect. 6.1 and in [3].

Gartner’s definition [4] is compatible: “A digital ecosystem is an interdependent
group of enterprises, people and/or things that share standardized digital platforms for a
mutually beneficial purpose (such as commercial gain, innovation or common interest).
Digital ecosystems enable you to interact with customers, partners, adjacent industries -
even your competition”.

Mckinsey article “Management’s next frontier: making the most of ecosystem
economy” [5], focuses on the need for businesses to develop new managerial skills
required to manage highly connected, interacting ecosystem-like business.

1.2 Social Usefulness

The main value of digital ecosystems could be that they help to make business outputs
socially useful and thus build close links between business and society.

How would this be done?
Whilst, in general, businesses may have many different objectives, including, the

accumulation of the personal wealth of owners, the objectives of businesses engaged in
operating digital ecosystems should be to build connected, sustainable society, which is
capable of cost-effectively feeding, watering, housing, educating, keeping in good
health, moving and employing its members without endangering its environment.

1.3 Global Impact

Converting all conventional businesses into digital ecosystems based on multi-agent
technology in the UK would mean transferring estimated 40% of all current jobs to
multi-agent systems. Since new technologies always create new jobs, the problem is
not as bad as it seems, notwithstanding the need for retraining, rehousing and com-
pensation. The author has researched the division of labor between human and artificial
intelligence and reported findings in [6].

1.4 Examples

Examples of digital ecosystems include Smart City, Smart Community, Smart Agri-
culture, Smart Housing, Smart Transport and Smart Manufacturing. Two of these
examples are outlined below.

Smart City – An Urban Digital Ecosystem. Consider an urban settlement such as a
town, a city, a megacity or a city state. At present, every vital service to citizens is
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managed individually, and coordination is done intermittently through a set of meet-
ings. As a result, there is a considerable waste of resources.

Urban environments are very complex – they are characterized by frequent dis-
ruptive events (such as changes in demand, failures of resources or delays of deliveries
caused by accidents, traffic jams, shopping sprees, festivities, tourist seasons, epi-
demics, etc.). Consequences of these disruptions can be eliminated, or at least reduced,
only by rapid rescheduling of disrupted services without disturbing services that are not
affected by the disruption.

No centralized planner could possibly handle this complexity.
In contrast, an urban digital ecosystem consisting of a network of co-operating

and/or competing real-time schedulers would ensure that constituent services adapt to
every change in demand or availability of resources for the benefit of society.

In addition to a network of real-time schedulers, ensuring adaptability of services, a
digital ecosystem contains a network of knowledge discovery systems whose role is to
dynamically extract knowledge from data.

Smart Factory – A Car Production Digital Ecosystem. Cars are currently manu-
factured using rigid production lines, which are very expensive to design and build, and
have a short lifespan.

The author and his research team have developed technology for replacing rigid
and expensive car production lines with self-organizing and evolving car production
ecosystems, which are particularly suitable for the production of electric cars.

The production infrastructure consists of (1) Assembly Points, where components are
assembled into subassemblies and subassemblies are assembled into cars; (2) Assembly
Robots, which assembly cars in co-operation with assembly workers; (3) Stores, where
components and subassemblies are stored while waiting to be assembled; and (4) Mobile
Robots, which load, unload and transport components and subassemblies between stores
and assembly points. Assembled electric cars are driven from assembly points to (4) Pre-
Delivery Stores.

Every car component and every subassembly are equipped with an electronic tag
with sufficient processing capacity to maintain a Component/Subassembly Agent and
Local Ontology. Digital Agents communicate with each other via Production Digital
Network connected to the Internet. Assembly Points have extended digital processing
facility for handling, storing, modifying and displaying car designs.

The production progresses by Agents sending messages to each other triggering
delivery of components/subassemblies to assembly points.

Such a production ecosystem has all the advantages, as listed in Sect. 1.1, over
current mass-production lines.

2 Why Do We Need Digital Ecosystems?

Digital ecosystems are needed only under conditions of market complexity. In the past,
when the economic environment within which we lived and worked, was stable, and
demand and supply were reasonably predictable, more conventional business and
administration organizations, designed for the Economy of Scale, were preferred.
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The diagram below shows how co-evolution of technology, business and society
leads to the increase in connectivity and, consequently, in complexity. Currently, the
increase is exceedingly steep and high (Fig. 1).

2.1 21st Century Is the Century of Complexity

In a very short period of time since the beginning of the 21st century, we have built a
huge global digital network, connecting documents (the Internet of Documents), people
(the Internet of People), things (the Internet of Things) and digital currency (the
Internet of Values) into a giant Global Village of considerable complexity [7]. The
consequences of the exponential growth of the Internet-based global market are of
two kinds:

• Frequent, unpredictable disruptive events affect conventionally organised busi-
nesses and administrations

• Massive opportunities for the entrepreneurs are available to open new web-based
business and for leading administrators to improve supply of services to the citizens

Industrial Society

Production of 
Goods 

Information Society

Digital 
technology

Agricultural Society

Mass-production
technology

12,000 years 200 years

Complexity

Agricultural 
technology

Production of Food 

Knowledge-based 
Services

2019

Fig. 1. Co-evolution of technology, business and society drives the increase in complexity
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To cope with frequent unpredictable disruptions, businesses must be adaptive [8],
which means, able to (1) instantly detect a disruptive event, (2) rapidly identify which
business processes will be affected and (3) reschedule the affected processes with a
view to eliminating, or at least reducing, consequences of disruption in real time, before
the next disruption occurs.

Under conditions of complexity, which now prevail, the key success factor is
Adaptability, rather than Economy of Scale [9].

3 Architecture of a Digital Ecosystem

A system architecture defines the interfaces between the system and its environment as
well as interconnections between key subsystems.

The architecture and the method for designing digital ecosystems presented in this
paper, is to the best of author’s knowledge, original and very practical. During the past
20 years, it has produced a large number of digital ecosystems that have considerably
increased their client values.

As Fig. 2 shows, author’s digital ecosystems contain three key subsystems: Real
World, Virtual World and Knowledge Base (Ontology + Data). Virtual World and
Knowledge Base constitute an Intelligent Multi-Agent Platform.

3.1 Real World

In essence, the Real World consists of Human Decision Makers, Demands (orders) and
Resources (human, physical and financial). Under current conditions of market com-
plexity, The Real World cannot cope with frequent unpredictable disruptive events, on
its own. It requires help from the Multi-Agent Platform consisting of the Virtual World
and Knowledge Base.

3.2 Virtual World

Virtual World consists primarily of digital Demand Agents, representing real demands,
and Resource Agents representing real resources. Agents are the decision makers and
they arrive at decisions through a process of negotiation among themselves and,
occasionally, involving human decision makers.

When a disruptive event occurs, agents rapidly detect the event, identify parts of the
Real World that will be affected, reschedule affected parts, without disrupting the
operation of unaffected parts, and send instruction to the Real World how to neutralize
the disturbance. All this is done in real time, often in seconds, or even microseconds.

3.3 Knowledge Base (Ontology + Data)

Knowledge Base contains domain knowledge required to run the ecosystem. It consists
of two distinctive parts: (1) ontology, which contains conceptual knowledge organized
as a semantic network and (2) data.
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Ontology can be updated whenever rules, regulations or policy of the ecosystem
change, without interrupting the Ecosystem operation.

For large digital ecosystems the Virtual World may consists of several “swarms” of
agents, each allocating resources to demands for a different product or service.

It is important to understand that digital agents, at present, exclusively make
decisions on the resource allocation at operational level.

4 A Design Case Study

Let us consider a typical urban settlement governed by the council and managed by the
town administration responsible for services to citizens, such as:

• education
• social services

Current Sched-

Forecast

Current State Event Next State

Real World

Current schedule Next schedule

Virtual World

Environment

Ecosystem

Knowledge
Base

Fig. 2. Digital ecosystem architecture
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• roads and transport
• waste disposal
• economic development
• planning
• protecting the public (from crime, fire, elements, etc.)
• libraries
• rubbish collection
• environmental health
• tourism
• leisure and amenities
• planning permission
• housing-needs services
• collection of council tax

And let’s assume that the Council has decided to substantially improve each service
to citizens and at the same time reduce the costs of service provision.

The above services may be delivered by the town administration or outsourced to
private companies, in which case, we would deal with an ecosystem containing both
public and private sectors.

4.1 Requirements Specification

The conventional wisdom is to approach the problem top-down by attempting to
perform requirements specification for the whole town before starting the work on
design.

Such approach would be unacceptable under current dynamics of the political,
social, economic and technological town environment. The dynamics is such that
requirements would be obsolete before completed.

An evolutionary design method is advocated by the author, as described below.

4.2 Evolutionary Design Method

Under conditions of frequently changing requirements, it is advisable to adopt an
evolutionary design method, as follows:

1. Consider all services with a view to identifying one whose improvement would
bring the highest value to the client

2. Complete a requirements specification for the improvement of the selected service
3. Design a part of a digital ecosystem consisting of the selected service only
4. Evaluate and update the solution demonstrating the achieved increase in the client

value
5. Select the next service and repeat steps 2, 3, 4, ensuring that the newly added

service cooperates or competes with the previously improved services, as required
6. As the number of improved services increases, continuously monitor and, if nec-

essary, adjust the overall ecosystem design
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In theory, the evolutionary improvement of services should never stop. In practice,
contractual arrangements between clients and digital ecosystem designers cannot be
indefinite and will have to be limited to the improvement of one or more services at a
time.

A wise client would ensure that they have priority access to a skilled team for
continuously maintaining and improving the new digital ecosystem. And that would
represent an extension of the urban ecosystem with additional self-maintenance and
self-improvement services.

4.3 Concurrent Design Mode

In addition to approaching the design in an evolutionary manner, the ecosystem
designers should be organized in three teams working concurrently on (1) requirements
specifications, (2) the design, and (3) the commissioning of improved services, timing
the work in such a way that

• Whenever the design of the improvement of a service is completed, the require-
ments specification for the improvement of the next service is ready for design

• Whenever the commissioning of the improved service is completed, the design for
the improvement of the next service is ready for commissioning.

4.4 The First Few Steps

Let’s assume that the critical service selected for the improvement is ambulance
service.

Designing Ontology. The design begins with outlining ontology for the ambulance
service, which involves:

• Selecting Object Classes (Ambulance Vehicle, Ambulance Crew, Crew Member,
Ambulance Equipment, Rout, Road, Hospital, Patient, Relative)

• Identifying Relations (Crew belongs to Vehicle, Equipment belongs to Crew,
Vehicle follows Route)

• Defining Properties of Object Classes (for Crew Member: id, qualifications,
availability)

It is prudent at this stage to write scripts for agents, which should be also stored in
ontology as properties of Object Classes, and ready for agents to pick them up when
given a task to perform.

All policies, rules and regulations guiding the delivery of services should be also
stored in ontology.

A Peak into the Design of Virtual World. To design the Virtual world means to
design the whole digital infrastructure that supports the exchange of meaningful
messages among, potentially, hundreds of thousands of agents. The choice of tech-
nology is vital and our recent switch to Python and Microservices brought considerable
gains: the development time has been almost halved!
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Virtual world is a place where agents negotiate among themselves how to allocate
resources to demands. The process is rapid and, in principle, not repeatable. The
conditions, under which negotiations between agents are conducted, often change
during the negotiations. In this respect, Virtual world is like Heraclitus’ river: no agent
can enter the sane Virtual World twice.

In the Ambulance Service Virtual World, the matching of crew members to crews,
crews to ambulance vehicles, ambulance vehicles to hospitals, roads to routs, patients
to hospitals, etc. is done by exchange of messages between relevant agents.

To achieve adaptability, the matching of demands to resources is done by agent
communication rather than by computation. If, for example, a road to selected hospital
is blocked by excessive traffic, Road Agent of the blocked road will immediately let
other Road Agents know of a problem and trigger a wave of renegotiations between
affected agents to determine a new route to the hospital. If a new route is too long,
agents may try to negotiate a different hospital.

The key advantage of this type of rescheduling is that parts of the Ambulance
Service Ecosystem not affected by the road closure, continue functioning as though no
disruption occurred.

All scheduling decisions made in the Virtual World have to be rapidly conveyed to
the Real World, the preferred method being messaging to smart phones, or directly to
relevant “things”.

What is described here is just a minute part of the design process, hopefully suffi-
cient to demonstrate how multi-agent technology offers a considerable advantage over
conventional batch-mode optimizers. Many more design details may be found in [3].

4.5 Extending the Initial Design

Scheduling of ambulance vehicles is easily extended to cover, for example, the
scheduling of hospital staff and facilities that are required by patients brought in by
ambulance vehicles. We just need an additional swarm of agents to do this job. And
then, of course, we can add more swarms of agents to schedule other hospital resources
such as operating theatres, etc. The design should advance step by step, each step
proven in practice before the next one is commissioned.

5 Experience

During the last 20 or so years, the author’s team has designed and commissioned a
large number of digital ecosystems [3]. The several systems, designed in the year 2000,
are still working, bringing to their clients considerable competitive edge. Among them,
the most important are our Taxi Ecosystem and Crude Oil Transportation Ecosystem,
which are still unique. The most prestigious accomplishment is, perhaps, the Adaptive
Logistics for the Delivery of Crew and Cargo to the International Space Station.
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6 Context

The concept of Digital Ecosystems was conceived as a new paradigm in the theory of
organizations when complexity of the technological, social and economic environment
in which we live and work increased to such as an extend that the old paradigm of a
rigid, hierarchical organization with centralized decision making began to show its
weaknesses. As predicted by Kuhn [10], before the old, dominant paradigm disappears,
many new candidate paradigms fight among themselves for the privilege of becoming
dominant. Here are some of the pretenders.

6.1 Complex Adaptive Systems

A system, or a situation, is said to be complex if it is open (exchanges information with
its environment), consists of many diverse, partially autonomous and richly connected
components, called Agents, and if it has no central control. Behavior of complex
systems is uncertain without being random. The global behavior emerges from the
interaction of constituent agents. The autonomy of agents is limited by constraints
imposed on them by the system to which they belong. Emergent properties of complex
systems are properties of the system as a whole, which cannot be found in constituent
components; they emerge from the interaction of constituent components.

The word “complex” derives meaning from the word plex (interwoven or inter-
connected) and should not be confused with words like “complicated” (as a jet engine),
“cumbersome” (as bureaucracy), “unwieldy” (as an aged empire), “chaotic” (as a
disorderly administration) or “difficult to understand” (as a verbose document).

Since the key feature of a complex system is that it is Adaptive, it is customary to
call such a system, a Complex Adaptive System. Examples include: human brain
[11, 12], natural ecology and the Internet-based global market [13]. Complex adaptive
systems are discussed in detail in [3]. Recommended further reading are: [14–18].

The most fascinating complex adaptive system is, of course, human brain, con-
sisting of 100 billion neurons, each incorporating a copy of human genome, potentially
interconnected into a vast neural network exhibiting emergent properties such as
intelligence and creativity. Artificial neural networks are many orders of magnitude
smaller and their design as a “clean slate” (tabula rasa) require them to be trained before
can be used.

The author considers digital ecosystems to be a subclass of complex adaptive
systems.

6.2 Industry 4.0

Industry 4.0 is the name given to the current trend in automation and data exchange in
manufacturing. It includes Cyber-Physical Systems, the Internet of Things and Cloud
Computing. Industry 4.0 technology is intended to embrace all technologies needed to
create a Smart Factory. Within the modular structured smart factory, cyber-physical
systems monitor physical processes, create a virtual copy of the physical world and
make decentralized decisions. Over the Internet of Things, cyber-physical systems
communicate and cooperate with each other and with humans in real time, and via
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the Internet of Services both internal and cross-organizational services are offered and
used by participants of the value chain. All very much as in an digital ecosystem.

What is missing in Industry 4.0 is an explicit blueprint how to achieve adaptation to
and coevolution with the complex manufacturing social and economic environment.

The concept of Ecosystem not only include such a blueprint, it’s scope is far
broader and covers any economic, social or political system, not just manufacturing.

6.3 Multi-agent Systems

Conventional multi-agent systems have been used for straightforward industrial
applications for many years, often designed as deterministic systems performing batch-
mode optimization tasks. The potential of agent-based technology is, however, vast,
primarily as technology for building complex adaptive systems and digital ecosystems.
The author’s research focuses specifically on this aspect of agents: achieving adapt-
ability, coevolution and emergent intelligence. Empowered with emergent intelligence,
agent-based technology is likely to replace conventional computing algorithms as the
key technology for building digital ecosystems.

7 New Developments

The most important new development has matured sufficiently to be announced. It is a
digital ecosystem for designing digital ecosystems.

It consists of (1) the Real World of human designers, (2) Ontology containing
knowledge how to design ecosystems, and (3) Virtual World of digital agents that
build, through a process of negotiations, Ontology and Virtual World of the new
ecosystem. One can argue that such a system represents a primitive reproduction.
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Abstract. Basic concepts and ideas of uncertain systems alliances are briefly
overviewed. Then the strength of the alliance joints is analyzed via medium
mutual information measure. This approach can help to estimate the value/
importance of respective bonds within the alliance, which is important in alli-
ances with significant uncertainty.
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1 Introduction

The concept of systems alliances proposed already in 2001 Vlček [1]. He introduced it
on the idea that an alliance of two or more parts/modules originates as:

• a product of random encounter
• an outcome of processes of contamination and immunity
• a construct.

Generally, the systems alliance does not hold common characteristics of species
(genetic code), or common goals, or common identity, i.e. it can hardly be identified as
a system. Components of the alliance have to be well distinguishable; they must
contain well-defined interfaces. They also do not require identification as systems or
automata. The membership of components within the alliance is typically dynamic one.
Their members generally mediate holistic goals in alliances, if any.

The principles of the alliance forming have been explained via the concepts of
information power (IP) and of multilingual translation efficiency respectively. An
illustration of basic phenomena resulting in the emergence of alliance could be based
on the concepts of interface sharing (IS), and of irregularities conjugation (IC) as well
[2–6].

Many alliances can be represented in suitable language model. The language model
of the alliance makes possible quantitative evaluation of its processes.

Basic ideas of this construct are as follows:

• Any module/system, which takes part in the alliance, is expressed in respective
multi-grammar language. The relations within these modules are expressed via
mutual translations of particular languages of modules elements.
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• The relations of any module participating in alliance against the super – system
(SS) are performed in mutual translation of boundary elements languages into the
language of the respective SS.

• The mutual relations of the modules taking part in alliance are reflected in mutual
translation of the languages of the respective boundary systems elements.

• The alliance manifests itself in more complete and/or more efficient translation of
the alliance language into the language of SS in comparison with the independent
translations of the languages of modules taking part in alliance.

Problems arise due to incompleteness of grammars of respective languages.
Synergic phenomena of IS and IC are so significant that they could be used as the

definition characteristics of the alliance [5, 6]. An emergence of these phenomena
results in the improvement of the regularity of the interfaces either mutually among the
modules/systems which take part in the alliance or between the alliances as a whole and
its neighborhood (environment, forming together with considered alliance the super –
system SS). The secondary effect is an improvement of the efficiency of the resources
utilization.

Interfaces (IF) are in fact the only parts of alliances which one has firmly keep under
the control and which are almost identified in detail. Among interfaces, the significant
position is hold by so-called critical interfaces (IFs). Critical interfaces within the alli-
ance can be modeled via finite deterministic automata, or hard subsystems. These
models make possible to take into consideration uncertainties which could be linked
with irregularities of interfaces. The same models are capable to present the irregularities
conjugation as well. Similar models can also represent the effects of alliance control.

More sophisticated and more powerful model of alliance interfaces stem from the
concept of quantum–like subsystems [4, 7]. Quantum superposition of states or even
the concept of entanglement are suitable tools how to record non - orthogonal interface
parameters and resulting phase sensitivity of the respective IF (Fig. 1).

Fig. 1. Simplified presentation of systems alliance, consisting of two parts - “Amoeba model”;
(P and Q are constituent elements - modules of alliance A; SS represents super – system, i.e. the
environment the alliance exists within, the arrows indicate various types of relations between parts)
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• The forming and existence of alliance is causally joined with the receiving and
processing of information. In the dissipative environment it is the condition sine qua
non for the plain existence of alliance.

• The impact of the information received can be measured utilizing the concept of IP,
which is defined as the integral response of the alliance “systems time” to the
information received [5].

• At this level, we cannot distinguish if the resulting effect is the randomizing or
ordering one. In alliances, it means whether or not the sharing of interface increases
or decreases its regularity. (It can be distinguished at the higher level of abstraction
and within the frame of constructive approach only) [5, 11].

• The results of experiments on various real processes (laser cooling; traffic control;
social preferences…) support the idea that the ordering can easily be flipped into
chaos, et vice versa. The results are very sensitive on “phase” i.e. on the actual time
delay with which information received is transformed into the sequence of events
(run of system time).

• This knowledge resulted in the trials to construct “phase sensitive” systems mod-
eling methodology, which could be able to respect this effect. There is probably not
a matter of chance that this methodology has some significant similarities with the
models of quantum physics.

2 Uncertainty in Alliances

Let turn the attention to more general situations when some systems alliances consist
from parts being in principle either nonlinear or uncertain (or both). Such cases appear
almost ever, when the complexity of alliance exceeds certain limit. This is typical
namely for alliances consisting of a mixture of various kinds of components and
involving as the elements living bodies e.g. human. In this case, one has to face strong
uncertainty factor resulting from the extremely high complexity of human brain and un-
ability to define firmly its actual state and properties. Actually, nobody is able to define
actual state and structure of any human brain and there are (and never had been) two
identical brains (in structure and in behavior). Moreover, one is not able to recognize
perfectly not only the state of certain human brain, but also the stage of interaction in
certain human group. Therefore, one must consider the interaction of human intelli-
gence with technical components of some alliance as highly uncertain. Anyway, the
uncertain within the alliance have to be considered also other factors, like the impacts
of environmental influences, some functional dependences on impacts of various
independent variables (namely the time).

As an example of one important factor appeared considerably newly found circa-dial
dependence of the system controlling daily biological rhythms regulating the activity of
more than 40% of human genes, which orchestrates the activity of eating, blood tem-
perature and blood pressure. Now there is known, that almost any cell in the human
body contains its own circa-dial clock machinery, the master circa-dial clock system
then synchronizes almost all of them. A tiny brain region called the supraciasmatic
nucleus controls the level of hormones responsible for the control of sleep – wake
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cycles. These Chrono - types differ so widely, that no two people have identical intervals
of activity distribution. They differ about 8 h or even more. The sleep can cause
numerous ill effects e.g. disturbances in distribution of the sleep hormone, melatonine.

3 Systems Alliance Cohesion

A grouping of components/systems creating an alliance has certain necessary attributes,
particularly these:

• It forms a meta-structure
• Its parts/subsystems communicate with each other on a level of symbolic

information
• Its parts are often complex systems showing “intelligent behavior”

Within the framework of intelligent behavior of the systems that create an alliance,
one should hold the following typical features in mind:

– The subsystems have their own identity
– They create a model of the world
– They create a system of values for themselves
– They have goal-oriented behavior.

To use the term alliance most of these attributes have to be valid. One cannot say that
a car is an alliance of mechanical, hydraulic and electrical systems. On the other hand, a
pack of wolves hunting alone stag is an alliance. The particular members of the pack can
live individually, they have common behavior and the particular members of the pack
have to communicate with each other while hunting (of course nonverbally in this case).

The fundamental criteria for judging, whether the agreement of independent systems’
behavior with the same goals is coincidental, or whether it is an alliance’s coordinated
behavior lies in the strength of bonds (joints) among a particular subsystems, i.e. in an
exchange of information among them. The co-ordination means exchanging informa-
tion. The strength of bonds among particular subsystems is in fact the rate of co-
ordination - from zero co-ordination of mutually independent systems to the strongest
co-ordination, when the particular subsystems are tied via deterministic function rela-
tions. In this case, we do not speak about the alliance but about the system built up from
original alliance’s members.

The question arises whether one cannot explicit the vague definition of the term
being discussed with the help of formal methods measuring the strength of the bonds
among particular subsystems creating the “possible alliance”, in other words whether
one can identify the alliance with certain method?

4 Co-ordination Measure Quantification

Suppose that one has two systems and that one will evaluate the activities of both
systems by observing or measuring the two quantities. The quantity X describes the
behavior of the system A, while the quantity Y describes the behavior of the system B.

44 M. Novák et al.



One can judge their coordinated synergy according to the behavior of both quantities.
Of course, the number of quantities can be higher.

If the behaviors of the quantities are somehow similar, there will be some kind of
co-ordination. Mostly the basic statistic methods are used and one measures the rate of
similarity by the correlation coefficient. If it is small, one can say that the quantities are
non-correlated, if it is close to one, one says that the quantities are strongly correlated.
However, the term non-correlated does not mean independent. The often-mentioned
correlation coefficient can be zero and the quantities are in a deterministic function
relation. The situation introduced above can take place if the described relations are
non-linear.

The principle of independence is defined precisely by the means of distribution
of the quantities mentioned above.

If the quantities are independent, then it holds true:

P X;Yð Þ ¼ P Xð ÞP Yð Þ;

where P(X), P(Y) are marginal probabilities of both quantities and
P(X, Y) is their joint combined probability.
If the relation:

P X;Yð Þ\P Xð ÞP Yð Þ;

is valid, then there is some kind of dependence between the quantities.
One can determine the strength of this dependence (the strength of the mutual

bond) accurately if one determines what information of Y the X quantity bears, and
vice versa. The fact, what information of Y the X quantity bears, is determined by the
medium mutual information set by the relation:

TðX : YÞ ¼ HðXÞþHðYÞ � HðX; YÞ

where H(X) and H(Y) are marginal entropies

HðXÞ ¼ �
Xn
i¼1

PðxiÞ logPðxiÞ

and

HðX; YÞ ¼ �
Xn
i¼1

Xm
k¼1

Pðxi; yjÞ logPðxi; yjÞ

is the combined joint entropy.
The medium mutual information can be extended on a multi-dimensional case of

more variables. The medium mutual information is a non - negative symmetric but
unfortunately it does not meet the triangle inequity and thus it does not have property of
metrics and one cannot directly use it as a distance between the particular possibilities
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of the alliances’ ordering. As one will see below, it is possible to get around this
disadvantage by means of a proper procedure.

How can one use the rate of mutual dependence for discovering mutual bonds
among such subsystems that one would consider being an alliance? One can use a
method that was developed in the general theory of systems many years ago for the
detection or identification of the structure of a system [7–9].

Imagine a very simple system consisting of three variables X, Y, Z. One could call
the system of these three quantities an alliance if all of them are bound with strong
bonds, if the three of them all are mutually dependent. If the three of them all are
independent or two of them are dependent and the third one independent, then one will
not be able to speak about the alliance of three systems described by these quantities.

Let all of the possible orderings of dependencies among the mentioned quantities –
the possible structures of the system be created.

K0 ¼ X;Y;Zð Þ;
K1 ¼ X;Y;Y;Zð Þ;
K2 ¼ X;Z;Y;Zð Þ;
K3 ¼ X;Z;X;Yð Þ;
K4 ¼ X;Y;Zf g;
K5 ¼ X;Z;Yf g;
K6 ¼ Y;Z;Xf g;
K7 ¼ X;Y;Z;f g:

K0 is the most complex system in this case; the system of three independent
variables K7 is the simplest system. One can order the particular possible structure in
such a way that the elements of a more simple structure are subsets of the elements of a
more complex structure. This means that element K0 will have the highest rate of
ordering while element K7 will have the lowest one.

The ordered set with the biggest and the smallest element creates a union. If one
demonstrates the ordering by means of a chart, one will get the so-called Hasse diagram
of the union mentioned above (Fig. 2).

Fig. 2. Hasse diagram of the union of the candidates of structure
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In this case, K1 is a subset of K0, K4 is a subset of K1 and K7. If one moves along
any edge of the Hasse diagram in the direction of the arrows, the following element will
be always the subset of the preceding element. This feature of the union enables us to
use medium mutual information for discovered structures. When moving along the
edge of the Hasse diagram the medium mutual information will also meet - apart from
the features mentioned above - the triangle inequity and has, therefore, the features of a
metric. The difference between the medium mutual information, providing all three
quantities are mutually independent, and a genuinely measured medium mutual
information will show which candidate of the structure is closest to the candidate K0

and thus one can consider this structure to be the searched structure of the system.
In practice it is processed in this way: one finds out the values of the combined joint

probabilities P(xi, yj, zk), where xi, yj, zk are particular classes of the values of these
variables. If one summarizes over all i one will get the joint probability P(yj, zk), so:

Pðyj; zkÞ ¼
Xn
i¼1

Pðxi; yj; zkÞ

Analogously one attains the marginal probabilities P(yj), P(zk)

PðyjÞ ¼
Xr

k¼1

Pðyj; zkÞ

and

PðzkÞ ¼
Xm
j¼1

Pðyj; zkÞ

In such a way, one can find all of the necessary marginal and joint probabilities so
that one could set the medium mutual information for the particular candidates of the
structure. From the measured joint probability, one set the medium mutual information
for the candidate of the structure K0. The difference between the medium mutual
information T(K0) and medium mutual information of any further candidate of the
structure will be the distance of this candidate from the system with the structure being
searched. Let remark that this way of looking for a structure is one of the oldest but also
most illustrative. It is suitable for the identification of systems with a relatively small
number of variables. In the course of time a large number of other methods has been
developed that use somewhat different approaches and that are more effective in the
case of a larger number of variables.

The essential question deals with the variables themselves. By now, one had silently
assumed that the variables of the system are in metrological terminology metric vari-
ables. One deals with those variables mostly in physical disciplines. However, one can
unambiguously assign numeric values to values of variables based on some measuring
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procedure and a specific unit is defined. (One is not going to deal with a precise
definition of a specific unit - the specific unit is for example weight, electric charge,
power etc.). The measured values of these quantities can be easily selected according to
their size into classes and one can estimate the probabilities of their incidence.

5 A Task of Empirical Data Evaluation

Here however another problem occurs. With the exception of theorizations, if one
works with empirical data, one never knows their actual probabilities. One only esti-
mate the probabilities based on empirically established relative frequencies. How the
estimation of probability will differ from the real probability and how the estimation
will be deflected depends on many circumstances: how many samples one will have for
disposal, into how many classes one will divide the range of possible values that the
relevant variable acquires, how many dimensional probabilities one will estimate etc.
The deflection of the estimation for a small number of samples can cause quite large
errors, which can lead to very incorrect images of the system’s structure.

It is interesting that these methods were at first used in practice in the scientific
disciplines like psychology, where the experimenters struggled with shortage of suf-
ficient experimental data all the time. The problem of an accurate comparison of
medium mutual pieces of information set based on inaccurate estimations of proba-
bilities was transferred onto testing statistic hypotheses. E.g. “the quantities are inde-
pendent” type towards the alternative “the quantities are not independent” ones by
means of statistic tests (c2 – test, F-test) which one has a lot of experience with within
the experimental research. This enables to decide how many samples one will need at a
certain anticipated complexity of the system and a number of possible quantum levels
of particular quantities.

These information measures based on probabilities are of a big advantage in that
they are not limited only to metric quantities, which can be unambiguously quantified.
In many economic systems, biological, psychological and similar systems, one
encounters quantities whose values are only able to be ordered – ordinal quantities
where for example, one of the most important quantities in economics – utility belongs.

One can say that this activity will bring a bigger utility than the other one but one is
not able to say “by how much”. There is no unit for utility. In humanistic and socio-
economic systems are frequently encountered quantities, whose values one is not even
able to order. Mostly one assigns mere verbal designation to the values and one speaks
them as about the nominal quantities.

For example, in various sociological systems alliances the mood of the subject
plays a role. If one has three degrees of mood “I am angry”, “I am nervous”, “I am
weary”, it is hard for us to find any ordering. (If one assigns numbers to these values,
they mostly have meaning of mere designation. It is of no use making any mathe-
matical operations with them. For instance, inventory numbers, numbers of health
insurance etc.) Also in these cases, the entropic rates for searching for relations among
the alliance’s members work satisfactorily. They would work very well if one is able to
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place the values of the mentioned nominal quantities into respective classes. These
quantities, e.g. type of mood play an important part in the creation of electoral alliances
of citizens, in market research etc. Nevertheless, classification of a certain mood into a
proper class is on the one hand very subjective and on the other hand very vague.

Here one encounters a different type of uncertainty than statistic uncertainty, the
certainty of vagueness type. One terms the values verbally but the uncertainty lies in
the semantics of a verbal label. The uncertainty lies in what all one terms with the given
word. In other words, the classes into which one classifies the particular values of
nominal quantities do not have sharp limits. This type of uncertainty can be detected by
means of fuzzy sets and one will show that the relations among variables can be
searched for in the same way as was done by now. The basic idea of detection of
vagueness by means of fuzzy sets lies in the fact that the uncertainty of belonging into a
class is defined via the function of affiliation. One can formalize the semantics of a
respective value of a nominal variable by means of a suitable function of affiliation.
Then one works with the so-called linguistic variable.

6 Fuzzy Approaches

For example, the relation among the elements of alliances of stock market speculators,
who by means of artificial demand or sale influence prices of shares, are among such
variables. The relations are in the form of regulations (logic implications) of the type:
“if the A company shares are rising and the B company shares are sluggish then let us
buy the C company shares”. One can illustrate how it is possible to identify the
existence of such relations and consequently the existence of alliances.

One will proceed from a classic definition of probability. The probability of the E
phenomenon is defined as:

PðEÞ ¼
Z

X

vEðxÞdP

where vE is a characteristic function of the set of E phenomena. X is a selective space
and P is a probability rate.

At sharp phenomena, one assumes that the phenomenon with a certainty either
belongs or does not belong into respective set (class of values). The characteristic
function therefore gains values “0” or “1”.

The probability of the fuzzy phenomenon is:

PðFÞ ¼
Z

X

lFðxÞdP

where the characteristic function for the fuzzy set is created by the function, which
gains values from the interval (0, 1). The probability of the fuzzy value gives us the
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probability of a random gaining uncertain value. For the discrete selective space
X = {x1, x2, … xn} one will get for the probability of the fuzzy phenomenon

PðAÞ ¼
Xn
i¼1

lAðxiÞPðx ¼ xiÞ

Similarly as for sharp quantities, one can only estimate the probability from data.
At crisp data, one has to estimate to be based on frequencies; at fuzzy data one
estimates to be based on the so called pseudo-frequencies.

The pseudo-frequency fuzzy value incidence is defined as:

N x1ð Þ ¼
Xn
i¼1

liA x1ð Þ

The pseudo-frequency of values belonging into the fuzzy set A is a sum of degrees
of pertinence with which the particular values belong into the fuzzy set. It will not be a
problem to find the estimation for a one-dimensional pseudo-frequency. For searching
for relations identifying a possible alliance one need to estimate the joint probabilities.

7 Discussion

The results of alliance behavior are very sensitive on “phase” i.e. on the actual time
delay with which information received is transformed into the sequence of events (run
of system time). This knowledge resulted in the trials to construct “phase sensitive”
systems modeling methodology, which could be able to respect this effect. There is
probably not a matter of chance that this methodology has some significant similarities
with the models of quantum physics [10].

Now let turn the attention to more general situations, when some alliances consist
of parts being either nonlinear or uncertain (or both). As it was already mentioned, such
situations appear in the case the complexity of alliance exceeds (e.g. in number of its
elements) certain limit. This is typical situation namely for alliances consisting of
specific elements – human beings with their highly complex information systems based
on neural systems/brains. Here one has to face strong uncertainty factor resulting from
the extremely high complexity of each human brain and un-ability to define firmly its
actual properties, inner states respectively.

However, as uncertain for systems alliance operation have to be considered also
other factors, like the impacts of environmental influences, some functional depen-
dences or impacts of various independent variables (namely the time) and also the
change of requirements on alliance properties and behavior. The last aspect can be
considered as typical especially for alliances involving the living components as their
properties and behavior can change in the course of gaining their experience and level
of their knowledge, which of course can be for each such component different [11].
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New tools/models utilizing synergy of Computer Science (Big data, Internet of
things), Artificial Intelligence (Holonic or neural networks) and Systems Theory
(Complex Systems/Alliances behavior) can help solving these complex tasks of tack-
ling omnipresent uncertainty.

The authors are convinced that the ideas, concepts and methodologies of uncertain
systems alliances could be fruitful also for the studies and applications of agent/holonic
nets.

References

1. Vlček J.: Fabric of constructive theory of hybrid systems (in Czech: Návrh struktury
konstruktivní teorie hybridních systémů). Vlcek’s Seminars CTU, Faculty of Transportation
Sci, CTU, Prague, May 2001

2. Novák, M., Votruba, Z.: Complex uncertain interfaces. In: Conference on ACMOS 2005,
Prague, 13–15 March 2005

3. Votruba, Z.: Systems ideas for transportation, invited plenary lecture. In: WSEAS, Malta, 15
September 2005

4. Svítek, M., Votruba, Z., Zelinka, T., Jirovský, V., Novák, M.: Transport telematics -
systemic view. 1st edn. 305 p. WSEAS Press, New York (2013). ISBN 978-1-61804-144-9

5. Votruba, Z: Reliability of information power. CTU in Prague, 32 p. (2005). ISBN 80-01-
03186-1

6. Votruba, Z., Novák, M.: Alliance approach to the modelling of interfaces in complex
heterogenous objects. Neural Netw. World. 20(5), 609–619 (2010)

7. Broekstra, G.: On the representation and identification of structure systems. Int. J. Syst. Sci.
9(11), 1271–1427 (1978). https://doi.org/10.1080/0020727808941775

8. Klir, G.J.: Fuzzy Sets, Uncertainty and Information. Prentice Hall, Engelwood Cliffs (1988)
9. Klir, G.J.: Uncertainty and Information – Foundation of Generalized Information Theory.

Wiley, Hoboken (2006). https://doi.org/10.1002/0471755575
10. Svítek, M.: Towards complex system theory. Neural Netw. World (2015). https://doi.org/10.

14311/NNW.2015.25.001
11. Novák, M., Votruba, Z.: Theory of System Complexes Reliability, pp. 46–67. Ed. Aracne

editrice, Roma (2018). ISBN 978-88-255-0807-7

Contribution to the Theory of Uncertain Systems Alliances 51

http://dx.doi.org/10.1080/0020727808941775
http://dx.doi.org/10.1002/0471755575
http://dx.doi.org/10.14311/NNW.2015.25.001
http://dx.doi.org/10.14311/NNW.2015.25.001


The Framework for Designing Autonomous
Cyber-Physical Multi-agent Systems
for Adaptive Resource Management

V. I. Gorodetsky1, S. S. Kozhevnikov2, D. Novichkov3,
and P. O. Skobelev4(&)

1 InfoWings Ltd., Lev Tolstoy str., 1/3, 197022 Saint Petersburg,
Russian Federation

vladim.gorodetsky@gmail.com
2 CIIRC CTU, Jugoslávských Partyzánů 1580/3, 160 00 Prague, Czech Republic

koz@kg.ru
3 Business Center “Vertical”, office 1201, Smart Solutions, Ltd.,
Moskovskoye Shosse 17, 443013 Samara, Russian Federation

novichkov@smartsolutions-123.ru
4 Samara State Technical University, Molodogvardeyskaya str., 244,

443100 Samara, Russian Federation
petr.skobelev@gmail.com

Abstract. The paper contributes to design of autonomous cyber-physical multi-
agent systems for adaptive resource management providing increase of effi-
ciency of business operating in uncertain and dynamic environment. Evolution
of multi-agent systems from purely decision-making support and simulation tool
to cyber-physical system including Digital Twins and fully autonomous systems
is analyzed. The main paper contribution is the proposed conceptual framework
for designing autonomous cyber-physical multi-agent systems for adaptive
resource management. It is shown in the paper that, in cyber-physical multi-
agent systems for adaptive resource management, the ontology-customized
multi-agent engine and ontology-based model of enterprise are forming
ontology-driven “Digital Twin” of the enterprise providing opportunity to
combine operational scheduling of resources with ongoing real-time simulations
and evolutional re-design of configuration of enterprise resources. The func-
tionality and architecture of the autonomous cyber-physical multi-agent systems
for adaptive resource management are developed to support for the full cycle of
autonomous decision making on resource management. Time metrics for mea-
suring event-based response time and level of adaptability of autonomous cyber-
physical multi-agent systems for adaptive resource management are proposed.
Results of developments can be applied for smart transport and smart manu-
facturing, smart agriculture, smart logistics, smart supply chains, etc.
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1 Introduction

Cyber-physical systems (CPS) is a new concept of systems integrating computation,
communication and control components, including cloud resources and services,
sensors and actuators, as well as tools for interacting with users [1, 2].

Starting from automatic control and embedded systems, modern CPSs are being
transformed into a powerful tools supporting for fusion of distributed information and
interaction of real, social and virtual worlds, which can provide new opportunities for
developing autonomous systems in different applications areas with intensive system-
to-system and user-centric collaboration.

Multi-agent systems (MAS) are formerly applied mainly as decision making,
planning and simulation tools [3, 4]. However, now they tend to become a natural part
of CPS for operational management. As it stated in [4], “MAS technologies share
common ground with CPS and can empower them with multitude capabilities in their
efforts to achieve complexity management, decentralization, intelligence, modularity,
flexibility, robustness, adaptation, and responsiveness”.

One of the promising application areas of cyber-physical MAS (CP MAS) is
adaptive resource management (ARM), where CP MAS are capable to increase client
service level, efficiency of resources utilization, to reduce costs and risks caused by
high uncertainty and dynamics of environmental event flow.

In our previous research, a number of planning and scheduling MAS implementing
ARM were developed. They related to the areas of smart transport and manufacturing,
supply chains, mobile field services, railways, etc. [5]. In a step-by-step way, MAS
were transformed in CP MAS integrated with GPS and other real-time external sensors,
as well as with handheld devices capable to send real-time updates for plans and new
instructions to users which are able now to stay 24/7 online and be accessible for real
time decision making.

As a next step in MAS developments, we are developing new conceptual frame-
work for designing autonomous CP MAS for ARM supporting partially or fully
autonomous decision-making applications. As a core part of such CP MAS, we are
involving the “Digital Twin” technology that can help not only to connect agents with
real world objects, but also to provide ongoing real-time simulations combined with
operational management of resources and evolutional co-design for reconfiguration of
enterprise resources. In result, Digital Twin technology helps to avoid bottlenecks,
peaks of utilization or idle run of resources. The developed framework is now under
implementation as digital platform of eco-system of smart services intended support for
a wide range of smart applications in manufacturing, agriculture, logistics, etc.

In this paper, we start with short overview of CPS in different applications to
analyze requirements for designing CP MAS for ARM (Sect. 1) and propose the
conceptual framework for designing autonomous CP MAS for ARM (Sect. 3). It is also
shown that the ontology-customized multi-agent engine (computational procedures)
and ontology-based scene (data) in CP MAS ARM are forming ontology-driven
“digital twin” (ODDT) of the enterprise, which can be separated from other source
codes (Sect. 4). Such ODDT helps to combine operational scheduling of resources with
the forecasting and real-time simulations of unpredictable event flows – in order to
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make system smarter via predicting and resolving bottlenecks, load peaks and idle runs
of resources in advance thus improving key performance indicators of the operational
management. As a next step of our efforts, the functionality and architecture of
autonomous CP MAS for ARM is developed. In it, key temporal metrics for measuring
event-based response time and adaptability of autonomous CP MAS for ARM are
introduced (Sect. 5). In conclusion (Sect. 6) the potential applications are shown for
transportation and manufacturing, logistics, mobile field services, supply chains, etc.

2 State of the Art

The potential applications of CPS cover potentially all types of human activity,
including diversity of industrial systems, agricultural, transport, energy and military
systems, many types of life support systems, starting from medicine to smart homes
and cities, as well as economic and other systems.

The key feature of CPS is integrations of computation, networking, and physical
processes. Embedded computers and networks with cloud-based computations monitor
and control the physical processes with the further feedback loops from physical
processes to affect computations and, vice versa, from computations to affect physical
processes.

The idea to use different kinds of mathematical models to control objects in CPS is
not new – a number of different deterministic models is considered in [1, 2] based on
differential equations, synchronous digital logic and single-threaded imperative pro-
grams, etc. When possible, these models help to automatically compare expected
results with actual information and generate signals for control parameters of physical
processes.

For example, in agriculture CPS provide key technology for precise farming [6]
being aimed for monitoring soil moisture for planning plowing, monitoring mineral
content in soil for planning fertilization, monitoring weather for preventing freezing,
monitoring crop growth for controlling diseases and pests, and managing yield. Full
integration of CPS with smart devices in the Internet of Things is considered as an
important step in automatic control of all processes of agricultural production, which
ensures stability and adaptability to environmental and market changes [7].

As a next step in developing CPS, the concept of “Digital Twin” (DT) was
introduced for Smart manufacturing 4.0 [8–10]. For a smart manufacturing shop floor,
real-time monitoring, simulation and prediction of manufacturing operations are vital to
improve the production efficiency and flexibility. CPS and DT technologies are
introduced to build the interconnection and interoperability of a physical shop floor and
corresponding cybershop floor. A “Digital Twin-based Cyber-Physical Production
System (DT-CPPS)” is introduced as a configuring mechanism, operating mechanism
and real-time data-driven operation control.

DT technology enables real objects (products, machines, humans, etc.) to link the
current state of their processes and behavior in interaction with their computer models
by using CPS and cloud computing. It gives opportunity to convert real objects into
smart products that incorporate self-management capabilities based on connectivity and
computing technology. In this case, simulation as a proven approach for analyzing of
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system behavior can be applied for conducting numerical experiments at a low cost. DT
can be used not only during system design but also during runtime to predict system
behavior online [11].

As a brief summary, today DT is usually considered as a number of “digital
objects” with various available digital information about all stages of their life cycle
mirroring the life of its corresponding “flying” real objects. Most of DT studies focused
on the modelling concepts and frameworks of a CPS digital twin, but for autonomous
managing of resources it requires development of the specific DT simulators, decision-
making support systems, expert systems or recommendation or other services working
on their own.

In this paper, we propose the new conceptual framework for developing autono-
mous CP MAS for ARM, which can work as an “Augmented Intelligence” for users in
supporting their everyday decision making in operational resource management.

3 Ontology-Based DT in Autonomous CP MAS for ARM

Intensive flow of disruptive events of different positive or negative kinds (e.g. new
order arrived or resource is unavailable, etc.) are becoming usually the norm rather than
an exception and under these requirements CP MAS for ARM can solve critical issues
for business efficiency, growth and sustainability [12].

The future of ARM is associated with highly connected “autonomous things” [13].
For example, in agriculture, an autonomous drone operating in the air will need to
cooperate with a fully autonomous farming robot in a field and cloud-based real-time
schedulers of humans, machines and fertilizers, finance resources, etc.

The autonomous CP MAS for ARM pretend to be able to manage fleet of any
resources (humans or robots) in unmanned way without participation of dispatchers or
specialists in management or logistics: orders are processed, scheduled, optimized,
confirmed to clients and sent to workers or robots as instructions automatically.

This future vision is in agreement with the current trends in MAS developments
[14] associating software agents with any physical, virtual or abstract objects. In this
context, MAS tend to become a real time decision-making technology to provide
adaptability of resource management on the top of CPS and DT technologies.

However, our practical experience proves that designing MAS requires digital-
ization of domain-specific knowledge strongly affecting the quality and the efficiency
of decisions. During last decades, this issue addresses the ontology as becoming the
key semantic component of MAS and as a tool for digitalizing domain-specific
knowledge needed to agents for decision-making.

In our approach to adaptive resource management, we introduce basic ontology of
resource management problem, which specify the main classes of concepts and rela-
tions relevant to adaptive resource management. Examples of concepts include such as
“order”, “task” and “process”, “product”, “resource” and some others, and examples of
relations like process “consists” of tasks, task “requires” resource, task is “previous-
next” for another one, etc. [15]. These concepts and relations are pre-built in associated
basic classes of software agents, which can make “clones” (copies) of concept instances
and customize their behavior based on these specifications.
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The basic ontology gives possibility for specifying main aspects of any enterprise
relevant for resource management, for instance:

• Organizational structure of enterprise;
• Products and their parts or components;
• Technology or business processes including tasks (operation);
• Resources including humans, machines, materials, finance, etc.

With the use of basic ontology, one can build an ontological model of enterprise by
instantiation of above objects classes with instances those can be afterwards fueled by
data coming from IoT platforms, users or any other systems or services.

Basic ontology extended to the problem domain of enterprise and ontological
model of enterprise forms a knowledge base of enterprise constituting an ontology-
driven DT (ODDT) to be filled in with the real data. In this concept, the ODDT
represent past, present and future of enterprise including schedules for all orders and
resources – as a mirror of real enterprise. In case of new unpredictable event, the
system will adaptively change not only current states of objects, but also their plans for
future and communicate these new plans with all relevant users. New updated plans
could be provided to users via mobile devices for managing their activities and also for
getting their feedback (drivers, workers, engineers, etc.). The conceptual framework of
autonomous CP MAS for ARM is illustrated in Fig. 1.

Using ODDT, agents can react to events, analyze situations and make decisions, as
well as coordinate decisions on resource management with other agents and humans
with the view of their objectives, preferences and constraints.

Users can not only set objectives for the system, change preferences and con-
straints, but also add new and remove out-of-date knowledge.

Fig. 1. Conceptual framework of autonomous CP MAS for adaptive resource management
(ARM)
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The ODDT resources management can be exemplified by smart farming where
humans, machines, plants and other resources are managed semi-automatically. Not
only agents of humans or machines can have plans here, but also agents of plants can
access to knowledge base and see phases of their growth for ongoing analysis of how
real plants are evolving on the real fields versus virtual plants growing on virtual fields.
The detected gap (difference) between physical and virtual plants may cause CP MAS
to adapt plans and form new control actions for agronomists or to initiate changes in the
knowledge base because of climate changes and weather conditions.

The proposed ODDT can be used not only for operational resource management in
real time, but also for real time simulations and what-if games, forecasting and risk
analysis and comparing key performance indicators (KPIs) for different options of
enterprise resource configurations.

In this context, the event life cycle becomes one of the most important character-
istics of new CP MAS minimizing “Time-To-Go” delays as a time interval from the
recognition an event in real world – to producing decision in virtual world – and to
implement this decision back in real world.

The proposed framework of CP MAS for ARM will make these systems more
autonomous and be able to manage real situations by analyzing events, adaptively
forming plans of heterogeneous resource usage, monitoring and controlling execution
of plans and running simulation-based predictions in parallel with operational man-
agement of enterprises.

The main advantage of the proposed approach is the possibility to change the DT
model without re-programming of the CP MAS for ARM that can save a lot of time and
money for customers.

4 Functionality and Architecture of Autonomous CP MAS
for ARM

The functionality of designed autonomous CP MAS for ARM is aimed to support full
cycle of autonomous resource management (Fig. 2).

The developed cycle could be considered as an extension of the well-known
Deming cycle in the theory of organization management “Plan-Do-Analyze” [16]:

1. Reaction on events – collecting new events from real world manually or receiving
information from sensors, external systems and mobile devices of users. Event
queue is required for buffering events with specific policies.

2. Allocation of resources – matching orders to resources or resources to orders and
pre-selection of the best suitable options.

3. Planning and scheduling – computing the best possible mode of order executions
under given objectives, preferences and constraints for all parties involved.

4. Optimization (if time resource is available) – ongoing process of improving KPIs
of developed schedule for all orders and resources.

5. Forecasting – process of forecasting of new events (new orders or failures), which
need to be processed as a virtual events for dynamic pre-reservation of critical
resources combined with recognition, assessment and analysis of risks.
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6. Simulations and “What-If” games – in parallel with the plan computation and
execution, a few threads of simulations should be running in real-time mode to
investigate future.

7. On-line communication with users – approve of decisions and recommendations,
changing preferences and constraints or giving counter-proposals, initiating
negotiations, fixing facts, signaling on exception issues or unexpected events.

8. Monitoring and control of plans execution – comparing planned and actual results
and generating internal events on detected gaps with escalation of discovered
problem situations to top-management.

9. Re-scheduling in case of a growing gap between the plan and reality – if there is
growing gap between plan and fact and user is ignoring all recommendations
system in some cases must be able to take decisions on its own.

10. Learning from experience – real time analytics of events, planned and actual time
of tasks execution, for example, clustering of high-priority orders from VIP clients
or efficiency of workers for future use and improve the plans.

11. Evolutional re-design of enterprise resources – generating proposals on “how-to”
improve quality and efficiency of operations, for example, how to improve geo-
graphical position for storage or change its size, etc.

In practical applications, some of these stages could be eliminated to simplify the
solution and implement it in budget and time for customers but for generic use it is
“must-be” components of any CP MAS platform.

In future the developed cycle need to be supported on the level not only system as a
whole but also on the level of each agent which also must be able to learn from
experience, etc.

Fig. 2. Functionality of autonomous CP MAS for ARM
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The architecture of the core part of CP MAS for ARM is illustrated in Fig. 3 and
consists of the following components:

– Ontology Editor – aimed to formalize knowledge about the problem domain for
resource management (represented as semantic network of classes of concepts and
relations);

– Knowledge Base of Enterprise – contains instances of ontological classes for
specific enterprise (ontological model of enterprise and concrete data);

– Event Queue – accumulates events incoming from the real world. Event queuing is
regulated by policies for events processing;

– Adaptive MAS Scheduling Engine – consists of instances of agent classes to be
executed, which are asynchronous software programs (objects) implemented and
operating as state machines. Supports virtual market decision making logic and
negotiation protocols with satisfaction and bonus-penalty functions [17]. Cus-
tomized by knowledge base of enterprise;

– Batch planner (optionally) – represents classical planning and optimization tools for
creating initial schedule (CPLEX, etc.);

– Pattern Discovery – software tools for pattern discovery and other data mining
tools, for example, clustering tool;

– Evolutional Design – a tool for re-configuring enterprise resources in case of dis-
covered bottleneck, etc.;

– Simulator – can copy scene from Adaptive MAS Scheduling Engine and run sim-
ulations in real time for forecasting.

The main output results of autonomous CP MAS is new adapted plan and new KPIs
for the enterprise, but also it could be alternative plan and KPIs as well as an advise on
how to re-configure the enterprise resources.

Fig. 3. Architecture of core part of autonomous CP MAS for ARM
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The central part of the solution is Adaptive MAS Scheduling Engine, which can be
also used in Simulator. Adaptive MAS Scheduling Engine works with ODDT of
enterprise, which is represented by the scene of the virtual world of agents. It consists
of the past, present and future plans of all enterprise resources. In other words, the
scene represents the model of situation with the current statuses of resources of the
enterprise and what actions are proposed and planned. As a result, the combination of
ontology-customized MAS Engine and ontology-based enterprise model constitutes
ODDT not only as a data, but as a computational model which can be recomputed in
real time in case of any new events or other changes in preferences, etc.

There are also IoT Platform, sensors, handheld mobile devices and other compo-
nents providing data for ODDT.

The designed CP MAS is intended to work as a “co-pilot” with real business
reacting on events, making plans and executing them in reality – as well as co-evolve
with the business by acquiring new knowledge from users (pattern discovery) and
modifying model of enterprise (evolutional design) in order to improve quality and
efficiency of resource management.

The proposed architecture provide possibility to run real time simulations in parallel
with main trajectory of adaptive resource management (Fig. 4). For example, the
weather forecast in agriculture at the Time instant 1 (right now) is saying that the heavy
rain may take place in the Time instant 2 (in next 6 h). Nobody knows in advance
whether it really happens or not, but CP MAS need to re-schedule agricultural oper-
ations for the fields, which could be affected by this rain and to plan other actions to
mitigate risks. Such kind of “virtual event” can be introduced in the system and new
trajectories will be scheduled in parallel with the main trajectory to investigate the
future (how much will it cost, etc.).

Fig. 4. Ongoing simulations in autonomous CP MAS for ARM
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5 Event Life Cycle Metrics for Autonomous CP MAS
for ARM

Designed autonomous CP MAS is able to provide opportunity to measure the time-line
of decision-making workflow and impact of each event or action taken by user with
transparency for the enterprise on profits and losses.

The interaction between Physical and Cyber Worlds of autonomous CP MAS for
ARM is shown on Fig. 5:

– new events are incoming to Physical World where they are registered and enter in
the CP MAS;

– CP MAS is forming specification of current situation;
– CP MAS makes adaptive re-planning of available resources to address the event and

produced adapted plan;
– the new adapted plan is negotiated by CP MAS with decision makers;
– agreed plan is communicated by CP MAS to executors (drivers, workers, etc.).

Let’s define the Life Cycle of Event (LCE) in CP MAS which starts when new
event takes place and completed when decision is planned and/or proposed actions are
executed and value/impact of event is measured.

We consider examples of LCE for one positive event, which brings KPIs
improvements and one negative event, which ruins KPIs of the system:

– for the event “new order is arriving”, the LCE will start when new order is regis-
tered by users in the system and will be finished when system providing the

Fig. 5. Life cycle of an event in CP MAS for ARM
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required product or required service delivers them to client (at that, some orders
could be re-scheduled);

– for “resource unavailable” event, the LCE will start with such signal, but will
finished when all affected orders (allocated for broken resource) are re-allocated to
other resources.

The most important time metrics for LCE in CP MAS for ARM could be the
following:

– Time instant T1: new event appears in real world;
– Time instant T2: new event is specified (attributed) by user manually or

automatically;
– Time instant T3: based on given policy, the new event is automatically processed

immediately or postponed while waiting for specific approval of authorized decision
maker;

– Time instant T4: the event triggers resource re-allocation, re-scheduling and re-
optimization in the system;

– Time instant T5: as a result of computations, the new decision, plan or recom-
mendation is formed and presented to users for approval (or counter-proposal and
negotiations: user also can ignore proposal, depending on policy for event pro-
cessing), some decisions can go into real life automatically without approval of
users;

– Time instant T6: either user feedback is initiated and new adaptive re-scheduling
procedure starts with new options for decision making, or decision is approved;

– Time instant T7: the approved decision is sent to real world, i.e. to managers,
engineers, technicians, workers or drivers for fulfillment;

– Time instant T8: the decision and new revised plan is executed – products are
assembled or transported to customer, service is provided;

– Time instant T9: the impact of event is measured.

The times when introduced time instants T1-T9 of LCE happen can be fixed and
stored for further analysis. However, it also gives opportunity to measure the value of
event and impact of made decisions regarding to the transition time from one state to
another (in case of MAS, it is transition time from one state Sn to state Sn+1). In fact, it
also gives possibility to measure the “level of adaptability” of the CP MAS solution.

The developed time metrics show how much time is required to enterprise to
register the event, interpret (“understand”) the problem, make analysis of options, take
decision and, finally, to execute the decision in real life (so called “Time-To-Go”).

The developed metrics help to identify the effect of adaptive resource management
versus traditional batch ERP approach, for example, for many modern factories, where
plan, usually until now, has monthly granularity. Accumulated mistake of batch
planning can generate big loss for enterprise because of not reacting to a new order,
missing deadlines, etc.

The developed framework provides possibility to measure results and compare
models, methods and tools for coordinated decision making in CP MAS for ARM.
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6 Conclusions

The paper introduces CP MAS for ARM requiring growing autonomy of decision
making.

The functionality and architecture of autonomous CP MAS for ARM are developed
based on ontology-driven Digital Twin technology intended to supporting for opera-
tional management of resources as well as what-if simulations for forecasting.

Proposed time metrics for events life-cycle can help to measure level of adaptability
of CP MAS and “Time-to-Go” for the autonomous decision making.

The described concept of autonomous CP MAS is now under implementation in a
number of projects as applied to smart transport and smart manufacturing, smart
farming, smart logistics and some other applications. In these applications, CP MAS is
now designed to provide partial cycle of decision making, including semi-automatic
reaction on events, adaptive re-planning of resources and monitoring of plans execution
under full control of humans. However, already on this relatively not high level of
autonomy, CP MAS is able to noticeably improve efficiency of resource usage, increase
quality of the services, reduce of expenses, delivery time, risks and penalties. Com-
bination of MAS, CPS and DT technologies will give new opportunity to move for-
ward to “unmanned” managing of fleets of “unmanned” resources.

Full autonomy when autonomous CP MAS manages resources better than humans,
will require much more time and efforts of researchers but first examples of such
“uberisation” in enterprise resource management are already in place.

Developed CP MAS will allow enterprises to make step to real-time economy and
Industry 5.0 based on digitalization of knowledge and automation of human’s decision
making.
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Abstract. Industry 4.0 production systems have to enable flexibility in
products, processes, and available production resources. Types of produc-
tion resources can vary not only during maintenance process of the pro-
duction systems, but also at runtime. Manufacturing recipes and assign-
ments to production resources can no longer be hard-coded in automation
and control systems, but the production has to be planned and sched-
uled dynamically with regards to the current status of the production
systems and of customer needs. This paper proposes an architecture for
a new generation of manufacturing execution systems that are tightly
coupled with planners. The proposed approach is demonstrated on the
Industry 4.0 Testbed use-case. An exemplary production plan deals with
a robotic assembly of a construction made up from Lego bricks.

Keywords: Production system · Automation system · Planning ·
Control · Manufacturing execution system

1 Introduction

Current industrial production systems are becoming very complex and large-
scale from their design and control perspectives. Components of production sys-
tems such as 6-axis robots, conveyor belts, work stations, or milling and 3D-
printing devices have to be integrated in a flexible way to be able to react on
changes in market needs. They can lead to redesigning products being manufac-
tured on the production system, production system is frequently updated to be
suitable for new types of goods, and the efficiency of the production and of the
maintenance processes becomes very important for industrial stakeholders.

Operation of industrial production systems is automated by (industrial)
automation systems. They have a hierarchically layered architecture, which is
frequently called an automation pyramid. Many particular graphical expressions
of the pyramid exist, depending on what aspects they emphasize. One of the
c© Springer Nature Switzerland AG 2019
V. Mař́ık et al. (Eds.): HoloMAS 2019, LNAI 11710, pp. 67–80, 2019.
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Fig. 1. Automation pyramid expressing the layered architecture of industrial automa-
tion systems. This paper contributes to the MES layer by extending it with a planner.

representations can be found in [9]. Although research effort as well as needs in
industry tend to flatten the pyramid into a flexible dynamically re-configurable
ecosystem as a part of the Industry 4.0 movement, the solutions being used in
industry nowadays and in the near future still strongly rely on the hierarchical
structuring. Due to this fact, we still consider the automation pyramid in this
paper as a reference architecture for industrial automation systems.

The automation pyramid depicted in Fig. 1 represents the view on the data
architecture in automation systems considered in this paper. On the very bot-
tom layer, process data are measured by sensors in shop floor (i.e., process data
outputs) and set up to control the shop floor (i.e., process data inputs). The
low-level real-time control is done by programmable logic controllers (PLCs) or
adequate hardware with equivalent functionality, which constitutes the second
level of the automation pyramid. On the third level, a SCADA system (abbre-
viation standing for supervisory control and data acquisition) is a system that
is intended to provide access to industrial plants, both for human operators and
for upper software systems. The most visible part of SCADA systems are human
machine interfaces (HMIs). They are intended to access runtime data by human
operators, and to set up actions and set-points by them. They typically visu-
alize trends, current values and their limits; they can violate alarms when any
value exceeds its required limits. On the fourth level, there are manufacturing
execution systems (MESs). They are responsible for executing production plans,
assignment to manufacturing resources and reporting warehouse flows and prod-
uct flows to the fifth level. MES systems play a role in improving manufacturing
and financial performance of industrial companies [3] as many companies still
rely either on manual planning and executing of production or utilize very basic
MESs that are not capable even to re-order production tasks within a batch.
On the fifth level of the automation pyramid, there is an enterprise resource
planning (ERP) system. ERP is frequently considered as a synonym for SAP,
but there exist many other ERP systems such as ABRA.

This paper is focused on improving the fourth level of the automation pyra-
mid, i.e., on MES systems. They should no longer be simple monolithic systems,
but they should consist of various sub-tools, including a planner and a digital
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twin for the real production system. The planning system should be generic and
it should not be just a heuristics for a specific limited class of problems.

The remainder of this paper is structured as follows. Section 2 formulates the
state of the art by summarizing related work in the areas of MESs and pro-
duction planning. Section 3 presents the proposed improved architecture of MES
systems equipped with planning, which enables not only planning of the produc-
tion, but also re-planning when a problem occurs. The proposed architecture is
demonstrated in Sect. 4 utilizing Industry 4.0 Testbed as use-case. The paper is
concluded in Sect. 5 providing ideas for future work as well.

2 Related Work

Since the proposed approach emphasizes a tightly-coupled combination of MES
and planner, the related work can be found in both domains, but with limited
overlap between them in current solutions.

2.1 Manufacturing Execution Systems

Limited capabilities of commercial MESs are discussed in [1], which is mainly
focused on distributed MES. The article identifies the basic common set of com-
ponents of distributed MES: (1) order managers, (2) resource managers, (3)
supervisors, and (4) brokers. This classification is in line with [15], dealing with
strengths and threats of adopting multi-agent paradigm for industrial control
especially on the MES level.

Among holonic architectures for MES, we have to remind the reference archi-
tecture PROSA [2]. The name refers to three basic types of holons: (1) product
holons, (2) resource holons, and (3) order holons. Each of them is focused and
responsible for a specific view on holonic MES and the operation of the system
is driven by negotiation among these holons. The PROSA architecture has been
extended and adapted in many ways, one of the most successful and famous is the
architecture ADACOR [14]. ADACOR introduces four types of holons according
to their functions and objectives: (1) product, (2) task, (3) operational, and (4)
supervisor holons. The holon types (1)–(3) correspond to PROSA holon types,
whereas the supervisor holon type is an extension in ADACOR that does not
have an equivalent in the PROSA architecture. Although both PROSA and
ADACOR are capable of solving a wide range of industrial tasks, they have not
been widespread in industrial applications, excepting several pilot studies. The
lessons learned from these reference architectures reflected in this paper are the
focus on maximal utilization of current industrial systems used in practice and
the focus on traditional way of thinking and programming rather than significant
paradigm shifting as it was in strict holonic and multi-agent architectures.

Design of generic MES systems is discussed in [4]. The paper identifies the
following key components of MES systems: “(1) Equipment management, (2)
Production process management, (3) Quality management, (4) Order manage-
ment, (5) Production scheduling management, (6) Resource management” [4].
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After detailed discussion of these areas, utilization of Java 2 Platform, Enter-
prise Edition (J2EE) is proposed in [4], as it is platform independent and it
is suitable for flexible implementation and integration of modules realizing the
aforementioned needed components of MES.

Possible trends in MES development are discussed in [16]. They can be sum-
marized as: “(1) cloud-based MES (2) IoT-based MES (3) intelligent MES (4)
collaborative MES (5) supply chain linkage (6) MES mobility (7) industrial data
analysis” [16]. An example of IoT-based solution for MES is discussed in [6],
where IoT provides access to a broad range of sensor data.

MES functionalities can be implemented with the framework Eclipse BaSyx1.
It is built on top of Eclipse framework. BaSyx is in progress and has not been
finished yet. It should provide various communication possibilities including
OPC UA and REST, a workflow engine based on BPMN 2.0, and support for
various emerging industrial standards.

Integration between MES and ERP is standardized by ISA-95 [20]. This
standard provides terminology and models for data integration and the approach
presented in this paper is inline with ISA-95 modeling approach.

2.2 Automated Planning and Scheduling

The terms planning and scheduling are often used in different contexts with
different meanings. Therefore, we have to first define these terms in the context
of this paper.

Automated planning and scheduling (sometimes denoted AI planning [7,8])
is a branch of artificial intelligence that solves a problem of finding a plan (a set
of tasks that need to be completed) that is represented as action sequences or
action graphs (typically for execution by smart control systems, robots, or even
for partial execution on various connected devices/autonomous agents) for given
domains where allowed actions and related constraints are defined.

In fully specified environments with complete domain models available, plan-
ning can be done offline. Solutions/plans can be found and evaluated prior to
execution. In dynamically changing environments (such as industrial production
lines or shop floors), the plans frequently need to be revised online. Domains and
policies have to be adapted. Finding such solutions usually tend to iterative trial
and path finding/branching commonly seen in artificial intelligence. It includes
machine learning, dynamic programming, and combinatorial optimization.

Planning refers to the action of establishing a plan, whereas scheduling is less
concerned with what is being done and why, but more with when and where. A
plan may (e.g., temporal planning) or may not (e.g., classical planning) incor-
porate times and dates associated to it, whereas a schedule most certainly will.
Scheduling is concerned with mathematical formulations and solution methods
of problems of optimal ordering and coordination in time of certain opera-
tions. Scheduling includes questions on the development of optimal schedules
(Gantt charts, graphs) for performing finite (or repetitive) sets of operations.

1 https://projects.eclipse.org/projects/technology.basyx.

https://projects.eclipse.org/projects/technology.basyx
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The problems that scheduling deals with can be formulated as optimization
problems for a process of processing a finite set of actions/jobs in a system
with limited resources. In scheduling, the time of arrival for every action into
the system is specified. Within the system the every action has to pass several
processing stages, depending on the conditions of the problem. For every stage,
feasible sets of resources are given, as well as the processing time depending
on the resources used. Constraints on the processing sequence and actions are
usually described by transitive anti-reflexive binary relations.

Given a description of the initial state of the world, a description of the goal
conditions, and a formal specification of a set of possible actions, the planning
task is to synthesize a plan that is guaranteed to generate a state (at the end)
which satisfies all goal conditions.

For specification of planning tasks, several languages have been developed.
Planning Domain Definition Language (PDDL) is supported by most state-of-
art planners and we will use it also in this paper. The planning task/problem
consists of two parts/files:

1. domain description – The problem-domain specification including every
allowed action on state-space with its input parameters, precondition (condi-
tion that must hold before the action starts) and effect (description of changes
on state-space immediately after the action is finished)

2. problem description – The specific planning-problem instance including its
initial state and goal-state conditions.

A solution of some PDDL problem specified by its domain and problem descrip-
tion is a sequence of actions that can be sequentially applied (one by one) on the
initial state of the problem and after application of all actions then the goal-state
conditions of the problem are satisfied.

The latest version of the language is PDDL 3.1 [12] but there exist many
variants/extensions that support various features like ontologies, probabilistic
effects, numbers and goal-achieved fluents, durative actions (temporal planning),
explicit problem decomposition (multi-agent planning) and others.

A selection of PDDL extensions including explanation of techniques in suc-
cessful solvers is provided in [19]. A collection of simple prototypical indus-
trial problems with their formalization in PDDL is presented in [18]. Compared
to [18], the approach proposed in this paper is much more oriented to a real sys-
tem of industrial scale, and we are able to utilize PDDL not only for planning
but for digital twin (see Sect. 3.2) as well.

3 Proposed Architecture for MES

A large variety of current systems consist of relatively autonomous units. Such
kinds of systems are frequently called systems of systems [11]. The problem
of integrating autonomous units into one virtual system emerges not only in
production system engineering, but also in many areas such as smart grids,
water distribution networks, or logistics.
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An important formal approach how to tackle these types of systems is a
concept of multi-agent systems [22]. Although the multi-agent community has
invested a lot of effort into a standardization of various properties and meth-
ods dealing with software aspects of distributed and multi-agent systems, the
multi-agent or holonic systems still have not been widely spread in industrial
applications. Due to this fact, the approach presented in this paper does not
rely on any traditional multi-agent platform such as JADE, but uses a well-
standardized communication protocol OPC Unified Architecture (UA), which is
being widely adopted in industrial practice.

OPC UA is an industrial standard developed on a basis of the OPC classic
specification and it combines data access, historical data access, and alarms &
events into one unifying specification [13]. It is used for data acquisition from
various distributed shop floor agents/actors such as PLCs, robot controllers, and
smart sensors. Important benefit of OPC UA is that it is not limited for client-
sever communication only, but it supports publish-subscribe communication as
well. OPC UA is thus a privileged way for integrating the proposed MES with
the two bottom-most layers of the automation pyramid.

From the top level side of the automation pyramid, we consider the traditional
ERP systems to be used and we assume that manufacturing orders originate
either in the ERP system, or they can be directly input via dedicated GUI,
whose role is very crucial during commissioning of the system.

The overall proposed architecture of the MES accompanied with planner is
depicted in Fig. 2. It includes fundamental components of the system (depicted
with colored blocks) and data flows between them (depicted with numbered
arrows).

In the previous text, we have already mentioned the shop floor layers of
the automation pyramid (depicted in the bottom part of Fig. 2) to which the
communication is solved via OPC UA (arrow numbered 8 in Fig. 2). As well, we
have clarified relationships to ERP, which depicted in the upper part of Fig. 2.

The data flows are depicted in Fig. 2 by arrows and they have the following
meaning, which is described in details in the subsequent paragraph:

1. Production order
2. Planning problem
3. Lisp plan without temporal information
4. Schedule as the lisp plan extended with temporal information
5. Production operation control based on OPC UA
6. Current and finished operations
7. Production status graph, statistics, and status
8. Status report about (semi-)products and warehouse flows to ERP
9. Re-plan order in case of a failure

The core part of the proposed approach is the Plan Executor (see the left-
hand side part of Fig. 2). It accepts production orders from ERP or MES GUI
(arrows 1a, 1b). The production order is passed (arrow 2) to the planner, which
calculates the plan and if it exists, the planned production plan is provided
to the scheduler (arrow 3). The plan extended with schedule information is
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Fig. 2. Proposed architecture of the new generation of MES.

handed over back to plan executor (arrow 4). The plan executor parses this
extended plan and considering OPC UA servers of production resource on the
shop floor, it starts executing the plan. It starts such production operations
on all resources, whose pre-conditions are satisfied. The communication related
to starting operations on the shop floor and the backward notification about
finished operation utilizes OPC UA (arrow 5). Checking the pre-conditions of
remaining production operations and starting operations that can be started
unless the production plan is finished are the main tasks of the plan executor.
In addition, the plan executor updates the state of the digital twin (arrow 6)
when any operation is started and finished. Hence, the digital twin has a detailed
history of the production, which is important for visualizing the production for
human operators (arrow 7). As well, warehouse status is updated in ERP system
(arrow 8). Last but not least, if any failure happens, the digital twin detects such
a problem and initiates re-planning (arrow 9). This is done in order to recover
from the failure and to finish the production task.
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3.1 Resource Management

The setup of production systems can be modified even at runtime. Some
resources can be (re-)allocated for different production processes and in some
special cases even to different manufacturers, such as in manufacturing as a
service case which is based on reaching maximal utilization of resources by shar-
ing them among a portfolio of production tasks. The importance for resource
management is a crucial part of MES and even the traditional reference archi-
tectures such as PROSA and ADACOR incorporate foundations for the resource
management.

A manual approach for the resource management is not sustainable for mod-
ern production systems due to the increasing level of complexity and needs
for optimization and resource utilization. Thus the proposed solution utilizes a
knowledge base facilitating management of available resource knowledge. Avail-
able resources are described in AutomationML. The data format AutomationML
is standardized as IEC 62714, and it is becoming widely adopted for production
system engineering.

The international standard ISA-95, which is widely accepted in industrial
practice for many years, is used as a definition of basic terminology for the
knowledge base model. This is one of the most important benefits of ISA-95 as
its common terminology and modeling constructs target on systems of diverse
types and engineering domains. ISA-95 knowledge can be serialized into the
data format AutomationML. A bi-directional data transformation is standard-
ized and specified by the Whitepaper [21], which is publicly available at the
AutomationML Association website.

To be able to efficiently process the knowledge about the resources, we are
using resource description in the AutomationML data format, with the use
of ISA-95 terminology and models, and for processing purposes, we transform
AutomationML to the AutomationML Ontology2, which can be easily queried
with SPARQL and new pieces of knowledge can be inferred with SWRL.

3.2 Digital Twin

A digital twin is a common term used for a digital replica of a physical system.
Digital twins create living digital simulation models that update and change
as their physical counterparts change. A digital twin continuously learns and
updates itself from multiple sources to represent its near real-time status, work-
ing condition or position.

One of our contribution in this paper is to represent a digital twin by PDDL
(see the Digital Twin module in Fig. 2). From PDDL point of view such a digital
twin can be modeled and observed in the following way:

– Digital twin outer control signals need to be translated to PDDL actions that
can be processes only under well specified conditions (PDDL preconditions)

2 http://i40.semantic-interoperability.org/automationml/Documentation/index.
html.

http://i40.semantic-interoperability.org/automationml/Documentation/index.html
http://i40.semantic-interoperability.org/automationml/Documentation/index.html
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and that can have some effects to the internal digital twin state (PDDL effect
on state-space).

– Interactions among digital twin components can be simulated by PDDL
actions as well.

– The current PDDL state-space can access relevant output/sensor signals from
digital twin sensors and returning values from digital twin components.

The major problem with creation of a digital twin, according to the previous
points, is to translate outer control signals into PDDL actions. Sometimes PDDL
actions need more information (as arguments) than the real outer control signals
contain. In this case, the missing arguments need to be completed according to
the preconditions of such actions.

Our PDDL digital twin can be used for the following different purposes:

– Recomputation of a new plan in case of failure or in case of any modification
of production line.

– Visualization of the current state of the production line.
– Global overview that can support centralized, consistent, and formalized

(computer readable) data source for further processing/analysis in related
systems (e.g. ERP, predictive maintenance, etc.)

3.3 Planning and Scheduling

The task for the Planner module is to receive:

– The current status of a production line via the Digital Twin module.
– Goals of production from MES module.
– The specification of production line domain (operations/actions that are

allowed on production line)

The output of Planner module is a sequence of operations/actions. The cur-
rent implementation of Planner uses off-the-shelf Fast Downward Planning Sys-
tem [10].

The task for Scheduler module is to receive the output from Planner and
creates a more detailed plan/schedule for MES module. For that purpose we
developed a special format called LispPlan3 that supports:

– LISP like syntax [5] that is human and computer readable. It can be quickly
enriched by new features or we can easily encapsulate/translate this format
into another more/better standardized format like XML.

– Task and sub-task definitions – tasks can be recursively divided into sub-tasks.
– Locations – description of resource location for each task.
– Actions – description of target actions/operations in PDDL format.
– Requirements – description of dependencies among tasks (tasks can be pro-

cessed/executed in parallel).

3 A short example of LispPlan is depicted in Listing 1.1.



76 P. Novák et al.

The current implementation of Scheduler does not support scheduling tasks for
concrete times and dates. Now, only accesses to resources are analyzed to produce
LispPlan. In the future we would like to improve scheduling with time/duration
support. For that improvement we can use algorithms based on widely studied
and very successful Mixed Integer Programming [17] (as a part of combinatorial
optimization techniques) or we can use temporal PDDL planners with durative
actions support.

4 Industry 4.0 Testbed Use-Case

For the detailed explanation and evaluation of the proposed approach, this
section describes the use-case dealing with the system Industry 4.0. The entire
cyber-physical system is depicted in Fig. 3. The most apparent part of this exper-
imental system is a monorail transportation system Montrac. It consists of rails
called tracs, trac curves, trac switches, and positioning units that assure exact
position of shuttles in working cells.

Three positioning units of the Montrac systems are accessed by four industrial
robots. Each positioning unit is shared between two robots. This layout brings
opportunity for cooperation between robots, which can be beneficial for example
for final assembly.

The Industry 4.0 Testbed is equipped with industrial robots of the two types:

– 3x KUKA KR Agilus: Very fast industrial 6-axis robots programmed in the
language KRL

– 1x KUKA LBR iiwa: Modern cooperative 7-axis robot programmed in the
language Java

For testing purposes, assembling Lego bricks is used to evaluate designed
approaches, algorithms, and tools in Industry 4.0 Testbed. The final Lego prod-
uct is drawn in Lego Digital Designer4. This drawing is transformed to the
problem file in the PDDL notation. The planner and scheduler are utilized to
plan the production recipe in the form of LispPlan. The exemplary final product
designed in Lego Digital Designer is depicted in Fig. 4. This assembly is uploaded
via MES GUI to the Plan Executor, which hands it over to the planner. After
planning the production operations, the plan is captured in the lisp plan format.
An excerpt of the obtained production plan is shown in Listing 1.1. Subsequently,
the production is scheduled and then executed by the Plan Executor by means
of OPC UA communication to/from the shop floor.

4 https://www.lego.com/en-us/ldd/download.

https://www.lego.com/en-us/ldd/download
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Fig. 3. Industry 4.0 Testbed at the Czech Technical University in Prague – CIIRC.

Fig. 4. Lego tower as a product to be built by the production system, exported from
Lego Digital Designer 4.3.11.
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Listing 1.1. Production plan example for the Lego tower

(define

(task LegoProduct)

(: location "testbed.ciirc.cvut.cz")

(define

(task 0)

(: location SHUTTLE1)

(: action (SHUTTLE_MOVE_LOCK SHUTTLE1 STATION3 STATION2 ))

)

(define

(task 1)

(: location SHUTTLE2)

(: action (SHUTTLE_MOVE SHUTTLE3 STATION10 STATION100 ))

)

... Skipping lines ...

(define

(task LegoAssembling)

(: location R1)

(define

(task 0)

(: action

(PICKUP_ROTATION0 R1TABLE X-6 Y4 Z1 O0 BLACK)

)

)

(define

(task 1)

(: requirements 0)

(: action

(PUTDOWN_ROTATION0 SHUTTLE1 X-5 Y-2 Z1 O0 BLACK)

)

)

(define

(task 2)

(: requirements 1)

(: action

(PICKUP_ROTATION0 R1TABLE X6 Y4 Z1 O0 BLACK)

)

)

(define

(task 3)

(: requirements 2)

(: action

(PUTDOWN_ROTATION0 SHUTTLE1 X-5 Y2 Z1 O0 BLACK)

)

)

... Skipping lines ...

)

)
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5 Conclusion and Future Work

To provide flexibility of production systems, manufacturing execution systems
have to be prepared to fulfill flexibility requirements. The proposed architecture
for a new generation of MES supports planning of production plans. Further-
more, when a problem in a production plan that is just being executed occurs, the
continuously running digital twin provides the needed support for re-planning
the remaining part of the production and continuing the manufacturing process.
This is the issue that current commercial tools do not support.

The important strength of the presented approach is that the overall solution
has been implemented on a prototype level and it has been deployed and tested
in Industry 4.0 Testbed. It was utilized as a foundation for further testing of
scientific and practical applications of methods and algorithms for Industry 4.0.

In the future work, we would like to strengthen the distributed nature of
MES and to leverage it to a distributed MES. We would also like to integrate
the proposed MES as a module that is able to cooperate with a commercial MES
to make this approach better accessible for industrial partners without needs for
significant re-implementations of current production plant setups.
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Abstract. The paper deals with the questions of how to develop the automated
planning systems that are fast enough to be used in real-time management of
supply networks, considering the manual plan corrections by the users. Several
practical situations and planning system use cases are considered. The paper
proposes several methods that allow the increase of the data processing speed in
practical cases. The methods include parallel data processing, dynamic control
of the solutions space depth search, self-regulation of the system behavior based
of the specifics of the data processed.

Keywords: Distributed planning � Self-regulation � Parallel processing �
Coordination � Performance � Real-time scheduling � Real-time management �
Multi-agent planning � Supply network � Supply chain

1 Introduction

Effective management always required a permanent re-evaluation of the available
options, planning, modelling and making in-time decisions based on this analytical
work. Finally, the success depends on how good the analysis is, and how fast it is.

Just making a good optimization is not enough anymore. Growing complexity and
dynamics of modern business demand new paradigms in resource management [1, 4].
New approach to increase efficiency of business is associated today with the real-time
economy, which requires adaptive reaction to events, ongoing decision making on
resource planning, optimization and communication results with decision makers. This
is especially important in supply network management, as it is a highly competitive
environment with many participants trying to be fast and efficient all the time.

The main feature of real-time scheduling and optimization methods is the ability to
produce a result fast enough to cope with the changes in the input data (events). It
means that the model or the plan should be re-evaluated, re-built before the next
significant change comes (new order, order cancellation, resource availability, etc.).

Multi-agent technology is considered to be a design methodology and framework to
support distributed problem solving methods in real-time scheduling and optimization
of resources [5, 6].

Figure 1 illustrates the difference in actuality of scheduling results (how well they
reflect reality) in the changing environment. Having frequent data updates, it becomes
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more important to process them faster to get a valid result (green line). Otherwise, one
can use a lengthy processing to get an optimal result (yellow/red line), but this result
does not consider the last changes. Then, we are forced to always base your decisions
on an optimal, but outdated picture.

The quality and efficiency of decision making in resource scheduling and opti-
mization process can be influenced by the number of factors: the intensity of events
flow, the number and current state of resources, individual specifics of orders and
resources, time interval between the events and processing time for events, productivity
of resources and many others.

A big challenge is to ensure that certain quality of scheduling results is achieved in
a short time after the event to make it possible to finish the processing before the next
event and to always have a valid schedule needed for decision-making.

Although the multi-agent approach allows fast reaction to events, it still requires
methods to ensure the processing time is short enough to produce results before the
next event.

2 Task Definition and Practical Cases

In order to effectively manage supply networks, you need, first of all, to build a plan for
the operation of the entire network and keep it up to date in a constantly changing
environment. Efficiency at the same time depends on two main parameters: the quality
of the plan (how high indicators are achieved when it is executed) and the speed of its
re-building in response to events. These two parameters are in conflict, so the planning
method should ensure the best quality of the plan, achievable in a characteristic time
between successive events entering the system.
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Fig. 1. Real-time adaptive scheduling effects. (Color figure online)
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The quality of a plan when managing supply chains is usually determined by how
much demand closes (which is directly related to income) and how much money is
required to spend on executing this plan (expense). In practice, the expenditure part
may include not only real costs, but also conditional, associated with administration,
reputational risks, etc. But it is proposed to use a linear combination of revenue and all
consumable parts with coefficients that regulate the importance of each component as
the basic overall objective function of the network.

Q ¼ kRR� C

R - total satisfaction of needs R ¼ P
kri ri, ri - satisfaction of an individual demand

(ratio of the satisfied quantity to the need), kri - need importance factor (assigned
automatically, the more urgent the need, the higher the coefficient).

The cost (cost of the plan) may be different for each case of the supply network. For
example, for the task of material support, taking into account several projects in the
supply network:

C ¼ kCoCo þ kCf C f þ kCpCp þ kCaCa þ kCtCt

Co - conditional administrative costs of transfer between owners.
C f - conditional administrative costs of transfer from free stocks.
Cp - conditional administrative costs for transfer between projects.
Ca - the cost of using analog.
Ct - the cost of transportation in the logistics network.
kR; kCo; kCf ; kCp; kCa; kCt are weight coefficients.

The analysis showed that for most tasks it is convenient to apply a linear function of
dependence of satisfaction coefficients on their remoteness in time:

kd defaults Dtð Þ ¼
kd maxs ;Dt� tmins

kdmaxs � kd maxs �kd minsð Þ Dt�tminsð Þ
tmaxs �tmins

; tmins \Dt\tmaxs

kd mins ;Dt� tmaxs

8><
>:

where tmins is the end of the “red” zone (the rest of the time, in which, as a rule, nothing
can be fixed), tmaxs is the beginning of the “green” zone, where plans can change more
than once and there is not much point in planning so far, kd mins - the coefficient of
importance of orders at the node s in the “green” zone, kd maxs - the coefficient of
importance of orders at the node s in the “red” zone.

The method itself should not impose significant restrictions on the form of the
objective function.

The solution in the system should be achieved through distributed agent negotia-
tions, which are guided by individual objective functions. In order to better match the
solution achieved as a balance of interests of individual agents, the overall objective
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function of the supply network, the network agent (headquarters agent) should be able
to provide targeted feedback to the agents’ needs and resources.

In various situations, in the process of the agents, and for the weighted evaluation
of the planning results, other performance indicators may be used.

We used the described model to build the systems for mass production and dis-
tribution (LEGO, Coca-Cola), energy production and distribution, railway cars supply,
construction supply.

For LEGO the main focus was to dynamically reschedule the replenishment of the
products in the network of the brand retail stores in USA based on the sales forecast,
current stocks and supply network limitations. The supply network included 50 retail
stores, 3 distribution centers, about 1000 products.

For Coca-Cola in Germany we built the system to automatically schedule the order
execution in real time as the orders are placed by the customers. The goal was to
improve the order fulfillment and reduce the transport costs, especially in the peak
seasons. The task included production and transportation scheduling in the distributed
supply network of 300 DCs and 8 factories.

Energy production and distribution model included up to 100 energy production
points including big coal plants as well as small solar and wind production and energy
accumulation. It allowed dynamical rescheduling of the production at different plants
and redistribution of flows in response to the changes in consumption forecasts, pro-
duction power limitations and price.

Railway cars supply case was about redistribution of about 30000 cars of different
types in the railway network of about 1000 production sites, ports, customers to ensure
that they have enough cars to deliver their products.

Construction supply case deals with several interconnected networks related to big
construction sites in oil industry. It focuses on in-time delivery of all components
needed for construction in difficult weather conditions with many unpredicted trans-
portation limitations, multi-modal delivery using trucks, railways, ships and heli-
copters. The supply scheduling includes the planning of transportation resources as
well as loading-unloading equipment and personnel.

3 Proposed Methods

3.1 Distributed Parallel Processing

First of all, the most obvious approach we used to improve the performance is to do
things in parallel. We see that for practical application of the planning software in open
market involving several independent companies, it is important to let the companies
have different policies, isolated data processing, and standardized API for interaction
between different planning systems.

At the same time, it is crucial for planning scalability to perform the planning in a
distributed, but coordinated way, to reduce processing time, but keep the plans
synchronized.
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Based on the multi-agent approach, it is possible to solve the problem in a dis-
tributed way, running software agents on the company-related hardware instead of the
central server. This approach is very suitable for solving tasks in open environments.
However, it is important to consider that the structure of the energy grid can change
dynamically (customers and suppliers can connect and leave the network).

To illustrate the proposed approach to the distributed coordinated planning, let’s
consider the abstract network example shown in Fig. 2. Each node (site) in the network
may supply or consume, and the channels are used to deliver the energy to other sites.
Currently, the developed software prototype uses a separate agent for each site, and the
agents communicate and negotiate in the single environment.

The internal constraints of each site in the network are hidden from external actors
and affect the result via the restrictions and costs calculated and presented to neighbor
sites in the network during negotiations.

The further development of the planning software is seen in the establishment of
subnetwork agents or company agents (depending on the situation) that are responsible

Fig. 2. Abstract example of the supply network.

Fig. 3. Example of the network segmentation.
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for separate parts of the network that can work independently. Then, each subnetwork
may be processed in a separate multi-agent environment, on separate remote hardware
units interconnected via Internet in a P2P way. Then, the structure of the example
changes to the following (Fig. 3). The black sites in this figure are the only visible
outside of the subnetwork they belong to. The channels available between the sub-
networks form the P2P communication channels between the multi-agent environments
(swarms).

Thus, in this example we have three subnetwork agents connected via P2P service
bus (Fig. 4). Each subnetwork agent “sees” the other connected subnetwork agents and
the site agents that are directly connected via the channels. The sites that are visible
from another subnetwork receive representative agents in this external network. These
representative agents have limited functionality and only accept requests from other
agents in the subnetwork to deliver them later to the real agent in another swarm. They
also receive results (including planned limitations and costs) from the real agent and
may respond fast to local requests inside the subnetwork swarms they are delegated to
considering the previously detected limitations.

The planning principle is that any event is processed first inside the directly
influenced multi-agent environment (planning application). If the result of this pro-
cessing includes new supply requests to external sites or new supply limitations and

High-level network planner

P2P Service Bus

Fig. 4. Distributed architecture.
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costs affecting the existing contracts, the subnetwork agent negotiates changes with
other subnetwork agents in the network.

The subnetwork agent is also responsible for the intensity and reasonability of the
communication between the subnetworks (or companies). It may introduce additional
virtual costs on the external requests, and thus motivate the local agents to solve the
problems locally. It also decides when to coordinate with other subnetworks depending
on how many changes (events to be sent) are accumulated and how fast the other agents
respond.

It is important to note that the distributed coordinated planning system may include
not only automatic multi-agent software planners, but also legacy planning software
and even manual planning software depending purely on users. In this case, these
software components are also connected to the same service bus using the same pro-
tocols and API. Users can see the incoming events, requests and limitations from other
subnetworks, and can propose decisions based on the current plans, available options
and target KPIs.

3.2 Asynchronous Processing

We compared two different approaches to the organization of multi-agent interaction in
relation to the supply scheduling. One approach is based on request and reply and
follows the rejection presumption principle, which means that if no reply is given it is
an equivalent of rejection (sender must wait for an answer). This approach is referred to
as rejection assumed interaction in the paper. Another approach is based on the
acceptance presumption principle, which means that without explicit rejection from the
counterpart of communication the acceptance of request is assumed. This approach is
referred to as acceptance assumed interaction in the paper. Of course, this relates to the
requests that do not require an informational feedback, but only ask another site to do
something, while the feedback is optional.

Following the rejection presumption principle, the sites cannot process next request
until they get a response from other sites regarding the previous request. Thus, in our
case the Storage A becomes a bottleneck because both shops ask it first (as potentially
cheaper source), and it cannot answer them both until Storage B answers the request.
For example, the request processing is blocked at the Storage A on the steps ‘c’, ‘d’,
and ‘e’ on the following diagram (Fig. 5), which leads to the delay of the processing of
the request from the Shop Y on step ‘g’.

Specifically, when Storage A gets a request from Shop Z at step ‘c’, it sends a
request for this product to Storage B (as it does not have it in the stock). When the
request from Shop Y comes (almost the same time as from Shop Z), it cannot be
processed until the request to Storage B is accepted.

We consider only one product in the network in the paper, so the orders compete
for the same stock. If you get requests for different products, they theoretically may be
processed immediately one after another, but this is an abstract situation. In practical
tasks there are much more interdependencies between resources and demands other
than just product type. For example, the channel capacity between Storage A and
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Storage B, or the dispatch capacity at Storage B can be limited, or the transportation
cost may depend nonlinearly on the volume transported. This prevents Storage A from
answering the second request even if it is for a different product, until the acceptance of
the first delivery is received (or assumed).

The complete processing of the two orders with this approach takes 22 steps.
Considering that some of them are done in parallel and some of them are very quick,
this exact sequence takes 12.4 tu (time units).

Actually, we do not consider here the fully synchronous interaction that requires all
events to be processed separately. It means that the order from the Shop Z is com-
pletely processed first, and only then the processing of the order from the Shop Y
starts. This forces the whole sequence to go in one thread and take 16.6 tu.

The next diagram (Fig. 6) shows the interactions using acceptance presumption
protocols.
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Fig. 5. Competitive interactions with rejection presumption.
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We can see that, in this example, the structure of the interactions is the same as in
the case where we have only one order. The significant difference from the rejection
presumption case is that at some steps several requests are processed by the site
simultaneously. From one point of view, such steps should take more time, but from
the other point of view, the processing of several requests at once never takes more
time than separate processing of the same requests. What is more important, having
several requests at once allows avoiding blind decisions that should be re-considered
when the next request comes.

3.3 Self-regulation of the Processing Time

To ensure high speed of event processing, a method has been proposed that allows
automatic adjustment of the duration of event processing by agents.

When choosing a planning option, each agent considers several possibilities and
assesses them in terms of potential benefits. Normally, the agent, when he decides with
whom to try to reach an agreement, chooses the most promising. But usually at this
stage (before, in fact, negotiations) it is impossible to determine exactly what the
negotiations will lead to. Therefore, there is always a chance that time will be spent,
and the result will not improve.

In a situation where events are rare, you can consider more risky options, if they
can potentially give a better result. If there is not enough time for processing, it is more
reasonable to choose the option with the least risk (as a rule, with less negotiations) in
order to get the result quickly.

For example, an agent may need a choice of how to deliver a product: request that it
be added to a half-empty delivery or offer another need (later) to make room in a
delivery that is full.

In the first case, a preliminary assessment will give more shipping cost, because
half-empty delivery is less effective and more expensive. But at the same time there are
almost no risks that it will not be possible to agree with the delivery agent.

In the second case, the cost of delivery is potentially lower (that is, more profitable),
but there is a risk that a later need will not be able to find a resource for itself or the
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Fig. 6. Competitive interactions with acceptance presumption.
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resource will be even more expensive. This can only be clarified after a request for
another need and the completion of the entire chain of negotiations.

The essence of the proposed method is that, depending on the intensity of the flow
of events, agents raise or lower the “bar” of acceptable risk. If in previous iterations of
planning it (planning) could not be completed before the arrival of a new event, the
level of acceptable risk decreases, agents choose those planning options in which the
risk does not exceed the current level.

Risk is determined by the spread of values in the preliminary assessment of
planning options. Zero risk means that only variants with exactly known results will be
considered, i.e. not requiring negotiations.

If planning can be completed before the arrival of a new event, the level of
acceptable risk increases, more negotiations appear, more options are considered.

3.4 The Method of “Negative Experience”

To improve the quality of planning without increasing its duration, it is proposed to
introduce into the planning method an element of self-study, which consists in the
following.

After reaching equilibrium and completing the planning iteration, the network agent
(headquarters agent) evaluates the received plan for the overall network objective
function. If the plan is improved, the staff agent initiates the iteration of the
improvement in accordance with the “weak link” method. If the plan has worsened, the
changes are not only canceled, but each agent in the chain of negotiations that led to
deterioration, associates the magnitude of the deterioration with those agents with
whom he entered into negotiations.

The next time when an agent considers a planning option, it not only assesses how
much this option will improve its objective function, but also reduces this estimate if
this option requires negotiations with those agents with whom there were previously
negative results.

Thus, first of all, variants without “negative experience” are considered, which
increases the probability of finding a better solution sooner.

4 Analysis of the Results

To determine the features of the developed methods, studies were conducted on the
nature of the dependence of the processing results on various parameters of input data,
incl. on their quantity. In a series of experiments, a model supply network with 30
suppliers, 100 distribution nodes and 1000 consumption points was used.

The dependence of the planning time on the number of orders was checked. At the
same time, it is necessary to distinguish the number of orders and the volume of
demand, because, unlike the volume of demand, each order can have its own prefer-
ences, purchase cost, delivery time and other parameters. In the series, the number of
orders varied from 5 to 100 per node in the network, and for each value 8 separate
experiments were carried out to eliminate the influence of random factors on the
processing time. The measurement results show that the dependence of the planning
time on the number of orders is close to linear (Figs. 7 and 8).
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In another series of experiments, the dependence of the planning time on the
number of competitive orders is considered. At the same time, all orders are given the
same price, high enough for any of them to be profitable (taking into account the cost of

Fig. 7. The dependence of the duration of planning on the number of orders

Fig. 8. Dependence of the number of analyzed solutions on the number of orders
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production and the cost of transportation along any route in the network). From the
results of the experiments, it can be seen that the dependence of the planning time on
the number of competing orders has a quadratic character (Fig. 9).

The developed methods and algorithms are intended for use in multiprocessor and
distributed environments and are implemented in such a way as to effectively use the
available capacity. If measurements are made with a different number of available
computational cores, the planning time will differ significantly with the same number of
plan variants considered by the system. A series of experiments shows the effectiveness
of the use of available computing power. Also, experiments show the effectiveness of
the proposed methods themselves (Fig. 10).

Fig. 9. Dependence of the number of analyzed solutions on the number of competitive orders

Fig. 10. Effect of parallel async processing
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The choice of the approaches described in 3.2 depends very much on the specific
practical case characterized by structure of the network and competitiveness of the
demands. In general, more distributed networks are better processed using acceptance
presumption approach. We used a real case data including more than 300 sites in the
network (part of which is fully interconnected) and about 10 000 orders to model
different interaction protocols. The network to be scheduled includes several factories,
their storages that can interexchange materials and final products, and customer dis-
tribution centers that should be supplied. The model also includes production
scheduling and some other features that affect the processing time in different situa-
tions. The modelling has been done using 16-core processor. The table below shows
the results of the comparison (Fig. 11).

The slight difference in quality between the synchronous processing and the
rejection presumption most probably happens because of asynchronous stock compe-
tition between different orders.

Comparing the last two rows we can see that the use of acceptance presumption
approach gives us 3.8 times faster processing and decreases the quality by about 0.1%,
which seems to be a fair price in most cases.

A series of experiments was conducted in which the methods developed were
compared with the simplex method. The number of consumers in the series increased
from 50 to 300. Every consumer could receive products from any supplier. In this case,
the total size of the network (the complexity of the problem) is determined by the
number of possible delivery methods from the supplier to the consumer (the number of
delivery channels). The total production capacity, its distribution over the network, the
cost of production and transportation were set randomly for each individual experiment
in the series.

According to the experiments, the processing time of an individual event remains
approximately the same for any network size. It averages 14 ms, which is about 10
times faster than full rescheduling for a network with more than 250 customers.

The paper is prepared based on the results of the state financed research of
ICCS RAS AAAA-A19-119030190053-2 “Development and analysis of the methods
of analytical construction, digital knowledge representation, computing algorithms and
multi-agent technologies used for optimisation of the control processes of complex
systems”.

Processing time (ms) Messages between 
sites

Achieved quality ($)

Fully synchronous pro-
cessing 

737236 3200 1813499

Rejection presumption 191334 3140 1813359
Acceptance presumption 50275 2333 1812240

Fig. 11. Agent negotiation approaches comparison
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5 Conclusion

Based on the practical applications of the developed methods and the analysis we did it
can be said that they allow achieving better results in terms of scheduling speed. Thus,
they are especially useful in the tasks where real-time processing is needed.

Distributed parallel processing methods improve equipment utilization and can be
applied efficiently in almost any practical case. Asynchronous processing also provides
improvement in processing speed in multi-thread and distributed environment, but the
specific approach should be chosen based on the specific practical case. Self-regulation
and “negative experience” methods improve the real-time performance of the supply
network scheduling systems by adapting the agent negotiations to the specific demand
patterns and network structure, and make the dependence of the processing time on the
number of demands more linear.

The future research will include the extension of the self-regulation methods with
more parameters taken into consideration and automatically switching negotiation
approaches based on the scheduling results evaluation.
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Abstract. Industry 4.0 capabilities have enabled manufacturers to collect and
analyze smart manufacturing data across a broad array of diverse domains
including but not limited to scheduling, production, maintenance, process, and
quality. This development necessarily proceeds in a logical sequence by which
first the organization develops the capability to capture and store this data and, at
best concurrently but frequently lagging, develops and refines the competencies
to analyze and effectively utilize it. This research presents an applied case study
in surface mount technology (SMT) manufacture of printed circuit board
(PCB) assemblies. Parametric data captured at the solder paste inspection
(SPI) station is analyzed with machine learning models to identify patterns and
relationships that can be harnessed to preempt electrical defects at downline
inspection stations. This project is enabled by the recent conclusion of an
Industrial Internet of Things (IIoT) capability enhancement at the manufacturing
facility from which the data is drawn and is the logical next step in achieving
value from the newly-available smart manufacturing data. The operationaliza-
tion of this analysis is contextualized within the product-resource-order-staff
architecture (PROSA) of a Holonic Manufacturing Systems (HMS). A Trigger
Holon is nested between the Resource Holarchy and Product Holarchy that, at
scheduling, distributes implementation instructions for the defect-prediction
model. The Defect Prediction Holon is containerized within the Product
Holarchy and provides instructions for corrective action when the model flags a
record as exhibiting increased probability of a downline electrical defect.

Keywords: Ball grid array � Solder paste inspection �
Surface mount technology � Printed circuit board � Defect prediction �
Machine learning � Holonic manufacturing system

1 Introduction

A holonic systems approach is one in which complex systems are divided into auton-
omous and cooperating functional entities called holons, a term proposed by Arthur
Koestler in his book, The Ghost in the Machine [1]. The word “holon” is an amalga-
mation of the Greek word for “whole” and the Greek word for “entity” or “part”.
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A holon, therefore, is an independent entity but is also a subset or piece of a larger
whole, subject to control from a central supervisory entity [2].

A Holonic Manufacturing System (HMS) applies the concepts of a holonic system
to the manufacturing context in such a way as to combine the best features of hier-
archical systems1 and heterarchical systems2. As a check and balance against the rigid
structure of a hierarchical system, individual holons have autonomy to act and make
decisions. To guard against the low predictability of the flatter heterarchical control
architecture, holons work together in a loose hierarchy, where a single holon can be a
member of multiple hierarchies but those hierarchies are not necessarily permanent [3].

The product-resource-order-staff architecture (PROSA) reference architecture for
the HMS was introduced by Van Brussel et al. as a framework for HMS containing four
basic types of holons: process, resource, order, and staff holons [4]. The PROSA ref-
erence architecture maps coherently to manufacturing functions of logistics, task/order
instances, and task/order types.

This research conceptualizes the operationalization of a smart manufacturing case
study in defect prediction within the PROSA reference architecture for an HMS. The
case study employs machine learning models to predict defects in printed circuit board
(PCB) assemblies employing ball grid array (BGA) package types during assembly.
The pilot stage of the case study, detailed in a manuscript currently submitted for
review in International Journal of Data Science and Analytics, has produced sufficiently
encouraging results on pilot datasets that the project has transitioned to development of
a conceptual and data architecture framework supporting real-time defect prediction for
the in-progress PCB assemblies.

2 Background

2.1 PCB Manufacturing Process

In PCB manufacture on a surface mount technology (SMT) line, a BGA package type
is a means to affix components such as microprocessors to the PCB. Solder spheres are
deposited on the component in a grid that contains, for each solder sphere, a corre-
sponding pad on the PCB. The component is temporarily affixed to the PCB using a
wet solder paste, and the assembly then passes through a reflow oven to activate the
fluxes, melt the solder spheres, and form a mechanical and electrical connection
between the component and PCB. Figure 1 contains a cross-section of a PCB and
affixed BGA package, prior to the reflow stage.

1 In a hierarchical control architecture, levels of control have specific functionality with strict
relationships constraining control decisions from one level to the next.

2 In a heterarchical control architecture, distributed locally autonomous entities cooperate with each
other directly but without higher-echelon oversight or control.
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BGA package types are of interest because, after the mechanical and electrical con-
nection has been formed, defective components are costly to rework and require a higher-
level skill set in the operator. The earlier in the SMT process that a BGA defect can be
preempted, the better, since the cost of rework exponentially increases down stream.

Figure 2 contains a typical SMT line. The first station is a stencil printer machine,
which applies solder paste to a clean PCB. A prefabricated stencil is employed to ensure
that the correct amount of solder paste is placed in the correct places. Immediately
following stencil printing, a solder paste inspection (SPI) machine inspects the indi-
vidual solder deposits for compliance with specifications and takes measurements for
five parametric quantities: offset (x-direction), offset (y-direction), height, volume as a
percentage of specification, and area as a percentage of specification. Figure 3 contains a
cross-section of the application of solder paste to a PCB with the overlaid stencil, and

Solder Paste

PCB

BGA Package

Fig. 1. PCB with BGA package, prior to reflow

Fig. 2. SMT line

Solder PasteStencil

PCB

Fig. 3. Solder paste application
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Fig. 4 shows the PCB at the point of SPI measurements, after the stencil is removed but
before placement of any components.

After SPI, the board moves to a pick-and-place (P&P) machine which affixes
components to the wet solder paste. There may be several P&P machines in series, and
the last P&P machine typically affixes the BGA packages. After P&P, the board moves
through the reflow oven and enters a queue for automated optical inspection (AOI).
The AOI machine checks quality of assembly and identifies visible defects such as
missing parts, solder volume, solder bridge, insufficient solder, or misaligned parts.
Electrical testing is performed at an in-circuit testing (ICT) station, and boards passing
ICT are moved to final assembly (FA) and functional testing.

2.2 Case Study Background and Pilot Dataset Results

The case study that undergirds this research utilizes an applied machine learning model
to link SPI parametric data with downline ICT defects. This case study is innovative in
the landscape of surface mount technology literature, as the bulk of current research
into BGA defects focuses on optical means to locate them [5–12], metallurgical
properties of the solder [13–16], or rework [17–19]. Employing parametric data
measured on the individual solder paste deposits is an approach that is only possible in
the Connected Enterprise Environment and is enabled by a circa-2017 Industrial
Internet of Things (IIOT) capability enhancement project at the manufacturing facility
from which the data is obtained.

Solder paste deposits for a single BGA package were analyzed holistically by
organizing the measurements into arrays and sorting those arrays according to some
rule. Feature extraction software was applied to the data arrays, with feature relevance
being determined by a sequential application of statistical strength of association and a
fuzzy inference approach introduced in [20] and previously used on a different appli-
cation in [21]. Decision tree models using the reduced feature sets were scored for each
of two different datasets, with metrics for classification accuracy exceeding 96.16%,
precision exceeding 82.35%, recall exceeding 50%, and F1 score exceeding 62.22%.

Solder Paste

PCB

Fig. 4. PCB and solder paste deposits at SPI measurement
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3 Methods – Model Operationalization Architectures

3.1 Data Architecture Considerations

The data architecture for the manufacturing system in this case study employs a series
of sequential and parallel data collection and refinement steps that begin at the local
machine level and escalate to enterprise-level cloud storage. The challenge associated
with operationalization of the models utilized in this research is that there is a short
window of time before which the benefits of the defect prediction algorithm become
moot. Specifically, intervention of a PCB flagged as defective must occur prior to the
board passing through reflow.

These time constraints necessitate edge level computing because, by the time the
data migrates to the cloud level and predictions are routed back, the window of
opportunity to intervene will almost certainly have passed. Figure 5 contains a sim-
plified data architecture in the Industry 4.0 connected factory context.

In Fig. 5, raw data is collected on any number of different items of interest such as
production data, machine diagnostic data, sensor readings, scheduling, or other relevant
information. Cloud storage and computing is necessarily preceded by some layer of
preprocessing or cleaning of the data. “Clean” data is uploaded to Cloud Storage as per
predefined parameters and is available for incorporation into Cloud Analytics capa-
bilities. The dashed-line surrounding the “Edge Analytics” cell indicate the variation
that might exists in placing the proposed computing capabilities to produce time-
sensitive output before the cleaning and preprocessing steps. The only stipulation is
that model output should be produced quickly enough for it to be actionable.

Fig. 5. Data architecture example
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In the current case study, the ideal intervention window is after SPI and before the
first P&P machine, which is a time frame of approximately 30 s to five minutes,
depending on the PCB batch in the process. The next best scenario is for intervention to
take place prior to the final P&P machine, at which point the BGA component is
placed. This adds approximately five minutes per P&P machine. The latest acceptable
point of intervention is after the final P&P machine but before the reflow oven, giving
approximately five more minutes for the model to output its results, instructions to be
passed and understood, and action to be taken.

3.2 Holonic Manufacturing System Architecture

In conceptualizing this case study as an HMS, it is proposed that the entire model can
be incorporated into a holarchy3 consisting of a Trigger Holon and a Defect Prediction
Holon. The Trigger Holon could be viewed as the functional equivalent a Staff Holon
that is nested between the larger Resource and Product holarchies. Figure 6 illustrates
the Trigger Holon with its internal capabilities.

As indicated in Fig. 6, the Trigger Holon contains two internal holons. The
Communication Holon sends and receives signals to and from the internal and external
holons. In this case, the Communication Holon receives detailed order information
from the Resource Holarchy and passes it to the Decision Holon. The function of the
Decision Holon is to compare the PCB assembly parameters for the specific product
against a list of PCB assemblies that are appropriate for the defect prediction model.
The model in its current state is intended to be applied to PCB assemblies employing

Fig. 6. Trigger Holon

3 A holarchy is a system of holons that cooperate to achieve a goal or objective.

Operationalization of a Machine Learning and Fuzzy Inference 101



BGA package types. Additional information that the Decision Holon will consider is
the specific PCB assembly type because different PCB assembly types may require
different models. Pilot datasets were created specifically for PCB assemblies whose
frequency of production and frequency of defects were suitable to build a model. As the
capability matures, a repository of data from other PCB assemblies will be built and a
family of models trained.

The decision returned to the Communication Holon prompts instructions to be sent
from the Trigger Holon to the Product Holarchy for whether or not to initiate the Defect
Prediction Holon. These instructions would be received by an Order Holon (not
depicted) nested within the Product Holarchy.

The Defect Prediction Holon, inserted into the Product Holarchy, is shown in
Fig. 7.

The Defect Prediction Holon receives the instruction from the Trigger Holon as to
whether it should be applied to the PCB whose data was just measured at the SPI
station. As with the Trigger Holon, there is a Communication Holon to transmit signals
to internal and external holons. A feature set creation holon builds a feature set from the
SPI parametric data and then refines it by selecting the features best suited for defect
prediction based on the approach in [20]. The features for model inclusion are trans-
mitted back to the Communication Holon, which forwards them to the Model Holon.
The Model Holon implements the machine learning algorithm, obtains a prediction,
and forwards that information back to the Communication Holon. The Communication
Holon then transfers the appropriate instructions to an Order Holon which then passes
them back to the Resource Holarchy.

It should be noted that model training does not take place at the Defect Prediction
Holon. Models have already been trained at the Cloud level due to the quantity of data
and the time required. The Defect Prediction Holon is applied in the run-time envi-
ronment to individual PCB assemblies exiting the SPI machine.

Fig. 7. Defect Prediction Holon

102 P. M. LaCasse et al.



4 Conclusion

Models for defect prediction in a complex manufacturing system take on an entirely
different tenor when transitioning them from self-contained pilot models on the data
scientist’s local machine to an operationalized system for real-time corrective action.
While it is clearly necessary for models to perform adequately and output trustworthy
results, these are not sufficient conditions for a successful transition to a practical,
usable product. Additionally, the model must be placed at the appropriate juncture in
the data architecture and be configured in such a way as to be adaptive to the unpre-
dictable nature of the complex manufacturing environment.

The smart factory as a holonic manufacturing system is an appropriate framework
to conceptualize the transition of the featured defect prediction case study from ad hoc
analysis to a steady-state, real-time quality assurance tool. The proposed two-holon
framework, with a Trigger Holon nested between the Resource and Product Holarchies,
combined with a Defect Prediction Holon nested within the Product Holarchy, is a
viable architecture in the Industry 4.0 environment. This ongoing effort will continue to
be developed for industrial applications and analyzed for lessons learned in future
academic research.
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Abstract. Production systems are becoming more flexible and agile to realize
the need for more individualized products. Robotics technology can accomplish
these demands, but programming and re-configuration of robots are associated
with high costs, especially for small- and medium-sized enterprises. The use of
digital twins can significantly reduce these costs by providing monitoring and
simulation capabilities for the robot and its environment using real-time data.
The integration with an ontology as a knowledge base to describe the robot and
its 3d-environment enables an automatic configuration of the digital twin and the
particular robot. In this paper, this concept is coupled with cloud-computing to
enable an effortless integration as service in existing cloud architectures and
easy access using the common web-technology-stack for the end-users. A novel
architecture is presented and implemented to incorporate the real system with its
digital twin, the ontology and a planner to infer the actual operations from the
knowledge base. Finally, the implementation is applied to the industrial man-
ufacturing domain to assemble different THT-Devices on a PCB to evaluate the
concept.

Keywords: Digital twin � Industrial robotic � Autonomous system � Ontology

1 Introduction

In order to handle the ever-increasing number of individualized products with short
delivery times, the production system has to become much more flexible and agile.
Particularly in the field of assembly systems the growing variety of products adds new
complexities to the planning process and increases the costs, because (re-)planning
efforts tend to grow exponentially to the number of variants [16]. Robotics technology,
which is able to prove high efficiency, precision and repeatability, seems like a viable
solution to cope with these challenges. However, robot systems still often do not meet
the demands of small- and medium-sized enterprises (SMEs); with a high number of
small lot sizes and product variants, frequent re-configuration and re-programming, but
also little or no in-house robot expertise. Also, the setup and operation of a robot in an
SME environment are not that easy, since it is typically less structured and involves
more uncertainties than large-scale or mass production industries [5].

In order to be able to dynamically adapt to new products and unpredicted pro-
duction changes, robotic systems need to work autonomously. Autonomous systems, in

© Springer Nature Switzerland AG 2019
V. Mařík et al. (Eds.): HoloMAS 2019, LNAI 11710, pp. 105–116, 2019.
https://doi.org/10.1007/978-3-030-27878-6_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27878-6_9&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27878-6_9


this context, means that robots systems are able to perform high-level task specifica-
tions without explicitly being programmed [3]. In order to reach specific goals, such
systems employ automated reasoning and choose their actions knowing their own
capabilities and their current state. To perform an aimed action successfully, the
autonomous systems have to have a realistic representation of their own capabilities
and environment as well as of the current state of the production process. Nonetheless,
the complexity of the issues involved in systems, a large number of subsystems and
factors that directly or indirectly affect the productivity, efficiency, and synchronization
of a production or assembly process, requires searching and verification of the possible
solutions in the processes of designing and modeling these systems [17]. Besides, to
guarantee safety, new control methods and architectures have to be fully tested and
proven before practical usage. According to the International Federation of Robotics
(IFR), the challenges of adopting new technologies as well as the lack in advanced
safety systems for the supervision of human-robot workspace sharing and cooperation
represent some of the main reasons that companies do not use robots yet [13].

However, performing tests in a running production process can generate additional
costs and put the personal and production equipment in danger. Simulation can be a
very effective way of testing different control architectures and improving the quality of
the designed solutions and can enable to some extent the reliability and effectiveness of
the entire system. The application of simulation solutions for designing, testing, and
verification of control programs and algorithms in the industry but also in service
robotics is well established and there are a lot of solutions currently available (e.g.
RobotStudio, KUKA SimPro, Robotics Suite, Gazebo, etc.). An overview of current
robot offline programming tools can be found in [4, 6, 8]. Nevertheless, most of these
tools do not support semi-automatic program generation on the abstraction level of
process steps [10]. Furthermore, most of them are focused on processes where they are
used to specify basic robot movements and are mostly not suitable for all use cases
within specific domains. Besides, there is usually a strict separation between the virtual
runtime environment provided by robotic simulation frameworks, and the motion and
grasp planning components, imposing severe limitations on the interaction possibilities
between planning and runtime components when it comes to robotic simulations [1].
Data models used by engineering and simulation tools are mostly not compatible or
insufficient to fulfill all parameters of others, restricting the interoperability in an
increasingly multi-vendor tool environment [20]. In this context, software that aims to
mimic robotic work cells needs to represent exactly all components and display them
accurately while facilitating poses, paths and trajectories testing [18]. Besides, to
evaluate the impact of external and internal changes and to react in a timely manner to
critical influences on production management, changes within a physical environment
have also to be mirrored within the virtual model [20].

From a simulation point of view, the Digital Twin approach is seen as the next big
step in modeling, simulation and optimization technology [15]. The idea of the digital
twin is to create a digital counterpart to mimic the characteristics and behaviors of its
corresponding twin, realizing in an effective way the communication and interaction
between the physical and digital world [23]. It is essential to represent the character-
istics, behavior, and relations of the system components like products, resources, sensors
as well as the kinematics of a robot properly within the digital twin [9]. Digital twin
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technology establishes feedback loops between real-world objects and their virtual
substitutes. In this article, our goal is, on the one hand, to reduce the required manual
steps for the modeling of digital twin environments with sensors, actuators, and devices.
The digital twin generation should also support the communication and interaction
between the physical and digital environment. On the other hand, the established digital
twin should enable easier tests and development of autonomous robotic systems
including their automated configuration and programming in realistic environments
under specific conditions and constraints. The entire framework provides also moni-
toring means of involved devices represented through their digital twins. A further aim
was to present data through the digital twin framework and to visualize the information
in a user-friendly graphical interface as well as to perform proof of concept tests on
laboratory equipment.

This paper is structured as follows. Section 2 discusses the framework architecture.
Section 3 shows the digital twin integration and configuration. In Sect. 4, we present in
detail the implemented framework. Section 5 describes the digital twin, when applied
in specific use case. Finally, the paper is concluded in the sixth section.

2 Framework Architecture

The main goal of this research is to create a digital twin of an autonomous robotic
system. The twin should be automatically created from the semantical description of
the system, and furthermore, it should able to supervise the real system’s current
actions based on the data that the digital twin receives from it. The digital system
analyzes the current situation in the real
system, tests some alternative scenarios and
gives relevant feedback to the real system
when these scenarios result in improved
action. The digital twin collects all relevant
knowledge about the product, production
equipment, and the production process and
uses this knowledge to suggest suitable
actions to the real system. It enables the
correct and efficient modeling of the envi-
ronment but takes a vital role in the pre-
diction of the possible autonomous system
behaviors. In this setting, the digital twin is a
vital enabler of autonomy and an important
factor for achieving a new level of flexibility
in automation systems. There are basically
four major components contained in the
digital twin framework, including the
semantic description of the robot system environment, a decision-making mechanism
(planner), the digital environment model and the real system (Fig. 1).

Fig. 1. Digital twin concept
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2.1 Ontology

In order to realize the digital twin, a vital part is the development of a digital model of
the environment, which must be as precise and detailed as its real twin in order to
execute accurate simulations and evaluations [9]. Lately, the attention has been also
oriented on the application of ontologies to meet the goals of modeling, meta-
modeling, and interoperability between the digital tools in the Virtual Factory context
in order to guarantee an accurate digital link. The key benefits of using an ontology-
based approach include (i) the exploitation of semantic web technologies in terms of
interoperability, data distribution, extensibility of the data model, querying, and rea-
soning; and (ii) the re-use of general purpose software implementations for data stor-
age, consistency checking and knowledge inference [19]. In this context, it is crucial to
accurately model and represent the relevant elements of the system such as products,
robots, actuators, users, tools, sensors, etc., considering their properties, behavior, and
relations to each other as well as corresponding locations. For instance, the kinematics
of a robot must be properly represented as well as sensor and actuator specifications
(e.g., their accuracy and frequency). Based on the exact virtual representation of the
physical environment, the model can provide information about the concrete position
of the specific element. The ontology also specifies technical details, which are required
for automated device registration and enabling access to the devices.

2.2 Planner

The reasoning functions of the robotic system are realized in the planner, the second
important part is the digital framework. The responsibility of the planner is to link the
semantic description of the framework and the skills of the acting resources in the
system. In this context, the planner uses an ontology-based product model to reason
about relations between workpieces as well as to connect abstract processes and needed
equipment to generate concrete operations. Based on the initial state of the system (its
relevant elements considering their positions and orientations) and goal that the system
aims to reach, the planner generates the list of high-level actions, which are needed to
reach that goal. The preconditions dictate items that must be initially valid for the
action to be started. During ongoing execution, the continuous evaluation of the per-
formance of the actions ensures they are executed as expected. When the execution has
finished, a final postcondition check determines if the effects of the undertaken actions
are as predicted.

2.3 Digital Twin

Autonomous systems are aware of their own capabilities (skills) as well as about their
current state. Nevertheless, in order to be able to undertake appropriate actions, they
need to have a meaningful representation of the surrounding environment. Moreover,
considering the fact that they act autonomously and that their actions are sometimes not
predictable, it is of crucial importance to test or supervise their behaviors. Their control
programs and related behaviors can be developed and tested using real control systems
in combination with a digital representation of the later real application environment,
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including all relevant models of resources, tools, sensors, etc. The test planning and
testing environment can be used to validate robotic tasks and actions. Creating a digital
production environment including all relevant elements gives a possibility to compare
the actual path of a workpiece with an optimal one. It can be also used to validate robot
actions for specific initial states and adjust particular parameters of the control strategy
until one or more optimal cases are resolved. Also, the integration of collision detection
in the digital twin enables a virtual sensing domain which is not possible with current
industrial robots, where a collision is fatal during application.

2.4 Cloud

Cloud technologies provide a shared environment of manufacturing capability, com-
puting power, knowledge, and resource, offering an environment to connect the
computing and service resources in the digital world to the machines and robots in the
physical world [22]. The integration of digital twins into cloud manufacturing systems
imposes strong demands such as reducing overhead and saving resources [7]. We have
created a cloud-based digital twin framework that exploits modern Web technologies
and offers modeling, simulation, and supervision environment to the end-users’ needs.
The digital twin layout is generated automatically online and can be accessed via a web
browser, even via a mobile device. In our approach, we have every physical component
in the system represented by its digital twin hosted in the cloud. Every time the real
world state changes, an update of the current component status is sent to its digital
representation in the cloud. Additionally, the use of cloud-based technology enables
easy use of the digital twin as service without a user interface, for example, directly
connected to the path planning component for collision detection of a proposed path.

3 Framework Integration

The components, as presented above, are integrated into the digital twin framework as
visualized in Fig. 2. In our previous work, we described the function and implemen-
tation of the ontology-driven industrial robotics system as well as its automated con-
figuration [12]. As a basis for this system and presented digital twin framework, the
Rosetta ontology [24], which is concentrating on robotic devices and particular skills.
We also integrated the BREP ontology [21], which represents geometric entities in a
semantic way. Within the digital twin framework, we particularly focused on repre-
sentations of industrial robots and their features: manufacturer, type, axes, segments,
weight, tools, etc. The ontology describes also concepts which are required for an
automated configuration and access to the devices.

The Planner automatically determines a set of suitable actions that lead to the final
goal state. Nevertheless, the selected plan is strongly related to the current state of the
entire robotics system. The action schemas of a planning domain include parameters,
preconditions, and effects. The preconditions dictate items that must be initially valid
for the action to be legal. The effect equation dictates the changes in the world that will
occur due to the execution of the action.
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The digital twin is automatically configured based on the information of the
ontology and the real system. The ontology provides spatial information, which is
interconnected with other semantic data-structures, for example, skills. Especially the
spatial information about the geometry and positioning of the workpieces, the robot
itself and its environment are relevant to automatically adapt the digital twin. Therefore
the abstract representation of the joints of the robots and its actual triangulated
geometry are transferred to the digital twin for the initial configuration. The segments
of the robot are represented using their length and the link to the next connected
segments. The orientation and position of the next connection point is defined in a local
coordinate space, based on the current segment. This process enables the fast config-
uration of new robots based on similar or slightly changed geometry. In a similar way,
the tools are represented. Each tool has an operation reference point, for example, the
center of the vacuum gripper. Similarly, the environment of the robot is also mapped
into the digital-twin, to determine the working area of the robot. Using the collision
detection of the digital twin, changes in this mapped environment can lead to adapted
robot paths to avoid collisions with the surroundings. In the ontology, the workpiece
and its sub-parts are defined by the geometry and the handling information. The
handling-information contains information about the local picking position of the part
and the possible tool which can carry out the operation. This information adapts the
used tool of the robot and path-planning.

Fig. 2. The implemented framework of the digital twin

110 T. Hoebert et al.



As stated before, the digital twin also configures based on spatial information of the
robot and its sensor data. In this context, the current angles of the axes and the sensor
values of the tool are transmitted to the digital twin. This information helps to monitor
the robot and to gain insight into the robot’s autonomous movements.

4 Implementation

The digital twin framework consists of 5 components, as shown in Fig. 3. The main
component is the cloud-based Service Hoster, which connects the different components
transparently.

It is implemented using Node.JS for maximal interoperability with the other
components because of existing included frameworks. It has a dedicated Ontology-
Connector service to interact with the ontology. The ontology is implemented using the
open-source named property graph database Neo4j to handle the performance demands
of geometry data processing and storing. The Sci-Graph project is used to migrate

Fig. 3. The implemented framework of the digital twin
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OWL-Ontologies into the database1. This implementation choice led to the use of the
Cypher query language, which is used to query the ontology data.

As mentioned before, the ontology stores all information about the workpieces, their
geometry, and the production process. The geometry is associated with production
information, for example, the possible handling tools. Also, the capabilities and
geometry of the robot are stored and linked here via relations. Additionally, the saved
information of the composition of the final workpiece is relevant for planning. Hereby, a
planner is used to generate a possible production plan based on a minimal cost function,
e.g. minimal production time. The PDDL-standard [11] is used for this purpose.
A generic network adapter is implemented to connect the planner with the service.
The PDDL problem and domain files are generated based on the information of the
ontology. The generated files are sent to the planner, which solves the problem instance
with a concrete plan. This plan is sent back to the server to interpret this output plan with
the spatial information of the ontology. Using this data, concrete commands for the
robot can be formulated. For this purpose, the CRCL-standard [14] is used to com-
municate with the robot and the digital twin. To support this web-based application area,
the XML-based syntax is replaced by JSON. This JSON-format is also used since it has
a lower message-size. A CRCL-interpreter on the robot receives these messages for its
execution queue. The execution status information (“received”, “queued”, “started”,
“finished”) is sent back to the server for synchronization with the digital twin. The
current axis positions are also transmitted using CRCL-status messages.

The digital twin is implemented as HTML5-application to support different devices
and operating systems. Figure 4 shows the user interface of this web-application. It
visualizes the production plan and the digital twin. The client is connected to the server
via HTTP and JSON for asynchronous communication. The digital twin visualizes the
workpieces and the robot as 3D-realtime rendering. Here, BabylonJS is used as ren-
dering engine which uses WebGL to support a browser visualization without any
installation. The geometries of the workpieces and the robot are fetched from the server
in the GLTF standard which is a JSON based format optimized for WebGL. This
triangulated geometry is also used for collision detection. In this digital twin, the user
can upload new workpieces which change the planned production steps. Additionally,
the workpieces in the digital twin can be moved in space to change the spatial infor-
mation in the ontology, to configure the robot’s path planning.

5 Application

The assembly process is one of the most important production phases since the quality,
life, performance, reliability, and maintainability of a product mostly depend on
assembly results [25]. Assembly operations are considered being among the most
intensive and costly processes in production lines, due to the variability of the
assembled parts and the complexity of the executed tasks [2]. The assembly process
can become especially extensive when coordination of several different actions need to

1 https://github.com/SciGraph/SciGraph.
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be integrated and performed by an autonomous robotics system. Especially considering
that this system also requires an exact representation of the current state of the pro-
duction process and of its actions.

These difficulties make the assembly domain relevant to the use of the digital twin
concept. As mentioned before, the digital twin can collect all this vitally important
information on the production process and make it available to the autonomous system.
This information can be simulated with the digital twin model to anticipate the con-
sequences of actions by the autonomous system in a given situation and possibly
modify the course of action [15]. Due to these reasons, we apply the digital twin for the
test case that focuses on the assembling of different THT-Devices (relay, capacitor,
screw terminal, and potentiometer) on a PCB. In this scenario, THT-Devices for an
assembly line are placed in boxes at the workstation. Each box contains different parts,
which have an exact position in the box. In the automated pilot case, the KUKA robot
KR 6 R900 sixx performs a series of pick-and-place operations in assembling the PCB
board, as presented in Fig. 4.

In the digital twin, the end product is specified by the user through the GUI as the
final goal, being defined as the assembled PCB board with the geometric information
containing the characteristics (weight, position, and orientation) of the individual
parts). These data are forwarded in combination with the semantic description to the
planner. Once the user starts the process, the digital twin provides the information
about the current state of the system and the planner starts with the specification of the
single assembly activities autonomously. Each activity consists of a series of operation
that can be executed with different tools or by one or more resources. The PDDL
planner extracts the corresponding production/assembly operations and links the par-
ticular action with the required tool, which has to be used to perform the specific
operation (e.g. handling, assembly, fixing). These tools and relevant skills, as well as

Fig. 4. Digital twin applied in the assembly domain
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resources, are represented in the ontology. Based on these specific operations the robot
can reason about the required tool (e.g. a gripper for handling). This activate sequence
is then mapped accordingly into a robot program, which is then executed. The activities
are then reviewed by the user who could then approve them or change specific
parameters in order to improve the efficiency of the operations.

6 Conclusion

The application of the digital twin technology to support the development of an
autonomous robotics system is proven as a promising approach. In this paper, we use
the digital twin framework for modeling, simulation, supervision, and optimization of
the autonomous robotics system. The developed framework is composed of four major
components: semantic description of the robot system (ontology), decision-making
mechanism (planner), digital environment model and the real system. The use of an
ontology provides a unified structure for the representation of the system environment.
The reasoning functions of the robotic system are realized in the planner and connected
with the ontology-based world model. The function of the entire digital twin frame-
work is based on the continuous interaction and iterative improvement among those
four elements.

The digital twin framework is automatically configured based on the information
from the ontology and enables reduction of manual steps during the modeling process.
The developed digital twin facilitates easier tests and development of autonomous
robotic systems including their programming and monitoring. The proposed visual-
ization technique and use of cloud-based technology also enable easier supervision and
better understanding of the autonomous approach. The feasibility and effectiveness of
the proposed framework are validated on the real use case that focuses on the
assembling of different THT-Devices.

Future work will be continued with more complex assembly use cases as well as
usage of a depth-camera to detect and track dynamic objects in the system. Moreover,
we aim also to extend the digital twin approach to other types of manufacturing
machines (cutting and grinding machines, etc.).
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Abstract. The (semi-)automated integration of new information into
a data model is a functionality which is required in cases when input
documents are extensive and therefore a manual integration difficult or
even impossible. We proposed an ontology learning procedure combin-
ing information acquisition from structured resources, such as WordNet
or DBpedia, and unstructured resources using text mining techniques
based on an evaluation of lexico-syntactic patterns. This approach offers
a robust way, how to integrate even previously unknown information
disregarding target application or domain. The proposed solution was
implemented in the form of semi-automatic ontology learning tool used
for integration of Excel document containing spare part records and Ford
Supply Chain Ontology.

Keywords: Ontology · Ontology learning · Web mining ·
Text mining · Automotive

1 Introduction

This paper is motivated by a requirement for facilitating interoperability in sup-
ply chain management together with a formation of a new suitable data model
(or improvement of existing one) represented in an ontology. This problem may
be defined as deriving an ontology (or its part) from given data, also known as
an ontology learning task [9].

The integration of new information into an existing data model is a problem
which may be observed in many systems. The integration is necessary for exam-
ple when a company replaces a supplier (information about spare parts has to
be imported in a company system) or the company changes a production plan
and needs to adapt the data model of the information system adequately. In all
cases, we have to face a heterogeneity, which is caused by different designers of
given concepts or by different target applications. Thus, the heterogeneity has
to be resolved for ensuring proper information integration.
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We proposed the solution which includes information acquisition from the
Web (web mining) in the ontology learning process. This approach offers a robust
way, how to integrate even previously unknown information disregarding target
application or domain. The solution deals with facilitating identification of input
data among existing concepts or with the definition of a new concept. The pro-
posed solution was experimentally verified on the integration of Excel document
containing spare parts and Ford Supply Chain Ontology.

The paper is organized as follows: Next section introduces the problem
of ontology learning and some of the developed ontology learning methods.
Section 3 describes our proposed approach to ontology learning. Application of
the proposed method on the case of integration of spare part records into the
Ford ontology is presented in Sect. 4. The paper concludes with a summary in
Sect. 5.

2 State of the Art

The (semi-)automatic methods for ontology construction are typically referred
to as the ontology learning altogether [8]. In other words, ontology learning deals
with the construction of a domain model from available data.

Ontology learning can be often considered as a reverse engineering process.
Implicit domain models that were created by a single or multiple authors repre-
sent given input data. The ontology learning procedure reconstructs the universal
world model from these existing implicit models. The task is complex especially
because only a small part of the authors’ domain knowledge is involved in the
data model creation process and furthermore a conceptualization (which is used
by the author) is rarely mentioned explicitly.

The ontology learning process can be divided into several separated tasks:

1. Acquisition of appropriate vocabulary.
2. Identification of synonym terms and linguistic variants (possibly across lan-

guages).
3. Formation of concepts.
4. Hierarchical organization of the concepts.
5. Learning relations, properties or attributes, together with the appropriate

domain and range.
6. Hierarchical organization of the relations.
7. Instantiation of axiom schemata.
8. Definition of arbitrary axioms.

These tasks with their exactly fixed order are typically referred to as the
ontology learning layer cake. Various methods have been proposed to deal with
particular steps of the ontology learning problem. However, the applicability of
a particular method strongly depends on the target domain and the ontology
learning is thus a very challenging task.

One of the approaches to the problem of semi-automated ontology learning
is to employ structured datasets such as WordNet [10] or DBpedia1. WordNet is
1 http://wiki.dbpedia.org.

http://wiki.dbpedia.org
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a large lexical database of English, where nouns, verbs, and adverbs are grouped
into sets of cognitive synonyms (named synsets). Every synset corresponds to a
distinct concept. These synsets are interlinked by means of conceptual-semantic
relations. DBpedia is a crowd-sourced community effort to extract structured
content from the information created in various Wikimedia projects, i.e., DBpe-
dia contains not only definitions of concepts but also relations between these
concepts represented in some standard form (e.g., by using Dublin Core2). The
existence of the relations between individual concepts in such datasets can be
easily employed for the fourth and fifth layer of the ontology learning process
outlined above.

Zhou et al. [13] proposed ontology learning method where the initial human-
designed core ontology is expanded using semantic relations in WordNet. This
process may be repeated until the resulting ontology is sufficiently rich. Luong
et al. [7] developed a method for enriching concepts using WordNet. In their
approach, correct sense of given WordNet term is evaluated on the basis of
comparing hypernymy trees inferred from WordNet. Booshehri and Luksch [1,2]
proposed the use of Linked Data as an additional tool (besides standard ontology
generating from a text) to find new relations and thus obtain more expressive
ontology.

Another approach to derive relations between concepts is based on the search
of lexico-syntactic patterns in unstructured text. Such an approach was pioneered
by Hearst in 1992 [4] for hyponymy/hypernymy relation. The idea behind this
approach is to identify patterns which usually indicate specific semantic rela-
tion. Throughout the years this approach was also extended to other semantic
relations (e.g., [3,11]). Example of ontology learning based on lexico-syntactic
patterns may be found in [6].

3 Proposed Solution

Each of the ontology learning methods has its advantages and suitable domain
of application. For example, the structured datasets (such as WordNet or DBpe-
dia) already contain much valuable information, e.g., relations to concepts with
broader or narrower sense, relations to meronyms and holonyms. On the other
hand, these resources contain rather general concepts, and more specialized con-
cepts may not be covered in these resources. Unstructured text resources provide
much larger space for search but extraction of the required information is com-
plicated, and the accuracy of obtained results is uncertain.

For these reasons, we proposed a hybrid ontology learning procedure which
combines the acquisition of information from structured datasets as well as from
unstructured text using text mining methods [5,12]. In the first step, the required
information is extracted from the structured dataset. This requires to identify
the concept in the dataset. However, querying the whole dataset only on the
basis of the concept name may produce ambiguous results. For example, even
when limiting to the words of type artifact, a search of word Seal in WordNet
2 http://dublincore.org

http://dublincore.org
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produces four different results. Some additional method would have to be then
employed to identify the correct concept related to the domain in interest as
discussed in the previous section. In our solution we propose to use an inverse
approach where the amount of concepts in the structured dataset is constrained
to the domain of interest and the required term is searched only on this subset
of the dataset. In this approach, the search space is limited even more, but it is
ensured that if an equivalent concept is found in the dataset, it is really related
to the domain in interest.

When the concept is not found in the structured dataset, text/web mining
may be used for information extraction as the next step. In our approach, the
hierarchy of concepts derived from the structured dataset forms base of the
resulting ontology and text/web mining techniques are used to find relations
between these base concepts and the more specialized concepts not covered in
the structured dataset. The relations are formed by searching lexico-syntactic
patterns between relevant concepts in text/web documents. The overview of the
proposed solution’s workflow is shown in Fig. 1.

The procedure outlined above represents the basic set of steps to follow in
our proposed solution. However, the application of particular resources (Word-
Net, DBpedia, Web mining) may be combined arbitrarily within each step to
obtain better outcomes. Naturally, this must be tailored for specific application
to ensure the required results. For instance, some form of web mining may be
required in a preprocessing phase in order to define suitable concept labels for
the subsequent ontology learning process. Furthermore, even if some semanti-
cally equivalent concept was found in the structured dataset, it may be suitable
to apply the text/web mining methods to extend the knowledge about the con-
cept, to find paths to other concepts in the ontology, etc. Furthermore, it is good
to notice the proposed solution is not aimed to be fully automatic and a certain
user effort is still required during the integration.

4 Semi-automatic Tool for Ontology Learning Tasks

In this paper we implemented the proposed solution on the case of integration of
spare part records into the Ford Supply Chain ontology. The input data for this
case is extensive and detailed Excel document where records for various spare
parts are saved. Every record of spare parts has a unique (or in other words is
identified by) part-number and is characterized by a brief part label. The part-
number is considered as an attribute which is difficult to utilize for subsequent
semantic processing (mining) and is only used to identify whether given spare
part already exists in the ontology. The part label is taken into consideration
for subsequent semantic processing. An example of the spare part number is
AT4E 6701 AA and example of the part label is crankshaft rear oil seal.

We evaluated the suitability of various resources and methods for this case
of application in an automotive domain. We considered WordNet and DBpedia
as potential structured datasets to derive the hierarchy of general concepts. As
described in the previous section, we don’t attempt to query the whole dataset
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Fig. 1. Workflow of proposed solution

but only a predefined subset corresponding semantically to the target domain.
To constrain the WordNet database, we consider hierarchy of concepts that
are related to super-concepts Automotive vehicle or Automobile through various
semantic relations (hypernymy, meronymy). Similarly, we constrain the query
in DBpedia by condition that the concepts must be related to super-concept
Vehicle technology through relations “skos:broader”3 and “dc:subject”4. Word-
Net database was evaluated to be more suitable for this application mainly due
to the existence of the meronymy relation.

3 https://www.w3.org/TR/skos-reference/#broader.
4 http://dublincore.org/documents/dces/.

https://www.w3.org/TR/skos-reference/#broader
http://dublincore.org/documents/dces/
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We considered mining of semantic information on the web. However, since
the spare part labels are quite specific, there are not many useful results found
on the web. These terms often appear mainly in catalogues of producers without
any detailed description to extract the required information from. For this reason
we decided to employ text mining from technical manuals.

Overall process of integration of given spare part record into the ontology is
divided into following steps:

1. Identification of spare part in the target ontology:
(a) Find equivalent spare part in the ontology.
(b) Find similarly labeled concepts in the ontology as possible candidates for

matching.
2. Identification of spare part label in WordNet.
3. Definition of specialized concept:

(a) Identify corresponding concepts in WordNet as possible canditates for
matching.

(b) Use text mining to find relations to general WordNet concepts.

These steps are discussed in greater detail in following sections.
The ontology learning process described above was implemented in a form of

semi-automatic tool which reports results of particular steps to the user and
requires verification before inclusion into the target ontology. Verification is
implemented in the form of a graphical user interface based on Java Universal
Network/Graph Framework5. Hierarchy of concepts derived within particular
step of the process is displayed to the user. The graphical representation helps
the user to evaluate accuracy of proposed matchings and eliminate the incorrect
ones. Moreover the tool presents some additional information to the user about
the concepts which can also help to evaluate correctness of obtained results. In
this particular case the tool can display a description of WordNet concepts.

Structure of the ontology created by this tool is very simple. WordNet con-
cepts are grouped as subclasses of the class WordNetConcept and the concepts
not found in the WordNet are grouped as subclasses of the class SpecializedCon-
cept. There are several object properties relating these concept classes, these
properties are namely hasPart and its inverse isPartOf, hasBroader and its
inverse hasNarrower, and general property between classes isRelatedTo. The
property hasBroader is equivalent to the property rdfs:subClassOf. All spare
parts are included as instances of class SparePart and given spare part is also
added as an instance of corresponding concept class. Spare parts are labeled in
the ontology by their part number.

In following paragraphs we describe particular steps of the above outlined
procedure in greater detail and we present examples of integration for some
specific cases.

5 http://jung.sourceforge.net/.

http://jung.sourceforge.net/
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4.1 Step 1: Identification in Target Ontology

In the first step the tool explores existing target ontology for matchings between
processed spare part and spare parts and concepts already included in the ontol-
ogy. First, labels of all spare part instances (i.e., part numbers) in the ontology
are extracted and compared with the part number of processed spare part. If the
tool finds exact agreement, this spare part was already included in the ontology
and the procedure ends.

Next, labels of all concepts in the ontology are extracted and compared
against part label of the processed spare part. This comparison is performed
also for permutations and subsets of the spare part label. If some matching is
found, it is reported to the user. The user then decides whether some of the
matchings is correct and can specify a type of relation between the processed
spare part and found corresponding concepts.

For example, let us assume the processed spare part has label crankshaft rear
oil seal and the ontology already contains concept with label rear crankshaft oil
seal. The user can decide that this concept represents the same type of spare part
and order the tool to include new relation in the ontology: exampleSparePart –
isInstanceOf – rear crankshaft oil seal. Similarly, if the ontology contained con-
cept with label crankshaft oil seal, the user could order the tool to include rela-
tion exampleSparePart – isInstanceOf – crankshaft rear oil seal – hasBroader –
crankshaft oil seal. Finally, if the ontology contained only the concept crankshaft,
the user could order the relation exampleSparePart – isInstanceOf – crankshaft
rear oil seal – isPartOf – crankshaft.

4.2 Step 2: Identification in WordNet

In our application each WordNet concept represents single WordNet synset. The
synset is a set of synonyms, i.e., terms representing approximately the same
thing. For example terms cylinder and piston chamber form one synset in Word-
Net and both are represented by single WordNet concept in our tool. Within this
step the tool compares full part label with the set of WordNet concept labels.
Multiple matches can be found in the WordNet in case that more WordNet
synsets contain the same term. Within the constrained WordNet hierarchy used
in our application this holds for example for the part label cap which matches
two WordNet synsets, one with description “a top (as for a bottle)” and the
other with description “something serving as a cover or protection”.

When a match is found, full path from the mapped concept to the super
concept is displayed. Figure 2 shows the concept hierarchy produced for search
of the part label cap. The square represents the spare part instance and the
circles represent WordNet concepts (three dashes in the concept labels split dif-
ferent synonyms of given WordNet synset). Dotted lines represent the relation
isInstanceOf, dashed lines represent the relation hasBroader, and solid lines rep-
resent the relation isPartOf. The figure indicates that there are three different
paths to the super concept motor vehicle. By clicking particular nodes in the
graph, the user can select which concepts (and relations) should be added into
the ontology. Selected concepts are marked by green color in this example.
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Fig. 2. Displayed concept hierarchy for search of spare part label cap. (Color figure
online)

4.3 Step 3: Definition of Specialized Concept

Since the WordNet database contains rather general concepts, exact match of
the full spare part label and some WordNet concepts is found only for limited
number of spare parts. For the others the procedure continues by defining spe-
cialized concept and looking for semantic relations with other concepts. This task
is divided in two substeps. First, possible candidates for matchings are searched
in the WordNet database. This step is basically identical to the previous step
but in this case permutations and subsets of the spare part label are taken into
consideration. When a match is found, graphical representation of the concept
hierarchy is displayed again. In this case relations between the specialized con-
cept and corresponding WordNet concepts are shown and user can define type of
relation between them by selecting one (or more). This is demonstrated in Fig. 3
on the example search of part label piston pin retainer. There are five relations
between the specialized concept and corresponding WordNet concepts piston—
plunger and pivot—pin, relation isPartOf in both directions (solid), hasBroader
in both directions (dashed) and general relation isRelatedTo (dotted).

When all attempts to integrate the spare part performed in the previous
steps of the procedure fail, the tool looks for semantic relations in unstruc-
tured text using text mining methods. Extraction of semantic relations is based
on searching lexico-syntactic patterns. These pattern have form first phrase –
key phrase – second phrase, where one of the phrases contains label of given
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Fig. 3. Displayed concept hierarchy for search of spare part label piston pin retainer.

spare part (or permutation or subset of the label), the other contains name of
some concept from the derived WordNet hierarchy, and the key phrase speci-
fies semantic relation. These key phrases may be divided into four categories
according to semantic relationship—hypernymy (e.g., “is a”, “is defined as a”,
etc.), hyponymy (e.g., “called”, “like”, etc.), meronymy (e.g., “is part of”, “in”),
holonymy (e.g., “consists of”, “having”, “made of”, etc.).

Found lexico-syntactic patterns may be processed in various ways. If the
searched concepts are well covered by available resources, occurrence of partic-
ular patterns could be processed statistically to find the most frequent patterns
as candidates for semantic relations. However, as discussed above, this domain
is quite specific so that such an approach was not considered to be suitable.
One also needs to decide whether to search the pattern explicitly or allow some
unspecified words within the pattern. In the case of explicit search the procedure
fails on inserted words, e.g., search of pattern crankshaft–is part of–engine fails
on sentence “crankshaft is part of reciprocating engine”. On the other hand,
when the pattern is not strictly specified, the search may catch incorrect depen-
dencies, e.g., pattern crankshaft–in–automobile is found in sentence “crankshaft
is part of reciprocating engine in automobile”, so that false relation pairs are
found. In order to increase precision of obtained relation pairs, natural language
processing methods are involved within analysis of found patterns, such as part-
of-speech tagging, phrase tagging, and derivation of grammatical dependencies.
For these tasks we use libraries developed at the Stanford Natural Language
Processing Group6.

The procedure of extracting semantic relation used in this application can
be described as follows:

6 https://nlp.stanford.edu/.

https://nlp.stanford.edu/
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1. First, sentences corresponding to searched pattern are identified in the text.
2. The complexity of a given sentence is reduced in order to facilitate subsequent

processing. This involves removing information in brackets (these are usually
references to figures, etc.) or removing some types of words from the sentence
(e.g., adverbs).

3. Grammatical dependencies are evaluated to find words related by given key
phrase.

4. The sentence is decomposed into phrases using phrase tagging. Lowest level
noun phrases which contain the two related words found in the previous step
are identified.

5. It is evaluated whether these noun phrases contain the searched labels.

Let us demonstrate the procedure on a simple example of search of pattern
gasket–of–water pump. In the first step, sentence “Install a new gasket (13) on the
flange of the water pump body” is identified as possible match. The bracket in
the sentence represents reference to part of figure and it is removed in the second
step. Evaluation of grammatical dependencies shows that words flange and body
are related by the phrase of. The lowest level noun phrases corresponding to
these two words are flange and the water pump body. In this case the search fails
because the searched term gasket is not contained in the first noun phrase. The
procedure would succeed in this case for the search of pattern flange–of–water
pump. In this case the tool reports the result to the user together with suggested
semantic relation (meronymy). The user can then decide to add the relation
flange – isPartOf – water pump to the ontology.

5 Summary

In this paper, we deal with a problem of integration of new information into
existing knowledge model, i.e., ontology learning problem. Automated extension
of existing ontology is a very demanding task and is strongly dependent on the
given application as well as on available resources of additional information.

Our proposed solution to the ontology learning problem combines extrac-
tion of required knowledge in structured resources, e.g., DBpedia or WordNet,
and acquisition of additional knowledge by means of text/web mining tech-
niques. This approach aims to overcome problems when a given domain or given
resources are very specific so that the existing structured data-sources are not
convenient.

We presented the application of the proposed approach for integration of
spare part records into Ford ontology. Proposed approach was implemented in
a semi-automatic ontology learning tool which reports results of the ontology
learning process to the user and allows him to verify the information to be
added to the ontology. The proposed solution for seems to be promising for
the facilitation ontology learning process based on the presented application in
automotive domain.
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Abstract. The 4th industrial revolution is marked by the use of Cyber-
Physical Systems (CPSs) to achieve higher levels of flexibility and adap-
tation in production systems that need to cope with a demanding and
ever-changing market, driven by mass customization and high quality
products. In this context, data analysis is a key technology enabler in
the development of intelligent machines and products. However, in addi-
tion to Cloud-based data analysis services, the realization of such CPS
requires technologies and approaches capable to effectively support dis-
tributed and embedded data analysis capabilities. The advances in Edge
Computing have promoted the data processing near or at the devices
that produce data, which combined with Multi-Agent Systems, allow
to develop solutions based on distributed and interacting autonomous
entities in open and dynamic environments. In this sense, this paper
presents a modular agent-based architecture to design and embed cyber-
physical components with data analysis capabilities. The proposed app-
roach defines a set of data processing modules that can be combined
to build cyber-physical agents to be deployed at different computational
layers. The proposed approach was applied in a smart inspection station
for electric motors, where agents embedding data analysis algorithms
were distributed among Edge, Fog and Cloud layers. The experimen-
tal results illustrated the benefits of distributing the data analysis by
different computational layers.

Keywords: Cyber-physical systems · Data analysis ·
Multi-agent systems · Edge computing

1 Introduction

The 4th industrial revolution (4IR) is marked by the use of Cyber-Physical Sys-
tems (CPSs) to achieve higher levels of flexibility and adaptation in production
systems that need to cope with a demanding and ever-changing market, driven
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by mass customization and high quality products. CPSs are systems of systems
that comprise a set of networked autonomous entities, combining cyber and
physical counterparts that can cooperate to reach the systems’ goals [9]. CPSs
are suitable to solve problems in complex and large-scale systems that can be
found in smart manufacturing, smart cities and smart electrical grids [9].

In this context, CPSs are supported by several disruptive ICT technologies,
namely Internet of Things (IoT), Edge and Cloud Computing, and Big Data
analysis [5,11]. Particularly, Artificial Intelligence (AI) is a key enabler that
can provide powerful solutions for the realization of the envisioned CPS and its
features, like autonomy, self-awareness and reconfigurability. In industrial envi-
ronments, the use of AI can contribute to develop smart machines and products,
consequently leading to the creation of intelligent production systems and fac-
tories [7]. AI can address the CPS’s requirements by providing data analysis
solutions, such those based on Machine-Learning (ML) [7,14], as well as dis-
tributed problem solving approaches, like Multi-Agent Systems (MASs) [8,15].

The first provides data analysis algorithms capable of learning patterns and
extract actionable information from the produced data, devising data models
for prediction and data-driven decisions [6,14]. Lately, the increasing availabil-
ity of data, mainly powered by the use of IoT technologies, and computational
resources have contributed to several advancements in this field. The second
provides a framework to support the development of solutions based on inter-
acting autonomous software agents that are capable of distributing intelligence
in open and dynamic environments. In such approach, the system’s behavior
emerges from the interaction among autonomous agents, where the decisions are
taken in a decentralized manner, in opposition to traditional centralized and
rigid structures that are not able to address flexibility, robustness, and on-the-
fly reconfigurability. In this sense, MASs completely enable the development of
CPSs with distributed and embedded data analysis capabilities [8].

On the other hand, CPSs go beyond the traditional IoT applications, where
smart sensors send all data to Cloud systems, which provide a well-established
platform for on demand storage and processing capabilities. Besides software
components, the CPSs envision intelligent hardware equipment with embedded
processing capabilities that should be able to analyze and reason over their data,
as well as interact and collaborate with other components. In this context, the
increasing popularity and development of Fog and Edge Computing [2] have
allowed to deploy several processing capabilities, including data analysis, close
to the places where data is generated. Such approaches promote the decentraliza-
tion of Cloud data analysis along the Edge and Fog layers, that besides attending
important industrial requirements, such as, data-sensitive, responsiveness and
constrained network bandwidth [3], is aligned with the CPS concepts.

In this context, this paper presents a modular agent-based architecture to
develop cyber-physical components with embedded data analysis capabilities to
be deployed in different computing layers, from Cloud to Edge, supporting the
decentralization of data analysis. The proposed approach defines a set of modules
that can be combined to build cyber-physical agents with different data anal-
ysis capabilities. Such capabilities should be defined based on the application
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requirements, and considering where the agent will be deployed, e.g., Cloud or
Edge. Besides that, this approach considers the use of IoT and Edge technolo-
gies to be compliant and interoperable with related technologies and applica-
tions. The proposed approach was applied in a smart inspection station for elec-
tric motors, where agents embedding data analysis algorithms were distributed
among Edge, Fog and Cloud layers. The experimental results illustrate the ben-
efits of distributing the data analysis by different computational layers.

The remaining of this paper is organized as follows. Section 2 discusses the
decentralization of data analysis from Cloud to Edge, and Sect. 3 presents the
proposed agent-based industrial CPS that distributes intelligence horizontally
and vertically. Section 4 illustrates the implementation of the proposed approach
in a case study, discussing some preliminary experimental results. Finally, Sect. 5
rounds up the paper with the conclusions.

2 Decentralization of Intelligence in Industrial CPS

A CPS encompasses cyber-physical components capable of performing some data
processing, instead of only collect data and send to the Cloud, as in traditional
IoT approaches. Thus, besides Cloud computing, CPSs also explore the Edge and
Fog Computing approaches, which provide a layered infrastructure that spans
from virtual to physical world defining what, where and how computational
resources are deployed and made available. In this sense, they play an important
role in the decentralization of the computational resources from Cloud to the
equipment at the edge of the network, as well as to the end-devices.

Although the terms Fog and Edge Computing have been used interchange-
ably [4], this work considers that Fog comprises the intermediary computing
layer between Cloud and IoT devices, while the Edge is used for embedding pro-
cessing capabilities in IoT-based end-devices, covering the physical systems, as
illustrated in Fig. 1 (left). Fog aims to provide direct support to Edge, mainly
regarding time constrained tasks, while contributing to offloading and providing
more meaningful information to Cloud systems. On the other hand, having a
complete view of the system, Cloud applications are responsible for providing a
high-level support for the systems at lower layers.

Regarding the intelligence distribution, Fig. 1 (right) illustrates how indus-
trial tasks that can be supported by AI may be distributed from Cloud to Edge.
A more detailed discussion of a wide range of AI algorithms, including Deep
Learning, and their applications in industry, specially manufacturing is provided
in the surveys [6,14]. In general, at the Edge or Fog (when considered resource
constrained equipment), the intelligence is governed by rule-based and simple
data analysis tasks. Since these entities comprise execution instead of develop-
ment environments, i.e., they are not designed to train ML models, which should
be performed at the Cloud. For instance, classification and prediction models can
be easily deployed at these devices, since after the model creation its execution
comprises a set of rules or equations (e.g., decision tree or even Neural Network
algorithms). Moreover, some algorithms can have different parts performed in
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Fig. 1. CPS along Cloud, Fog and Edge layers

different layers. For example, some neural network models can distribute the
layers, along Cloud to Edge, which besides offload the computation in central
servers can also provide a local, faster and partial response [10,13]. At these lev-
els, the components can also support a set of on-line learning approaches, or even
the update of data models, in order to cope with the environment dynamics.

Additionally, when considering Edge devices with their limited resources and
very local and incomplete view of the system, data processing can only provide a
very simple and highly uncertain notion of the environment conditions. This can
be addressed at the Fog, which encompasses a diverse number of devices (from
routers to high end computers) that enable to host almost any kind of AI-based
applications. They can perform a variety of data intensive tasks, processing and
integrating multiple real-time data streams that can be sent to Cloud or local
applications. Considering all these aspects, at the Edge and Fog levels, examples
of applications of AI in industrial automation include real-time monitoring, early
detection of abnormality, local diagnoses, as well as obstacle identification and
avoidance, by mobile robots [1,16].

In this sense, Edge and Fog are highly suitable for the operational levels, aim-
ing to provide autonomy to the system’s components and fast response for mon-
itoring and control. On the other hand, Cloud fits better the needs of enterprise
and business levels, oriented for supervisory and decision support tasks, since
it can face connectivity issues (like latency, limited bandwidth and security).
In this sense, in an industrial environment, most of the operational tasks will
require the support of applications running in a private corporate Cloud or Fog-
based infrastructure. Thus, at operational level the use of public Cloud-based
applications usually is very limited and will demand extra security concerns.

There is no doubt that the decentralization of data processing and conse-
quently the intelligence from Cloud to Edge layers are essential to attend the
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4IR requirements. However, it does not only depend on the decentralization
of tasks, but in the way each layer is vertically interconnected and how they
can support each other, in order to increase the overall system intelligence and
automation. In the same sense, the horizontal distribution of the related process-
ing and control tasks along the components of each layer will require approaches
to manage their interaction and collaboration. In this context, AI goes beyond
ML data-driven approaches, where MAS can be used to interconnect these lay-
ers horizontally and vertically, allowing to develop intelligent and self-organized
distributed systems. MASs are based on the concept of distributed, autonomous
and cooperative processing nodes, i.e. agents, that besides their core function-
ality (sensing, reasoning and acting) also work as a vessel for different kinds
of processing and control algorithms, such those based on AI. In this sense,
agents can be distributed along the Cloud, Fog and Edge layers, encapsulating
the system functionalities and using negotiation and collaboration protocols and
strategies to interact with each other and achieve the system’s goals [8,15].

3 Proposed Agent-Based CPS Approach

Based on the facts that data analysis is the key technology enabler of the 4IR
and MAS is a suitable approach to distribute intelligence, this paper proposes a
modular agent-based approach for the development of industrial CPSs.

In this sense, instead of defining a set of agents with specific roles to develop
a CPS, this approach defines a set of modules that can be properly combined to
build data analysis agents. This way, this approach mainly focuses on the data
processing and analysis aspects, covering the different data analysis scopes of a
CPS (stream and batch), where other application-dependent capabilities can be
added to the agents according to their role in the CPS.

3.1 Modular Architecture of a Cyber-Physical Agent

An agent belonging to the proposed approach follows an architecture based on
a set of plug-in modules, as illustrated in Fig. 2 (left side), where each module
can be seen as an agent behaviour, which may have its own control thread. In
this sense, the idea of this modular internal agent architecture is to enable the
design of different agent configurations by combining a set of modules according
to the application requirements and the constraints of their execution platforms,
e.g., Edge devices or Cloud servers. This enables the development of lightweight
agents to be embedded in Edge devices, as well as complex agents to be deployed
at the Cloud. While the first aims to provide fast adaptation to condition change,
the second aims to provide actionable information for optimization and knowl-
edge generation.

In the Stream Analysis scope, the modules aim to process raw data streams
continuously and in (near) real-time, thus representing common elements of
agents deployed in the Edge that aim to attend fast response requirements.
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Fig. 2. Modular approach to build agent-based cyber-physical components. Left: mod-
ules with main capabilities and outputs. Right: examples of agent configurations and
their organization and interactions in a CPS

– Physical Comm.: responsible for managing the communication interfaces
between the embedded software system and the physical equipment.

– Preprocessing : responsible for the raw data preprocessing, namely data filter-
ing, transforming, feature extraction, aggregation and integration.

– Monitoring : responsible for the continuous analysis of parameters, performing
simple rule-based or complex data analysis algorithms, which may include
context-awareness and on-line adaptation capabilities.

On the other hand, modules in the Batch Analysis scope aim to perform
supervisory and complex data analysis, considering data integrated from dif-
ferent sources, being more suitable for agents to be deployed at Cloud or Fog
layers.

– Supervisor : responsible for supervising, coordinating and supporting the other
agents. Its global scope enables high level decision-making based on the inte-
gration and processing of information from different agents.

– Data Analysis: responsible for providing data analysis services for other mod-
ules or components, using ML algorithms to integrate and analyze data from
different sources (historical or real-time).

– Human-Agent Inter : responsible for providing mechanisms and interfaces for
the access and interaction with humans for supervisory and control tasks.



136 J. Queiroz et al.

– Knowledge Base: responsible for managing the agent knowledge base, which
can also provide reasoning capabilities.

The following modules can be part of the agents deployed in any layer, thus
placed between the two data processing scopes:

– Intel. Controller : responsible for interpreting, consolidating and acting based
on the monitored conditions and agent interactions. Its reasoning mechanism
defines the agent’s autonomy and can use built-in rules or knowledge-based
models, supporting proactivity, context-awareness and adaptation.

– Collab. Manager : responsible for managing the agents’ interactions to share
and request information, and also discovery and negotiation mechanisms.

Finally, three modules are mandatory for every agent:

– Agent Manager : responsible for managing the agent’s modules, initializing,
configuring and keeping them up to date, also handling the internal events.

– IoT Comm. API : responsible for the communication interfaces between the
agents or other entities. The use of IoT protocols contributes to lightweight
agents, also compliant and interoperable with other IoT/Web applications.

– Local Data Store: responsible for managing the internal database for mid-
short term data, or remote databases for long-term data.

Figure 2 (right) illustrates some examples of agent configurations that can be
deployed in a Cloud-Fog-Edge environment. As example, the Monitoring agent
configuration can be embedded in an Edge device, retrieving, preprocessing and
monitoring the measured data and publishing the outputs to other components
(e.g., preprocessed data, operation status, and alerts). On the other hand, the
Data Analysis agent configuration can be seen as the back-end of a supervisory
system, performing data analysis and providing reports to users.

3.2 Behaviors of the Modules

The proposed approach considers the use of an event-driven architecture, where
the agent’s modules (or behaviours), consume and produce events, instead of
being directly linked with each other. Moreover, the modules were designed
to perform independent tasks, thus facilitating the development of agents with
different configurations. The expected relations among modules were represented
by dashed arrows in the Fig. 2 (left).

Following an event-driven architecture, the modules can be designed using
UML activity diagrams, as illustrated in Fig. 3, for the Monitoring and Super-
visor modules. Both modules consider an event queue that is fed with events
produced by other modules. The incoming events are processed according to their
types, and may produce new event(s). In the Monitoring module (Fig. 3 left), the
process task comprises the application of conditional rules or data analysis mod-
els. The outputs can be events about status and alerts that will be consumed
and handled by other modules, such as the Intel. Controller and Supervisor.
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The Supervisor module (Fig. 3 right) presents a more complex task structure,
where the income events may need to be integrated (and synchronized), e.g., if
the module handles data from multiples modules or agents. Then, some reason-
ing or inference process should be performed that may yield to a set of actions.
These actions may be information to feed and update other modules or agents.
This module also considers the handling of requests from other components and
periodic tasks that may follow the same reasoning process.

Fig. 3. Example of the modules’ internal tasks based on an event-driven approach

3.3 Interactions Among Agents

The global system behavior emerges from the interaction among the agents, each
one embedding data analysis capabilities according to the application require-
ments, as previously described. Figure 2 (right) illustrates different kinds of inter-
action among the agents placed along the Cloud-Fog-Edge layers, which follow
basic interaction protocols, like request, inform and subscribe defined by FIPA
specifications. Moreover, IoT technologies, such as MQTT and CoAP, are also
considered to address the interoperability of components and other systems,
through the use of request-response and publish-subscribe mechanisms.

Besides responsive behaviors, the agents can also present a proactive behav-
ior, where they inform others about certain events, regarding monitored condi-
tions and other analysis outputs. In this sense, as illustrated in the top-left of
Fig. 4, the agents can subscribe to receive data and events from each other.

Given the multi-level agent organization, the agents can perform horizontal
and vertical interaction, with agents at the same or different levels, respectively.
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Fig. 4. Examples of interaction patterns among agents

In the middle of the figure, it is illustrated the horizontal interaction between
3 Intel. Thing agents (i1, i2 and i3 ). The agent i1 monitors some parameters
continuously, and when it detects an unexpected event it alerts related agents (i2
and i3 - located at the same level and monitoring related processes), expecting
to see if any correlated event was observed. After process and consolidate the
responses from other agents, it can decide what actions to take.

The figure also shows an example of the vertical interaction, where if the
agent is not able to fix an issue, it interacts with upper level agents to alert the
possible issue. In this example, a Supervisor agent (s1 ) processes the alert and
replies with confirmation and possible control actions.

4 Experimental Results

The proposed agent-based CPS approach was implemented and tested under
several scenarios, aiming to analyze the applicability and performance of dis-
tributing the data analysis algorithms.

4.1 Description of the Case Study

The case study is a smart inspection station [12], where the performance of elec-
tric motors is tested according to several operating scenarios. The monitored
data corresponds to electric voltage/current, vibration, temperature and rota-
tion speed, and is acquired by Edge agents, deployed in an Edge Computing
board (UDOO QUAD). These agents are able to extract and communicate data
streams, and have computational capabilities (data processing and storage) to
enable local data analysis and interaction with upper level components.
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Fig. 5. Experimental agent-based CPS for the inspection station. (a) distribution of
agents among Cloud, Fog and Edge layers, (b) configuration of the agents

Figure 5 illustrates the deployed experimental agent-based CPS, showing how
the several agents were distributed along the Cloud, Fog and Edge layers, as well
as the configuration of each agent using the modules previously described.

Since the idea of the testbed is to create and test a CPS environment with
a large number of entities producing and processing data streams, the physical
inspection station was replicated through simulation (particularly to simulate
the execution of a large number of Edge components). The simulation consisted
of collecting and saving the raw data from the available physical electric motor.
Then, the dataset was loaded in 10 Raspberry Pis, where Edge agents were
deployed to simulate other instances of the electric motor. In other to achieve an
even greater number of Edge agents, another PC connected to the local network
was used to run other instances of these agents. It is important to notice that
the Edge agents running in the PC were not used for the experiment evaluation,
since the idea was to assess the performance in Edge platforms. Thus, the role of
these agents was just to provide a more challenging environment, i.e., high net-
work traffic and computational load for the Fog and Cloud components. Another
Raspberry Pi was used as a MQTT broker to support the agent communication.

4.2 Implementation of the Agent-Based CPS

The agent-based system was implemented in JAVA following the approach
described in Sect. 3, and implementing the modules illustrated in Fig. 5b, as
well as the common modules. The experiments focused on the analysis of the
CPS behavior when the data analysis is performed by Fog or Cloud agents, or
locally by the Edge agents, as well as considering different number of agents in
the system. The designed scenario considers 4 configurations of agents (Fig. 5b),
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where 2 of them where configured to be deployed at Edge (the Edge agents -
e1 and e2 ), while the other 2 to be deployed at the Fog or Cloud levels (the
Fog and Cloud agents - f1, c1, f2 and c2 ). In the given configurations, the Edge
agents e1 were designed to be complemented by the Fog/Cloud agents f1 and
c1, and the same applies to the agents e2, f2 and c2. These configurations create
the following 4 cases, which are tested for different number of Edge agents (1,
10, 50, 100 and 150), and 1 Fog/Cloud agent:

– (Remote data analysis) In the first 2 cases, all the raw data is sent to a
Fog/Cloud agent and only when an abnormality is diagnosed, one acknowl-
edge message is sent to the respective Edge agent.

– (Local data analysis) In the 3rd and 4th cases, only when an abnormality is
identified by the Edge agent, a message is sent to a Fog/Cloud agent that
replies with an acknowledge message.

In the experiments the data processing starts at the Physical Comm. module,
which retrieves the raw data. This data is aggregated and normalized by the
Preprocessing module (in a Fog/Cloud agent - f1/c1 or in the same Edge agent -
e2 ). Then, the Monitoring module applies a ML pre-trained model and the Intel.
Controller performs the abnormality diagnosis, checking if the data analysis
output is above a given threshold. Finally, the Supervisor module, for the sake
of simplicity, just confirms the diagnostics and sends an acknowledge of the
abnormality to the Edge agents.

The data analysis was conducted following a common industrial scenario,
where streams of unlabeled time-series data need to be analyzed continuously
and in (near) real-time for abnormality detection. In this context, aiming to illus-
trate the potentials of ML in industrial applications, artificial neural network
techniques were deployed in the agents, particularly Autoencoder and LSTM
(Long-Short Term Memory) [14], which were implemented using the DeepLearn-
ing4J Java library (deeplearning4j.org). In this kind of neural networks, the
model is trained in an unsupervised manner, learning to reconstruct the pat-
terns of the input signal. Thus, when an abnormal signal is presented to the
trained model, it will not be able to reconstruct it, leading to a high recon-
struction loss score (see Fig. 6). For the experiments, the Autoencoder model
was built based on LSTM layers, comprising 400 × 50 × 10 × 50 × 400 LSTM
nodes/neurons per layer.

4.3 Analysis of the Experimental Results

The dataset used in the experiments consists in 120.904 data samples (5 ms as the
sample rate) collected from the inspection station when performing an operation
where a load is applied to the motor in a regular interval. In this operation,
some abnormalities are injected, namely the load is not applied as expected.
The experiments reported in this paper only consider the data analysis of the
electric current values. Figure 6 (top) illustrates an interval of the measured
values, exemplifying 2 periods where the load is applied, followed by one that it
is not applied, i.e., an abnormality in the operation.

https://deeplearning4j.org/
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Fig. 6. Motor raw electric current data, showing the load pattern with an abnormality
(top). Autoencoder reconstruction loss score, indicating the abnormality (bottom)

The first half of the dataset containing no abnormalities, was used to train
the Autoencoder model, while the other half, containing 12 abnormalities, was
used for the tests. The trained model was serialized and loaded to be used by
the agents. Instead of compute the Autoencoder every time step, a window of 25
time steps is accumulated. Figure 6 (bottom) illustrates the reconstruction loss
score of the trained model in a sampling interval.

Figure 7 illustrates 3 charts with the results of these experiments. The first
evaluates the data analysis time, i.e., the time to execute the Autoencoder model
by the Monitoring module in the agents placed at Cloud, Fog and Edge layers.
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The Edge platform (Raspberry Pi) presents the highest value (∼10 ms), reflecting
its less computational processing power when compared to the others. At Fog
and Cloud, the values are very close, given the similar resources of the used
platforms (PCs). The increasing of the analysis time with the increase of the
number of agents may be explained by the use of parallel computing by the data
analysis algorithm that is affected by the higher processing load.

The second chart illustrates the messages’ round-trip time, from Edge to Fog
and Edge to Cloud. Since the Fog is a PC in the local network (only 2 hops), it
presents a much lower time (∼22 ms) than Cloud, which is in a remote network
(11 hops). In this context, another aspect regards the bandwidth consumption,
which in the experiments showed that performing local data analysis (i.e., in the
Edge agents), resulted in 4.1 KB sent and 5.9 KB received per agent, for the whole
test. On the other scenario, i.e., send raw data to be analyzed by Fog/Cloud
agents, resulted in 14 MB sent and 5.9 KB received, per agent for the whole test.
This showed the importance to perform some data analysis locally, which in this
case can significantly reduce the bandwidth consumption and associated costs.

The third chart analyses the time to detect an abnormality and acknowledge
it to the Edge agent. When 1, 10 or 50 Edge agents are deployed, the average
values (the stars in the chart, with the values printed in the top) are practically
the same. This illustrates that in this scenario in spite of the higher processing
power of the Fog/Cloud platforms, the processing at the Edge presented slight
better total times. It is important to notice that although the time difference
is in the order of milliseconds, in some constrained scenarios even delays of
microseconds are undesired. On the other hand, when the number of deployed
agents is raised to 100 and 150, the results became unstable for the cases all
the data is sent and processed by Fog/Cloud agents. This can be caused by the
increase in the network traffic, but also by the high processing load faced by
the Fog/Edge platforms, as well as the MQTT broker that got saturated. Such
latency and instability are very undesired in many constrained applications.

5 Conclusions

The paper presents a modular agent-based architecture to embed data analy-
sis capabilities in industrial cyber-physical systems to fulfill the autonomy and
dynamic adaptation requirements. In this approach the internal agent architec-
ture is based on several data analysis modules that enable the easy configuration
and development of agents to be deployed at the Edge, Fog or Cloud computing
layers, according to the application requirements. Moreover, the modules were
designed to complement each other in the pipeline of data analysis, aiming to
promote and support its decentralization.

The proposed approach was implemented in a smart inspection station for
electric motors, where agents embedding different data analysis algorithms were
distributed among Edge, Fog and Cloud layers. The case study enabled to show
the application of ML techniques to address industrial data analysis require-
ments, specially regarding the continuous and (near) real-time analysis of stream-
ing of unlabeled time-series data where Autoencoder based on LSTM layers
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showed to be a suitable approach. The experimental results also illustrated the
benefits of distributing the data analysis by different computational layers, par-
ticularly performing data analysis at Edge level.

Future work will be devoted to extend the experiments to test the agent
interaction strategies towards a distributed and collaborative data analysis, and
to explore other ML algorithms in industrial scenarios.
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Abstract. The current gradual digitization emphasizes the needs for
easy, faultless, and flexible data exchange. However, the main obstacle
is not an exchange of messages but resides in sharing a mutual under-
standing of the message meaning. Thus, Semantic Web technologies are
exploited for facilitation of the data exchange in the approach presented
in this paper. Furthermore, the presented solution is based on the mod-
eling of system interfaces and messages instead of designing and imple-
menting clumsy shared not a versatile data model. The proposed solution
also benefits from the exploitation of SPARQL and SWRL during the
integration of a new component into the system.

Keywords: Ontology · SPARQL · SWRL · Data Exchange

1 Introduction

Data exchange has been an important capability of human beings from ancient
time because the data exchange is an integral part of communication. It may be
perceived as an essential part of information exchange when we understand infor-
mation as contextualized, categorized, and calculated data. The data exchange
has become crucial in various domains with increasing digitization. The indus-
trial automation domain is not an exception.

Data have to be exchanged among various devices as well as systems. It
includes devices and systems located in the lowest level (shop floor), i.e., PLCs1,
Cyber-Physical Systems, etc., and also located at higher levels, e.g., MES2 or
ERP3. Data exchange itself is secured by a communication medium together
with a transport protocol and a particular format.

However, only “pure” data are valueless in most cases. Thus, the meaning has
to be assigned to them to turn data into value. There are several requirements
for the assigning meaning to data in a given context—it should be explicitly
1 https://en.wikipedia.org/wiki/Programmable logic controller.
2 https://en.wikipedia.org/wiki/Manufacturing execution system.
3 https://en.wikipedia.org/wiki/Enterprise resource planning.
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specified (to be machine readable) as well as shared (to be mutually accepted
between all involved parties).

For tackling such a challenge, various approaches, standards, and systems
were proposed and developed. These approaches are short on their expressivity,
flexibility, or user-friendliness.

On the other hand, Semantic Web technologies seem to be suitable for meet-
ing of aforementioned requirements according to the well-known ontology def-
inition from Gruber [5]—“An ontology is an explicit specification of a concep-
tualization,” which was subsequently complemented by the specification of the
requirement for a “shared conceptualization.”

Data exchange and thus also information exchange is essential within DIGI-
COR project4. The project aims to develop novel collaboration concepts and
implements an integrated platform that tries to reduce the burden to setup
production networks and collaboration between SMEs. By providing relevant
technology support at one place, the DIGICOR Collaboration Platform will
shorten the time to jointly respond to business opportunities and simplify the
management and control of the production and logistics networks.

In this paper, the approach exploiting Semantic Web technologies (i.e., the
ontology in OWL5 and SWRL6) for facilitating data exchange is presented. Most
of the already proposed approaches are based on a shared data model which is
utilized by all of the platform components. This approach is not suitable within
heterogeneous ecosystems such as the DIGICOR platform. The main obstacle is
the consistency maintenance. Thus, we proposed to model interfaces and mes-
sages between interfaces instead of modeling of components’ inner information
models. The overall approach is demonstrated by already mentioned DIGICOR
project where native project components are integrated using DIGICOR Core
Ontology, and external additionally imported components are integrated using
Data Exchange Ontology.

The paper is organized as follows: first, Digicor Core Ontology (DCO) is
introduced. Then, the motivation and requirements for Data Exchange Ontology
(DEO) are presented followed by the description of the ontological model for
Application Programming Interface (API) description. Finally, the application
of Data Exchange Ontology is presented.

2 DIGICOR Core Ontology

Interconnected industrial automation systems as well as the DIGICOR platform
represent complex ecosystems which consist of many loosely or tightly coupled
interoperable components. Furthermore, the platform is not intended to be lim-
ited to only one domain but aims to be a versatile and flexible system which
could be applicable on broad spectrum of diverse domains and also provide inter-
operability across various suppliers. Thus, the backbone knowledge model of the
4 https://www.digicor-project.eu/the-project.
5 https://www.w3.org/OWL/.
6 https://www.w3.org/Submission/SWRL/.

https://www.digicor-project.eu/the-project
https://www.w3.org/OWL/
https://www.w3.org/Submission/SWRL/
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DIGICOR platform was built using Semantic Web technologies [6] - DIGICOR
Core Ontology (DCO).

DCO was proposed for enabling easy incorporation of various aspects of
manufacturing (e.g., tendering or scheduling) as well as for easy deployment of
the DIGICOR platform in various domains. The main idea is to use DCO as
a core knowledge model and a new deployment of DIGICOR to a new domain
reside only in the development of a corresponding domain ontology. From the
other point of view, the new domain ontology has to be derived from DCO
using its general concepts. As prevention of misunderstanding of DCO concepts
meaning, DCO exploits DOLCE ontology [1] as its cornerstone, which provides
a possibility to clearly define DCO concepts using relations to its more general
concepts. Overall schema of DIGICOR Core Ontology architecture is shown in
Fig. 1.

Fig. 1. Architecture of DIGICOR Core Ontology

There may be distinguished two parts within DCO, i.e., the tender-related
part and the scheduling-related part. The tender-related part is based on OASIS
Standard - Universal Business Language (UBL) [2] and covers concepts together
with their relations such as a tender, tenderer, contracting authority, tender
requirement, or contract. The scheduling related part is mainly based on ADA-
COR ontology (ADaptive holonic COntrol aRchitecture for distributed manu-
facturing systems) [8] and covers concepts and their relations such as a product,
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recipe, operation, property, job, schedule, or resources. The detailed description
of these DCO parts is in the deliverable D3.5. - “Semantic data models specifi-
cation” of DIGICOR project [4].

3 Data Exchange Ontology

The complex and versatile environment such as the DIGICOR platform has
many various components which are focused on solutions of different specialized
problems or on providing specific services. These components originate from dif-
ferent designers and developers. Furthermore, this highly heterogeneous nature
of the DIGICOR platform is especially caused by the possibility of customization
or an extension of DIGICOR tool store by a company needs.

There is an effort for semantic unification of data models within the platform
by DIGICOR Core Ontology (see Sect. 2). However, exploitation of the upper
ontology may not be sufficient for providing effortless and faultless component
integration and communication. In many cases, platform components represent
isolated parts of the system, which may be influenced by various subjects, and
thus the meaning of concepts may develop or change in time. Moreover, there is
no possibility to guarantee that component data models are based on DIGICOR
Core Ontology due to a certain level of openness of the platform (e.g., develop-
ment of a new tool by a third-party company) or due to a specific nature of a
platform component function.

Different motivations and requirements for communication among DIGICOR
components may be distinguished:

1. Within a contract/tender lifecycle - i.e., tendering, contracting, production
planning/scheduling, production control.

2. Between various instance of the same component - e.g., across different data
models/domains from different suppliers motivated by needs for flexible man-
ufacturing and sharing of resources.

Data Exchange Ontology (DEO) was proposed and developed for facilitating
interoperability among components. The aim of DEO is not unification compo-
nents’ APIs but a semantic description of APIs, i.e., a description of the meaning
of API elements, together with their possible relations. DEO exploits DOLCE
Ontology (similarly to DCO) as its basis and serves as a complement to DCO.
DEO is designed and implemented in OWL similarly to DCO.

In following paragraphs, a way, how to design and implement an ontological
model of a message, which is consumed or produced by a service via API, is
described followed by an sample implementation of API message models, which
correspond to a communication between Tender Decomposition and Matchmak-
ing Service (TDMS) [3] component and Semantic Control and Monitoring (SCM)
component. Furthermore, relations between different APIs will be described.
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3.1 Ontological Model for API Description

The basic building block is API itself. Items of an API represent a set of infor-
mation which is required by “surrounding” services for producing or consuming
messages. These items may refer to an existing concept or its (data or object)
property from data model of a given component or may refer to information
which was inferred from component’s data model by a certain transformation
because of demands of surrounding systems.

There are many different ways how to create an ontological model for API
description and depend mainly on the intended exploitation of DEO. DEO OWL
model is based on five main concepts - “System”, “Tool”, “Service”, “Message”,
and “Message Model Element”. These concepts together with their relations are
shown in Fig. 2.

Fig. 2. DEO backbone concepts and their relations

System Concept. The “System” concept describes systems or platforms which
communicate with each other. The part of the DEO conceptualization related to
“System” concept is naturally focused on the DIGICOR platform, and therefore
the concept specialization is to “DIGICOR platform” concept and “External”
concept. “External” concept represents mainly suppliers and manufacturers, i.e.,
their systems which communicates with the DIGICOR platform.

A general system is composed of various components (sometimes with various
names - tools or modules). These parts form a backbone of the overall system
architecture and the system ensure platform-relevant operational services for
them. The most important properties of the system concept are “hasName”
(type: String), “hasTool” type: Tool, and “isBuildOn” (type: Platform).

Tool Concept. The “Tool” concept represents a tool or a component which
has a specific purpose and provide services for fulfilling its goal or function. The
characteristic feature of tools is they are very often designed and developed by
various architectures and designers. Thus, the first difficulties with heterogeneous
data models of APIs during communication may be observed at this level. The
most important properties of the system concept are “hasName” (type: String)
and “provideService” (type: Service).
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Service Concept. Communication and interaction abilities of tools or com-
ponents are constituted by services. Interactions with a service are possible
by messages—incoming and outcoming. From a very general point of view, an
incoming message specifies a demanded action or a request for specific data
together with data which are required by a service for fulfilling the demanded
request. In opposite, an outcoming message contains a result of a requested
action or specification of requested data.

Furthermore, services may be categorized by a different architecture on which
they are built-up, e.g., Simple Object Access Protocol (SOAP) or Representa-
tional State Transfer (ReST). Next, services may also be naturally categorized
by a corresponding system or a corresponding component. Figure 3 depicts spe-
cialized concepts of the service concept and their relations in DEO.

Fig. 3. Part of specialized concepts of the service concept and their relations

One of the benefits resulting from this categorization as well as features of
OWL (a service may belong to more than one concept, e.g., semantic control-
ling and monitoring (SCM) service and get service) is multiple inheritances of
properties defined within super-concepts.

Message Concept. The “Message” concept serves as an envelope for a mes-
sage body. Besides a message body represented by “Message Model Element”
concepts, this concept comprises the id (because of the message traceability) and
information about a type of message serialization.

Message Model Element Concept. The “Message Model Element” concept
is the last of the backbone concepts of DEO. This general concept itself has no
specific object or data properties, and all of the properties are defined within its
specialized concepts (sub-concepts). Sub-concepts of the “Message Model Ele-
ment” form together with their relations a message body.

The proper specification of the sub-concepts of the “Message Model Ele-
ment” is crucial for DEO because these sub-concepts and their relations repre-
sent a previously mentioned ontological model of a service API. The problem of
a transformation of one ontological model of API to another is the main problem
of data exchange.
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4 Application of Data Exchange Ontology: TDMS
Component and SCM Component Communication

In this section, the possible description of DIGICOR component (TDMS) ser-
vices using DEO is introduced. Next, the formulation of a message produced by
“teamById” service API is presented. Finally, auxiliary approaches for facilitat-
ing a new component design or better service API understanding are introduced,
i.e., an overview of a given API using the explicit specification of API properties
and SPARQL [9], differences of service APIs using SPARQL, and a transforma-
tion of a message from one service into a form of another using SWRL [7].

4.1 DEO Model of Tender Decomposition and Matchmaking
Service API

Tender Decomposition and Matchmaking Service (TDMS) component is an
important tool which provides valuable information for tendering and contract-
ing process. The component can form a team for forming a requested tender
based on the specification of the tender, a product decomposition, and a spec-
ification of suppliers capabilities. A proposed team (or a list of possible teams)
serves as the input for subsequent contracting. On the other hand, the concep-
tualization presented in the following paragraphs represents the model of TDMS
from the perspective of data exchange. The entire TDMS ontology is not needed
for the intended purpose of DEO, and even modeling of appropriate services or
messages may be impossible.

Fig. 4. Part of TDMS conceptualization

TDMS as the native DIGICOR tool complies with REST architecture. In
other words, it is possible to categorize TDMS services into four disjoint con-
cepts which correspond to REST methods - GET, POST, UPDATE, DELETE.
Every service is characterized within a corresponding concept by its endpoint,



152 V. Jirkovský and P. Kadera

path, headers, and query parameters. Next, a concept of a service specifies a mes-
sage which is produced or consumed by the service according to its type, e.g.,
GET methods typically only produce messages whereas POST methods typi-
cally consume messages. The part of the TDMS conceptualization is illustrated
in Fig. 4. Only GET methods, and “TeamDescription” message are depicted for
better readability.

4.2 Team Description Message

In the following paragraphs, the proposed way, how to model an API, is pre-
sented using the “TeamDescription” message of DEO and “teamById” service
of TDMS. The “teamById” service (GET method) produces a message where
a description of a team is specified related to a given tender. This service has
one parameter - Team ID. The original structure of the message is illustrated in
Listing 1.1. First, there is stated a header (a team ID and call for tender ID) fol-
lowed by individual assignments with information about a given task, product,
parent product, company (supplier) ID, assignment ID together with a corre-
sponding risk score.

{
"teamid": "aabbccdd",
"cftid": "12345678" ,
"assignments": [

{
"assignmentId": "aaabbb",
"companyId": "111111" ,
"productName": "product1",
"parentProductName": "product2",
"task": "DESIGN_AND_DEVELOP",
"riskScore": "0.2"

},
{

"assignmentId": "bbbccc",
"companyId": "222222" ,
"productName": "product2",
"parentProductName": "product3",
"task": "PLAN_AND_MANAGE",
"riskScore": "0.4"

}
]

}

Listing 1.1. Structure of a sample response message from teamById REST service

If this message is converted into the ontological model of DEO, then the
message is represented by following concepts - “TeamDescription” (subclass of
“Message” concept), “Team” and “Assignment” concepts (both as subclasses of
“MessageModelElement” concept).
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The aforementioned concepts provide means for formulating the team
description message. Figure 5 demonstrates how individuals “Message1”,
“Team1”, “Assignment1”, “Assignment2”, and “Assignment3” formulate a
backbone of the message. The corresponding data properties of the individu-
als are not shown because of better readability.

Fig. 5. Model of a message produced by “teamById” TDMS service

4.3 Facilitating a Design of a New Component and Service

The design phase and subsequent development of a new component and as well
as a new service may be difficult because of an insufficient description of collabo-
rating services and thus complicating understanding of the meaning of particular
API items.

A description of APIs and corresponding service messages using DIGICOR
Data Exchange Ontology should help to overcome the mentioned obstacles par-
ticularly because of the following benefits resulting from the utilization of Seman-
tic Web technologies:

– Explicit specification of API and message properties including message com-
ponents - often the problem for the proper understanding of an API are
implicit knowledge and information of a given model within hardcoded algo-
rithms which produce service messages. On the other hand, ontologies provide
a way how to store this information in the explicit form and possibly separated
from executing algorithms of services or components.

– Exploitation of a shared vocabulary for a definition of API and message prop-
erties which decrease the possible chance for a formation of a heterogeneous
and defective environment.

– Easy reuse of previously developed component and algorithms because of
proper understanding of their function.
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– Overview of API message properties is easily achievable for example by
exploitation of SPARQL. A more complex example of the SPARQL uti-
lization for finding out differences of two APIs is presented in the following
paragraphs.

4.4 Relations Between Different APIs Using SPARQL

In this section, the example for management (or controlling) of services inter-
operability is introduced. Consider two services, the first one - “teamById” ser-
vice of TDMS component, and the second one - “produce” service of the SCM
component.

Semantic Control and Monitoring (SCM) component provides several ser-
vices and the most important ones are “monitor” and “produce” services. This
component is responsible for controlling a production based on a specification
of a demanded (sub-)product and corresponding supplier of the (sub-)product.
It should be noted that this information is already stated within the “TeamDe-
scription” message of TDMS “teamById” service. Then, SCM is able to call an
executor tool and corresponding planner related to a given supplier with PDDL
goal because these PDDL goals are tied together with demanded (sub-)products
specified in “ProductionDescription” message by DIGICOR Core Ontology.

The “ProductionDescription” concept (representing the message) includes a
reference to the message body, i.e., “DistributedProductionPlan”. The “Distribut-
edProductionPlan” CONCEPT contains order ID (from the previously men-
tioned contracting component) and specification of overall production goal. Next,
it contains references to individual operations. The “Operation” concept com-
prises information about a corresponding product name, a given supplier, and
demanded task. In general, the “TeamDescription” message and the “Produc-
tionDescription” message describes similar thing but from a different perspective
- the first one, from team formation perspective, and the second one, from the
production perspective. The Fig. 6 illustrates the ontological model of the “Pro-
ductionDescription” message. Basically, the backbone of the message seems to
be similar to the “TeamDescription” message, but they differ significantly in
concept properties.

There is no direct connection between these two services because (according
to the given workflow and a character of the problem) they are connected by
the other additional intermediate component. The “teamById” service produces
a message with a specification of the new team. Next, this information about
the new team serves as an input to a contracting component, which processes
information about the team and demanded product. Subsequently, a contract-
ing component may trigger a production using the SCM component, namely
the “produce” service. The “produce” service consumes “ProductionDescrip-
tion” message. The mentioned contracting component should transform the mes-
sage from TDMS in the form of SCM message supplemented by other required
information.

A SPARQL query may be exploited for the identification of identical and
equivalent properties of corresponding APIs. The query, as well as results of
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Fig. 6. Model of the “ProductionDescription” message

Fig. 7. SPARQL comparison of APIs properties

the query, are shown in Fig. 7. At the bottom, there is shown the list of API1
properties (the distributed production plan properties) together with identical
and equivalent properties of API2 (the team properties).

4.5 SWRL Transformation of a Message Between Different APIs

The transformation of a message between different APIs may be facilitated and
(semi-)automated using A Semantic Web Rule Language which is based on a
combination of the OWL DL with the Unary/Binary Datalog RuleML [1]. This
approach resides in a formulation of a transformation SWRL rule for pairs of
services where the transformation is required.

In this section, the transformation between “TeamDescription” message and
“ProductionDescription” message will be introduced. Both of these messages and
their properties were described in detail in previous paragraphs. The definition
of the rule for the transformation is presented in Listing 1.2.

TeamDescription (? teamMsg)

^swrlx:makeOWLThing (? productionMsg ,? teamMsg)

^contain (?teamMsg ,?team)^swrlx:makeOWLThing (?DPP ,?team)

^hasAssignment (?team ,? assign)

^swrlx:makeOWLThing (?operation ,? assign)

^productName (?assign ,?pn)^task(?assign ,? asgTask)

^companyId (?assign ,? compId)

->
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ProductionDescription (? productionMsg)

^DistributedProductionPlan (?DPP)^contain (? productionMsg ,?DPP)

^Operation (? operation)^hasDPPOperation (?DPP ,? operation)

^productName (?operation ,?pn)^task(?operation ,? asgTask)

^supplier (?operation ,? compId)^orderid (?DPP ,"")

^orderid (?DPP ,"Verify�orderID�and�production�goal!")

Listing 1.2. Definition of SWRL transformation rule between “TeamDescription”
message and “ProductionDescription” message

The presented rule creates for every instance of “TeamDescription” and
its message body a corresponding instance of “ProductionDescription” message
together with its message body according to the implemented rule logic. The last
line of the rule specifies the order id of the distributed production plan. This ID
as well as precise overall production goal is not specified in the “TeamDescrip-
tion” message and have to be filled in within the contracting component which
triggers SCM. Thus, the consistency violation of the distributed production plan
concept is used as a user warning because of the order id and production goal
verification - the order id has cardinality exactly 1, and therefore the reasoner
is able to detect this violation as depicted in Fig. 8.

Fig. 8. User warning using reasoner because of order id and production goal verification

The following figures show transformed individuals related to the “Pro-
ductionDescription” message - Fig. 9(a): “ProductionDescription” individual,
Fig. 9(b): “DistributedProductionPlan” individual, and Fig. 9(c): “Operation”
individual (only one of the operation individual is shown because of their
similarity).

The main benefit of SWRL exploitation for message transformation is the
explicit specification of the transformation which may be kept outside a given
component. This fact offers easier maintenance of the transformation rule as well
as better change management across various services. Moreover, this approach
provides consistency maintenance of the outcome message from the transforma-
tion using a reasoner.
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(a) Generated “ProductionDescription”

(b) Generated “DistributedProduction-
Plan”

(c) Generated “Operation”

Fig. 9. Generated individuals by SWRL transformation rule

5 Conclusions and Outlook

In this paper, we introduced the solution on how to deal with data exchange
within the heterogeneous environment. The main idea resides in the modeling
of system interfaces and exchanging messages instead of modeling of a shared
model. The shared data model of all system components is not sufficient when
the new already implemented component with heterogeneous inner data model
has to be implemented.

Therefore, we proposed to overcome this deficiency by the development of
introduced Data Exchange Ontology. The ontology is able to facilitate the under-
standing of messages which are being exchanged within the environment but also
provides other means for ensuring successful integration of a new component,
i.e., SPARQL and SWRL.

For example, the proposed solution is able to provide (semi-)automatic mes-
sage transformation using SWRL rules. Moreover, it also facilitates consistency
maintenance with the help of a reasoner.

The ontology designed in OWL together with supporting tools was proven
to be capable describe and facilitate the data exchange problem because of its
good expressivity as well as versatility. On the other hand, there are still several
obstacles for full exploitation of OWL and SWRL capabilities mainly because
of a lack of suitable and user-friendly tools for the modeling and subsequent
testing.
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One of the most important subsequent steps in future research is to offer a
tight integration of data exchange process and DEO. This integration resides
primarily in providing a way how to control building of messages directly by
DEO. Such an ontology-based service message construction would provide many
benefits including easy change management of APIs not only concerning given
services but also across all interoperating services.

Acknowledgment. This research has been supported by the EU Horizon 2020 project
DIGICOR and by the OP VVV DMS Cluster 4.0 project funded by The Ministry of
Education, Youth and Sports.
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Václav Jirkovský1 , Marek Obitko2 , and Petr Kadera1(B)

1 Czech Institute of Robotics, Informatics, and Cybernetics,
Czech Technical University in Prague, Jugoslávských partyzán̊u 1580/3,

160 00 Prague, Czech Republic
{vaclav.jirkovsky,petr.kadera}@cvut.cz

2 Rockwell Automation R&D Center, Argentinská 1610/4,
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Abstract. Information exchange and integration are essential in various
systems and their interactions across different domains. In this paper, we
discuss the core of the information exchange and integration problems
together with possible solutions including a description of various stan-
dards for information exchange and a description of several wide-spread
formalisms for a definition of information models. Finally, information
exchange and integration problems used in our Semantic Big Data His-
torian is described, to illustrate the approach for solving some of the
problems.

Keywords: Information exchange · Information integration ·
Ontology · Industrial automation

1 Introduction

Information exchange and integration are important within and across various
areas as well as domains including industrial automation where they are also
enablers for Industry 4.0. Their importance is emphasized within the industrial
automation domain mainly because of increasing digitization in various systems
during various steps as well as levels of manufacturing.

In general, there is no strict boundary between information exchange and
integration. However, the difference may be expressed as:

– Information exchange—An interoperable system is formed by loosely coupled
subsystem, where subsystems are responsible for maintenance of their own
information models, and they exchange information for fulfilling demanded
or requested goals.

– Information integration—An integrated system is composed of tightly cou-
pled components which share a mutual information model, and therefore
every component has a full and proper understanding of an information
meaning.

c© Springer Nature Switzerland AG 2019
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This perspective is valid when we limit the scope to a particular platform
or system. On the other hand, information exchange and integration would be
perceived as parts which complement each other. It is obvious in the situation
when we refer to a system which is a part of some heterogeneous platform. Every
system has its own integrated information model and also requires to exchange
information with surrounding platform parts. In other words, information stored
in integrated information models has to be shared with its neighborhood and
exchanging information has to be subsequently integrated into local information
models.

Researchers have been dealing with these problems for many years, and thus
there are several solutions for these two different disciplines. In general, the
information exchange problem is mainly solved using various communication
formats together with corresponding standards (described in Sect. 2) and the
information integration problem is solved by the exploitation of some formalisms
with sufficient expressivity (described in Sect. 3).

This paper is structured as follows: first, the information exchange problem
is introduced together with formats, which facilitate a solution to the problem.
Next, the information integration problem is described followed by descriptions
of formalisms for a building of information models. Finally, the proposed and
implemented solution for the information exchange and integration problems by
Semantic Big Data Historian is presented.

2 Information Exchange Problem

Designers, developers, and operators are tackling with the information exchange
problem in every industrial information system. Complex engineering problems
are typically tackled by various engineering tools, each dealing with a specific
sub-problem. For instance, an eCAD tool is used to design electrical wiring,
while another tool is used to define the layout of a control system. In this case,
an information exchange strategy is needed to export information about physi-
cal connection schema into the schema of communication links among automa-
tion components (e.g., Programmable Logical Controllers and Input/Output
modules).

2.1 Formats for Information Exchange

In this section, various formats for information exchange facilitation will be
described. We may distinguish neutral formats as well as specialized formats,
which are derived from the specialized formats and have a particular purpose.
Many of formats will be skipped in the following paragraphs because of the
limited scope of this paper, and only the most wide-spread or the most promising
formats are described.

XML. XML is eXtensible Markup Language that is used for transferring data
on the Web and has been accepted as a W3C Recommendation in 1998. XML
documents are used to store data and information on the Web, and their content
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is structured in nested tags. An opening and a closing tag delimit a particular
content (called an element), and each tag can be supplemented with a set of
additional name-value pairs, called attributes.

The XML format is widely accepted and used due to its relatively simple
structure and easy processing. Based on these characteristics, XML format could
be understood as a universal format for data and information exchange and even
for their storage.

The XML format is an important technology which has been used for infor-
mation exchange in many applications and domains thanks to its simple and
powerful syntax which is versatile enough for information sharing among mul-
tiple sources. However, XML does not address issues of the explicit, intensive
semantic structure of XML documents, i.e., XML files may be shared with many
systems, but they are meaningless outside the application.

The importance of XML for information exchange and integration is obvious
from the fact that a prevalent part of formats exploits XML for their serialization.
From another point of view, the XML-based formats try to add (more or less
successfully) some domain-specific vocabulary as well as constructs for expressing
relations between concepts.

An XML document can be supplied by a document that specifies the allowed
tags and their structure—XML Schema1. In other words, XML Schema defines
constraints on XML documents. It provides simple vocabulary and predefined
constructs for modeling relations among entities.

AutomationML. AutomationML is an XML-based format with the objective
to enable seamless automation engineering of production plants [6]. This stan-
dard was developed as neutral data and information exchange format of manu-
facturing systems by a consortium of leading vendors and users of automation
technologies.

The AutomationML format is based on the following standards:

– CAEX [5] standard is the cornerstone of the hierarchical structure of plant
objects.

– PLCopen [12] describes plant behavior and control as a sequence of actions.
– COLLADA [3] standard is used for geometry and kinematic modeling.

AutomationML provides relatively universal architecture on how to capture
information including for example device concepts such as a sensor or an actuator
unit class.

OPC UA. The next very interesting way how to model and even exchange infor-
mation is by means of OPC Unified Architecture (UA) standard [7]. In general,
OPC UA is a secure and open mechanism for exchanging data and information
between servers and clients in industrial automation. One of the motivations
for the OPC UA standard was to overcome the main obstacle of its predeces-
sor (OPC Data Access together with OPC Historical Data Access and OPC

1 https://www.w3.org/standards/xml/schema.

https://www.w3.org/standards/xml/schema


162 V. Jirkovský et al.

Alarm&Events)—dependency on COM2. Therefore, the OPC UA was designed
for the replacement of all existing COM-based specification to be platform inde-
pendent with extensible modeling capabilities.

OPC UA is built on two main components [11]—transport mechanisms and
data modeling. The transport component offers the possibility to communicate
via optimized binary TPC protocol for high-performance intranet communica-
tion and the next possibility to communicate via Web Services. The data model-
ing component represents rules and building blocks for the creation and exposing
information model. It also defines base types to build a type hierarchy.

In the original OPC standard, only “raw” data is exchanged, i.e., there was
not enough information included for understanding the semantics of provided
data—a tag name and some information like engineering unit. On the contrary,
OPC UA offers more flexible possibility to expose the semantics of the data
because of complete object-oriented capabilities including type hierarchies as
well as inheritance.

The OPC Foundation has started with standardization of information mod-
els of various devices (UA Devices) for the unification of models. Every device
vendor may extend these base models with vendor-specific information. This
approach is also assumed in other scenarios, e.g., providing data of MES (Man-
ufacturing Execution System) or ERP (Enterprise Resource Planning) systems
by exposing the ISA 95 model [4].

There are many interesting features described in OPC UA specification—
triggering of methods, variable subscriptions, security, device discovery (local
as well as global), etc. Because of these features, OPC UA seems to be one of
the most promising frameworks for information modeling and exchange in the
automation domain.

ISA-95. ANSI/ISA-95 “Enterprise-Control System Integration” [1], also pub-
lished as IEC 62264 [2] is an industry standard describing information flows
between enterprise and control activities and interfaces between the respective
systems. The ISA-95 standard comprises several parts, which contain models
focusing on specific integration aspects and terminology to analyze and provide
insights into various aspects of manufacturing companies. The three focus areas
of the ISA-95 standard are:

– Models of information exchanged between business systems and manufactur-
ing operations systems (parts 1/2/5)

– Models of activities in manufacturing operations systems (part 3)
– Models of information exchanged within manufacturing operations systems

(parts 4/6)

The objective of the ISA-95 standard is to reduce costs, errors, and risk asso-
ciated with implementing interfaces between enterprise and control systems by
simplifying their implementation, therefore easing integration. ISA-95 can be
utilized as an analysis tool to provide insights into the manufacturing company.

2 https://www.microsoft.com/com/default.mspx.

https://www.microsoft.com/com/default.mspx
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The standard can also be used as a basis for developing standardized MES appli-
cations that can easily interface with other systems and as a basis for message
exchange between ERP and MES systems to achieve vertical integration.

Resource Description Framework. The Resource Description Framework3

(RDF) developed by World Wide Web Consortium (W3C) represents a standard
model for data publishing or exchanging on the Web. Data and their correspond-
ing properties are expressed in the form of RDF statements in the form of triples
(s - subject, p - property, o - object) denoting that a resource s has a property
p with a certain value o.

For denoting resources including subject, predicate, and object, RDF uses
Unique Resource Identifiers (URIs) to allow interoperability on the web. The
usage of URIs allows RDF data to be mixed, exposed, and shared across different
applications. RDF triples may be serialized in various formats including XML,
N3, Turtle. The set of RDF triples may be perceived as an RDF graph consisting
of linked nodes.

RDF Schema. RDF Schema4 (RDFS) provides a data modeling vocabulary for
RDF data, and it is used to describe classes and relationships between classes
(e.g., inheritance). Next, RDFS specifies also properties and corresponding rela-
tionships. Relationships may hold between pairs of properties, or between a class
and property. RDFS statements are represented as triples as well, and thus RDFS
forms an RDF graph. RDFS triple is called schema triple and other triples data
triples.

Web Ontology Language. Web Ontology Language5 (OWL) is another W3C
recommendation. It is built on RDF and RDFS, i.e., it follows the RDF/RDFS
meaning of classes and properties and adds primitives added to support the addi-
tional expressiveness. On the other hand, RDF and RDFS have very voluminous
modeling concepts such as rdf:Property and rdfs:Class. Their expressive
power causes uncontrollable computational complexity, and for some applica-
tions a trade-off is needed for efficient reasoning. For this, the OWL defines
different levels or profiles6 to be chosen according to the needs.

2.2 Solutions/Frameworks for Information Exchange

There are a lot of proprietary solutions including OPC UA which provide means
not only for information model specification but also means for facilitating com-
munication, for example, the client/server architecture.

Such architectures allow to form a system for information exchange—
including “centralized” (with a main central control component) or “decentral-
ized” architecture. The centralized architecture may be built on, for example,
OPC UA architecture, where the central component communicates using OPC
3 https://www.w3.org/RDF/.
4 https://www.w3.org/TR/rdf-schema/.
5 https://www.w3.org/OWL/.
6 https://www.w3.org/TR/owl2-profiles/.

https://www.w3.org/RDF/
https://www.w3.org/TR/rdf-schema/
https://www.w3.org/OWL/
https://www.w3.org/TR/owl2-profiles/
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UA (i.e., OPC UA client), and sensors or actuators are connected using OPC UA
servers. The example of the “decentralized” architecture could be for example
multi-agent systems.

The increasing popularity of Internet of Things emphasized needs for a ver-
satile solution of the information exchange problem. However, a common inte-
gration of “things” providing solutions for information exchange relies on ad-hoc
solutions and there is no general solution for such integration. These solutions
can provide very effective systems. On the other hand, they may bring many
drawbacks—difficult system maintenance and malfunction corrections, adding
or adjusting components, lower re-usability, etc.

3 Information Integration Problem

When we consider the information integration problem, then we may distinguish
two different scenarios—“integration on-the-fly” and “full integration”. The first
scenario is tightly coupled with the information exchange problem and has no
central data storage maintained by the central component. The second scenario
represents a common situation with the central component, which handles an
information model together with corresponding data storage. The requirement
for both of them is an existence of some information model which handles a
“schema” comprising all of the participating components. Furthermore, relations
between corresponding elements (e.g., concepts with equivalent meaning in a
given context) should be included in the “schema” or stated in some explicitly
expressed set of mappings.

There are several different aspects of the information integration prob-
lem including developing of adapters (how to convert incoming information
to a demanded form) and a determination of formalism for expressing infor-
mation models and their versatility, flexibility, and suitability for subsequent
maintenance.

Prevalent part of various adapters is already implemented and also included
in many solutions. Therefore, we will discuss various formalisms for information
models specification in the following paragraphs.

3.1 Information Models for Integration

In this section, we will present several formalisms for designing information mod-
els which are essential for the information integration problem. The most com-
mon approaches together with their general description will be described. Key
features of these approaches are flexibility and expressivity. Requirements on
these features by an application often determine a target formalism.

Relational Database Schema. Relational database management systems
(RDBMSs) are widely used for data storage for many years. RDBMS is a data
storage with a collection of interrelated data files or structures. According to the
name, relational databases were designed to store data. Tables themselves have
no information about relations to other tables. Such information in a limited
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form is stored in a schema. A schema provides information about the relation-
ships between tables and field types. More complex relations among tables have
to be stored in queries and many times also in the application implicitly. In
other words, RDBMSs provide the solution of the information integration prob-
lem which consists of three parts—data storage, a schema, and corresponding
application algorithm. Moreover, many of available RDBMS solutions provide
implemented adapters to various data sources.

NoSQL Systems. NoSQL (Not only SQL) are systems typically suitable for
massive amounts of unstructured data in situations, without the need to clearly
define a schema, possibly also relaxing some other RDBMs requirements. Exam-
ples of architectures of this wide family of systems are a key-value model, column
store, document database, and graph database.

In general, these systems provide greater flexibility. On the other hand, infor-
mation integration is primarily handled by an application, i.e., also implicitly
defined.

Ontologies. Ontologies are tightly coupled with the term conceptualization.
A conceptualization is an intensional semantic structure that encodes implicit
knowledge constraining the structure of a piece of a domain. An ontology is a
(partial) specification of this structure. A conceptualization is a general model of
a piece of a domain (which is language independent), but an ontology does not
have to express all possible constraint because it depends on the requirements
of an intended application.

The exploitation of ontologies for a representation of the information model
is connected to Semantic Web Technologies today. Nowadays, a powerful set of
formats is available with various expressivity (i.e., RDF, RDFS, OWL) together
with complementary technologies - SPARQL, SWRL, reasoners, etc.

From a theoretical point of view, ontologies are the most suitable approach
for a solution of the information integration problem as they provide explicit
specification of a conceptualization with appropriate expressivity. However, we
still see that it is difficult to properly deploy and use them in practial applications
today.

4 Information Exchange and Integration: Semantic Big
Data Historian

The solution demonstrating dealing with the aforementioned obstacles and chal-
lenges is presented in this section. The prototype illustrating the solution is a
specific historian software architecture which addresses requirements for infor-
mation exchange as well as integration. The prototype is named Semantic Big
Data Historian (SBDH) and was proposed and developed within long-standing
research at Czech Technical University Rockwell Automation Laboratory for
Distributed Intelligent Control (RA-DIC).

The core functionality, as well as the main advantage of the historian, is
the employment of Semantic Web technologies (more precisely an ontology in
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OWL7) for explicit definition of knowledge. Thus, specific requirements for a
historian architecture stem from the utilization of the ontology. Furthermore,
the architecture is influenced by a historian target usage, i.e., gathering data and
information from a shop floor and other involved systems as well as controlling a
shop floor by appropriate feedback. Thus, the architecture has to be very flexible
to process all required data and robust to provide a highly reliable solution.
SBDH architecture consists of four layers, and a concept of the overall system is
to provide a modular solution which may be adapted according to given needs
and requirements for the software. The following listing provides a description
of the four SBDH architecture layers:

– Data acquisition and control layer—this layer is responsible for the acquisi-
tion of data from relevant sources (e.g., sensors, users via a user interface, and
any relevant software from higher levels such as MES/ERP) and providing
a feedback to control a given process (e.g., controlling an actuator, calling a
relevant services of the 3rd party system, etc.). The preferred way for commu-
nication is using previously mentioned OPC UA. Consuming of data streams
is solved using Spark Streaming Custom Receivers8.

– Transformation layer—a transformation to a form of RDF triples according
to Cyber-physical system Ontology for Component Integration (COCI) [8]. A
very important responsibility of the transformation layer is to resolve semantic
heterogeneity and to repair damaged data if possible.

– Data storage layer—transformed data in the form of RDF triples are stored
in a triple-store in this layer. The storage respects nature of prevalent part of
data, i.e., measurements from sensors. In general, two different file models are
used in SBDH to provide more homogeneous data distribution across files in
Cassandra—“vertical partitioning” model for data which are not time series
(triples are partitioned according to a predicate of the triple) and “hybrid
SBDH model” for storage of time series (triples are partitioned according to
a triple predicate and a given sensor). More detailed description is available
in [9]. It is obvious that this layer is not responsible only for simple data
storage but is also responsible for conducting transformations of triples to a
corresponding file model.

– Analytic layer—the last layer provides means to access data stored in the
triple-store with the help of SPARQL9 and to implement analytic tasks.
Apache Spark MLlib10 (library with implemented distributed machine learn-
ing algorithms) is used as a solution of analytic tasks.

The overall architecture is shown in the Fig. 1 and more details may be found
in [10].

7 Web Ontology Language - https://www.w3.org/OWL/.
8 https://spark.apache.org/docs/2.2.0/streaming-custom-receivers.html.
9 https://www.w3.org/TR/rdf-sparql-query/.

10 https://spark.apache.org/mllib/.

https://www.w3.org/OWL/
https://spark.apache.org/docs/2.2.0/streaming-custom-receivers.html
https://www.w3.org/TR/rdf-sparql-query/
https://spark.apache.org/mllib/
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Fig. 1. Semantic Big Data Historian architecture

4.1 SBDH - Information Exchange

Based on our experiments as well as based on increasing adoption of Semantic
Web technologies in industry, the exploitation of RDF format for not only data
but also for information exchange seems to be a promising approach. On the
other hand, comparing only the capabilities of various formats is not enough.
Obviously, the adoption of these formats by manufacturers is one of the most
important characteristics. Thus, OPC UA was chosen as the primary format for
information exchange of SBDH.

The OPC UA information model can be used to express the information
about the sensor, provided values, etc. Currently, the information expressed
correspondingly to the OWL ontology (in RDF format) is used in OPC UA
transferred values.

4.2 SBDH - Information Integration

For dealing with the information integration problem, SBDH exploits developed
Cyber-Physical System Ontology for Components Integration (COCI). COCI is
not a completely new ontology but is built on the top of Semantic Sensor Network
(SSN11) ontology, which has Dolce Ultra Light ontology as its cornerstone.

The most important concepts together with their relations are shown in
Fig. 2. The concepts with the blue edge are from DOLCE Ultralight Ontology
(DUL) and serve as general predecessors of all COCI concepts. There are also
several SSN concepts (with the yellow edge) — general concepts from SSN ontol-
ogy are reused such as SSN:Property, SSN:Process, and SSN:FeatureOfInterest
11 https://www.w3.org/TR/vocab-ssn/.

https://www.w3.org/TR/vocab-ssn/


168 V. Jirkovský et al.

instead of design similar concepts in COCI. Finally, there are shown the essential
COCI concepts (with the green edge) representing entities related to an actuator.
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Fig. 2. Part of cyber-physical system ontology for components integration.

The cornerstone of SSN ontology (and of COCI respectively), DUL ontology,
provides “a glue” for an integration of various data sources, i.e., the integration
of various information. The example of the information integration using SBDH
and COCI is presented in [10]. The example presents the integration of sensors
from the hydroelectric power plant, information about the weather forecast, and
information from the river catchment area.

5 Conclusions

In this paper, we describe the basic challenges and approaches to informa-
tion exchange and integration problems. The information exchange solutions
are primarily based on the exploitation of appropriate formats for communi-
cation with sufficient capabilities for given applications—appropriate formats
were described. Next, the proper solution of the information integration problem
resides in the utilization of suitable formalism for building information model and
therefore appropriate formalisms were described with a short overview. Finally,
a solution of the exchange and integration problems was demonstrated using
Semantic Big Data Historian.

The information exchange problem is challenging primarily because of miss-
ing added meaning to exchanged information, i.e., many formats deal with a
structure of given messages, not with their meaning. In other words, these
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solutions are about the data exchange problem but not about the information
exchange problem. Moreover, if the formats take a meaning of exchanging data
into account, then there is still a big gap between exchanged information and
their meaning in a given application.

Based on our experiments, a suitable solution for the information exchange
problem is the utilization of Semantic Web technologies which enable to cap-
ture not only data or information but also to describe their meaning or rela-
tions among particular entities. Furthermore, everything is explicitly specified
and thus easy to maintain and reuse. On the other hand, there is a significant
impediment of exploitation of these technologies by manufacturing companies,
and it is the relative complexity of Semantic Web technologies.

The information integration problem is complex primarily because of various
expressivity of given information resources as well as a difficult understanding of
the meaning of particular entities in given contexts. The suitable formalism for
the solution of this problem seems to be the utilization of ontologies expressed in
the Web Ontology Language. OWL is a flexible and versatile format for building
information models and therefore is applicable to various problems. However,
there is an identical obstacle to the information exchange solution. The OWL is
a complex format and using it together with designing an ontology is a complex
task. The good news is that there are reusable ontologies available for various
domains, as demonstrated in our Semantic Big Data Historian.
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Jǐŕı Kubaĺık1(B), Petr Kadera1, Václav Jirkovský1, Lukáš Kurilla2,
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Abstract. Facility layout problems, i.e., optimal placement of produc-
tion units in a plant, become an inseparable part of manufacturing sys-
tems design and management. They are known to greatly impact the sys-
tem performance. This paper proposes a new formulation of the facility
layout problem where workstations are to be placed into a hall. Within
the hall, obstacles and communications can be defined. Each workstation
can have multiple handling spaces attached to its sides and oriented links
can be defined between workstations. A new evolutionary-based app-
roach to solve this facility layout problem is proposed in single-objective
as well as multi-objective variant. The method is experimentally evalu-
ated on a set of standard VLSI floorplanning benchmarks as well as on
the data set created specifically for the proposed facility layout problem.
Results show the method is both competitive to the state-of-the-art floor-
planners on the VLSI benchmarks and produces high-quality solutions
to the proposed facility layout problem.

Keywords: Facility layout problem · Evolutionary Algorithms ·
Optimization

1 Introduction

The facility layout problem (FLP) is concerned with determining an efficient
placement of facilities in a plant area. The facilities may have equal or unequal
areas and have interactions between them. The aim is to allocate the facilities in
the plant based on a given optimization criterion, subjected to the non overlap-
ping restriction imposed on facilities. This problem occurs in various contexts,
e.g. arranging machines in a workshop or production lines in a production hall or
buildings on a factory premises. Maximizing the utilization of the area available
and minimizing the sum of transportation costs between facilities are the most

c© Springer Nature Switzerland AG 2019
V. Mař́ık et al. (Eds.): HoloMAS 2019, LNAI 11710, pp. 173–188, 2019.
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common goals. Various formulations of the FLP have been defined categorized
as static, dynamic, multi-objective, multi-floor FLPs with equal or unequal area,
etc. [7] and [11].

FLP is known to have a significant impact upon manufacturing costs, work in
process, lead times and productivity. A good placement of facilities contributes
to the overall efficiency of operations and can reduce between 20% and 50% of
the total operating costs [18].

Layout problems are known to be generally NP-hard, thus many recent devel-
opments in solving the FLP are based on iterative metaheuristic approaches
such as Tabu Search [17], Ant System [13,21], Particle Swarm Optimization [6],
Variable Neighborhood Search [9], Simulated Annealing [16] and Evolutionary
Algorithms [1,7,8].

An important issue in designing a layout optimization algorithm is the layout
representation. Various representations are used in the literature depending on
the particular FLP formulation such as discrete representation [20], slicing tree
representation [13], sequence-pair representation [15] and flexible bay structure
representation [21].

In this work, we solve a layout problem that is given by a set of workstations
that have to be optimally placed into a production hall given that all constraints
imposed on the generated floorplan are satisfied. One or more optimization crite-
ria can be defined. To solve this problem, we propose an evolutionary algorithm
using so-called priority list representation. The priority list encodes the order in
which the workstations will be added to the floorplan using placement heuristics
designed for the problem.

Main contributions of this work are:

• Formulation of a FLP with a realistic definition of the hall and workstations.
• Design of a novel evolutionary-based approach to solving a general class

of layout optimization problems in a single-objective and multi-objective
variant.

The proposed single- and multi-objective EAs has been experimentally evaluated
standard floorplanning benchmark problems as well as on the FLP data set.

The remainder of this paper is organized as follows: Sect. 2 defines the FLP
problem solved in this work. In Sect. 3 the proposed method is described. Exper-
imental evaluation of the proposed method is presented in Sect. 4. Section 5 con-
cludes the paper.

2 Problem Definition

In this section we define basic components of the FLP solved in this work. First,
a hall and a workstation will be described.

The hall is defined as a rectangular area with the following attributes and
elements:

• Width Wh and height Hh.
• Obstacles – areas composed of rectangular shapes that represent restricted

areas that cannot be used by the workstations at all.
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Fig. 1. Hall layout.

• Communications – areas composed of rectangular shapes that can be used
only by relevant parts of the workstations, see workstation definition below.

• Origin – coordinates of the upper-left corner of the minimum bounding box
enclosing all above mentioned elements of the hall.

Figure 1 shows an example of the hall. Note, the hall itself has a simple rectangu-
lar shape, however rather complex operation area within the hall can effectively
be delimited as a set of rectilinear polygons defined using the obstacles and
communications.

The workstation is defined as a rectangular object that contains the following
elements, see Fig. 2:

• Working area – single rectangular area.
• Handling area – a rectangular area attached to a side of the working area.

Each workstation can have up to four handling areas, each attached to one
side of its working area. It represents a part of the workstation that is used
for example to transport material and products in and out of the worksta-
tion. Workstations can share handling areas, i.e., two workstations can have
overlapping handling areas.

• Input/output points – these are used to define dependencies between work-
stations. The output of one workstation can be used as an input to several
other workstations. Similarly, the input of a workstation can be linked to the
output of several other workstations.

• Pivot p – coordinates of the upper-left corner of the workstations’s minimum
bounding box.

• Orientation o – a workstation can appear in the floorplan in one of the fol-
lowing six possible orientations:

◦ workstation is in its original orientation,
◦ workstation is rotated by −π/2 rad, π/2 rad or π rad relative to its
original orientation,
◦ workstation is flipped horizontally or vertically relative to its original
orientation.
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Fig. 2. Workstation.

The following three optimization objectives were proposed to assess a quality
of the generated floorplans:

• minUsedArea – minimizes the area of the floorplan’s minimum bounding box.
• maxFreeSpace – maximizes the free space between the bottom edge of the hall

and the placed workstations. Using this objective not only maximally com-
pact floorplans are sought, it also prefers floorplans with the remaining space
concentrated towards the bottom edge of the hall. Other preferences how the
remaining space should be distributed in the floorplan can be specified. This
objective is illustrated in Fig. 3 with the yellow area to be maximized. Only
segments wide no less than a predefined minimum width count. Here, the
minimum segment width is set to 6 m as this is the minimum workstation
width observed in the FLP data used in this work.

• minConnDist – minimizes the total length of all connections between work-
stations. The Euclidean distance between input and output point of two inter-
connected workstations is used in this work. We choose the Euclidean distance
just as a proof-of-concept metric that provide a lower bound to the optimal
solution. There might be other metrics defined that would describe better the
actual distance needed to travel between the two points.

Fig. 3. Illustration of the maxFreeSpace optimization objective. (Color figure online)

Let’s assume the following functions:

• overlap(area1, area2) that returns the size of the overlap between area1

and area2.
• workingArea(workstation) that returns working area of the workstation.
• handlingArea(workstation) that returns handling area of the workstation.
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• communications(hall) that returns communications of the hall.
• obstacles(hall) that returns obstacles of the hall.
• isInside(workstation, hall) that returns true iff the workstation is entirely

enclosed within the hall. Otherwise, false is returned.

Then, we define a workstation–workstation constraint for a pair of worksta-
tions (wi, wj) as

overlap(workingArea(wi), workingArea(wj)) = 0
∧ overlap(workingArea(wi), handlingArea(wj)) = 0
∧ overlap(handlingArea(wi), workingArea(wj)) = 0

(1)

a workstations–hall constraint for workstation w and hall h as

overlap(workingArea(w), communications(h)) = 0
∧ overlap(workingArea(w), obstacles(h)) = 0

(2)

and a size constraint for workstation w and hall h as

isInside(w, h) (3)

The FLP solved in this work is given by a particular specification of the hall
H, a set of N workstations W = {w1, . . . , wN} and an optimization objective
or multiple objectives. A floorplan, i.e., the particular assignment of the pivot
and orientation for all workstations w ∈ W, is feasible if and only if it satisfies
constraint (1) for all pairs (wi, wj), where wi, wj ∈ W and wi �= wj and con-
straints (2)–(3) for all workstations w ∈ W and the hall h = H. The goal is to
find a feasible floorplan that is optimal w.r.t. the given optimization objective(s).

3 Method

3.1 Indirect Representation

The proposed evolutionary algorithm uses an indirect representation of the
evolved floorplans as a sequence of elements of the form of tuples (id,
orientation, heuristic), called a priority list, with the following meaning of
the attributes:

• id – An identifier of the workstation.
• orientation – A particular orientation of the workstation in which it will be

added to the floorplan. One out of the six possible orientations listed in the
workstation description above is chosen.

• heuristic – A particular placement heuristic that is to be used to place
the workstation into the floorplan. Two possible heuristics are defined in this
work, see below.

Each workstation is represented by exactly one element of the priority list. The
order of elements determines the order in which the workstations will be added
into the developed floorplan.
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Fig. 4. Candidate placement points. (a) A situation after four workstations have been
placed into the floorplan. (b) Elimination of candidate points after the workstation has
been added to the floorplan. (Color figure online)

3.2 Mapping of Priority List to Floorplan

Each priority list maps to one floorplan through an iterative process. Input of the
mapping process is a specification of the hall and workstations and the priority
list. Moreover, either the maximum floorplan width Wf > Wh or the maximum
floorplan height Hf > Hh can be specified. This provides an extra operational
space for the placement heuristics as described below. Output of the mapping
process is the floorplan F constructed according to the priority list. The floorplan
is represented as a list of workstations, where each workstation has its orientation
set according to the information stored in the respective element of the priority
list and the pivot coordinates calculated using a placement heuristic.

First, we describe important components of the mapping algorithm, particu-
larly the candidate placement points and their management, floorplan minimum
bounding box and the placement heuristics.

Placement heuristics work with a set of candidate placement points P. When
a new workstation is to be placed into the floorplan, first its orientation is set
according to the information stored in the respective element of the priorityList.
Then, a position of its pivot is chosen among the points in P using a placement
heuristic. At the beginning, P is initialized with the hall origin and gets updated
whenever a new workstation has been added to the developed floorplan. Points
are sorted in the upper-to-bottom and left-to-right manner. Figure 4 shows an
example of P for one particular situation with four workstations in the floorplan.

Always, the upper-right, lower-left and lower-right corners of the newly added
workstation are added to P. In addition to that, other candidate points are
generated with respect to the lower-left corner (we denote it LLC) and upper-
right corner (we denote it URC) of the workstation. The rationale behind this
candidate point generation strategy is that when a workstation is added to the
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Fig. 5. Four situations when new candidate placement points can be generated. New
points are generated with respect to the upper-right and lower-left corner of the newly
added workstation (marked as red dot with green ring), respectively. Red dots represent
newly generated candidate placement points. Workstation numbers indicate the order
in which they were added to the floorplan. (Color figure online)

floorplan, some other workstations might still fit to the space which is to the lower
left of this workstation’s LLC and to the upper right of its URC, respectively.

Figure 5 illustrates four distinct situations when the new candidate points
are generated. Figure 5(a) shows the case when there is no other workstation to
the left of the LLC. Then, a new candidate point is generated with coordinates
[0,LLC.x] (i.e., the point labelled with ‘a’). The same procedure is applied to
the LLC of the working area of the newly added workstation yielding another
candidate point (the one labelled with ‘b’). Similarly, when there is no other
workstation above the URC, then a new point with coordinates [URC.x, 0] is
generated, see Fig. 5(b). And another point generated in the same way for the
URC of the working area of the newly added workstation. Figures 5(c)–(d) illus-
trate situations analogous to the previous two when there are other workstations
to the left of LLC and to the upper right of URC, respectively. Note, the above
described node generation strategy does not produce a complete set of candidate
placement points that would guarantee the optimal solution can be constructed.
It can happen that the optimal solution might be missed. However, the exper-
iments presented in Sect. 4 clearly demonstrate the proposed candidate points
generation allows to generate high-quality solutions.
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Algorithm 1. Mapping the priority list into floorplan.
Input: priorityList . . . priority list to be mapped into floorplan

W . . . array of workstation definitions
Wf . . . maximum width of the floorplan area
Hf . . . maximum height of the floorplan area
hall . . . hall definition

Output: F . . . floorplan constructed according to the priorityList

1 F ← {}
2 P ← {hall.origin }
3 b ← hall.origin
4 i ← 0
5 while i < N do
6 el ← priorityList [i]
7 w ← W [el.id]
8 w.setOrientation(el.orientation)
9 p ← el.heuristic(w, F , b, P, Wf , Hf)

10 w.setPivot(p)
11 F ← F + w
12 b ← update(b, F)

13 P ← update(P, F)

14 i ← i+ 1

15 return F

When a new workstation is added to the floorplan, some placement points
become useless and are removed from P. Those are all the points where a pivot of
any other workstation (a pivot is always the upper-left corner of the workstation)
cannot be placed any more. Figure 4(b) illustrates such a node elimination.

A minimum bounding box of the floorplan is another structure that is used
by the placement heuristics, see the red rectangle in Fig. 4. The bounding box
is represented just by its lower-right corner, b, and is initialized with the hall
origin (i.e., the bounding box is initialized with zero width and height). It is also
updated after adding each workstation to the floorplan.

Two heuristics for placing workstation w into the floorplan F are used in this
work, though other heuristics can be proposed as well. They choose a position
for the workstation w such that the following conditions hold:

1. The resulting floorplan satisfies constraint (1) for all workstation pairs (w,wi),
where wi ∈ F .

2. The resulting floorplan satisfies constraint (2) for the workstation w and the
hall H.

First, a point p from P is sought such that the workstation w placed with its
pivot at the point p entirely fits into the current floorplan bounding box. The
first point that satisfies this condition is taken. If no such point is found, then
the heuristics h1 and h2 choose a position p ∈ P that leads to a floorplan entirely
fits into the maximum floorplan area [Wf × Hf ] as follows
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• h1 chooses p such that (p.y < pi.y) for all pi ∈ P, p �= pi,
• h2 chooses p such that (p.x < pi.x) for all pi ∈ P, p �= pi.

Generally, h1 and h2 leads to extending the floorplan bounding box width and
height, respectively, as indicated in Fig. 4.

The mapping algorithm, see Algorithm 1, starts with an initialization of F , P
and b, lines 1–3. Then, it takes elements of the priority list one by one and adds
the corresponding workstations into the floorplan as follows. First, the worksta-
tion’s orientation is set according to the orientation stored in the element, line
8. Then, a placement position of the workstation is found using the heuristic
assigned to the workstation and the workstation is placed at the chosen posi-
tion, lines 9–10. The workstation is added to the floorplan, line 11. Finally, the
floorplan’s bounding box and candidate placement points are updated, lines 12–
13. Once all workstations have been placed into the floorplan, the floorplan is
returned.

Note, not necessarily just feasible floorplans are produced. Constraints (1)
and (2) are always satisfied. However, constraint (3) might get violated as the
placement heuristics applied according to the priority list may produce a floor-
plan that does not entirely fit within the hall area [Wh × Hh].

Another important aspect of this representation is that several priority lists
can map to the same floorplan. Such a redundancy of the representation can be
good for optimization algorithms as there can exists multiple basins of attraction
in the representation space for the optimal floorplan.

3.3 Evolutionary Algorithm

The evolutionary algorithm, see Algorithm2, takes five parameters on its input,
namely the population size, maximum number of generations, probability of
crossover and mutation and size of the elite set. Output of the algorithm is the
layout represented by the best individual in the final population.

The algorithm starts with a random initialization and evaluation of the popu-
lation of individuals, each represented by a priority list. Then, it iterates through
generations, lines 4–20, in each generation a new population being created as fol-
lows. A population tempPop is created through a evolutionary standard process
using selection, crossover and mutation. We use a tournament selection and a
2-point crossover. Mutation is a variation operator that modifies a randomly
chosen element of the priority list so that it changes either its position within
the priority list, or its wsOrientation or heuristic. When the tempPop of size
PopSize has been generated, a number of EliteSize top best unique individuals
from the previous generation are added to tempPop, line 18. Finally, the best
PopSize unique individuals from tempPop are selected to the new population,
line 19. In the end, a floorplan represented by the best-fit individual of the
population is returned.

Besides the single-objective evolutionary algorithm described above, a
multi-objective evolutionary algorithm working with the indirect represen-
tation can be used as well. Here, we implemented the NSGA-II algorithm
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[5]. The multi-objective algorithm returns a set of non-dominated solutions
from which one can choose the final solution based on his/her preferences.

Algorithm 2. Single-objective evolutionary algorithm for FLOP.
Input: PopSize . . . population size

MaxGenerations . . . maximum number of generations
PC . . . crossover rate
PM . . . mutation rate
EliteSize . . . number of elite individuals

Output: Floorplan represented by the best individual

1 init(population)
2 evaluate(population)
3 generations ← 0
4 while generations < MaxGenerations do
5 tempPop ← {}
6 while |tempPop| < PopSize do
7 par1 ← select(population)
8 if rand() < PC then
9 par2 ← select(population)

10 child ← crossover(par1, par2)
11 if rand() < PM then
12 mutate(child)

13 else
14 child ← par1
15 mutate(child)

16 evaluate(child)
17 tempPop ← tempPop + child

18 tempPop ← tempPop ∪ elite(population, EliteSize)
19 population ← getUnique(tempPop, PopSize)
20 generations ← generations +1

21 return getBest(population)

4 Experiments

We have carried out the following series of experiments to validate the proposed
method:

1. Single-objective EA on standard floorplanning benchmarks – these proof-
of-concept experiments were carried out on the MCNC and GSRC bench-
marks circuits – ami33, ami49, n100a, n100b and n100c. This represents a
pure floorplanning problem with the goal to pack simple rectangular objects
as compact as possible. We compared our method with several other state-
of-the-art floorplanning algorithms, namely the Variable-Order Ant System
(VOAS) [10], Moving Block Sequence-Organizational Evolutionary Algo-
rithm (MBS-OEA) [14], Multi-agent Evolutionary Algorithm-Moving Block
Sequence (MAEA-MBS) [19], Evolutionary Search (ES) [3], Greedy Insertion
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Table 1. Characteristics of the problems from MCNC and GSRC benchmarks.

Problem # Modules Total area of all modules (mm2)

ami33 33 1.1564

ami49 49 35.4454

n100a 100 17.9501

n100b 100 16.0126

n100c 200 17.1966

Technique (GIT) [12], Discrete Particle Swarm Optimization (DPSO) [4] and
Blockpacking with Branch-and-Bound (BloBB) [2].

2. Single- and multi-objective EA on FLP data – these experiments were carried
out on synthetic data specifically created to evaluate our approach under a
realistic scenario with our proposed representation of the production hall and
workstations, see below.

4.1 Data

MCNC and GSRC Benchmarks. We selected several circuits from the
MCNC and GSRC benchmarks that belong among the most frequently used
floorplanning problems in literature. Their characteristics are shown in Table 1.

FLP Data. In order to validate an ability of the proposed approach to solve
FLP problems with the realistic specification of the facility and the workstations
to be placed in it, as described Sect. 2, we created the FLP data set with the
hall of the same layout as shown in Fig. 1 and the following characteristics:

• Wh = 276 m, Hh = 236 m, total hall area is 65.136 m2,
• total area of the obstacles is 12.955 m2,
• total area of communications is 4.992 m2,
• total free space is 47.189 m2.

The set of workstations has the following characteristics:

• number of workstations and inter-workstation links 58,
• total area of all workstations is 41.276 m2,
• total working area of the workstations is 34.013 m2,
• total handling area of the workstations is 7.263 m2.

The workflow topology determined by the workstation dependencies is shown in
Fig. 6. The ratio of the total area occupied by the workstations to the free space
of the hall is 0.87 that together with the above listed characteristics render the
data set an interesting FLP benchmark.
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Fig. 6. Dependencies between workstations.

4.2 Experiment Setup

Experiments on the MCNC and GSRC benchmarks were carried out with the
following setting of the evolutionary algorithm’s parameters: PopSize = 500,
MaxGenerations = 300, PC = 0.8, PM = 0.1, minUsedArea used as fitness.
These benchmarks involve just simple rectangular objects, so the workstations
have only working area and no handling space. Moreover, no limits are imposed
on the floorplan area, so all size parameters Wh, Hh, Wf and Hf were set to a
large value calculated as

∑
w∈W max(w.width,w.height).

Experiments on the FLP data set were carried out with almost the same
setting of the evolutionary algorithm’s parameters but the fitness function used
was the maxFreeSpace in the single-objective EA plus the minConnDist in the
multi-objective EA. Moreover, the size of the maximum floorplan area is set as
Wf = Wh and Hf = 2 ∗ Hh. Thus, the placement heuristics can use extra space
below the hall if needed.

For each experiment a series of 30 independent runs have been executed. The
median and the best solutions are presented in the tables.

Fig. 7. Best floorplans obtained with the proposed method on the standard floorplan-
ning benchmark circuits – (a) ami33, (b) ami49, (c) n100a, (d) n100b, (e) n100c. The
floorplans’ areas are listed in Table 2.
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4.3 Results

Table 2 presents a comparison of the proposed method with the state-of-the-art
floorplanners on the MCNC and GSRC benchmark problems. It shows that our
method is competitive with the compared ones. Moreover, it found the overall
best solution out of all compared floorplanners on the n100a benchmark. Figure 7
shows the best floorplans generated with the proposed method on the benchmark
circuits.

Table 2. Comparisons on MCNC and GSRC benchmarks. An area in (mm2) of the min-
imum bounding box surrounding the packed workstations is shown. Results obtained
with the proposed single-objective EA are in the last column.

Problem MAEA-MBS MBS-OEA ES GIT DPSO BloBB VOAS This work

ami33 1.19 1.175 1.19 1.28 1.25 1.28 1.18 1.18

ami49 36.75 36.35 36.30 36.88 38.18 38.80 36.24 36.40

n100a 19.40 18.98 18.96 19.45 19.22 – 18.87 18.86

n100b 17.05 16.98 – – 17.53 – 16.84 16.96

n100c 18.28 18.27 – – – – 18.05 18.23

Table 3 presents results obtained with the proposed single- and multi-
objective EA on the FLP data set. The third and fourth column show results
obtained with the single-objective EA with the maxFreeSpace and minConnDist
optimization objective, respectively. Values in the median rows are the median
values of the corresponding objective value over the set of final solutions of the
20 runs. The best value rows represent the objective values of the overall best
solution evolved w.r.t. the corresponding optimization objective.

We see that solutions optimized w.r.t. one objective have a very good value
of that objective while the other objective value is rather poor. This is in agree-
ment with our expectations. See Fig. 8 where the best floorplans evolved with
individual optimization objectives are shown. Note that when optimizing w.r.t.
minConnDist objective, the final solutions might be, and in fact most of the
time are, infeasible. Simply, the minConnDist objective itself does not make a
sufficient pressure towards the maximally compact floorplans.

Last two columns of Table 3 show results of the multi-objective EA. Note,
the multi-objective EA returns a set of non-dominated solutions from which
one chooses the final solution(s) according to his/her preferences. Here, we
take the extreme non-dominated solutions, i.e., the one with the best value
of the maxFreeSpace objective and the minConnDist objective, respectively,
see Fig. 9(a). The third and fourth column of Table 3 presents performance
statistics of the best non-dominated solutions w.r.t. the maxFreeSpace and the
minConnDist, respectively. Importantly, every run of the multi-objective EA
produces feasible floorplans that are good in both objectives. Examples of the
best floorplans are in Fig. 9(b) and (c).



186 J. Kubaĺık et al.

Table 3. Results obtained on the FLP data set. The last two columns present perfor-
mance statistics calculated from the non-dominated solutions with the best value of
the optimization objective marked with an asterisk.

Performance Optimization objective(s)

maxFreeSpace minConnDist maxFreeSpace∗

minConnDist

maxFreeSpace

minConnDist∗

maxFreeSpace

(m2)
Median 7933 4319 7759 5493

Best 9106 4478 9617 6807

minConnDist

(m)
Median 7155 3214 4722 3396

Best 7627 3021 4723 3078

Fig. 8. Results obtained with a single-objective evolutionary algorithm. (a) The best
floorplan evolved with the maxFreeSpace fitness. (b) The best feasible floorplan
evolved with the minConnDist fitness. (c) An infeasible floorplan with the overall best
minConnDist fitness value.

Fig. 9. Results obtained with a multi-objective evolutionary algorithm. (a) The final
set of non-dominated solutions. (b) The extreme solution with the best maxFreeSpace
value. (c) The extreme solution with the best minConnDist value.



Plant Layout Optimization Using Evolutionary Algorithms 187

5 Conclusions

New FLP problem has been defined and two variants, single-objective and multi-
objective, of an evolutionary algorithm to solve it has been proposed. Proof-
of-concept experiments on standard VLSI floorplanning benchmark problems
proved an ability of the algorithm to generate floorplans competitive to state-
of-the-art floorplanners. Experiments on the FLP data set specifically created
for the proposed problem shown an ability of the algorithm to generate well-
performing layouts with respect to the used criteria.

Future research will focus on extending this approach towards an optimiza-
tion framework providing a user with an ability to guide the layout optimization
process using a prior knowledge about the problem. In the envisioned framework
a user will be able to interact with the optimizer so that for example certain parts
of the current best solutions will constitute higher-level blocks for next stage of
the layout optimization process.

We will also investigate alternative definitions of the inter-workstation com-
munication objectives. With the minConnDist objective used in this work it can
happen, that some workstation can be surrounded by other workstations so that
its handling area and input/output points get inaccessible. We will investigate
possibilities to calculate distances between workstations using the A∗ algorithm
that would introduce a pressure towards feasible solutions with perfect worksta-
tions’ accessibility.

Acknowledgment. This work was funded by Ministry of Education, Youth and
Sport of the Czech Republic within the project Cluster 4.0 number CZ.02.1.01/
0.0/0.0/16 026/0008432.
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Abstract. A smart city uses emergent technologies for improving the
services that will contribute to make the citizens’ daily life more com-
fortable and convenient. Among several strand offered by a smart city,
the smart parking systems focus the transportation and parking of vehi-
cles problems, providing intelligent solutions based on ICT technolo-
gies, and particularly artificial intelligence techniques. In this context,
a cyber-physical system, based on multi-agent systems, was developed
for an intelligent parking system for car and bicycles. This multi-agent
based system consists of a community of distributed, intelligent and
autonomous agents, representing the parking spots and drivers, which
cooperate to reach their objectives. In such systems, the global sys-
tem behaviour emerges from the interaction between these individual
entities, being crucial the adoption of the proper cooperation protocols.
This paper studies and compares possible approaches to solve consensus
problems in such distributed smart parking systems, and particularly
addressing the negotiation strategies. For this purpose, the Contract Net
Protocol, the English auction and the Dutch auction negotiation strate-
gies were implemented in an agent-based smart parking system using the
JADE framework. The experimental results allowed to perform a com-
parative analysis, considering the satisfaction levels of the actors, the
scalability and the negotiation time to decide which approach better fits
with the smart parking problem.

Keywords: Multi-agent systems · Negotiation protocols ·
Smart parking systems

1 Introduction

Nowadays, the cities are becoming very large, with the number of urban residents
expanding by nearly 60 million every year, and more than 60% of the world’s
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population expecting to be living in cities by 2050, leading to the emergence of
some problems, namely pollution, waste and traffic. A Smart City [9] aims to
make the citizens’ daily life more comfortable and convenient by using emergent
technologies to provide accessibility to public information and services [2]. Par-
ticularly, citizens will get access to advanced facilities like smart transportation
facilities, smart electricity systems and smart applications for governance.

In terms of traffic, the parking problem can be crucial for the improvement
of the smart city concept, since 40% of the traffic in New York is generated by
drivers trying to find a spot to park their cars [8]. In this way, a parking that uses
advanced technologies to improve its management and the provided services can
contribute for a reduction of the traffic [8]. Additionally, a best management of
the available parking spots allows to achieve a better profit for the parking and
best prices for the drivers.

On the other hand, smart parking systems are not easy to build due to their
dynamic and sometimes chaotic environments. In fact, the system needs to be
able to deal with a significant amount of drivers asking and receiving offers
for parking spots, and at the same time, the parking needs to decide which
requests will satisfy more. Due to its dynamics, large-scale and often chaotic
nature, the use of distributed systems can be helpful, being easier to divide the
entire complex process into simpler micro processes than having a single entity
encharged by the entire process [15].

In particular, multi-agent systems (MAS) [10] offers an alternative way to
design such systems by distributing the intelligence and control over a commu-
nity of autonomous and cooperative agents that will cooperate to achieve their
objectives. In the smart parking problem, the agents will represent the drivers
of cars, bikes and trucks, and the parking spots available in the system. The use
of MAS solutions provide scalability, i.e. the system continues operating under
condition even with the increase of the number of agents, and flexibility, i.e. the
system can be adapted for different use cases, such as a car parking, a bicycle
parking or considering bike and cars at the same time.

Traditionally, the smart parking system is approached using a centralized
monolithic solution, but recently the adoption of MAS is being reported in the
literature (see for example, [5] and [16]). However, in these works, the nego-
tiation among the agents follows a centralized approach, which simplifies its
implementation but limits the use of the MAS potentialities. In fact, during the
negotiation among the agents to find a consensus, each type of agent has its own
objectives that usually are in conflict: drivers want to pay as less as possible and
the parking spots want to receive as much as possible.

The huge number of agents interacting with each other may affect the negoti-
ation strategy and consequently the system performance. The negotiation needs
to be simple and fast enough and yet show a good balance for both the driver
and the parking perspectives. Also, aiming to be competitive, the parking sys-
tem needs to have the capability to understand the environment and adapts the
prices depending of the amount of requests for parking spots and the amount of
vehicles nearby.



Experimentation of Negotiation Protocols for Consensus Problems 191

The objective of this paper is to study negotiation protocols for consensus
problems in smart parking systems. In particular, the Contract Net Protocol
(CNP), the English auction and the Dutch auction strategies were implemented
using the JADE agent-based framework under the agent-based smart parking
system [3]. These strategies were implemented using the interaction protocols
defined by the Foundation for Intelligent Physical Agents (FIPA) [1], and tested
according to different scenarios. The evaluation has considered the level of sat-
isfaction of the actors in the system, the scalability and the negotiation time.

The remainder of this paper is organized as follows. Section 2 overviews the
agent-based architecture for the smart parking system and highlights the impor-
tance of negotiation protocols to address the consensus problems in such dis-
tributed systems. Section 3 analyses several existing negotiation protocols found
in literature and Sect. 4 describes the implementation of three negotiation pro-
tocols using the JADE framework. Section 5 analyses the achieved experimental
results under the smart parking context perspective, and finally, Sect. 6 rounds
up the paper with the conclusions and points out the future work.

2 Multi-agent System Architecture for Smart Parking

In order to solve the smart-parking problem, an agent-based model was adopted
due its capability to distributed intelligence and processing power, as well as the
offered scalability. The system architecture establishes two types of agents: the
driver agent representing the person that drives the vehicle and the spot agent
representing a specific place to park a vehicle. In such agent-based cyber-physical
system, the system components combine cyber and physical parts, e.g., a spot
agent being the cyber part and the parking spot being the physical asset.

A parking spot can have different levels of granularity, i.e. can represent
the entire car park, a floor of the park, a sector or only a single spot. The
design of such feature can be performed by using the holonic principles [7],
where holarchies can be used to organize the agents and the recursivity property
can be explored, simplifying the design of such large-scale and complex parking
systems. A useful example is given by a parking organized in sectors, where each
sector comprises a set of spots. With this approach the sectors only negotiate
with the inner spots to offer a parking spot to the driver, instead to have a
completely flat negotiation among drivers and parking spots.

Figure 1 illustrates the use cases for the smart parking system, being possible
to see the interactions among the system entities. In such model, it is possible
to verify its flexibility since one driver can have and administrate more than
one vehicle, which can be a car or a bike. Another feature of this model is the
“admSpot” that represents the parking, which can create the desired number
of spot agents, that will work separately. As a consequence, the system will be
robust, preventing the system to break no mater how many agents fails, until all
of them fails.

The most important part of the system is related to the “Negotiate Park-
ing Spot” case, involving the interaction between the spot and driver agents.
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This use case assumes a crucial importance because in MAS, the overall
behaviour emerges from the interaction among individual agents, and in this
case the negotiation is between two type of actors that presents different inter-
ests: driver agents want to get parking spots at the lowest prices and the spot
agents wants to offer their services at the highest prices. For this purpose, a
proper negotiation strategy should be adopted in order to maximize the effi-
ciency of the MAS-based parking system.

In this work, three different negotiation protocols are studied, implemented
and compared in order to evaluate which one better fits the smart parking
requirements.

3 Analysis of Negotiation Protocols

In distributed systems, the cooperation assumes a crucial issue, being presented
in different forms, like collaboration, negotiation and competition, depending of
the objective of the participants in the cooperation schema. Since in the parking
system, the driver and spot agents have opposite interests, the cooperation in
such system will be in terms of a negotiation to find a consensus, pleasing both
parts.

Negotiation can be defined as the effort made by two or more entities to
achieve an agreement benefiting themselves [17]. The complexity of the negoti-
ation is mainly dependent of the following parameters:

Fig. 1. Use cases for the smart parking system.
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– Goals: each entity (agent) or community of entities have specific goals, which
cannot be compatible.

– Dependencies of tasks: the execution of tasks is inter-related and in the negoti-
ation process should be considered the dependencies and precedences between
tasks.

– Incomplete information: in some cases, it is necessary to negotiate without to
know all information about one problem.

In the literature, several negotiation strategies can be found, namely the
English auction, the Dutch auction and the CNP. These three mechanisms have
different characteristics and the selection of the best one is dependent of the
system requirements and application scenario. The next subsections will detail
the principles of these three negotiation strategies and describe how they can be
adopted in the smart parking problem.

3.1 Contract Net Protocol (CNP)

The CNP is a well-known negotiation protocol and widely used to implement the
co-operation process [14]. Basically, this negotiation process works like a bidding
process, where the agents exchange messages according to the pattern illustrated
in Fig. 2.

Fig. 2. Interaction diagram for the Contract Net Protocol [1].

Initially, the Initiator agent initiates the negotiation by announcing the auc-
tion to the Participant agents. This announcement message will contain the eli-
gibility specifications that the participant agents will have to satisfy in order
to participate in the auction, the specification of the task and the deadline
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to respond. When a participant agent receives an announcement message, it
verifies if the required specifications can be satisfied by itself, and in affirmative
case it sends a bid proposal indicating its capacities and conditions to participate
in the auction. After receiving the replies, the Initiator evaluates all arrived bid
proposals and decides which one is accepted according to its selection criteria.
If none satisfies the Initiator, a new iteration will start with new specifications.

The CNP approach leads to sub-optimal solutions due to its spatial and tem-
poral myopic. Spatial myopia means that the information of the state of others
initiator agents is not used during the construction of a bid proposal, while the
temporal myopia means that the information of sub-sequent tasks is not used
either in the bidding or in the award selection [13]. As the communication pro-
cess is slower than the computation process, the CNP intends to have reduced
communication between the entities, modular and highly independent problems,
and no centralized control. However, it presents a problem related to the rene-
gotiation, which may occurs when a deviation occurs, e.g., the non-compliance
of the specifications of the task by the awarded entity.

3.2 English Auction

The English auction tries to achieve the consensus between the agents by chang-
ing the price over each turn, starting with a bad price for the initiator until none
of the participant agents accepts more changes in the price [11]. In this auction,
the sequence of messages is represented in Fig. 3.

Fig. 3. Interaction diagram for the English auction [1].

Simmilarly to the CNP schema, the Initiator agent initiates the negotiation
by announcing the auction to the other agents, which contains the eligibility
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specifications, the task specification and the deadline to respond. In parallel,
the Initiator sends an offer with the price to all participant agents. When an
participant agent receives an auction announcement message, the requested spec-
ifications, and particularly the price, are verified, and if they can be satisfied a
proposal is sent. Otherwise, the announcement is rejected.

If at least one agent accepts the offer, the previous process will be repeated
until no agent accepts the new offer. The expectation is that the price can be
improved with the new offer and one agent might accept the offer. After no
agent agrees with the offer, the Initiator sends a message to the selected entity
according to its selection criteria.

The main problem of this auction is the amount of messages exchanged,
which means that the increase of the number of participants will significantly
increase the number of messages and consequently require more time to achieve
the consensus.

3.3 Dutch Auction

Similarly to the English auction, the Dutch auction tries to achieve the con-
sensus between the agents by changing the price over each turn. But instead of
starting with a bad price for itself, the initiator starts with a very good price,
and iterativelly, the price will be decreased until some participant agent accepts
it. The pattern for this auction is represented in Fig. 4.

Initially, the Initiator agent sends a message to the other agents announcing
the start of the auction, which includes the eligibility specifications that the
agents will have to satisfy to participate the auction and the deadline to respond.
After, the Initiator agent sends an offer with the expected price to all participant

Fig. 4. Interaction diagram for the dutch auction [1].
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agents, and waits that one participant accepts the price and makes a propose.
When a participant agent receives an auction announcement message, it verifies
if the required specifications can be satisfied by itself, and particularly the price,
and in affirmative case, it will make a proposal with that price.

If some participant agent accepts the offer, the Initiator sends a message
to the selected agent confirming the agreement. Otherwise, it means that the
price is not good enough for the participant agents, so it repeats the procedure
until one agent accepts the price, the price reaches a value that is not anymore
interesting for the Initiator or the negotiation reaches the time limit.

3.4 Comparative Analysis

The English and the Dutch auctions are very similar, with both implementing an
interactive process with the objective to get the best price over each interaction.
However, the amount of exchanged messages can be a problem, especially for a
large number of participants. If the system is not prepared to support a huge
amount of communication at once, it may cause some agents to stop working.
In contrast, the CNP mechanism consumes less resources and might be a good
alternative protocol in scenarios where a large number of agents negotiate at the
same time. However, the myopia is a problem exhibited by the CNP protocol.
Aiming to overcome some CNP limitations, other approaches that extends its
principles were proposed in the literature, namely the Extended Contract Net
Protocol (ECNP) [6] and the B-Contract Net [12].

Since, the main objective of this paper is to test these negotiation strategies,
it will be possible to verify if there is a significant difference between the perfor-
mance achieved by the Dutch and the English auctions (i.e. price and distance),
and also, to verify if the resources consumption is really needed for achieving
better agreements in a fast way.

4 Implementation of the Negotiation Protocols

This section details the experimental tests developed to analyze the different
negotiation protocols for the smart parking problem. The agent-based parking
system, and particularly the three referred negotiation protocols, was imple-
mented using the JADE framework [4]. JADE is an agent-base framework that
facilitates the implementation, debugging and maintenance of agent-based solu-
tions by offering services like the white and yellow pages and the sniffer agent.
The agent-based model was developed by implementing the behaviour of the
driver and spot agents, and the three described negotiation strategies following
the Interaction Protocol Specifications defined by FIPA [1].

An important issue considered during the agents implementation was related
to the mechanisms for the price generation, where the average price is selected
randomly between 10 and 100. These values represent the highest price that a
driver can pay for a spot and the lowest value the spot will accept.



Experimentation of Negotiation Protocols for Consensus Problems 197

4.1 Scenarios

The behaviour of each negotiation protocol was tested taking into consideration
9 scenarios build up the variation of the number of available parking spots and
drivers, considering three sets: small (50), normal (175) and large (300). These
scenarios, ranging from 50 drivers and 50 parking spots, to the 300 drivers and
300 parking spots, were experimentally tested 40 times each one.

Since the parking system is a dynamic system, it was considered that the
parking spots are available from the beginning, but the driver agents are not
created all at the same time, each one having a possibility of 10% to be created.
The parking time can range from 1ms to 100 ms, and the searched area for
parking by a driver is at maximum 50% of the whole parking.

The profile of the driver and spot agents follows one of three categories reflect-
ing its role in the negotiation process:

– Conservative, which in terms of the driver agent means that the maximum
value that it is willing to pay is 40, and the increasing price step in each
negotiation iteration is 5. For the spot agent, the minimal accepted price is
5% below the average price.

– Moderate, which in terms of the driver agent means that the maximum value
that it is willing to pay is 70, and the increasing price step in each negotiation
iteration is 10. For the spot agent, the minimal accepted price is 10% below
the average price.

– Aggressive, which in terms of the driver agent means that the maximum value
that it is willing to pay is 100, and the increasing price step in each negotiation
iteration is 15. For the spot agent, the minimal accepted price is 15% below
the average price.

The distribution of profiles in the agents follows a normal distribution, with
the system having 30% of conservative agents, 40% of moderated agents and
30% of aggressive agents.

These simulations intends to get all the possible scenarios to see how the sys-
tem will react with each one of the negotiation strategies. The covered scenarios
are very embracing, allowing at the end to conclude about the best negotiation
approaches for each scenario. However, an important remark should be consid-
ered: these scenarios consider that at the beginning, the parking is empty, with
no cars at any parking spot. This means that a 24 h parking is not considered
in this work.

4.2 Metrics

The metrics defined to evaluate the negotiation protocols are mainly related to
the price paid by the driver to reserve a parking spot and the distance between
the desired parking place and the parking spot got by the driver. The achieved
results will be evaluated under these two parameters considering the previously
described scenarios.
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Additionally, the three negotiation strategies are also evaluated taking into
consideration the number of messages exchanged during the negotiation process
and the time required to conclude the negotiation.

5 Analysis of Experimental Results

This section analyses the results from the experimental testing of the three imple-
mented negotiation protocols, namely the CNP, English auction and Dutch auc-
tion, considering the scenarios previously described. Initially, the average values
for the price paid and the distance to the desired parking place are analyzed, and
finally, other parameters are also compared, namely the number of exchanged
messages and the negotiation time.

The agent-based smart parking was running in an Aspire F5-573G, Intel
core i5 7200U, 8 GB RAM DDR4, SSD and NVIDEA GeForce 940MX with
2 GB RAM in a Windows 10.

5.1 Analysis of the Price Paid by the Driver

The results for the price paid by the driver for the three negotiation protocols
are illustrated in Fig. 5. The achieved results for the three strategies follow the
same behaviour, with the price remaining stable between 50 and 175 parking
spots in the system, and then drooping for scenarios considering more than 175
parking spots, which means that when the driver agents are competing for a
limited amount of parking spots, the price they need to paid is slightly higher.
In fact, since there is more options for the driver to choose the parking spot,
the driver prefers the cheapest one (i.e. the selection function tries to minimize
to price to pay), with the spot agents needing to reduce the proposal prices to
remain competitive.

Fig. 5. Results of the price paid by the driver for the three negotiation protocols.
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The price values for the CNP and English auction strategies seem to be
dependent only from the number of the spot agents, while in the case of the
Dutch auction, the values are dependent of the number of drivers and spot
agents. The English auction reached the lowest prices from the three tested
strategies. The price values reached for the CNP are approximately 2% worst,
being similar for scenarios with a high number of parking spots. From the three
negotiation protocols, the Dutch auction is clearly the one that presents the
worst results.

5.2 Analysis of the Distance to the Desired Parking Place

The results of the distance of the assigned parking spot to the desired parking
place for the three negotiation protocols are illustrated in Fig. 6. The observation
of these results shows a quite similar behaviour for the three strategies. This
distance is mainly dependent of the variation of the number of the parking
spots, being higher as higher is the number of parking spots. On the other hand,
the distance almost does not change with the variation of the number of drivers
in the system.

Fig. 6. Results of the distance to the desired parking place for the three negotiation
protocols.

The correlation between the number of parking spots and the distance values
is quite surprising, but occurs because with more options to park the car, the
probability to park far from the desired parking spot is higher (note that the
decision function tries to minimize the price to be paid by the driver). How-
ever, if the decision function used in the negotiation strategy considers not the
minimization of the price but instead the distance, the results are completely
different, being less dependent of the number of drivers and parking spots, as
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well as are smaller for a higher number of parking spots, as illustrated in Fig. 7
for the CNP strategy.

Fig. 7. Results for the CNP negotiation strategy considering the minimization of the
price or the minimization of the distance.

5.3 Analysis of Operating Parameters

In addition to the analysis of the price and distance parameters, the average
of some other parameters is also performed in this section, namely the amount
of messages exchanged in each negotiation strategy, the difference between the
highest and the lowest agreed prices and how long lasted the negotiation. The
achieved results are summarized in Table 1, which also includes the average val-
ues for the distance between the desired parking place and the assigned parking
spot and the price paid by the driver for the parking spot.

Table 1. Results related to the negotiation process for the three negotiation strategies.

Exchanged msg Negotiation
time (ms)

Distance Price paid Dif price
max/min

CNP 224 15 22 14 61

English 1340 207 22 12 78

Dutch 520 42 22 14 76

As observed, the number of exchanged messages between the agents during
a negotiation process was significantly different between the CNP protocol and
the English and the Dutch strategies, in favour of CNP. In fact, the number
of exchanged messages in the CNP strategy is approximately only 17% of the
number presented by the English auction and 43% of the value presented by
the Dutch auction. Consequently, the CNP strategy presents the lowest average
time to obtain a parking spot, as initially expected. Surprisingly, the number
of exchanged messages in the Dutch auction is significantly lower than in the
English auction, which occurs since the convergence point is much closer to the
initial price value established by the Dutch strategy than in the English strategy
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(note that the starting point in the Dutch auction is 10, in the English auction
is 100, and the convergence value is 14, as illustrated in Table 1).

In spite of presenting the lowest average price, the English auction has the
highest difference between agreed prices (i.e. between the highest and lowest price
for the several experimental scenarios), being the CNP the most deterministic
negotiation strategy.

Summarizing, the English auction reached the best results regarding the
agreed prices, but in opposite requires more resources to reach a solution for the
negotiation process, expressed in the highest number of the exchanged messages
and the requested time to conclude the negotiation. The option for one nego-
tiation strategy may be dependent of the requirements, but the capability to
conclude the negotiation faster can be in favour of the CNP strategy, since the
difference in terms of price paid by the drivers is very reduced.

6 Conclusions and Future Work

This paper aims to analyze several negotiation strategies for consensus problems
in smart parking systems, since the negotiation assumes a crucial issue in such
distributed systems. For this purpose, the CNP, the English auction and the
Dutch auction strategies were implemented using the JADE framework under
the agent-based smart parking system, tested according to different scenarios
and evaluated taking into consideration, among others, the level of satisfaction
of the actors in the system, the scalability and the negotiation time.

The achieved results show that the Dutch auction strategy presents the worst
results, the English auction reached the best results regarding the agreed prices,
even with a slightly difference to the others, and the CNP requires much less
resources to reach a solution for the negotiation process, expressed in the lowest
number of the exchanged messages and the time to conclude the negotiation.
In this way, it seems that the CNP protocol is the most suitable strategy to
implement the negotiation process in smart parking systems, since it is able to
conclude the negotiation faster and the difference in terms of price paid by the
drivers is very reduced to the best one.

The future work will be devoted to testing the three negotiation strategies
for the agent-based parking system designed by using the holonic principles, e.g.,
considering holarchies of drivers or spots, which may influence the performance
of the negotiation process. Furthermore, comparisons should be made between
this work and others approaches, like other branches of this work, which may
reveals differents best approaches for differents scenarios. Also, the analysis of
a 24 h parking scenario should be considered, discarding the initial results and
running the systems for a longer period of time.
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Abstract. In the paper, the new vision of “Smart City 5.0” is presented. It is
based on a previously developed model of Smart City 4.0 and implementing the
concept of the complex adaptive system for balancing conflict interests of dif-
ferent city actors. These actors can include business, transport, energy and water
supply providers, entertainment and other services and can be unified based on
resource and demand model.
The paper describes the general principals, functionality and the architecture

of the digital multi-agent platform for creating eco-system of “Smart City 5.0”.
It is designed as holonic p2p network of smart services and technological
components for supporting demand-resource relations.
It is shown that in proposed eco-system smart services can interact both

vertically and horizontally supporting competition and cooperation behavior on
the basis of specialized protocols of p2p network. In the future, each smart
service is considered as an autonomous cyber-physical multi-agent system
which can be decomposed on a lower level of smaller services recursively.
The first prototypes of smart services and their interaction are presented, the

next steps for future research work are outlined.

Keywords: Smart City 5.0 � Holonic system � Digital eco-system �
Smart services � Multi-agent technology � Artificial intelligence

1 Introduction

Smart Cities are constantly growing, both in the number of inhabitants and the number
of smart services provided for citizens. One of the major problems of vast growing is a
lack of interoperability [1]. The majority of smart services (SmtS) solve local tasks
working on a certain small amount of data provided by the city government. It is
difficult to find good examples of cooperative or better - co-evolution work of SmtS as
one smart system.
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On the technological level, we can see the current trend for open standards and
frameworks for SmartCity (SC) data use. For example, the EU Synchronicity program
proposing to collect data from SC sources to be operated in one market place. The
project targeting to create standard IOT protocols and organizational principals for
semantic descriptions of data collected from various systems, making it more acces-
sible for computer processing in different applications [2].

Another important trend in SC is digital ecosystems (Apple, Yandex) with inte-
grated and unified information space of hardware, devices and software where users
can easily switch from ordering food, to analyzing traffic jams, navigation, checking or
planning sports activities and other cases.

On the methodology level, there is a trend for universal programs, frameworks and
action plans to achieve a better quality of living, for example, the Green Cities Pro-
gramme Methodology prepared by European Bank for Reconstruction and Develop-
ment (www.ebrd.com).

Taking into account all current trends we make the first attempt to define Smart city
as an open complex system, alive and constantly developing adaptive system that self-
organizes and evolves in all its spheres with set of different Key Performance Indicators
(KPI) like business, recreation, comfort, transport, environment, goods availability,
medical care, education and prices for services, etc. It is obvious that such a system will
have various actors and players sometimes with contradictory interests. The problem
we want to solve is the overall integration at both the functional and technological level
through creating an open platform architecture that allows adding different services and
easily integrate them into a SC environment.

In the first and the second section of the paper, the problem is defined and the
existing architecture solutions are evaluated. The third part describes the Smart cities
5.0 concept (compare with predefined SmartCity 4.0) based on the intelligent platform.
It consists of two levels: the level of technologies and the level of services. In the fourth
part of the paper, the Resource and Demand (RD) model as the core of every SmtS is
presented. The concept of RD model is not new and has already been used in various
MAT systems, but this article proposes to use it for the first time for interaction not
only within one service but also between several services. In this new approach, a
request created in one service can be satisfied by a comprehensive solution of multiple
agents of different services. This RD model will help to build interaction between
services both on the horizontal and on the vertical level of the platform. In the fifth
section, we show several examples of SC services and models implementation based on
RD model and examples of services co-evolution.

2 State of the Art

Smart city development is now considered a complex problem. But not so many
researchers explore SC as a complex adaptive system, where “complex system” is used
in prof. Prigogine meaning [3]. There are many efforts to create one universal archi-
tecture that can be applied to all modern cities. Usually, they meet difficulties because
of too many actors, relations, diversities, etc. To overcome those difficulties, the novel
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approaches are trying to introduce distributed architectures and put knowledge about
actors in the heart of SC development.

Zygiaris in [4] describes his vision of the Smart City Reference Model. He opposes
virtual gated communities and corporate enclaves at the heart of SC. In his opinion,
Smart cities should be built and developed as public-controlled integrated urban
operating systems. In addition, Zygiaris relies on the work of Belissent [5], empha-
sizing that the Smart city project should take into account the context of a particular
city. As a result of his reasoning Zygiaris proposes a multi-level architecture of a SC,
includes the following levels: The City Layer, The Green City Layer, The Intercon-
nection Layer, The Instrumentation Layer, The Open Integration Layer, The Appli-
cation Layer and The Innovation Layer. Significant development of the upper levels of
the model is impossible without the development of the lower levels. Urban systems
form the playing field on which an open integrated Smart City system can be built.

Hancke [6] defines a Smart city as an integrated model of all its infrastructure and
citizen services and to the use of intelligent devices for monitoring and control. Based
on this definition, in Chamoso et al. [7] note in their work that designing individual
smart systems is not enough to build a SC. A Smart city should function as a single
organic ensemble. This model inevitably contains a huge number of interrelated ele-
ments (M2M concept). To implement this concept, mechanisms are needed to support
the volume of connections and the type of communication. Chamoso et al. refer to
technologies ZigBee, Bluetooth, Wi-Fi, WiMax, PLC, GSM/GPRS, 6LoWPAN,
EnOcean and Z-Wave to build M2M models.

Chamoso et al. [7] note in his review that more and more sensors are needed to
build a SC based on the IoT. Therefore, they propose the model sensing as a service to
Smart City design. Perera et al. [8] provide a comprehensive overview of sensing as a
service model. They note the stability, scalability and power of the model. Chamoso
et al. [7] analyze the functionality of the platforms Sentilo, IBM Intelligent Operation
Center, CitySDK, Open Cities, i-SCOPE, People and IoTOpenplatforms. They come to
the conclusion that at the moment there is no universal and open platform for encap-
sulating information and knowledge about the city.

Therefore, Chamoso et al. offer their own architecture consisting of a set of tech-
nological solutions for Autonomous information management and a distributed system
providing analysis and services. The advantage of the architecture is a modular design
that allows adapting the system to the needs of new cities.

Almeida et al. [9] consider the problem of the handle a large number of mobile
sensors/devices, with high heterogeneity and unpredictable mobility. They propose the
Multi-Technology Communication Platform for Urban Mobile Sensing. This archi-
tecture is based on the unified and extremely heterogeneous network uniting cars, aerial
and aquatic drones, bicycles, and fixed sensors stations. The main elements of the
system are monitoring sensors, mobile nodes, gateways, and a server. Experiments
have shown that the described architecture has reduced the overhead of the network.

Krylovskiy et al. [10] note the complexity of the creation in practice large-scale
Smart City IoT platforms that can scale and evolve over time adopting new tech-
nologies and requirements. They describe their early experience of applying the
microservice architecture style to design a Smart City IoT platform. Krylovskiy et al.
propose a microservice architecture which allows working on individual parts
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independently, maintaining its integrity and efficiency. In this case, different parts of
the system can be implemented in different ways. In their architecture, there is no
complex technology middleware. They use simple communication protocols and APIs.
This has resulted in a significant reduction in coordination work. They come to the
conclusion that at the current stage the proposed architecture is a compromise between
simplifies the design and implementation of individual services and the complexity of
distributed systems.

The most promising approach is presented by Roscia et al. [11]. Authors proved
that the transformation of cities in smart systems should be based on different subsets
that communicate and interact, in order to make the concrete realization of a smart city.
They analyze and design the approach that simulates a dynamic infrastructure within
the broader context of the envisioned Smart City. With full understanding that the final
solution should be based on integration and finding the balance between SmtS the
authors explore the idea of the Smart City Grid that should be intelligent, distributed
and autonomous and based on smart agents that move the grid beyond central control
to a collaborative network of almost biological complexity. They present IDASC
model (Intelligent Distributed Autonomous Smart City) as a grid-wide computing
network. This approach still does not consider of semantic interoperability of Smart
Services, and provide more technical realization and universal agent model and also do
not provide the answer of heterogeneous services collaboration.

Analysis of different existing Smart City services standards and frameworks shows
the trend for open frameworks and flexible distributed structures, with step to the
digitization of knowledge and the automation of decision making process.

3 Description of the New Smart City 5.0 Vision

In this paper, we present one of the possible future models of the Smart City - as a
complex adaptive system is able to work under conditions of high uncertainty and
dynamics of events.

In comparison with predefined approach of Smart City 4.0 [12] - model based on
adoption and of Industry 4.0 concept principles, characteristics and integration of
computing technologies, we offer a model that can be characterized as a fully dis-
tributed autonomous cyber-physical system for resource management. It will allow to
support of different KPIs of many actors, continuous growing and evolution of the
system as a whole when some autonomous parts can be replaced “on-the-fly”. The
platform will provide open access for all participants in real time. This advantage will
help to create SC when it is difficult to characterize from the very beginning all parties
who will be involved [13].

The developed vision of SmartCity 5.0 is based on the concept of a digital platform
for creating eco-system of smart services. The architecture of the new SC platform
includes the following main layers: technology level and service level (see Fig. 1). The
technology level can have several instruments: data management instruments, decision
making engine, intelligent/AI technologies, big data, simulation tools, etc. The service
level consists of different Smart Services of various kind of managing resources.
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Every service in this platform can be functionally unique but common in the core
architecture and created on the same basic principles. The core of every service is a
Resource and Demand model and open access to collective data space. This allows
services to solve their internal task, but also be part of bigger services (holons) [14].

In this concept each smart service is presented by an autonomous agent. They can
compete or cooperate with each other through a service bus, interacting both vertically
and horizontally on the basis of specialized protocols. Top-level services are con-
structed as autonomous multi-agent systems of a lower level, where any agent of such a
system can recursively reveal a new service for itself.

The proposed solution also requires Peer-to-Peer Network (p2p network) of plan-
ners on a platform layer, which unites heterogeneous systems and allows them to
communicate with each other in order to achieve coordinated and close to optimal
results.

4 Development of Resource Demand Model for Smart
Services Interactions

The basic approach for supporting the interaction of SmtS is a resource and demand
(RD) model which advanced by new types of agents, satisfaction functions and bonus-
penalties and compensations [15]. This means that every problem solved by the SmtS
can be described as a combination of resource and demand interactions [16].

Let us define the basic ontology model tailored-made for a smart city. Practically,
we can simulate different city sectors as it is shown in Fig. 2 using different simulation
software for transport, energy, land use, environment, or other segments.

Energy demands are connected with nodes of energy consumption, production or
storage. Transport demands are represented by a set of the origin-destination (O-D)
lines to which are assigned typically two parameters: the number of vehicles in both
directions in given time and the quality of transportation such as travel-time (the
number of parameters can be extended based on applications). Land use is defined as
the domain (geometrical shape) with a lot of attributes like square meters, reason of use

Fig. 1. Smart City 5.0 system architecture.
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(parking slots, green areas), etc. The assigned demand agents could be extended in a
similar way to other sectors like waste management, water supply, safety and security.

In multiagent systems we can organize negotiations among demand agents through
different simulation tools [17]. Our approach to a smart city is like puzzles of different
pieces (urban areas) which could be assembled into higher urban units like districts or
whole cities.

Each technical component (building, street light, charging station, etc.) or different
users (citizen, municipality, group of people) requires limited resources (energy,
transport, parking slot, land, etc.) in given time interval t (dynamical demand
requirements). These requirements are represented by Demands Agents which are able
to negotiate among themselves [17].

The SC simulation model can be understood as the virtual market place for MAS
that represents available infrastructure together with their parameters (limited energy
resources in the given node, maximal traffic flow in selected roads, maximal envi-
ronmental parameters in the district, etc.).

Negotiation among Demand agents with city simulation model will yield into
dynamical resources assignments represented by Resources agents that offer the best
possible service to each consumer. In case one consumer does not accept the assigned
resources it must change their demands. The negotiation can be repeated once again
under new conditions.

The negotiation process among agents should result in the time schedule of cus-
tomers’ assigned resources (energy, transportation, parking slots, etc.). In future, we
can enlarge our approach to take into account also the energy, traffic and parking
control strategies.

The resulting approach as a user interface between aggregated demand agents
assigned into different smart city components and aggregated urban sustainability
parameters (economic, environmental and social) is depicted in Fig. 3. The decision-
makers, typically municipality, should specify the sustainability parameters (KPIs) for
the whole urban area. The demand and resource agents mutually negotiate with a city
simulation model to propose to each smart city component the reduced comfort to
fulfill the requested KPI.

Fig. 2. System architecture of resource-demand model for smart cities
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With respect to the presented system architecture we can define the following
illustrative services for different users:

• strategical planning of green areas (modeling of the urban ecosystem together with
its optimized future evolution);

• strategical planning of resource consumptions in different areas;
• recommendation of apartments’/residents’ number in an urban area with respect to

transportation, energy, etc.;
• recommendation for advanced building operation (category, consumption,

transport);
• change of time schedule of public transport (time tables, transport services);
• change from the fuel to electric buses in public transport (environmental and eco-

nomic impact);
• change of traffic control strategy (green lines, environmental impact);
• recommendation of active intervention during rush hours;
• recommendation of better reaction to unexpected events (accidents, disasters, black-

out, crises management, etc.).

5 Smart City Services Implementation Based on Resource
and Demand Model

Below we present several Smart Services and models as part of the Smart City 5.0
concept.

5.1 Transportation Service

Transportation system (TS) is the core element of every city. Within the overall system,
we can perceive it as a subsystem with certain input values and output KPIs [18].

Inputs cover:

• (IP) RG: Road geometry (incl. nodes, sections, parking, etc.);
• (P) TD: Travel demand (incl. origin-destination (OD) matrices for particular vehicle

classes);
• (IP/P) TC: Traffic control (signal plans, traffic signs, etc.);

Fig. 3. Smart city “equalizer”
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• (P) PT: Public transport (lines, bus stops, time schedules);
• (P) TD_VRU: Travel demand for pedestrians and cyclists;
• (P) SP: Simulation and model parameters (acceleration, gap acceptance, etc.); and
• (-) CD: Data for calibration (travel times, queue length, etc.).

The simulation process has several stages. During the first stage, a basic model is
created. This is a model of the existing situation. In order to ensure that the model
corresponds to reality, a calibration process must take place. Here, the parameters of the
model are modified until the behavior in the model corresponds to the real work
situation. Typically, travel times or for example queue length is used for this com-
parison. After we have a calibrated model, different alternative scenarios can be
evaluated.

The list of inputs above also consists of specification whether the given group of
parameters is implicit (denoted - IP), or whether they can be used as parameters
(denoted - P). Some scenarios require implicit changes in the model (typically changes
in road geometry such as different number of traffic lanes, changes from signal control
to roundabout, etc.), some just changes in input parameters (for example changes in
travel demand as a result of certain policies, changes in public transport, changes in the
number of pedestrians, time shift of the demand and others). Using different policies
(for example support of car sharing etc.) has a direct influence on the OD matrices. This
is a way how different subsystems can influence each other.

With all of this said, the transportation model is addressed by the remaining agents
(sub-systems) in the following way:

OS
i ¼ TM t; p; ipð Þ ð1Þ

The output of a certain scenario, S, depends on the inputs, p, and input parameters,
ip, at a given time t.

Typically, the performance of the system (i.e. output or KPIs) cover the cost of a
given situation (scenario) and its influence on the environment (emissions, fuel con-
sumed, and others), but also for example characteristics such as travel time or the delay
of the vehicles in the network (Fig. 4).

Fig. 4. Scenario oriented transportation model

210 S. Kozhevnikov et al.



With respect to the energy, the model can be perceived as a black box with input
and output variables. The other subsystems must not know about its internal behavior.
There are however some issues that cannot be dealt with on an aggregated level. The
two most important are discussed below:

Dynamic behavior – transportation is rather a complex system with many depen-
dencies. For example, simple variables such as travel time (TT) are not constant. This is
a dynamic parameter and its value depends on several parameters, but mainly the actual
travel demand, D.

TT tð Þ ¼ f t; Dð Þ ð2Þ

Interactions among different elements – several approaches (such as highway
capacity manual) allow the analytical description of the behavior on a single network
element, for example, road segment or an intersection. They, however, do not offer to
model of interactions among such elements. For example, unsuitable control algorithm
or too high travel demand can lead to a situation that a queue caused by the first
intersection influences not only speed on the given road section, but can cause the fact
that vehicles cannot clear the adjacent intersection.

In order to provide a sufficient level of details and realistic behavior, a microscopic
simulation model is the preferred solution for MAS. It is able to deal with the first two
challenges described above, but they do not allow the modeling of human decisions.
Changes in the destinations are not part of the model and must be dealt with prior to the
simulation. It does not react to changes in the attractiveness of certain parts of the
network etc.

5.2 Smart Energy Service as Part of Smart City Concept

In many cities lack of energy and other resources are becoming stop factor for future
growth and intensive development of the economy and social infrastructure. Almost all
Smart cities are characterized with a constantly growing need for energy resources that
identify the number of existing constraints (infrastructure, network, the difficulty to
predict consumption, etc.). Every city is characterized by unique energy, gas, heat and
water supply network model. The task of the Smart energy service is to find the optimal
balance between reasonable consuming and smart sufficient production.

To solve this problem, the Smart Energy Service prototype based on the principles
of Smart grid [19] was developed (see Fig. 5). It allows automating the process of
adaptive dynamic distribution of requests for resources, taking into account various
criteria. The system can also simulate devices and sensors for collecting information
from the bottom level, the state of networks, the capacity of suppliers.
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The developed model will allow performing the following functions:

1. Set the initial configuration of the network, including consumers and suppliers of
resources and communication lines with their parameters.

2. Set the required performance indicators of the network (cost, equal load, etc.).
3. Set the list of events with time, coming to the network as input.
4. Simulate the process of (re)distribution of requests for resources in the network.
5. Create unexpected events: for example, the unexpected rise of consumption, the

breakdown of any resource or implementing of a new resource to the system,
changing the parameters of the resource, etc.

As a method of solving optimization task, we used resource and demand model
based on multi-agent technology and the market approach of optimization.

In the simulation model of the system, we have many resources producing water,
heat and electricity designed to meet different needs, with different performance and
cost parameters. They all are connected by a network with different capacity param-
eters. At random time, the system receives events, for example, new orders (demand) in
a certain place of the network. New demands can be consolidated into larger orders for
a certain time horizon. Time and amount characteristics of orders may be unknown
until the arrival. Every provider of water, electricity and gas has its own tariff price, as
well as each communication line has its own capacity and cost.

Every order (demand) and opportunity (resource) in the network will receive its
agent. Resource agent primarily evaluates the possibility to execute the order. If it is
impossible, the resource agent requests neighboring resources for assistance. As a
result, the agents of resources and demands negotiate with each other, knowing their
requirements and deadlines. In this case, a flexible resource allocation plan is built
adaptively, determining who will execute which order. Agents not only form but also
control the execution plan and the maximum possible load. The plan can be adjusted as
new orders arrive or new resources are connected or disconnected.

Network agents evaluate and try to find the most appropriate route. It is assumed
that the agent of any node has all the necessary information about the neighboring
nodes (with possible interference and delays), and any node is reachable during the
sequence of negotiations. Negotiations are made with the aim of redistribution of load

Fig. 5. E-R diagram of the entities of the Smart Energy service
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in the network. The most open capacity “attract” the load from other capacities and, as
a result, the load is distributed evenly over the network or moves where it is cheaper. If
resource breaks orders reallocate to other resources.

Every agent of the consumer (demand) object has the ability to plan its work on the
time horizon, building a schedule of consumption and respectively resource agents can
plan production. The system can work both on a microservice level collecting the
orders from a smart apartment or smart house, or on the macro level to analyze the vast
growing demand (for example, a new house or a new industrial factory is planned to be
connected to the network).

Characteristics of resource demand model:

• the expression of all optimization parameters: time, volume, characteristics of the
network bandwidth, is considered through the universal cost characteristics repre-
sented in internal currency;

• setting the rules of agent’s negotiations aimed to increase the local profit of every
agent by reducing costs in the internal currency, that leads to a dynamic
improvement of the network parameters;

• the automatic finding of the optimal dynamic balance of a multi-agent system by
exchanging virtual money;

• use of the component-by-component change of parameters of optimization of the
modeling system for the purpose of alignment of indicators.

It is obvious that the complexity of such a model will not allow creating one
centralized system for the whole city, suitable for all levels: from a separate apartment –
to the whole city. In this regard, this project proposes to create such a system as a
holonic and network-centric, built as an adaptive p2p network of individual planners
capable to coordinate their decisions both vertically (top – down and bottom – up) and
horizontally among themselves [20].

Holonic, in this case, means that the system can act autonomously at the level of a
smart apartment for example, but act together as a bigger more generic system at the
level of a smart house or district. It provides higher openness, flexibility, performance,
scalability, reliability and survivability of the system.

5.3 Smart Personal Scheduler as a Part of Smart City Concept

Smart Service for personal tasks scheduling is focused on providing a flexible dynamic
real time planning with a capability to automatically improve the plan according to
changing environment and events. All existing software applications used for this
purposes show major limitations in real time (re)scheduling, semantic descriptions of
events and p2p dependencies between users [21]. As a result, scheduling now is very
time-consuming and becomes a challenge - users spend more time for planning and
tracking daily tasks.

For solving this problem, Smart Personal Scheduler based on RD model and
extended market-based reasoning mechanisms is proposed. In a virtual market agents of
orders and resources recognize conflicts and try to re-allocate orders between resources
using negotiations and taking in account not only their current states, given goals and
preferences but also special kind of virtual money, which they get proportionally as the
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profit and which works as the energy for creating and revising developed links between
agents. In this case, there are no needs to stop or restart scheduling manually it works
continuously in real time.

This approach will provide the capability to develop a model for managing virtual
market by the amount of accumulated money, level of satisfaction of agents, factors
based on a number of communications between different agents in different parts of
schedule and strength of agent links which will show the stability of scheduling.

Self-organization in our approach means the ability of scheduling system to revise
and change links between agents of demands and resources, tasks and operations,
which are triggered by different events or started proactively [22].

The key elements of the model:

• the advanced virtual market mechanism based on resource demand model;
• self-regulation and self-adaptation for managing quality and efficiency of

scheduling;
• level of satisfaction and virtual money for agents;
• trade-offs for balancing decisions between different criteria;
• support p2p interactions of intelligent schedulers in adaptive networks;
• pro-active interaction with users.

The personal scheduler can work not only reactively and pro-actively but also can be
triggered by entering external events from other planners. The development of multi-
swarm schedulers will not only provide a number of new benefits including open
architecture, high scalability and performance (every swarm runs on its hardware),
reliability but also will help to test the designed approach applicable for “Smart City 5.0”.

5.4 Examples of Coevolution of Services

Examples of coevolution of services are demonstrated in two cases. The first case
presents the negotiation between Smart Energy Service and Smart Transport Service.
The optimized consumption plan of energy resources in the real world is easily ruined
by the transport system. Delay in trams schedule can ruin the energy plan and can cause
a tremendous rise in consumption. As a solution we offer change of time schedule of
public transport (time tables, transport services), change the type of transport - bus
instead of the tram (cab be negotiated with Smart Environment Service), change of
traffic control strategy (green lights).

The second, more complicated case is based on Smart Personal Scheduler. Smart
City 5.0 model, can evolve as a user-centric concept we intelligent personal schedules
as the main access instrument to Smart services.

Personal plan can be renegotiated several times through the connection to different
Smart Services. As an example - a lingered meeting can be the reason for the whole day
or week rescheduling as the result of automatic conflict-driven reasoning in the intel-
ligent scheduler. This event will trigger for example the cancellation of lunch with a
friend or its reallocation to another day, the shift of the other meetings. But with respect
to the late trip to the airport intelligent personal scheduler can check current traffic
situation and traffic model and recommend to use the train instead of personal electro
car. In that case, the next recharge of the car is rescheduled. This example shows
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different Smart services cooperation: Smart Personal Schedulers, Smart Food Service,
Smart Transport Model, Smart Energy Service.

In this view, the advanced intellectualization of future smart services becomes
possible because of bringing new reach operational context of users into consideration.
This approach gives new opportunity for SME to build shared networks of clients
aggregating services [23]. The personal scheduler unites separate people into one
dynamic collaborative group that quickly reacts to upcoming events, performs adaptive
scheduling in real time and efficiently carries out coordinated plans. But, the most
advanced innovation will take place when intelligent schedulers described above will
start working together demonstrating co-evolution of self-organized systems.

6 Conclusion

The Smart City 4.0 model [12] based on Industry 4.0 principals shows integrating ICT
and computing technologies throughout whole production enterprise enable to share
data, information, and instructions between all agents during all phases of the pro-
duction value chain. The presented concept of Smart City 5.0 provides a new vision of
a city as a digital platform and eco-system of smart services where agents of people,
things, documents, robots and other entities can directly negotiate with each other
providing the best possible solution for formed demand.

The proposed concept of digital eco-systems will allow these services to interact
and coordinate decisions and achieve consensus (balance of interests), instead of a
simple transfer of data from one service to another. In this concept agents of services
will compete or cooperate with each other, interacting on the basis of specialized
protocols - both vertically and horizontally. Top-level services will be constructed as
autonomous multi-agent systems of a lower level, where any agent of such a system
can recursively reveal a new system for itself.

All smart services in this concept are created based on resource demand model. This
approach is not fundamentally new, but in this article we propose to use it for the first
time for a Smart city. The second contributed result is the use of RDmodel for interaction
not only within one service but also within several services and models to increase
flexibility, efficiency, scalability and high performance and reliability of the solution.

The proposed concept of RD model allows creating a new generation of Smart City
applications that can show co-evolution of self-organization of systems.
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