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Abstract. Big data are analyzed to reveal patterns, trends and associ-
ations, especially relating to human behavior and interactions. However,
according to the European General Data Protection Regulation (GDPR),
which is becoming a de facto global data protection standard, any
intended uses of personally identifiable information (PII) must be clearly
specified and explicitly accepted by the data subjects. Furthermore, PII
cannot be accumulated for secondary use. Thus, can exploratory data
uses on PII be GDPR-compliant? Hardly so.

Resorting to anonymized data sets instead of PII is a natural way
around, for anonymized data fall outside the scope of GDPR. The prob-
lem is that anonymization techniques, based on statistical disclosure con-
trol and privacy models, use algorithms and assumptions from the time
of small data that must be thoroughly revised, updated or even replaced
to deal with big data.

Upgrading big data anonymization to address the previous challenge
needs to empower users (by giving them useful anonymized data), sub-
jects (by giving them control on anonymization) and controllers (by sim-
plifying anonymization and making it more flexible).
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Last century, Kafka, Orwell, Huxley and Böll wrote novels on dystopian soci-
eties. They were premonitory of what can be achieved and is achieved with big
data in our century (e.g. social credit system in China, [8]). Without going that
far, even in liberal democracies, big data can be very privacy-invasive [4,13]. To
protect citizens, the European Union has promoted the General Data Protec-
tion Regulation (GDPR, [5]), that is quickly being adopted as a de facto global
privacy standard by Internet companies [6,7]. GDPR limits the collection, pro-
cessing and sharing of personally identifiable information (PII) and requires a
privacy-by-design approach on the controllers’ side [1,3].

Nonetheless, the surge of big data analytics has brought a lot of progress and
opportunities and is here to stay: one can hardly expect the private (and even
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the public) sector to refrain from harnessing big data on people for a great deal of
secondary purposes (other than the purpose at collection time). These include
data exploration, machine learning and other forms of knowledge extraction.
Satisfying the GDPR legal obligations towards subjects is very difficult in such
a scenario where a host of controllers exchange and merge big data for secondary
use to extract knowledge.

According to GPDR, anonymization is the tool that allows turning PII-based
big data into big data tout court, and hence legitimately circumventing the legal
restrictions applicable to PII. As repeatedly aired in the media [2,10,12], just
suppressing direct identifiers (names, passport numbers, etc.), let alone replacing
them by pseudonyms, is not enough to anonymize a data set. Anonymizing for
privacy requires further data modification beyond identifier suppression, which
may decrease utility. On the other hand, attaining good levels of utility and
privacy for PII-based big data is essential to conciliate law with reality.

In this talk, I will first survey the main current limitations of the state of the
art in big data anonymization:

1. Unjustified de facto trust in controllers. Twenty years ago, National Statistical
Institutes (NSIs) and a few others were the only data controllers explicitly
gathering data on citizens, and their legal status often made them trusted.
In contrast, in the current big data scenario, a host of controllers collect PII
and it is no longer reasonable to assume the subject trusts all of them to keep
her data confidential and/or anonymize them properly in case of release [9].

2. Ad hoc anonymization methods. Many privacy models have been proposed
(k-anonymity, l-diversity, t-closeness, ε-differential privacy, etc.) and each pri-
vacy model is satisfied using a specific statistical disclosure control (SDC)
method, or a few specific ones. For example, k-anonymity is reached via gener-
alization or microaggregation, and DP via noise addition. Life would be easier
if a unified masking approach existed that, under proper parameterization,
could be used to attain a broad range of privacy models. This would empower
controllers in centralized anonymization and subjects in local anonymization.

3. Difficulty of merging and exploring anonymized big data. Even if subjects
decide to accept centralized anonymization by the controllers, none of the
main families of privacy models in use manages to satisfy all the desiderata
of big data anonymization that we identified in [11]: (i) protection against
disclosure no matter the amount of background information available to the
attacker; (ii) utility of the anonymized microdata for exploratory analyses;
(iii) linkability of records corresponding to the same or similar individuals
across several anonymized data sets; (iv) composability, that is, preservation
of privacy guarantees after repeated application of the model or linkage of
anonymized data sets; and (v) low computational cost. Utility and linkability
are needed to empower the users/data analysts, protection and composability
are desired by subjects, and low cost is desired by controllers. On the other
hand, it is hard for controllers holding data sets to engage in joint exploratory
analysis without disclosing any of their data to other controllers. Note that
cryptographic secure multi-party computation (MPC) is of limited use here,
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because it is intended for specific calculations planned in advance, rather than
exploratory analyses. Furthermore, while MPC ensures input confidentiality,
it gives exact outputs that can lead to disclosure by inference (for example if
the outputs are the mean and the variance of the inputs, and the variance is
very small, it can be inferred that the inputs are very close to the mean).

Thus, the grand challenge is to obtain anonymized big data that can be
validly used for exploratory analyses, knowledge extraction and machine learning
while empowering subjects, users and controllers:

– Subjects must be given control and even agency on how their data are
anonymized. Local anonymization gives maximum agency to the subject.
However, it is ill-suited for privacy models relying on hiding the subject’s
record in a group of records, such as k-anonymity and its extensions, because
these need to cluster the contributions of several subjects. If we obviate this
shortcoming and go for local anonymization, randomized response and local
DP are natural approaches. Unfortunately, the current literature on both
approaches focuses on obtaining statistics on the data from subjects, rather
than multi-dimensional full sets of anonymized microdata that are valid
for exploratory analysis. The latter is precisely what is wanted. Centralized
DP can indeed produce anonymized data sets preserving some dependences
between the original attributes, but the challenge is to avoid centralizing
anonymization at the untrusted controller.

– Users should receive anonymized data that are analytically useful.
– Controllers should be given more unified approaches to anonymization, allow-

ing them to engage in multi-controller exploratory computation.

I will conclude the talk with some hints on how to tackle the above grand chal-
lenge.
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