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Preface

This volume contains the papers presented at the 13th International Conference on
Flexible Query Answering Systems (FQAS 2019), held during July 2-5, 2019, in
Amantea, Calabria.

FQAS is the premier conference focusing on the key issue in the information society
of providing easy, flexible, and intuitive access to information to everybody. In
targeting this issue, the conference draws on several research areas, such as information
retrieval, database management, data science, information filtering, knowledge
representation, knowledge discovery, analytics, soft computing, management of
multimedia information, and human-computer interaction. The guiding topic of the
FQAS conferences are innovative query systems aimed at providing easy, flexible, and
human-friendly access to information. Such systems are becoming increasingly
important due to the huge and always growing number of users, as well as the growing
amount of available information. Thus, works related to the concepts of data science,
data streams querying etc., were welcomed. This year, FQAS had a special theme:
“flexible querying and analytics for smart cities and smart societies in the age of big
data.” This provided a unique opportunity to focalize on emerging research trends that
have been leading the research scene for several years.

This year FQAS received a significant number of submissions from over several
countries. Most papers were reviewed by three Program Committee members. The
committee finally decided to accept 33 papers. We are thankful to all the researchers
that helped in the review process and made this possible. The conference program
featured three invited talks, namely: “Logic, Machine Learning, and Security” by
V. S. Subrahmanian, Dartmouth College, Nil, USA; “Personal Big Data, GDPR and
Anonymization” by Josep Domingo-Ferrer, Universitat Rovira i Virgili, Spain; and
“Querying Databases with Ontologies: 17 Years Later” by Enrico Franconi, Free
University of Bozen-Bolzano, Italy. In addition to this, the conference program was
also comprised of two tutorials, namely: “Supervised Learning for Prevalence
Estimation” by Alejandro Moreo and Fabrizio Sebastiani, ISTI-CNR, Pisa, Italy; and
“Approaches to Computational Models of Argumentation” by Matthias Thimm,
Universitat Koblenz-Landau, Germany.

We are very grateful to our institutions that actively supported the organization
of the conference. These were:

— Dipartimento di Science Politiche e Sociali, University of Calabria, Italy;

— Dipartimento di Ingegneria Informatica, Modellistica, Elettronica e Sistemistica,
University of Calabria, Italy;

— Department of Electronic Systems, Aalborg University, Denmark;

— Istituto di Calcolo e Reti ad Alte Prestazioni, National Research Council, Italy;



vi Preface

— Centro di Competenza, ICT-SUD, Italy;
— Dipartimento di Ingegneria e Architettura, University of Trieste, Italy.

July 2019 Alfredo Cuzzocrea
Sergio Greco

Henrik Legind Larsen

Domenico Sacca

Troels Andreasen

Henning Christiansen
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Logic, Machine Learning, and Security

V. S. Subrahmanian®

Department of Computer Science,
Institute for Security, Technology, and Society,
Dartmouth College, Hanover, NH 03755, USA

vs@dartmouth.edu

Abstract. Logic stands at the very heart of computer science. In this
talk, I will argue that logic is also an essential part of machine learning
and that it has a fundamental role to play in both international security
and counter-terrorism. I will first briefly describe the use of logic for
high-level reasoning in counter-terrorism applications and then describe
the BEEF system to explain the forecasts generated by virtually any
machine learning classifier. Finally, I will describe one use of logic in
deceiving cyber-adversaries who may have successfully compromised an
enterprise network.

Keywords: Logic - Deception - Counter-terrorism -
Machine learning - AI - Cybersecurity

1 Introduction

In this talk, I will describe the role of logic in 3 broad areas: the use of logic in
counter-terrorism applications, the use of logic to explain the results generated
by very diverse and potentially very complex machine learning classification
algorithms, and the role of logic in deceiving malicious hackers who may have
successfully entered an enterprise network.

2 Logic for Counter-Terrorism

Since approximately 2004, my research group (then at the University of Mary-
land College Park) and I have worked on the problem of predicting the behav-
iors of terrorist groups and reshaping their behavior when the forecasts of their
behavior were not to our liking. The key aspect of our work was to develop
forecasts that were: (i) accurate, and (ii) easily explainable to policy makers.
As policy makers are drawn from diverse backgrounds ranging from lawyers to
social scientists to business people, the explanations had to be both easy to grasp
and compelling. We turned immediately to probabilistic logic programs [6] and
temporal probabilistic logic programs [3]. We wrote the first ever paper on com-
putational predictive models in counter-terrorism. The paper, about Hezbollah,
© Springer Nature Switzerland AG 2019

A. Cuzzocrea et al. (Eds.): FQAS 2019, LNAI 11529, pp. 3-6, 2019.
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4 V. S. Subrahmanian

presented probabilistic rules about Hezbollah’s behavior [7] that were simple
enough for journalists and Hezbollah to understand—so much so that Hezbollah
even issued a comment to the Beirut Daily Star about the paper on Oct 22 2008'.
The fact that Hezbollah could understand our paper gave us the confidence to
believe that we were on the right track—and later, we were able to develop the
first ever thorough study of terrorist group behavior by analyzing Lashkar-e-
Taiba, the terrorist group that carried out the infamous 2008 Mumbai attacks
[11]. This was quickly followed by a similar study of the Indian Mujahideen [10]
using temporal probabilistic rules. Our group put out several live forecasts of the
behaviors of these two groups which were mostly correct. We subsequently devel-
oped methods to reshape the behaviors of these groups and formulate policies
against them. For instance, in citesimari2013parallel, we showed that a form of
abduction could be used to generate policies that would reduce—with maximal
possible probability—the different types of attacks that the group would carry
out. Later, we showed how to combine temporal probabilistic rules and game
theoretic reasoning to show that strategically disclosing the behavioral rules we
had learned about the groups could help reshape the action of the group to help
deter/influence them [8,9].

3 Logic for Explaining Forecasts Generated by Machine
Learning Classifiers

More recently, the field of “explainable” machine learning has become very
important. Machine learning classifiers such as support vector machines [2] and
ensemble classifiers such as random forest [1] often generate highly accurate
forecasts, but explaining them in plain English can be a major challenge. In the
second part of my talk, I will describe a system called BEEF (Balanced English
Explanation of Forecasts) developed by us [4]. Given any machine learning algo-
rithm (in a black box) and given a forecast F' made by that algorithm, BEEF
introduces the concept of a balanced explanation. A balanced explanation con-
sists of arguments both for and against the forecast. The need for balanced
explanations was motivated by my prior work on counter-terrorism where I was
repeatedly asked to provide explanations for both why the forecasts we made
were correct as well as to explain why they may be incorrect. We show that the
problem of generating balanced explanations has both a geometric and a logical
interpretation. We built out a prototype system and ran experiments showing
that BEEF provides intuitive explanations that were deemed more compelling
by human subjects than other methods.

4 Logic for Deceiving Cyber-Adversaries
Today, most enterprises are aware that they need to be ready to be the target of
cyber-attacks. When malicious hackers successfully enter a network, they often

! http://www.dailystar.com.lb/News/Lebanon- News /2008 /Oct-22/54721-us-
academics-design-software-to-predict-hizbullah-behavior.ashx.
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move laterally in the network by scanning nodes in the network, understanding
what kinds of vulnerabilities exist in the scanned nodes, and then move through
the network by exploiting those vulnerabilities. As they move from node to node,
they may carry out a host of malicious activities ranging from reconnaissance and
surveillance to exfiltration of data or intellectual property, to planting malware
and backdoors, or carrying out denial of service attacks. I will discuss one way
to disrupt the hacker’s ability to damage an enterprise even after the enterprise
has been compromised. We introduce the idea of generating fake scan results [5]
that lead a hacker away from the crown jewels of an enterprise and minimize the
expected damage caused by the hacker.

5 Conclusion

This talk describes results generated by my research group along with several
students, postdocs, and colleagues. Our work shows that logic is a rich and
fertile mechanism for helping humans understand the behavior of both humans
and programs and has demonstrated the potential to help secure us—both in
the physical world and in cyberspace.

Acknowledgement. Different parts of this work were supported by ONR grants
N000141612739, N00014-16-1-2918, N00014-18-1-2670 and N00014-16-1-2896.

References

1. Breiman, L.: Random forests. Mach. Learn. 45, 5-32 (2001)

Cortes, C., Vapnik, V.: Support vector machine. Mach. Learn. 20, 273-297 (1995)

3. Dekhtyar, A., Dekhtyar, M.I., Subrahmanian, V.: Temporal probabilistic logic pro-
grams. In: ICLP, vol. 99, pp. 109-123 (1999)

4. Grover, S., Pulice, C., Simari, G.I., Subrahmanian, V.: BEEF: balanced English
explanations of forecasts. IEEE Trans. Comput. Soc. Syst. 6(2), 350-364 (2019)

5. Jajodia, S., et al.: A probabilistic logic of cyber deception. IEEE Inf. Forensics
Secur. 12(11), 2532-2544 (2017)

6. Khuller, S., Martinez, M.V., Nau, D., Sliva, A., Simari, G.I., Subrahmanian, V.S.:
Computing most probable worlds of action probabilistic logic programs: scalable
estimation for 10 30,000 worlds. Ann. Math. Artif. Intell. 51(2—4), 295-331 (2007)

7. Mannes, A., Michael, M., Pate, A., Sliva, A., Subrahmanian, V.S., Wilkenfeld,
J.: Stochastic opponent modeling agents: a case study with Hezbollah. In: Liu, H.,
Salerno, J.J., Young, M.J. (eds.) Social Computing, Behavioral Modeling, and Pre-
diction, pp. 37-45. Springer, Boston (2008). https://doi.org/10.1007/978-0-387-
77672-9_6

8. Serra, E., Subrahmanian, V.: A survey of quantitative models of terror group
behavior and an analysis of strategic disclosure of behavioral models. IEEE Trans.
Comput. Soc. Syst. 1(1), 66-88 (2014)

9. Simari, G.I., Dickerson, J.P., Sliva, A., Subrahmanian, V.: Parallel abductive query
answering in probabilistic logic programs. ACM Trans. Comput. Logic (TOCL)
14(2), 12 (2013)

N


https://doi.org/10.1007/978-0-387-77672-9_6
https://doi.org/10.1007/978-0-387-77672-9_6

6

10.

11.

V. S. Subrahmanian

Subrahmanian, V.S., Mannes, A., Roul, A., Raghavan, R.: Indian Mujahideen:
Computational Analysis and Public Policy. TESECO. Springer, Cham (2013).
https://doi.org/10.1007/978-3-319-02818-7
Subrahmanian, V.S., Mannes, A., Sliva, A., Shakarian, J., Dickerson, J.P.: Compu-
tational Analysis of Terrorist Groups: Lashkar-e-Taiba. Springer, New York (2012).
https://doi.org/10.1007/978-1-4614-4769-6


https://doi.org/10.1007/978-3-319-02818-7
https://doi.org/10.1007/978-1-4614-4769-6

®

Check for
updates

Personal Big Data, GDPR
and Anonymization

Josep Domingo-Ferrer(®)
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Abstract. Big data are analyzed to reveal patterns, trends and associ-
ations, especially relating to human behavior and interactions. However,
according to the European General Data Protection Regulation (GDPR),
which is becoming a de facto global data protection standard, any
intended uses of personally identifiable information (PII) must be clearly
specified and explicitly accepted by the data subjects. Furthermore, PII
cannot be accumulated for secondary use. Thus, can exploratory data
uses on PII be GDPR~compliant? Hardly so.

Resorting to anonymized data sets instead of PII is a natural way
around, for anonymized data fall outside the scope of GDPR. The prob-
lem is that anonymization techniques, based on statistical disclosure con-
trol and privacy models, use algorithms and assumptions from the time
of small data that must be thoroughly revised, updated or even replaced
to deal with big data.

Upgrading big data anonymization to address the previous challenge
needs to empower users (by giving them useful anonymized data), sub-
jects (by giving them control on anonymization) and controllers (by sim-
plifying anonymization and making it more flexible).

Keywords: Big data + GDPR + Anonymization

Last century, Kafka, Orwell, Huxley and Boll wrote novels on dystopian soci-
eties. They were premonitory of what can be achieved and is achieved with big
data in our century (e.g. social credit system in China, [8]). Without going that
far, even in liberal democracies, big data can be very privacy-invasive [4,13]. To
protect citizens, the European Union has promoted the General Data Protec-
tion Regulation (GDPR, [5]), that is quickly being adopted as a de facto global
privacy standard by Internet companies [6,7]. GDPR limits the collection, pro-
cessing and sharing of personally identifiable information (PII) and requires a
privacy-by-design approach on the controllers’ side [1,3].

Nonetheless, the surge of big data analytics has brought a lot of progress and
opportunities and is here to stay: one can hardly expect the private (and even

© Springer Nature Switzerland AG 2019
A. Cuzzocrea et al. (Eds.): FQAS 2019, LNAI 11529, pp. 7-10, 2019.
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the public) sector to refrain from harnessing big data on people for a great deal of
secondary purposes (other than the purpose at collection time). These include
data exploration, machine learning and other forms of knowledge extraction.
Satisfying the GDPR legal obligations towards subjects is very difficult in such
a scenario where a host of controllers exchange and merge big data for secondary
use to extract knowledge.

According to GPDR, anonymization is the tool that allows turning PII-based
big data into big data tout court, and hence legitimately circumventing the legal
restrictions applicable to PII. As repeatedly aired in the media [2,10,12], just
suppressing direct identifiers (names, passport numbers, etc.), let alone replacing
them by pseudonyms, is not enough to anonymize a data set. Anonymizing for
privacy requires further data modification beyond identifier suppression, which
may decrease utility. On the other hand, attaining good levels of utility and
privacy for PII-based big data is essential to conciliate law with reality.

In this talk, I will first survey the main current limitations of the state of the
art in big data anonymization:

1. Unjustified de facto trust in controllers. Twenty years ago, National Statistical
Institutes (NSIs) and a few others were the only data controllers explicitly
gathering data on citizens, and their legal status often made them trusted.
In contrast, in the current big data scenario, a host of controllers collect PII
and it is no longer reasonable to assume the subject trusts all of them to keep
her data confidential and/or anonymize them properly in case of release [9].

2. Ad hoc anonymization methods. Many privacy models have been proposed
(k-anonymity, I-diversity, t-closeness, e-differential privacy, etc.) and each pri-
vacy model is satisfied using a specific statistical disclosure control (SDC)
method, or a few specific ones. For example, k-anonymity is reached via gener-
alization or microaggregation, and DP via noise addition. Life would be easier
if a unified masking approach existed that, under proper parameterization,
could be used to attain a broad range of privacy models. This would empower
controllers in centralized anonymization and subjects in local anonymization.

3. Difficulty of merging and exploring anonymized big data. Even if subjects
decide to accept centralized anonymization by the controllers, none of the
main families of privacy models in use manages to satisfy all the desiderata
of big data anonymization that we identified in [11]: (i) protection against
disclosure no matter the amount of background information available to the
attacker; (ii) wtility of the anonymized microdata for exploratory analyses;
(iii) linkability of records corresponding to the same or similar individuals
across several anonymized data sets; (iv) composability, that is, preservation
of privacy guarantees after repeated application of the model or linkage of
anonymized data sets; and (v) low computational cost. Utility and linkability
are needed to empower the users/data analysts, protection and composability
are desired by subjects, and low cost is desired by controllers. On the other
hand, it is hard for controllers holding data sets to engage in joint exploratory
analysis without disclosing any of their data to other controllers. Note that
cryptographic secure multi-party computation (MPC) is of limited use here,
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because it is intended for specific calculations planned in advance, rather than
exploratory analyses. Furthermore, while MPC ensures input confidentiality,
it gives exact outputs that can lead to disclosure by inference (for example if
the outputs are the mean and the variance of the inputs, and the variance is
very small, it can be inferred that the inputs are very close to the mean).

Thus, the grand challenge is to obtain anonymized big data that can be
validly used for exploratory analyses, knowledge extraction and machine learning
while empowering subjects, users and controllers:

— Subjects must be given control and even agency on how their data are
anonymized. Local anonymization gives maximum agency to the subject.
However, it is ill-suited for privacy models relying on hiding the subject’s
record in a group of records, such as k-anonymity and its extensions, because
these need to cluster the contributions of several subjects. If we obviate this
shortcoming and go for local anonymization, randomized response and local
DP are natural approaches. Unfortunately, the current literature on both
approaches focuses on obtaining statistics on the data from subjects, rather
than multi-dimensional full sets of anonymized microdata that are valid
for exploratory analysis. The latter is precisely what is wanted. Centralized
DP can indeed produce anonymized data sets preserving some dependences
between the original attributes, but the challenge is to avoid centralizing
anonymization at the untrusted controller.

— Users should receive anonymized data that are analytically useful.

— Controllers should be given more unified approaches to anonymization, allow-
ing them to engage in multi-controller exploratory computation.

I will conclude the talk with some hints on how to tackle the above grand chal-
lenge.
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Abstract. Quantification is the task of estimating, given a set o of
unlabelled items and a set of classes C, the relative frequency (or “preva-
lence”) p(c;) of each class ¢; € C. Quantification is important in many
disciplines (such as e.g., market research, political science, the social sci-
ences, and epidemiology) which usually deal with aggregate (as opposed
to individual) data. In these contexts, classifying individual unlabelled
instances is usually not a primary goal, while estimating the prevalence
of the classes of interest in the data is. Quantification may in principle
be solved via classification, i.e., by classifying each item in ¢ and count-
ing, for all ¢; € C, how many such items have been labelled with c;.
However, it has been shown in a multitude of works that this “classify
and count” (CC) method yields suboptimal quantification accuracy, one
of the reasons being that most classifiers are optimized for classification
accuracy, and not for quantification accuracy. As a result, quantification
has come to be no longer considered a mere byproduct of classification,
and has evolved as a task of its own, devoted to designing methods and
algorithms that deliver better prevalence estimates than CC. The goal
of this tutorial is to introduce the main supervised learning techniques
that have been proposed for solving quantification, the metrics used to
evaluate them, and the most promising directions for further research.

1 Motivation

Quantification (also known as “supervised prevalence estimation” [2], or “class
prior estimation” [5]) is the task of estimating, given a set o of unlabelled items
and a set of classes C = {c1,...,¢|c|}, the relative frequency (or “prevalence”)
p(c;) of each class ¢; € C, i.e., the fraction of items in ¢ that belong to ¢;. When
each item belongs to exactly one class, since 0 <p(c;) <1and ) . cp(ci) =1,
p is a distribution of the items in o across the classes in C (the true distribution),
and quantification thus amounts to estimating p (i.e., to computing a predicted
distribution p).

Quantification is important in many disciplines (such as e.g., market research,
political science, the social sciences, and epidemiology) which usually deal with
aggregate (as opposed to individual) data. In these contexts, classifying indi-
vidual unlabelled instances is usually not a primary goal, while estimating the
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prevalence of the classes of interest in the data is. For instance, when classify-
ing the tweets about a certain entity (e.g., a political candidate) as displaying
either a Positive or a Negative stance towards the entity, we are usually not much
interested in the class of a specific tweet: instead, we usually want to know the
fraction of these tweets that belong to the class [9].

Quantification may in principle be solved via classification, i.e., by classi-
fying each item in ¢ and counting, for all ¢; € C, how many such items have
been labelled with ¢;. However, it has been shown in a multitude of works (see
e.g., [1,3,7-9,12]) that this “classify and count” (CC) method yields subopti-
mal quantification accuracy. Simply put, the reason of this suboptimality is that
most classifiers are optimized for classification accuracy, and not for quantifica-
tion accuracy. These two notions do not coincide, since the former is, by and
large, inversely proportional to the sum (FP; + F'N;) of the false positives and
the false negatives for ¢; in the contingency table, while the latter is, by and
large, inversely proportional to the absolute difference |F'P; — F'N;| of the two.

One reason why it seems sensible to pursue quantification directly, instead
of tackling it via classification, is that classification is a more general task than
quantification: after all, a perfect classifier is also a perfect quantifier, while the
opposite is not true. To see this consider that a binary classifier h; for which
FP =20 and FN = 20 (FP and FN standing for the “false positives” and
“false negatives”, respectively, that it has generated on a given dataset) is worse
than a classifier hy for which, on the same test set, FP = 18 and FN = 20.
However, h; is intuitively a better binary quantifier than ho; indeed, hi is a
perfect quantifier, since F'P and F'N are equal and thus, when it comes to class
frequency estimation, compensate each other, so that the distribution of the test
items across the class and its complement is estimated perfectly. In other words,
a good quantifier needs to have small bias (i.e., needs to distribute its errors
as evenly as possible across FFP and F'N). A training set might thus contain
information sufficient to generate a good quantifier but not a good classifier,
which means that performing quantification via “classify and count” might be a
suboptimal way of performing quantification. In other words, performing quan-
tification via “classify and count” looks like a violation of “Vapnik’s principle”
[21], which asserts that

If you possess a restricted amount of information for solving some problem,
try to solve the problem directly and never solve a more general problem
as an intermediate step. It is possible that the available information is
sufficient for a direct solution but is insufficient for solving a more general
intermediate problem.

As a result, quantification is no longer considered a mere byproduct of classifi-
cation, and has evolved as a task of its own, devoted to designing methods (see
[10] for a survey) for delivering better prevalence estimates than CC.

There are further reasons why quantification is now considered as a task of
its own. One such reason is that, since the goal of quantification is different
from that of classification, quantification requires evaluation measures different
from those used for classification. A second reason is the growing awareness that
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quantification is going to be more and more important; with the advent of big
data, more and more application contexts are going to spring up in which we
will simply be happy with analyzing data at the aggregate level and we will not
be able to afford analyzing them at the individual level.

2 Format and Detailed Schedule

The structure of the lectures is as follows (each section also indicates the main
bibliographic material discussed within the section):

1.

Introduction/Motivation [17]

(a) Solving quantification via “Classify and Count”
(b) Concept drift and distribution drift

(¢) Vapnik’s principle

(d) The “paradox of quantification”

. Applications of quantification in machine learning, data mining, text mining,

and NLP [9,12]

(a) Sentiment quantification

(b) Quantification in the social sciences
(¢) Quantification in political science

(d) Quantification in epidemiology

e) Quantification in market research

(f) Quantification in ecological modelling

(
. Evaluation of quantification algorithms [19]

a) Desirable properties for quantification evaluation measures
b) Evaluation measures for quantification
(c) Experimental protocols for evaluating quantification

. Supervised learning methods for binary and multiclass quantification [1,3,7,
8

,11,12,15,18]
(a) Aggregative methods based on general-purpose learners
(b) Aggregative methods based on special-purpose learners
(c) Non-aggregative methods

. Advanced topics [4,6,13,14,16,20]

(a) Ordinal quantification

(b) Quantification for networked data
(¢) Quantification for data streams
(d) Cross-lingual quantification

. Conclusions.
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1 Introduction

Computational models of argumentation [1] are approaches for non-monotonic
reasoning that focus on the interplay between arguments and counterarguments
in order to reach conclusions. These approaches can be divided into either
abstract or structured approaches. The former encompass the classical abstract
argumentation frameworks following Dung [8] that model argumentation sce-
narios by directed graphs, where vertices represent arguments and directed links
represent attacks between arguments. In these graphs one is usually interested
in identifying extensions, i.e., sets of arguments that are mutually acceptable
and thus provide a coherent perspective on the outcome of the argumentation.
On the other hand, structured argumentation approaches consider arguments
to be collections of formulas and/or rules which entail some conclusion. The
most prominent structured approaches are ASPIC+ [16], ABA [22], DeLP [13],
and deductive argumentation [2]. These approaches consider a knowledge base
of formulas and/or rules as a starting point.

2 Algorithms for Abstract Argumentation

According to [6], algorithms for solving reasoning problems in abstract argumen-
tation can generally be categorised into two classes: reduction-based approaches
and direct approaches.

Reduction-based approaches such as ASPARTIX-D [10,12] and ArgSemSAT
[5] translate the given problem for abstract argumentation—such as determin-
ing a single stable extension—into another formalism and use dedicated (and
mature) systems for that formalism to solve the original problem. For exam-
ple, ASPARTIX encodes the problem of finding a stable extension in abstract
argumentation into the question of finding an answer set of an answer set pro-
gram [14]. Due to the direct relationship of answer sets and stable models the
answer set program only needs to model the semantics of the abstract argu-
mentation framework in a faithful manner and represent the actual framework.
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ASPARTIX-D then makes use of the Potassco ASP solvers' to solve the reduced
problem and translate their output back to the original question. Similarly,
ArgSemSAT decodes the problem as a SAT instance and uses the Glucose? SAT
solver to solve the latter. Internally, solvers such as the Potassco ASP solvers and
SAT solvers make use of sophisticated search strategies such as conflict-driven
nogood learning or conflict-driven clause learning, see [3,14] for details.

Direct approaches to solve reasoning problems in abstract argumentation
are inspired by similar search strategies but directly realise these algorithms for
abstract argumentation. For example, solvers such as ArgTools [17] and heureka
[15] are based on the DPLL (Davis-Putnam-Logemann-Loveland) backtracking
algorithm from SAT solving [3, Chapter 3|. Basically, they exhaustively explore
the search space of all possible sets of arguments to determine, e.g., a stable
extension but include various optimisations and specific search strategies to
prune the search space as much as possible to keep runtime low. Another direct
solver, EqArgSolver [18], uses a different approach though, and is inspired by an
iteration scheme originally designed to solve problems for probabilistic argumen-
tation [11]. For a more detailed discussion of the different approaches to solving
problems in abstract argumentation see [4].

Recently, approximate methods for reasoning problems in abstract argu-
mentation have been introduced as well [20]. The algorithms of [20] follow the
paradigm of stochastic local search, i.e., incomplete optimisation algorithms that
aim at reaching an optimal value of a target function by small random changes
of the parameters, see e.g. [3, Chapter 6] for a deeper discussion in the context
of solving the satisfiability problem (SAT). The core idea of these algorithms
is as follows. Considering the labelling approach to the semantics of abstract
argumentation frameworks, they start from a labelling that randomly assigns
the acceptability status in and out to all arguments of the input argumentation
framework. As long as this labelling is not stable—i.e. as long as the arguments
labelled in do not form a stable extension—one mislabelled argument is selected
and its acceptability status is flipped. Albeit being a simple idea it can out-
perform traditional algorithms, in particular on random instances with little
structure.

3 Algorithms for Structured Argumentation

Queries are answered in structured argumentation approaches, e.g. in the case
of ASPIC+ [16], by determining all arguments constructible from the knowl-
edge base, identifying attacks between these arguments using e.g. contradictions
between conclusions of different arguments, and resolving the conflicts by rep-
resenting the constructed arguments and attacks as an abstract argumentation
framework and relying on reasoning methods for this abstract case. Compu-
tationally, reasoning with structured argumentation approaches can be quite

! http://potassco.sourceforge.net.
2 http://www.labri.fr/perso/lsimon /glucose/.
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demanding as both checking whether a set of formulas and/or rules is an argu-
ment can be challenging and the number of arguments in a knowledge base may
be super-polynomial (and even infinite in some approaches). Some formal anal-
yses on this, in particular regarding the approach of ABA, can be found in [7,9].
Existing solvers for ASPIC+ that implement complete reasoning procedures are,
e.g., TOAST [19] and EPR3. See [4] for a survey on sound and complete algo-
rithms and implementations for structured argumentation approaches.

A recent approach [21] to approximate reasoning with structured argumen-
tation is based on sampling of arguments, instead of constructing all possible
arguments. There, two parametrised algorithms are developed that solve the
general problem of checking whether a certain proposition is acceptable wrt.
a given knowledge base. Both algorithms rely on sampling arguments in order
to avoid enumerating all arguments of a knowledge base. The first algorithm
RAND; samples arguments independently by (1) selecting some rule from the
knowledge base to be the top rule of the argument, and (2) recursively selecting
rules where their conclusion appears in the body of a previously selected rule,
until a valid argument is found. This process is repeated for a fixed number of
arguments, yielding a set of arguments that is a subset of all possible arguments.
The second algorithm RANDp samples arguments directionally by (1) sampling
some argument that has the query as conclusion, and (2) recursively sampling
counterarguments of previously sampled arguments.
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Abstract. This paper contains a brief overview on issues and challenges of the
emerging topic recognized as flexible querying and analytics for smart cities and
smart societies, which is strictly related to the actual big data management and
analytics research trend, along with a brief overview of the FQAS 2019 inter-
national conference.

Keywords: Big data - Flexible query answering - Flexible analytics -
Big data intelligence - Smart cities - Smart societies

1 Introduction

Nowadays, big data management and analytics is playing the major role in the aca-
demic and industrial research community (e.g., [1, 2]). In this context, several research
challenges can be recognized, among which effectively and efficiently supporting
flexible querying and analytics are major issues to be addressed (e.g., [3, 4]).

These topics become particularly critical when connected to systems and tools that
fall in the broad application scenario represented by smart cities and smart societies
(e.g., [5, 6]). Here, well-known big data features induct a plethora of research chal-
lenges, among which we recall: (i) heterogeneity of data types; (if) streaming nature;
(iii) data quality. These challenges can be reasonably intended as actual obstacles
towards obtaining flexibility in query and analytics tools over big data repositories.

By looking into details, big data for smart cities and smart society includes rather a
wide collection of emerging application domains, such as energy systems, trans-
portation systems, building design systems, healthcare systems, environmental moni-
toring systems, and so forth. Indeed, this is actually a “hot-topic”, even as demonstrated
by a plethora of real-life smart city and smart society projects developed in cities like
London, Amsterdam, Singapore, San Francisco, and so forth. The main idea here
consists in improving the quality of life in these cities and societies, thanks to smart
ICT technologies (among which big data management and analytics play the role of
main enabling technologies), but also other scientific disciplines like physics, city
planning, medicine, biology, electronics, cultural heritage, and so forth, by empowering
the interdisciplinary nature of such projects.
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Within the so-delineated framework, in this paper we provide a brief overview on
these research issues, along with a brief overview of the 13" International Conference on
Flexible Query Answering (FQAS 2019), held in Amantea, Italy, during July 2-5, 2019.

2 Flexible Querying and Analytics for Smart Cities
and Smart Societies in the Age of Big Data: Issues
and Challenges

As mentioned in Sect. 1, heterogeneity of data types, streaming nature, and data quality
are actually the major research challenges for big data research, with particular regards
to the emerging smart city and smart society application scenario.

Heterogeneity of data types in big data sources is a well-known issue of smart city
and smart society applications and systems (e.g., [7]). Here, big data sources occur in
different formats, including graph data (e.g., social networks), XML data (e.g., Web
information systems), sensor data (e.g., environmental monitoring networks), relational
data (e.g., legacy systems), and so forth. How to deal with such (big) data heterogeneity
is still an open problem.

Streaming nature of big data is widely-accepted as an enabling feature of big data
applications themselves (e.g., [8]). Indeed, almost all the popular big data sources are
streaming sources, such as sensor networks, social networks, industrial plants in
industry 4.0 settings, and so forth. As a consequence, supporting mining and analytics
over such data sources exposes to several drawbacks. For instance, how to compute
OLAP-based aggregations over streaming data? When the computation should be
blocked? How to evaluate concept drifting (e.g., for classification purposes) over
streaming data? When data for class induction should be considered completely
observed? Questions like the latter are still open problems in actual literature.

Quality of big data is an emerging topic at now (e.g., [9]). Indeed, consumers of big
data applications are used to process big data repositories but they do not really know
about the origin of such (big) data. Therefore, there is not any external authority that
can ensure about the quality of (processed) big data. This problem is recognized in
literature as the so-called big data provenance problem (e.g., [10]), and it consists in
detecting who/which-application has originated and pre-processed the target big data
source, for quality of data assessment purposes.

By addressing research challenges like the ones discussed above, next-generation big
data analytics tools will be prone to incorporate flexibility in query and analytics tools
over big data repositories, for enhanced smart city and smart society applications and
systems.

3 13™ International Conference on Flexible Query
Answering Systems (FQAS 2019): Overview

FQAS 2019 has been held in Amantea, Italy, during July 2-5, 2019. The conference
focuses on the special theme flexible querying and analytics for smart cities and smart
societies, whose fundamental research challenges have been highlighted in Sect. 1. The
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conference program has comprised three invited speeches, namely: (i) V.S. Subrah-
manian, from Dartmouth College, NH, USA, “Logic, Machine Learning, and
Security”; (ii) Josep Domingo-Ferrer, Universitat Rovira i Virgili, Spain, “Personal
Big Data, GDPR and Anonymization™; (iii) Enrico Franconi, Free University of
Bozen-Bolzano, Italy, “Querying Databases with Ontologies: 17 Years Later”. In
addition to this, the conference program has also comprise two tutorials, namely:
(i) Alejandro Moreo and Fabrizio Sebastiani, ISTI-CNR, Italy “Supervised Learning
for Prevalence Estimation”; (ii) Matthias Thimm, Universitat Koblenz-Landau,
Germany, “Algorithmic Approaches to Computational Models of Argumentation”.

FQAS 2019 has collected high-quality papers from Europe, North America, South
America, Asia, and Africa. These papers focus the attention on different topics,
including:

flexible database management and querying;

ontologies and knowledge bases,

argumentation-based query answering;

data mining and knowledge discovery;

advanced flexible query answering methodologies and techniques;
flexible query answering methods and techniques;

flexible intelligent information-oriented and network-oriented approaches;
big data veracity and soft computing;

flexibility in tools;

systems and miscellanea.

The positive news that one can derive from these contributions is that smart ICT
technologies, and, particularly, big data management and analytics, can really provide a
critical contribution to smart city and smart society applications and systems, thus
improving the quality of life of people significantly.

We firmly believe that the conference has been a milestone in the exciting research
road represented by the issue of effectively and efficiently supporting flexible query
answering for smart cities and smart societies in the big data era.

4 Conclusions

This paper has provided a brief overview on issues and challenges of the emerging
topic flexible querying and analytics for smart cities and smart societies, along with a
brief overview of the FQAS 2019 international conference.
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Abstract. Skyline queries enable satisfying search results by delivering
best matches, even if the filter criteria are conflictive. Skyline algorithms
are often classified into generic and index-based approaches. While there
are uncountable papers on the comparison on generic algorithms, there
exists only a few publications on the effect of index-based Skyline compu-
tation. In this paper, we give an overview on the most recent index-based
Skyline algorithms BBS, ZSky, and SkyMap. We conducted comprehen-
sive experiments on different data sets and present some really interesting
outcomes.

Keywords: Skyline + Pareto + Index + BBS -+ ZSky + SkyMap

1 Introduction

Preferences in databases are a well established framework to create personalized
information systems [7]. Skyline queries [1] are the most prominent representa-
tives of these queries; they model equally important preferences.

More detailed: Given a data set D, a Skyline query returns all objects that are
not dominated by any other object in D. An object p is dominated by another
object q, if q is at least as good as p on all dimensions and definitely better
in at least one dimension. Thus, a Skyline query computes all Pareto-optimal
objects w.r.t. to a preference or feature function and has many applications in
multi-criteria optimization problems.

As an example consider Table 1. Imagine that the objects are hotels and the
z and y coordinates in the 2-dim space correspond to the price and distance to
the beach. The target is to find the cheapest hotels which are close to the beach.
Then this query would identify the hotels {p1, p2, p3, D5, D6} as the Skyline result.
All objects in this set are indifferent and dominate all other objects.

The main problem with Skyline queries is to efficiently find the set of non-
dominated objects from a large data set, because Skyline processing is an expen-
sive operation. Its cost is mainly constituted by I/0 costs in accessing data from
a secondary storage (e.g., disks) and CPU costs spent on dominance tests.

There exist several algorithms for Skyline processing which, in general, can
be divided into generic and indez-based techniques.

© Springer Nature Switzerland AG 2019
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Table 1. Sample data set for Skyline.

Object | p1 |p2 | p3s | pa|Ps | De | P7|Ds | Po
X 3112 (3|57
y 316 47 2|12 |4

Generic algorithms are often capable to evaluate each kind of preference
(modeled as irreflexive and transitive order [4]) due to an object-to-object com-
parison approach. However, in a worst-case scenario the generic algorithms show
a quadratic runtime O(n?) in the size n of the input relation. On the other hand,
index-based algorithms tend to be faster, but are less flexible — they are designed
for quite static data, flat query structures and have a high maintenance overhead
associated with database updates [6]. In general, they cannot deal with complex
preference queries, where, e.g., intermediate relations are dynamically produced
by a Cartesian product or a join.

As Skyline queries have been considered as an analytical tool in some com-
mercial relational database systems [2,11], and the data sets to be processed in
real-world applications are of considerable size, there is definitely the need for
improved query performance. And indexing data is one natural choice to achieve
this performance improvement. Also, Lee et al. [9] show that a wide variety of
special Skyline queries (k-dominant Skylines, Skybands, Subspace Skylines, etc.)
can be supported using a single index structure. While indexes can dramatically
speed-up retrieval, they also introduce maintenance costs and tend to quickly
degenerate on higher dimensional data.

In this paper, we compare the best known index algorithms for Skyline com-
putation, namely BBS [12], ZSky [8,9], and SkyMap [14] w.r.t. their perfor-
mance, since search efficiency is the most important performance criteria using
this kind of queries. We will present comprehensive experiments on synthetic
and real-world data to evaluate the behavior in different scenarios in order to
find the best approach for one’s field of application.

The rest of the paper is organized as follows: Sect. 2 presents background on
Skylines and we introduce the index-based Skyline algorithms used in this paper
in Sect. 3. Section4 contains our comprehensive experiments and in Sect.5 we
give some final remarks.

2 Preliminaries

The aim of a Skyline query or Pareto preference is to find the best matching
objects in a data set D, denoted by Sky(D) [3]. More formally:

Definition 1 (Dominance and Indifference). Assume a set of vectors D C
R?. Given p = (p1,..,Pn)sq = (q1,...,qa) € D, p dominates ¢ on D, denotes as
p < q, if the following holds:

p<qeVie{l, . d} :p;<g¢gANIFje{l,..d}:p; <g (1)
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Note that following Definition 1, we consider a subset D C R? in that we
search for Skylines w.r.t. the natural order < in each dimension. Characteristic
properties of such a data set D are its dimensionality d, its cardinality n, and
its Skyline size |Sky(D)|.

Definition 2 (Skyline Sky(D)). The Skyline Sky(D) of D is defined by the
maxima in D according to the ordering <, or explicitly by the set

Sky(D):={peD|PgeD:q=<p} (2)

In this sense, the minimal values in each domain are preferred and we write
p < q if p is better than q.

In the introductory example we have Sky(D) = {p1,p2, D3, D5, D6}

3 Algorithms

In this section we review the state-of-the-art index-based Skyline algorithms
BBS, ZSky, and SkyMap as well as BNL as an object comparison approach.

3.1 BBS

BBS (Branch-and-Bound Skyline) [12,13] is based on a nearest neighbor (NN)
search and uses R-trees for data partitioning. As an example consider Fig.la
taken from [8]. The object p; is the first Skyline object, since it is the NN to
the origin. The objects p4, ps, and pg fall into the dominance region of p; and
therefore can be discarded. ps is the second NN (not worse than p;) and hence
is another Skyline object. The same idea applies to ps (which dominates p7) and
p2 and pg. All non-dominated objects build the Skyline.

y y
y maximal poim/O y
74 Da of the space 7 A P
1 & % o1 M s
5 54
i@ | 75  dominance 4 Pl
P region of p; 2
3 i
B,
24 (e} B
’* r7 2 P I.’s O/’7 Do
4 4 r
! .I’o ! B,
o
T T T T T — T T T T T
o 1 2 3 4 5 6 7 X o 1 2 3 4 5 6 7 X
(a) BBS. (b) Main-memory R-
tree.

Fig. 1. The BBS algorithm, cp. [8].

BBS uses a main-memory R-tree to perform dominance tests on every exami-
nee (i.e., data object or index node) by issuing an enclosure query. If an examinee
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is entirely enclosed by any Skyline candidate’s dominance region, it is dominated
and can be discarded. For example, in Fig. 1b, pg is compared with the mini-
mum bounding rectangles (MBR) B, and By. Since ps is in B,, it is possibly
dominated by some data objects enclosed by B,. Hence, ps is compared with the
dominance regions of all the data objects inside B, and found to be dominated

by p1 and p3.

3.2 ZSky

ZSky is a framework for Skyline computation using a Z-order space filling curve
[9]. A Z-order curve maps multi-dimensional data objects to one-dimensional
objects. Thereby each object is represented by a bit-string computed by inter-
leaving the bits of its coordinate values, called Z-address, which then can be used
for B-tree indexing. Through the Z-addresses the B-tree imposes a pre-sorting
on the data, which can be exploited for dominance tests: No database item can
dominate any item having a lower Z-address. These observations lead to the
access order of the data objects arranged on a Z-order curve.

In Fig. 2a the data space is partitioned into four regions I to IV. Region I is
not dominated by any other object, and all objects in region IV are dominated
by region I. Region II and IIT are incomparable. These principles also apply
to subregions and single coordinates. Using a Z-order curve, region I should be
accessed first, followed by region II and III, and finally region IV. The access
sequence therefore follows the mentioned Z-order curve as seen in Fig. 2b.

With effective region-based dominance tests, ZSky (more accurate ZSearch)
can efficiently assert if a region of data objects is dominated by a single object
or a region of Skyline objects. In each round, the region of a node is examined
against the current Skyline candidate list. If its corresponding region is not
dominated, the node is further explored.

Ps

S,
I Pe
>

o 1 2 3 4 5 6 7 X o 1 2 3 4 5 6 7

(a) ZSky regions. (b) A Z-order curve.

Fig. 2. ZSky example, cp. [9].

Z-Sky can also be used with bulkloading. Bulkloading builds a ZB-tree in
a bottom-up fashion. It sorts all data objects in an ascending order of their
Z-addresses and forms leaf nodes based on every N data objects. It also puts
every N leaf nodes together to form non-leaf nodes until the root of a ZB-tree
is formed.
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3.3 SkyMap

Selke and Balke [14] proposed SkyMap for Skyline query computation. In general,
SkyMap is based on the idea of the Z-order curve, but relies on a trie (from
retrieval) indexing structure instead on a ZB-tree. In a trie (also known as Prefix
B-tree), internal nodes are solely used for navigational purposes, whereas the leaf
nodes store the actual data. SkyMap is a multi-dimensional extension of binary
tries, which additionally provides an efficient method for dominance checks. The
SkyMap index has primarily been designed to resemble the recursive splitting
process of Z-regions.

When traversing a SkyMap index while looking for objects ¢ dominating
an object p, one can skip any node (along with all its children) whose cor-
responding Z-region is worse than p w.r.t. at least one dimension. Navigation
within the SkyMap index is particularly efficient by relying on inexpensive bit-
wise operations only. In this sense, SkyMap promises efficient navigation and
index maintenance which should result in a higher performance in comparison
to Z-Sky.

3.4 BNL

BNL (Block-Nested-Loop) was developed by Borzsonyi [1] in 2001. The idea of
BNL is to scan over the input data set D and to maintain a window (or block)
of objects in main memory containing the temporary Skyline elements w.r.t. the
data read so far. When an object p € D is read from the input, p is compared to
all objects of the window and, based on this comparison, p is either eliminated,
or placed into the window. At the end of the algorithm the window contains the
Skyline. The average case complexity is of the order O(n), where n counts the
number of input objects. In the worst case the complexity is O(n?) [1].

The major advantage of a BNL-style algorithm is its simplicity and suitability
for computing the Skyline of arbitrary partial orders [4]. Note that BNL is not
an index approach, but is used as a baseline algorithm in our experiments.

4 Experiments

In this section we show our comprehensive comparison study on index-based
Skyline algorithms, i.e., BBS, ZSky, ZSky-Bl (ZSky with bulkloading), and
SkyMap. As a base line algorithm we used the generic BNL. In all our exper-
iments the data objects and index structures are held in main memory as has
also been done by the original works [9,10,12] and [14]. All experiments were
implemented in Java 1.8 and performed on a common PC (Intel i7 4.0 GHz CPU,
16 GB RAM) running Linux. We use a maximum of 4 GB RAM for the JVM.

Similar to most of the related work in the literature, we use elapse
time/runtime as the main performance metric. Each measurement was based
on 16 repetitions from which we neglected the four best and four worst run-
times. From the remaining 8 measurements we used the average runtime in our
figures.
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Four our synthetic data sets we used the data generator commonly used in
Skyline research [1] and that one was also used by the original papers [9,12,14].
We generated independent (ind), correlated (cor), and anti-correlated (anti) data
and varied the number of dimensions (d) and the number of input objects (n).
For the experiments on real-data, we used the well-known Zillow, House, and
NBA data sets which will be explained in detail later. Due to the restricted space
in this paper we only present some characteristic results. More experiments and
details can be found in our Technical Report [5].

4.1 Effect of Data Dimensionality

This section considers the influence of the dimensions d on the runtime of the
algorithms. We varied d € {4,6,8,10, 15,20, 25,30}, where each dimension has
the integer domain [0,1024), and used different data distributions. We fixed
n = 100K, and plotted the elapsed time in log scale against dimensionality.

Independent Data. Figure 3 shows our results on synthetic independent data.
Considering the index construction (on the top right, “Index”), BBS is worst and
ZSky-Blis best, because there are no special computations due to bulkloading. We
also observe that the index construction time increases with growing dimensions.
For the Skyline computation time (on the top left, “Skyline”), BNL outperforms
some index algorithms, but has the highest runtime from 10 dimensions on. Note,
that the size of the Skyline is nearly the size of the input data from 20 dimensions
on and therefore the computation costs are nearly equal in these cases. In general,
BBS is the slowest algorithm, whereas there is nearly no difference between ZSky
and ZSky-Bl. Based on the incremental insert of objects, we only get slightly better
Z-regions. In summary, BNL performs well for less number of dimensions, whereas
SkyMap performs better with increasing dimensions.

BNL o BBS mmmm ZSky m==m ZSky-Bl mmmmm SkyMap mmmmm

Skyline Index

Runtime [s]

Skyline + Index

Runtime [s]

Fig. 3. Independent data. Runtime w.r.t. dimensionality.



Indexing for Skyline Computation 37

Table 2(a) summarizes some statistics for the evaluation, e.g., the size of the
Skyline, and the number of dominance tests. The dominance tests also include
the comparison between regions to objects and other regions in BBS and ZSky. In
particular, the number of dominance tests is very high for BNL and BBS, which
are mainly based on object-to-object comparisons. On the other hand, ZSky and
SkyMap are able to sort out leafs or inner nodes of the index structure, which
leads to a etter performance and less comparisons.

Table 2. Dominance tests -10° w.r.t. dimensionality.

Dim||Skyline| BNL BBS ZSky ZSky-Bl SkyMap Dim||Skyline| BNL BBS ZSky ZSky-Bl SkyMap
4 246(0.472 0.211 0.199 0.258 0.229 4 3465 17 76 31 34 16
6 2486 8 5 7 7 2 6 14076| 175 507 139 139 46
8 9671 88 51 32 31 9 8 34278| 823 1741 325 324 123
10 25673| 465 336 95 94 33 10 58508|2108 3346 612 610 415
15 76944| 3265 2967 411 409 168 15 94400(4603 5892 1066 1063 804
20 97034| 4794 4709 602 599 285 20 99669(4979 6295 1169 1166 876
25 99806| 4988 4980 649 647 315 25 99933(4995 6242 1193 1189 924
30 99995| 4999 4999 650 648 316 30 999784999 6187 1185 1182 921
(a) Independent data. (b) Anti-correlated data.

Anti-correlated Data. Figure4 shows our results on anti-correlated data.
Anti-correlated data is the worst-case for Skyline computation, because there
are many indifferent objects and the result set is large. The costs for index
creation and Skyline computation is very similar to independent data. Consid-
ering the total costs (“Skyline 4+ Index”), BNL is better than all index-based
approaches until 6 dimensions. In higher dimensions BBS, ZSky, and ZSky-Bl are
nearly equally good and all are outperformed by SkyMap. Furthermore, SkyMap
is much better than all other algorithms w.r.t. the pure Skyline computation.
These results are also reflected by the numbers in Table 2(b). SkyMap uses the
lowest number of dominance tests.

BNL o BBS ZSky === ZSky-B| mmmmm SkyMap

Skyline Index

Runtime [s]

Skyline + Index

Runtime [s]

Fig. 4. Anti-correlated data. Runtime w.r.t. dimensionality.
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4.2 Effect of Data Cardinality

In the next experiments we considered the influence of the data input size n using
the following characteristics: Integer domain in [0, 1024), d = 8 dimensions, input
size n € {10K, 100K, 500K, 1000K, 2000K}.

Independent Data. Figure5 shows that ZSky and ZSky-Bl perform worse
from n = 500K objects on w.r.t. the Skyline computation. Even BNL as an
object-to-object comparison algorithm is faster. This is based on the fact that
the underlying ZB-tree constructs index nodes very fast, and due to less common
prefixes this results in very large Z-regions which must be checked for dominance.
SkyMap is definitely better than its competitors, because of its trie index struc-
ture. Also BBS is better than the ZSky approaches, although it is the oldest of
all algorithms. On the other hand, BBS is really worse w.r.t. the index construc-
tion time because of the linear splits. The SkyMap sorting is a bit more costly
than the filling of the ZB-trees via bulkloading.

Table 3(a) shows the number of dominance tests, where SkyMap clearly out-
performs all other algorithms. It is notable that in ZSky the number of index
nodes increase. Therefore, the algorithm builds larger Z-regions, which in the
end lead to a higher runtime.

BNL BBS ZSky E===3 ZSky-Bl mmmmm SkyMap mmm=m

Skyline Index

Runtime [s]

10k 100k 500k 1000k 2000k 10k 100k 500k 1000k 2000k

Skyline + Index

Runtime [s]

Fig. 5. Independent data. Runtime w.r.t. input size.

Anti-correlated Data. Figure6 and Table3(b) show our results on anti-
correlated data. Anti-correlated data lead to many Skyline objects and therefore
are more challenging for Skyline algorithms. Clearly, BNL shows a bad perfor-
mance because of many object comparisons. BBS is quite good on less data
objects but slows down with increasing number of objects. Even ZSky becomes
worse because of larger Z-regions. The winner is definitely SkyMap, which out-
performs all other algorithms by far.
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Table 3. Dominance tests -10° w.r.t. input size.

n||Skyline| BNL BBS ZSky ZSky-Bl SkyMap n||Skyline| BNL BBS ZSky ZSky-Bl SkyMap

10k 2591| 5.5 3.5 2.2 2.1 1.8 10k 5754| 21.8 324 8.7 8.7 5.7

100k 9671 88 51 32 31 9 100k|| 34278 823 1741 325 324 123

500k|| 22302| 539 287 239 243 48 500k|| 103719| 8403 23265 2890 2877 1284

1000k || 30332|1086 556 537 562 77 1000k|| 164304[21457 70307 7594 7569 3683

2000k|| 39301|2048 994 1215 1300 132 2000k || 250442|53123 199088 1890 18829 10561
(a) Independent data. (b) Anti-correlated data.

BNL o BBS mmmm ZSky E====3 ZSky-Bl mmmm SkyMap

Skyline Index

Runtime [s]

10k 100k 500k 1000k 2000k 10k 100k 500k 000k 2000k

Skyline + Index

Runtime [s]

Fig. 6. Anti-correlated data. Runtime w.r.t. input size.

4.3 Effect of Domain Size

We now examine the influence of the domain size. Instead of considering domains
in [0,1024), we utilize a domain size of [0,{2°,210 215 220 225 2301) for each
dimension. In addition, we set d =5, n = 10% and used independent data.

Figure7 shows our results. It is notable that ZSky is highly efficient for
[0,2%), but worse for higher domains w.r.t. Skyline computation runtime. BBS
and BNL are much better than ZSky and SkyMap for higher dimensions. This
is due to the Z-addresses, which are stored as bits, and these bits are based on
the domain values. That means, when using a maximal domain value of 2° on
5 dimensions we need 25 bits per Z-address, and 150 bits for 230 values. This
leads to the high computation costs. Therefore, algorithms using Z-addresses are
mainly applicable for “low-cardinality” domains. On the other hand, the runtime
of BNL and BBS are quite good, because they are based on an object comparison
where a high or low cardinality domain does not matter. Considering the index
constructions costs, BBS and ZSky are worse than ZSky-Bl and SkyMap.

Table4 shows the number of dominance tests. SkyMap is better than its
competitors in most cases w.r.t. the dominance tests, but performs worse w.r.t.
the runtime.
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BNL o BBS mmmmm ZSky =3 ZSky-Bl| mmm SkyMap Hmmm

Skyline Index

Runtime [s]

Skyline + Index

Runtime [s]

10 15 20 25

Exponent for base 2

Fig. 7. Independent data. Runtime w.r.t. domain size.

Table 4. Independent data. Domi- Table 5. Real data. Dominance tests.
nance tests -10° w.r.t. the domain size.

Data source| Zillow House |NBA
Domain size|Skyline| BNL|BBS|ZSky | ZSky-B1|SkyMap n 1.288.684/127.931/17.265
25 25 2.1 0.2 [0.009]0.03 1.0 dim 5 6 5
210 1277 9.2 (5.3 |85 [11.3 2.8 Skyline L 5.762 4%3
215 1787 |12.1 |7.7 |17.7 (200  |3.4 Dominance tests -10
220 1842 |12.3 |7.5 |27.8 |28.6 3.5 BNL 1.289 24.945 412
225 1843 |12.3 |7.6 [29.0 |29.5 3.5 BBS 36 23.669 1765
230 1843 |12.3 |7.6 |29.0 |29.5 3.5 ZSky 0.794 24.305 | 798
ZSky-Bulk |1.5 23.585 833
SkyMap 1.288 5.389 533

4.4 Real Data

For our experiments on real world data we used the well-known Zillow data set,
which consists of 5 dimensions and 1.288.684 distinct objects. Zillow represents
real estates in the United States and stores information about the number of
rooms, base area, year of construction, and so on. The House data set is a 6-
dimensional database of 127.931 objects and represents the average costs of a
family in the USA for water, electricity, etc. Our third real data set is NBA,
a b-dimensional data with 17.265 entries about NBA players. For the sake of
convenience, we search the objects with the lowest values, i.e., the smallest flat,
the thrifty American and the worst basketball player. Note that ZSky is not able
to deal with duplicates and hence we reduced all data sets to its essence.
Figure8 shows that ZSky is best for the Zillow data set. This is obvious,
because the Skyline only exists of 1 object. In contrast, the runtime of SkyMap,
similar to our other tests, is quite high for small Skyline sets, i.e., Zillow and
NBA, whereas it performs better for House. Considering the House data set,
BBS and SkyMap perform best when considering the pure Skyline computation,
even though BBS is much older than SkyMap. On the other hand, SkyMap
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produces lower index maintenance costs. In the NBA data set, BNL outperforms
its competitors because the input data set is relatively small.

Table 5 presents the number of dominance tests used to find the Skyline. In
particular, ZSky uses only a few dominance tests on the Zillow data set. This
is due to the early rejection of Z-regions, which avoids many object-to-object
comparisons.

BNL s BBS = ZSky m===3 ZSky-B| mmmmm SkyMap mmmmm

£ Skyline Index

Runtime [s]

Zillow ouse NB Zillow Houston NBA

Skyline + Index

Runtime [s]

House

Real data source

Fig. 8. Real data.

5 Summary and Conclusion

In this paper we briefly reviewed the well-known index-based Skyline algorithms
BBS, ZSky, and SkyMap. In order to apply the most efficient index structure
in database systems, we presented comprehensive experiments on synthetic and
real-world data to evaluate the performance of the presented algorithms. As
expected, none of the algorithms performs best for all experiments. The decision
for an algorithm must be based on the application it should be used for.

BNL is quite good for a small number of dimensions, whereas SkyMap shows
its advantages for higher dimensions. We have also seen that with increasing data
dimensionality the performance of R-trees and hence of BBS deteriorates. On
the other hand, BBS and SkyMap outperform the other algorithms with increas-
ing input size, independently from the data distribution. When considering the
domain size, BNL and BBS are better than their competitors and therefore
should be preferred for high cardinality domains. The Z-Sky approaches do well
in the case of real data. However, one of the drawbacks of Z-Sky is its restriction
to total orders. Duplicates are not allowed. In addition, in the ZB-tree approach
regions may overlap, which hampers effective pruning. Moreover, the mainte-
nance of B-trees is rather expensive in case of frequent updates, in particular
due to rebalancing operations caused by node underflows.
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Based on these results, it will be necessary to develop a cost-based algorithm

selection, which automatically decides which approach should be used. But this
remains future work.
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Abstract. Given an arbitrary set A of two-dimensional points over a
totally-ordered domain, a two-sided planar range query consists on find-
ing all points of A within an arbitrary quadrant. In this paper we present
a novel data structure that uses linear space in |A| while allowing for two-
dimensional orthogonal range queries with logarithmic pre-processing
and constant-delay enumeration.

1 Introduction and Preliminaries

Processing orthogonal range queries is a fundamental problem in computational
geometry: in such queries, the interested points lie within a rectangle aligned
with the axes. This problem also finds application in query processing, where a
user is interested in all tuples satisfying two inequalities simultaneously [6].

Consider for example the following SQL query, which asks for all countries
with less than twenty million inhabitants and a surface smaller than 500000
squared kilometers:

SELECT * FROM country
WHERE population < 20000000
AND surface < 500000

Figure 1 depicts a set of points representing countries, where the x axis represents
the surface and the y axis the population. Answering the query then corresponds
to reporting the set of filled dots (the dots inside the gray area).

Formally, let AV be a totally ordered domain and let A be a finite subset
of N2. A two-sided 2D orthogonal range query (from now on a 2D-ORQ) is
simply a point @ = (xq,yq) satisfying, and its evaluation over A consists on
enumerating the set

Q(A) = {(z,y) € Az <wq Ny <yo}-

Contributions. In this paper we show how to construct, for any finite set
A C N2, a data structure D4 satisfying the following:
© Springer Nature Switzerland AG 2019
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— D4 can be constructed in time |A| - log(]A]).

— The memory required to store D4 is linear in |A].

— Given a point Q € A, D4 allows for constant delay enumeration of Q(A)
(without a pre-processing phase).

The third condition above is formalized by the existence of an algorithm
enumerate(Q, D4) that outputs all elements of the aforementioned set without
repetitions [5], and can only spend a constant amount of time before the first
output, between any two consecutive outputs, and after the last output.

population o

()
—————— 20000006 | - - - -o- - - - @2 = (F@: Q)
. |
|
° ° 1o
: surface
500000
L |
| o
|
|
° ° o

Fig.1. A two-dimensional orthogonal range query Q = ((xo,%0), (z1,y1)) evaluated
over an arbitrary set of points. The answer is the set of filled points.

2 The Data Structure

We now introduce our data structure for dealing with a 2D-ORQs. Let A be a
set of points. For every point @ = (zq,yq) € A, define the set Ag as {(z,y) €
Az <zg and y <yg}. Our data structure D4 partitions the points of A in a
number of levels. These levels are denoted L1, ..., L,,, and satisfy the following
two properties.

1. For each point P € L;, it is the case that Ap N L; = {P}. In other words, for
every Q € L;, if Q # P then Q & Ap.
2. If P belongs to level L; for i > 1, then Ap N L;_1 # 0.

The data structure D4 connects the points in each level through a doubly-
linked list ordered by the z-coordinate. Moreover, for every point p € L; with
i > 1, Dy stores a pointer from p to some ¢ € A, N L;_;. Figure2 depicts Dy,
where A is the set of points depicted in Fig. 1.
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Fig. 2. The data structure D4 satisfying properties 1. and 2.

It is trivial to see that the space required to store D4 is linear in |A|, since
every point has at most four pointers to other points. Note also that the levels
are only an abstraction to simplify the explanation of D4, but they are stored
implicitly as doubly-linked lists.

Finally, we show how D4 is constructed from an arbitrary set A in Algo-
rithm 1. This algorithm takes time O(n?) and space O(n), where n is the car-
dinality of A. We stress that the structure could be constructed using the same
space but in amortized time O(nlogn) by storing the array B of Algorithm 1
in a binary tree. For the ease of understanding, here we present a conceptually
simple version of the algorithm.

3 Constant-Delay Enumeration

Now we describe how to enumerate A, from D, with constant-delay, for any
point p € A. To this end, assume that given a point p we have pointers p.right,
p.left and p.child. p.right and p.left point to the nodes at the same level of p
that are immediately to the right and left of p, respectively. p.child is the node
in the previous level which p has a pointer to (as specified in Condition 2 of the
previous section). Note that any of these pointers could be Null. Taking this
information into account, Algorithm 2 enumerates A, with constant delay.
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Algorithm 1. GEND(A), A = {po,...,pn—1} ordered lexicographically
1: B « Array of n points initialized to Null

2: for i from 1 to n do

3: j<—0
4 while BJ[j] != Null && p;.y >= B[j].y do
5 J++
6: if B[j] != Null then

7 B[j].right_sibling = p;
8.
9

0

p;.left_sibling = Bj]
: if j > 0 then
10: p;.child = B[j-1]
11 Bfj] =p:

Algorithm 2. ENUMERATE(p € A)

1: currentp < p
2: while currentp != Null do

3: output(currentp)

4: r < currentp.right

5: while r != Null && r.x <= p.x && r.y <= p.y do
6: output(r)

T r « r.right

8: 1 « currentp.left

9: while | |= Null && l.x <= p.x && L.y <= p.y do
10: output(r)

11: 1 «— lleft

12: currentp <« currentp.child

4 Discussion

We have addressed the problem of efficiently processing two-sided 2D orthogonal
range queries. The problem, which is relevant to many applications, has been
studied for decades; see e.g. [1,3,4]; see e.g. [7] for a literature review and a study
of applications to database theory.

Our data structure uses space linear in |A|, where A is the finite two-
dimensional domain of the query points. We can perform constant-time enu-
meration of the answers to queries in A. This is possible thanks to a novel data
structure that makes use of a partitioning into levels. While analogous asymp-
totic results have already been found [2, 6], we believe that our approach provides
a more nimble data structure and an algorithm that is easier to implement. Our
next step will be the implementation and the testing of the techniques presented
here.
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Abstract. In many database applications there is the need of extracting
information from incomplete data. In such scenarios, certain answers are
the most widely adopted semantics of query answering. Unfortunately,
the computation of certain query answers is a coNP-hard problem. To
make query answering feasible in practice, recent research has focused on
developing polynomial time algorithms computing sound (but possibly
incomplete) sets of certain answers. In this paper, we propose a novel
technique that allows us to improve recently proposed approximation
algorithms, obtaining a good balance between running time and quality
of the results. We report experimental results confirming the effectiveness
of the new technique.

1 Introduction

Incomplete information arises in many database applications, such as ontological
reasoning [4,5], inconsistency management [2,3,11,16], data integration [7,17],
and many others. A principled semantics of query answering over incomplete
databases are certain answers, which are query answers that are obtained from
all the complete databases represented by an incomplete database [6,18,19]. The
following example illustrates the notion of a certain answer.

Example 1. Consider the database D consisting of the three unary relations P
(Person), S (Student) and E (Employee) reported below, where L is a null value.

P E S
john john mary
mary 1 bob

Under the missing value interpretation of nulls (i.e., a value for L exists but is
unknown), D represents all the databases obtained by replacing | with an actual
value. A certain answer to a query is a tuple that is an answer to the query for
every database represented by D. For instance, consider the query asking for the
people who are not employees and students, which can be expressed in relational
algebra as P — (EN S). The certain answers to the query are {{john)}, because
no matter how L is replaced, (john) is always a query answer. ]
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For databases containing (labeled) nulls, certain answers to positive queries
can be easily computed in polynomial time as follows: first a “standard” evalu-
ation (that is, treating nulls as standard constants) is applied; then tuples with
nulls in the result of the first step are discarded and the remaining tuples are the
certain answers to the query. However, for more general queries with negation
the problem of computing certain answers becomes coNP-hard.

To make query answering feasible in practice, one might resort to SQL’s
evaluation, but unfortunately, the way SQL behaves in the presence of nulls
may result in wrong answers. As evidenced in [19], there are two ways in which
certain answers and SQL’s evaluation may differ: (i) SQL can miss some of the
tuples that belong to certain answers, thus producing false negatives, or (ii)
SQL can return some tuples that do not belong to certain answers, that is, false
positives. While the first case can be seen as an under-approximation of certain
answers (a sound but possibly incomplete set of certain answers is returned),
the second scenario must be avoided, as the result might contain plain incorrect
answers, that is, tuples that are not certain. The experimental analysis in [14]
showed that false positive are a real problem for queries involving negation—they
were always present and sometimes they constitute almost 100% of the answers.

Thus, on the one hand, SQL’s evaluation is efficient but flawed, on the other
hand, certain answers are a principled semantics but with high complexity. To
deal with this issue, there has been work on developing algorithms that compute
a sound but possibly incomplete set of certain answers [8,12-14,18,19]. Com-
puting sound sets of consistent query answers over inconsistent databases has
been addressed in [9], but databases are assumed to be complete, while in this
paper we consider incomplete databases with no integrity constraints.

In this paper, we start with an experimental evaluation of the approach
proposed in [8,12,13], where four algorithms have been proposed: eager, semi-
eager, lazy, and aware (Sect.3). Experimental results confirm what suggested
from the theoretical analysis carried out in [13]: moving from the eager to the
aware algorithm, running times increase, but this paid back by more certain
answers being found. While we observe a mild increase of running times when
moving from eager to semi-eager, and from semi-eager to lazy, there is a much
higher difference between the running times of the lazy and aware evaluations.

This raised the question on whether we can devise a novel technique between
lazy and aware, which achieves a good balance between running time and quality
of the results. We answer this question positively by proposing a novel evaluation
strategy, called lazy™, which improves upon the lazy evaluation by drawing ideas
of the aware evaluation, while keeping running times moderate (Sect.4).

We then experimentally evaluate lazy™ comparing it against the lazy and
aware evaluations. Experimental results show the effectiveness of lazy™: not only
running times are much lower that those of the aware evaluation, but they are
even lower than those of the lazy one, because of newly introduced optimiza-
tions. As for the quality of results, lazy™ is placed between the lazy and aware
algorithms, thereby achieving a good balance between computation time and
quality of results.
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2 Background

Basic Notations. We assume the existence of the following disjoint countably
infinite sets: a set Const of constants and a set Null of (labeled) nulls. Nulls
are denoted by the symbol | subscripted. A tuple t of arity k is an element of
(ConstUNull)*, where k is a non-negative integer. The i-th element of ¢ is denoted
as t[i], where 1 < ¢ < k. Given a possibly empty ordered sequence Z of integers
i1,...,1p in the range [1...k], we use t[Z] to denote the tuple (¢[i1],...,¢[is]). For
simplicity, a tuple (u) of arity 1 is simply written as u, where u is a constant or a
null. A relation of arity k is a finite set of tuples of arity k. A relational schema
is a set of relation names, each associated with a non-negative arity. A database
D associates a relation R of arity k with each relation name R of arity k. A
relation (resp. database) is complete if it does not contain nulls.

A waluation v is a mapping from Const U Null to Const s.t. v(c) = ¢ for every
¢ € Const. Valuations can be applied to tuples, relations, and databases in the
obvious way. For instance, the result of applying v to a database D, denoted
v(D), is the complete database obtained from D by replacing every null 1; with
v(L;). The semantics of a database D is given by the set of complete databases
poss(D) = {v(D) | v is a valuation}, which are also called possible worlds.

We consider queries expressed in relational algebra by means of the following
operators: selection o, projection 7, Cartesian product x, union U, intersection
N, and difference —. The evaluation of a query @ on a database D, treating nulls
as standard constants—i.e., every (labeled) null or constant is equal to itself and
different from every other element of ConstUNull—is denoted as Q(D) and called
naive evaluation [15]. A query @ returning k-tuples is said to be of arity k, and
ar(Q) denotes its arity.

The certain answers to a query ) on a database D are the tuples in
M{Q(v(D)) | v is a valuation}. Computing certain answers is coNP-hard (data
complexity).

For query answering, in the rest of the paper we will use a more general
notion first proposed in [20] and called certain answers with nulls in [19], which
avoids some anomalies of certain answers. The certain answers with nulls to
a query @ on a database D, denoted by cert(Q, D), are all tuples ¢ such that
v(t) € Q(v(D)) for every valuation v.

Conditional Databases. Conditional tables [15] are relations possibly con-
taining nulls extended by one additional special column (which cannot be used
inside queries) containing logical formulae specifying under which conditions
tuples are true. In this paper we consider the generalized version of conditional
tables, where the set of conditions is extended with unknown and allows com-
parison operators <, <,>,>. Let £ be the set of all expressions, called condi-
tions, that can be built using the standard logical connectives A, V, and - with
expressions of the form true, false, unknown, (a x 3), where a, 8 € Const U Null
and x € {=,#,<,<,>,>}. We say that a valuation v satisfies a condition ¢,
denoted v = ¢, if its assignment of constants to nulls makes ¢ true. A condi-
tional tuple (c-tuple for short) t of arity k (k > 0) is a pair (¢, ), where ¢ is
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a tuple of arity k and ¢ € £. Notice that ¢ may involve nulls and constants
not necessarily appearing in t—e.g., ¢ is the tuple (a, L1) and ¢ is the condition
(La =) A (L1 # L3). A conditional table (c-table for short) of arity k is a finite
set of c-tuples of arity k. A conditional database C associates a c-table R of
arity k with each relation name R of arity k. The result of applying a valuation
v to a conditional table T is v(T) = {v(¢) | (t,¢) € T and v = ¢}. Thus, v(T) is
the (complete) relation obtained from T' by keeping only the c-tuples in T' whose
condition is satisfied by v, and applying v to such c-tuples. The set of complete
relations represented by T is rep(T) = {v(T') | v is a valuation}. Likewise, a
conditional database C' = {T1,...,T,,} represents the set of complete databases
rep(C) = {{v(T1),...,v(Tm)} | v is a valuation}.

The conditional evaluation of a query over a conditional database [10,15]
consists in evaluating relational algebra operators so that they can take c-tables
as input and return a c-table as output. The conditional evaluation of a query
is then obtained by applying the conditional evaluation of each operator.

Let T7 and T, be c-tables of arity n and m, respectively. In the definitions
below, for the union, intersection and difference operators it is assumed that
n = m. For projection, Z is a possibly empty ordered sequence of integers in
the range [1..n]. For selection, 6 is a Boolean combination of expressions of
the form ($i x $5), ($i x ¢), where 1 < 4,5 < n, and ¢ € Const U Null and
*x € {=,#,<,<,>,>}. Given two tuples t; and t5 of arity n, we use (t; = t2) as

a shorthand for the condition A (¢1[i] = t2[i]). The conditional evaluation of
i€[l..n]
a relational algebra operator op is denoted as op and is defined as follows.

— Projection: 7z(Th) = {{t[Z], ¢) | {t,¢) € T1}.
— Selection: 6o(T1) = {(t,¢") | (t,) € Ty and ¢’ = @ AO(t)},
where 6(t) is the condition obtained from 6 by replacing every $i with ¢[i].
— Union: Ty UTy = {{t, @) | (t,) € Th or (t,p) € T>}.
— Intersection: Ty N Ty = {(t1,¢") | (t1, 1) € T1,(t2,p2) € To, ¢’ = o1 A2 A
(t1 =t2)}. .
= Difference: Ty — Ty = {{t1,¢') | (t1, 1) € T and ¢ = o1 A, 5},

where ¢, . = A =(p2 A (t1 = t2)).
(t2,p2) €T

— Cartesian product: Ty x Ty = {(t1 ota, 01 Apa) | {t1,¢1) € Ty, (ta,p2) € T},
where tq oty is the tuple obtained as the concatenation of ¢; and ts.

The result of the conditional evaluation of a query @ over a conditional
database C' is denoted as Q(C'). Notice that Q(C) is a c-table. For a fixed query
(@ and a conditional database C, Q(C’) can be evaluated in polynomial time in
the size of C' (see [10]).

W.l.o.g., in the rest of the paper we assume that every selection condition is
a conjunction of expressions of the form ($ix$j), ($ixc), (¢ < $5), and (¢ < $i),
where x € {=,#, <, <}

Approximation Algorithms. Approximation algorithms computing sound
sets of certain query answers have been recently proposed in [8,12,13]. These
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algorithms leverage conditional tables and the conditional evaluation of rela-
tional algebra. The conditional evaluation returns conditional tuples (¢, ), the
expression ¢ says under which condition ¢ can be derived. Conditions are valu-
able information that can be exploited to determine which tuples are certain
answers. By condition evaluation we mean a way of associating ¢ with a truth
value (true, false, or unknown). The aim is to ensure that if ¢ evaluates to true,
then ¢ is a certain answer. Tuples’ conditions can be evaluated in different ways.
The basic ideas of the strategies leading to algorithms presented in [8,12,13] are
as follows:

— The eager evaluation evaluates tuples’ conditions right after each relational
algebra operator has been applied, using three-valued logic.

— The semi-eager evaluation behaves like the eager one, but it better exploits
equalities in conditions (by propagating values into tuples and conditions) to
provide more accurate results.

— The lazy evaluation improves upon the semi-eager one by postponing condi-
tions’ evaluation until the set difference operator is encountered in the query.

— The aware evaluation provides even more accurate results and behaves as
follows: it performs the conditional evaluation of the entire query, then it uses
a set of rewriting rules to “simplify” conditions, and eventually it evaluates
(simplified) tuples’ conditions.

With the same query and database, moving to more accurate strategie, that is,
from the eager (resp. semi-eager, lazy) evaluation to the semi-eager (lazy, aware)
one, we can obtain more certain answers, but running times might get higher.
This aspect has been theoretically investigated in [13]. In the next section, we
provide an experimental evaluation.

3 Experimental Evaluation of Approximation Algorithms

In this section, we report on an experimental evaluation we conducted to evaluate
approximation algorithms in terms of efficiency and quality of the results.

We recall that there is a trade-off in choosing one of the algorithms: moving
from the eager to the aware evaluation the complexity increases but more certain
answers can be returned (still, all algorithms have polynomial time complexity).

The four evaluation strategies have been implemented in Java.

All experiments were run on an Intel i7 3770K 3.5 GHz, 64 GB of memory,
running Linux Mint 17.1.

Datasets were generated using the DBGen tool of the TPC-H benchmark [1].
As the generated databases are complete, nulls were randomly inserted.

Semi-eager. In order to assess the benefits of the semi-eager evaluation, we
measured the running time and the number of certain answers to the query
Qse = R — 0g2-.(5), where ¢ is a value randomly chosen from those in the
second column of S. We considered datasets having 200-1000 tuples per relation
in steps of 200. Notice that Q. is a query where the propagation of the equality
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Table 1. Runtime (msecs), number of certain answers to Q.. (10% of nulls).

200 400 600 800 1000

Time | #T | Time | #7T | Time | #T | Time | #T | Time | #T
Eager 27 136|101 |291 230 |437 /380 | 587|623 | 741
Semi-eager | 28 | 143|104 |303 232 456|391 |610 (632 |763
Lazy 29 143 /106 |303|237 |456|395 610|636 |763
Aware 220 | 143837 |303 2,522 |456 | 4,166 | 610 | 6,743 | 763

Table 2. Runtime (msecs), number of certain answers to Qe (10% of nulls).

100 1000 10000

Time | #T | Time | #T | Time #T
Eager 7 82 1623 |741| 68,597 7,324
Semi-eager | 7 86 1632 |763| 68,963 7,610
Lazy 7 86 636 |763| 69,255|7,610
Aware 53 86 16,743 | 763 | 783,522 | 7,610

Table 3. Runtime (msecs), number of certain answers to Q.. (DB size: 1000).

2% of nulls | 4% of nulls | 6% of nulls | 8% of nulls | 10% of nulls
Time | #T | Time | #T | Time | #T | Time | #T | Time | #T

Eager 503 | 758 |539 755 |593 | 743 |606 | 740 623 |741
Semi-eager | 513 | 763 | 550 |763 | 606 |763 |613 |763 |632 |763
Lazy 535 | 763 |562 763 |612 |T763 |625 |763 636 |763

Aware 6,135 763 | 6,467 763 |6,585|763 |6,708 | 763 | 6,743 |763

in the selection condition can yield benefits, and thus it might be worth applying
the semi-eager evaluation rather than the eager one (which is indeed the case,
as shown by the experimental results below). Also, 10% of the values in the
database are (randomly introduced) nulls. Experimental results are reported in
Table 1.

As expected, running times increase as more powerful evaluation strategies
are applied. We can see that the percentage of additional certain answers that
the semi-eager evaluation yields w.r.t. to the eager one ranges from 3% to 5%.
There is no benefit in applying evaluation strategies more accurate than the
semi-eager one, as the structure of the query does not have features that can be
exploited by them.

Table 2 reports results for databases having 100, 1000, and 10,000 tuples
per relation. We can see a trend similar to the one previously discussed for
Table 1—again, the percentage of additional certain answers that the semi-eager
evaluation yields w.r.t. to the eager one ranges from 3% to 5%.
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Table 4. Runtime (msecs), number of certain answers to Qazy (10% of nulls).

200 400 600 800 1000

Time | #T | Time | #T | Time | #T | Time | #T | Time |#T
Eager 71 153|249 279|552 421|958 565 1,655 |710
Semi-eager | 76 | 153|293 |279|640 |421|1,095|565 1,736 |710
Lazy 355 | 1571,392|297 3,210 | 444 | 5,559 | 590 | 8,660 | 737
Aware 638 | 157 2,460 |297 | 5,643 | 444 | 9,884 | 590 | 15,920 | 737

Table 5. Runtime (msecs), number of certain answers to Qazy (10% of nulls).

100 1000 10000

Time | #T | Time |#T | Time #T
Eager 18 |63 |1,655 |710 150,881 |7149
Semi-eager | 19 |63 |1,736 | 710 170,491 |7,149
Lazy 97 |64 |8,660 |737|858,233 |7,390
Aware 176 |64 |15,920| 737 | 1,605,264 | 7,390

Table 6. Runtime (msecs), number of certain answers to Qia.y (DB size: 1000).

2% of nulls | 4% of nulls | 6% of nulls | 8% of nulls | 10% of nulls

Time |#T |Time |#T | Time |#T  Time |#T | Time |#T
Eager 1,310 | 734 1,421 | 721 1,481 |723 1,550 |714|1,655 |710
Semi-eager | 1,368 |734 | 1,429 |721|1,532 |723|1,702 | 714 1,736 | 710
Lazy 7,221 |737|7,569 |737 | 7,741 |737 8,238 | 737 |8,660 | 737
Aware 12,395 | 737 | 13,166 | 737 | 13,657 | 737 | 14,292 | 737 | 15,920 | 737

We also ran experiments with databases having 1000 tuples per relation,
varying the null rate from 2% to 10% in steps of 2, see Table 3. The advantage
of the semi-eager evaluation w.r.t. the eager one (in terms of additional certain
answers) ranges in 0.5-3%.

Lazy. In order to assess the benefits of the lazy evaluation, we measured the
running time and the number of certain answers of the query Qq.y = P — (RN
(0g24c(5))), where c is a value randomly chosen from the second column of S.
Once again, we considered datasets having 200-1000 tuples per relation in steps
of 200 and 10% of nulls. Experimental results are reported in Table 4.

Running times increase as more accurate evaluation strategies are applied.
The benefits of the lazy evaluation w.r.t. to the semi-eager one (in terms of
additional certain answers) ranges from 2.5% to 6.45%. There is no benefit in
applying the aware evaluation, as the structure of the query does not have fea-
tures that can be exploited by it.
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Table 7. Runtime (msecs), number of certain answers to Qaware (10% of nulls).

200 400 600 800 1000

Time | #T | Time #T | Time #T | Time #T | Time #T
Eager 100 13 | 374 41 | 826 66 | 1,472 84 | 2,632 100
Semi-eager | 103 13 | 378 41 | 835 66 | 1,479 84 | 2,797 100
Lazy 401 13 |1,489 41 | 3,334 66 | 5,803 84 | 12,645 100
Aware 39,306 | 36 | 334,604 |93 | 1,053,816 | 143 | 2,311,524 | 192 | 5,589,977 | 231

Table 8. Runtime (msecs), number of certain answers to Qaware (10% of nulls).

100 1000 10000
Time | #T | Time #T | Time #T
Eager 26 15 2,632 100 | 238,100 1,269
Semi-eager | 28 15 2,797 100 | 241,600 1,269
Lazy 107 |15 |12,645 100 | 1,187,733 1,269
Aware 3,263 | 25 | 5,589,977 | 231 | Out of memory | Out of memory

Table 9. Runtime (msecs), number of certain answers to Qqware (DB size: 1000).

2% of nulls 4% of nulls 6% of nulls 8% of nulls 10% of nulls

Time #T | Time #T | Time #T | Time #T | Time #T
Eager 1,761 252 | 1,956 217 | 2,148 180 | 2,285 153 | 2,632 100
Semi-eager | 1,824 252 | 2,068 217 | 2,220 180 | 2,382 153 | 2,797 100
Lazy 8,646 252 | 9,705 217 | 10,412 | 180 | 11,110 | 153 | 12,645 | 100
Aware 4,018,252 | 307 | 4,629,472 | 288 | 5,285,823 | 280 | 5,794,665 | 267 | 6,663,986 | 231

Results for databases having 100, 1000, and 10,000 tuples per relation are
shown in Table5, exhibiting a similar behavior—here the lazy yields 1.5% to
3.8% more certain answers than the semi-eager (Table 6).

We also ran experiments with relations having 1000 tuples, varying the null
rate from 2% to 10% in steps of 2. The advantage of the lazy evaluation w.r.t.
the semi-eager one (in terms of additional certain answers) ranges in 0.4-4%.

Aware. Finally, to assess the benefits of the aware evaluation, we measured
the running time and the number of certain answers to the query Quware =
P — (R —S) over datasets having 200-1000 tuples per relation. Also, 10% of the
values in the database were (randomly introduced) nulls. Experimental results
are reported in Table 7. The aware evaluation has the highest running times but
it returns significantly more certain answers than the other algorithms, as the
number of certain answer is always (at least) doubled.

Results for databases with 100, 1000, and 10,000 tuples per relations are
shown in Table8. While for the first two databases the trend is similar to the
one previously discussed, for the largest database the aware evaluation ran out
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of memory. We also ran experiments with a database having 1000 tuples per
relation, varying the null rate from 2% to 10% in steps of 2. Results are reported
in Table 9. We can see that the aware evaluation is again the one returning the
highest number of certain answers, but with much higher running time.

Discussion. The experimental evaluation has confirmed what we were expecting
from the theory (cf. [13]), that is, moving to more powerful techniques we can get
more certain query answers, but running times become higher. However, while
the gaps in running time between eager and semi-eager and between semi-eager
and lazy are somewhat mild, the gap between lazy and aware is significant.
The reason is that the aware evaluation performs the conditional evaluation
of the entire query and collapses conditions only after that. This means that
long conditions need to be kept and manipulated, which makes the technique
requiring more time and space than simpler ones. However, this has advantages
in terms of quality of the results: longer conditions allows the aware algorithm
to perform more refined analyses and thus return more certain query answers.

A natural question then arises: can we devise a technique with a behavior in
the middle of the lazy and aware evaluations? Can we improve the lazy evalu-
ation so as to return more certain query answers, drawing from the ideas that
characterize aware, but without incurring in the high running times of the latter?
We address these questions in the next section, where we propose a novel eval-
uation algorithm, called lazy™, which indeed achieves a good trade-off between
runtime and quality of the results.

4 Novel Approach

The two key features of the aware evaluation are postponing condition evaluation
until the very end (i.e., after the conditional evaluation of the entire query), and
applying a set of simplification rules to conditions.

In this section, we augment the lazy evaluation with a set of simplifica-
tion rules (to better analyze conditions), which are applied when the difference
operator is encountered. The atomic conditions involving only constants can be
evaluated immediately, and substituted by the obtained result, which can be
true or false. The set of simplification rules for conjunctions of simple conditions
involving labelled nulls is reported next:

1. Negation: =(=p) = ¢, =(p1 = p2) F (o1 # 92), ~(@1 # p2) F (o1 = p2),
(< a)kFa<p, (8 <a)k a<f, -unknown F unknown, —true F false,
and —false |- true.

2. Middle simplified: (o < B) A (B < a) F (a = B);

3. Contradiction:

(i) (@ < B) A (B*a)tfalse, where x € {<, <, =};
(ii) (a=PB) A (B # «a) |- false;
(iii) (a1 B) A (B *2 ) | false, where 3, 5" € Const, 8 < 3/, x1,%2 € {<, <, =};
(iv) (axB) A (o= ') I false, where 3, 5" € Const, § < " and * € {<,<,=}.
4. And-simplification: ¢ A\ o F @, @ Atrue - ¢, and ¢ A false F false.
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5. Fquality: (o = a) F true and (« # «) I false.

The result of applying a rule ¢’ F ¢” to a condition ¢ is the condition

obtained from ¢ by replacing every occurrence of ¢’ with ¢”. We write ¢ - ¢/,
where ¢ and ¢’ are conditions, if (i) ¢’ can be derived from ¢ by iteratively
applying rules 1-5 along with the commutativity and associativity rules, and (i)
none of the rules 1-5 is applicable to any of the conditions in [¢'], where [¢/] is
the set of all conditions that can be obtained from ¢’ by iteratively applying the

commutativity and associativity rules zero or more times. If ¢ - ¢, we say that
¢’ is a minimal condition for ¢. Intuitively, a minimal condition ¢’ is obtained
by iteratively applying rules 1-5 and the commutativity and associativity rules
until none of the rules 1-5 can be applied to ¢’ or any other condition derivable
from ¢’ by means of the commutativity and associativity rules.

There can be multiple minimal conditions of a condition ¢, but they are all
equivalent w.r.t. the commutativity and associativity rules (roughly speaking,

they differ only w.r.t. the order of their terms), that is, if ¢ F ¢’ and ¢ F ¢”
then ¢’ € [¢”"] and ¢” € [¢']. Thus, we can talk about the minimal condition of
¢, which we denote as minimal(yp).

The lazy™ evaluation is defined as follows:

Eval’" ( = RP

Eval® (Qlqu, D) = Eval’" (Q1,D) U Eval’ (Q2, D)

Eval’ (QmQQ, D) = Eval’" (Q1,D) A Eval’ (Q2, D)

Eval’ ( —Q2,D) = evaIZ(Evalﬁ(Ql,D) - evals(minimaI(EvaIﬁ(Qg,D))))
Eval’ (Q1 x Q2,D) = Eval’" (Q1,D) x Eval’’ (Qs, D)

Eval’’ (04(Q), D) = 64(Eval’’ (Q, D))

Eval’’ (72(Q), D) = #z(Eval*' (Q, D))

where eval®() and eval’() are defined as in [13].
Given a query @ and a database D, we define

Eval!" (Q, D) = {t | (¢, true) € eval*(Eval’ (Q, D))},

that is, the true answers are computed by (i) first, evaluating Evalﬁ(Q,D)7
yielding a c-table T', and (%) then, evaluating eval*(T).

5 Experimental Evaluation of Lazy™

In this section, we report an experimental evaluation of the lazy™ algorithm.

We used a database consisting of the following three relations: Person
(person_id), Manager(manager_id, salary), and Employee(emp_id, salary,
manager), where Person and Manager are complete relations and Employee
is an incomplete relation with null values occurring in the salary attribute.
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Table 10. Runtime (msecs) and number of certain answers to Qazy+ (10% of nulls).

1000 2000 3000 4000 5000

Time | #T | Time | #T | Time | #T |Time |#T |Time |#T
Lazy 92 |554|330 |1,118 663 |1,678|1,256 2,225 2,015 2,766
Lazy+ | 69 |568 299 |1,136|592 |1,706 1,123 2,269 1,786 2,836
Aware | 111 | 581 [403 |1,161 721 |1,726|1,432|2,314|2,260 | 2,880

Table 11. Runtime (msecs) and number of certain answers to Qazy+ (10% of nulls).

10000 20000 30000 40000 50000

Time | #T | Time |#T Time #T Time #T Time #T
Lazy |8,202 5,586 | 44,606 | 11,114 | 104,412 | 16,766 | 180,375 | 22,343 | 382,442 | 27,896
Lazy+ | 7,871 | 5,710 | 32,369 | 11,334 | 81,819 | 17,077 | 158,252 | 22,742 | 247,352 | 28,385
Aware | 8,758 | 5,795 | 41,996 | 11,542 | 121,299 | 17,370 | 254,284 | 23,112 | 391,270 | 28,908

Table 12. Runtime (msecs) and number of certain answers to Qa-y+ (DB size: 50,000).

2% of nulls 4% of nulls 6% of nulls 8% of nulls 10% of nulls
Time #T Time #T Time #T Time #T Time #T
Lazy | 266,452 | 28,595 | 299,288 | 28,385 | 306,495 | 28,227 | 364,515 | 28,097 | 382,442 | 27,896
Lazy+ | 220,864 | 28,701 | 275,353 | 28,618 | 280,050 | 28,534 | 255,678 | 28,498 | 247,352 | 28,385
Aware | 284,279 | 28,789 | 319,760 | 28,827 | 331,558 | 28,834 | 358,013 | 28,875 | 391,270 | 28,908

We used the following query:

Qlazyt+ = Person \ mg1(0g1=g2132>$5(0s2<2000 (Employee) x Manager).

The results of the experiments are shown in Tables 10, 11 and 12. As expected,
given a certain database, the performances of the lazy+ evaluation, in terms of
the number of certain answers, are placed, in each test, in the middle compared
to those of the lazy and the aware approaches. What is surprising (positively) is
that the execution times of the lazy+ approach not only outperforms those of the
aware evaluation (as expected), but they are even better than those of the lazy
evaluation. This highlights that the computational overhead introduced by the
reduction of the logical expressions through the application of the aformentioned
axioms, facilitates the calculation of evaluating the same expressions, leading,
overall, to a reduction in execution times.

6 Conclusion

Certain answers are a principled manner to answer queries on incomplete
databases. Since their computation is a coNP-hard problem, recent research
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has focused on developing polynomial time algorithms providing under-
approximations.

We have provided an experimental evaluation of recently proposed approxi-

mation algorithms. Results have shown some limits of more powerful techniques
in terms of efficiency. To cope with this issue, we have introduced a novel
optimized evaluation strategy and experimentally evaluated it, showing that it
achieves a good balance between running time and quality of the results.
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Abstract. This paper introduces the Future Home for Future Communities’
Smart Home, a semantic-based framework for indoor comfort metrics cus-
tomization inside a living environment. The Smart Home merges Ambient
Intelligence, Ambient Assisted Living and Context Awareness perspectives to
provide customized comfort experience to the dwellers, also leveraging on a
ubiquitous interface. The smart home leverages ontological representations of
inhabitants’ health conditions, comfort metrics and available devices to provide
dwellers with indoor temperature, humidity rate, CO, concentration and illu-
minance suitable for their health conditions and to the activities they want to
perform inside the house. Dwellers interactions within the Smart Home are
performed via the interface, while the ontologies composing the knowledge base
are reasoned and hosted on a semantic repository. Two use cases depict the
framework’s functioning in two typical scenarios: adjusting indoor temperature
and providing illuminance comfort while preparing a meal.

Keywords: Ontology - Indoor comfort customization - Ambient Intelligence -
Ambient Assisted Living + Smart Home

1 Introduction

The Smart Home (SH) has emerged in recent decades as a promising paradigm to foster
independent living among elderlies. This research field touches on Ambient Assisted
Living (AAL) [1] and Ambient Intelligence (Aml) [2] and is aimed at enhancing the
quality of life of elderlies and people with disabilities in order to foster their inde-
pendent living. While most of the literature related to the SH focuses on its architecture
[3], its functionalities [4] and the possibility to save energy [5], another branch of
literature concentrates on the SH as a set of technologies able to help aging population
to live independently and safely by proposing tailored services.

This idea of the SH requires the possibility to acquire information regarding the
dwellers and their status, their activities, the contexts they live in, and their preferences.
These pieces of information are even more important when considering dwellers
afflicted by limitations and/or disabilities, a group of persons who could enormously
benefit from tailored services while performing Activities of Daily Living (ADLs) [6].
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In this context, Semantic Web technologies can be a promising solution to tackle the
knowledge representation of information coming from the above-mentioned domains
[7]. Knowledge needs to be captured, processed, and interconnected to be considered as
relevant. Thus, exploiting the ontology — i.e. a formal and explicit specification of
shared conceptualizations [8] — to manage knowledge bases, and enriching these
ontologies by deriving new facts using reasoning techniques, can be a robust solution.

This work introduces the Future Home for Future Communities (FHfFC) project’s
SH [9], an AAL system developed to help aging population and dwellers characterized
by their impairments to live independently. FHfFC is an Italian research project aimed
at creating the “house of the future”, in which dwellers can rely on customized services
to overcome some of their impairments while performing some ADLs. The proposed
SH leverages on ontologies to represent relevant facts regarding the inhabitants and
their health status, the devices deployed in the domestic environment (sensors, actu-
ators, household appliances) and the comfort metrics that affect daily living (indoor
temperature, humidity rate, illuminance, CO, concentration) with the aim of providing
tailored comfort solutions to the SH’s dwellers.

The remainder of this paper is organized as follow: Sect. 2 highlights some of the
relevant works in the field of indoor comfort customization within a SH, focusing on
solutions leveraging ontologies; Sect. 3 delves into the FHfFC’s SH architecture, with
a specific focus on the ontologies adopted to build the knowledge base; Sect. 4 depicts
two use cases and highlights some of the SH features; finally, the Conclusions sum-
marizes the main outcomes of this paper and sketch the future works.

2 Related Work

Comfort plays a pivotal role in SHs and several works can be traced in literature; however,
most of these works focus on the possibility to produce energy saving and efficiency with
regard to the indoor comfort metrics [10—12], thus neglecting the fact that indoor comfort
is a necessary quality of the living environment — especially for elderlies and dwellers
with disabilities. With regard to the issue of indoor comfort as a necessary quality for
indoor environments, some works leveraged the use of ontologies to foster adaptation of
indoor comfort metrics. Tila et al. [13] adopted ontologies to provide a description of
indoor comfort metrics, domestic devices and context in an Internet of Things
(IoT) framework queried with SPARQL [14] and SQL. Freser et al. [15] exploited
reasoning capabilities provided by semantic modeling to develop a decision support
system to improve the quality of some indoor comfort metrics. Aeleke et al. [16] proposed
an ontology for indoor air quality monitoring and control, formalizing some of the
knowledge of the standard ISO 7730:2005. Stavropoulos et al. [17] developed BOnSAl,
an ontology for smart buildings, encompassing some concepts related to comfort. More
recently, ontologies have been adopted as a tool for representing knowledge related to the
inhabitants inside a SH [18] with the aim of fostering the customization of comfort
metrics. This approach is adopted also in [19], where the authors extend the semantic
framework to the hotel industry — thus transforming a hotel room in a “smart” environ-
ment able to personalize indoor comfort metrics. Finally, ontologies for comfort cus-
tomization have been adopted also in the field of ship cruise cabins [20], where the cabin
environment fosters both energy saving and comfort personalization.
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In the context of AmlI and CA, the FHfFC’s SH leverages ontological representation
of the dwellers and their needs — exploiting an international health-related standard — to
provide customization in several ADLs and daily-life activities. Moreover, the proposed
SH hides its complexity to the dwellers, by adopting a simple interface that assists the
dwellers in managing various aspects of the living environment.

3 The FHfFC Smart Home Architecture

This section describes the architecture of the FHfFC’s SH framework and its modules
in detail. As mentioned in Sect. 1, the possibility of enabling indoor environment
responsiveness to the inhabitants’ needs and comfort requirements plays a pivotal role
in both AmI and AAL. With regard to these contexts, this work proposes a system that
aims at providing customized comfort within the living environment; the system is also
able to take into account diverse groups of people — including dwellers with disabilities.
The proposed SH aims at adjusting the indoor comfort metrics according to the various
activities the dwellers may be performing. In this regard, the first issue to be addressed
is the physical environment and the set of smart devices deployed in it to ensure the
inhabitants’ comfort. The SH must be equipped with the necessary smart and ubig-
uitous devices to be prepared for exploitation by the framework. Thus, a solid network
of sensors and actuators is needed to sense, measure, and exchange the data both from
sensors to the application and from the application to the actuators. The FHfFC’s SH
leverages on the Home Interactive Controller (HIC) [21], a ubiquitous projected gra-
phic user interface (GUI) providing the dwellers with a tool for controlling comfort
metrics, appliances and systems within the SH. The SH also needs to “know” facts
about the inhabitants, their needs and preferences, their activities, the comfort metrics
(both indoor and outdoor); therefore, it requires a knowledge base to describe relevant
facts and reasoning systems to provide tailored adjustments to the SH’s services. The
FHfFC’s SH is composed of four different layers — as depicted in Fig. 1:

Physical Layer Semantic Knowledge base
Home Interactive Controller Dweller (health condition,

preferences, registry
records)

Sensors (luminance sensor,
user detection, Thermo-
hygrometer, CO, sensor)

Sensors, actuators and

Actuators (dimmerable their measurements
lights, HVAC system, Semantic Middleware
mechanisms for Comfort metrics
(CO, concentration,

illuminance, temperature,
humidity rate)

opening/closing windows
and doors)

Fig. 1. The overall architecture of the FHfFC’s SH and its four intercommunicating layers.

1. Physical living environment equipped with smart devices (sensors and actuators) to
be connected to the HIC;

2. The HIC, a ubiquitous projectable GUI that can be used to control the indoor
environment and provides assistance to the dwellers performing some ADLs;
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3. The semantic knowledge base including the domain ontologies, hosted on a Stardog
semantic repository [22] equipped with SL reasoner to run SPARQL Protocol and
RDF Query Language (SPARQL) [14];

4. A middleware program to communicate between (b) and (c), translating the
information from the HIC to the semantic repository (and vice versa), and also from
the sensors and actuators to the semantic repository (and vice versa).

3.1 The Physical Layer

The FHfFC’s SH is simulated within the Living Lab of Lecco (inside the CNR pre-
mises of Lecco, in Lombardy, Italy). The environment — which is a room of 4 x 6 m?,
as shown in Fig. 2 — is equipped with real kitchen furniture, while the household
appliances are simulated using Augmented Reality.

Fig. 2. A picture of the furnished FHfFC’s SH in Lecco’s Living Lab

Also, some of the actuators are simulated — such as the HVAC (Heating, Venti-
lation, and Air Conditioning) system — while other devices are deployed inside the
environment. The following sensors are positioned within the SH: an AM2320 digital
temperature and humidity sensor; a TSL2561 digital light sensor; a 3709 Adafruit
SGP20 air quality sensor breakout. Sensors measuring the outdoor comfort metrics are
simulated, such as illuminance, air quality and thermo-hygrometric sensor for mea-
suring comfort metrics outside the SH. Due to restrictions in the possibility of actuating
the real HVAC system installed in the premises and the inability of actuating real
windows and doors, the following actuators have been simulated using Virtual Reality:
the air conditioning system and the heating system, as part of the HVAC system; a
window opener actuator. While, as a real actuator, the FHfFC’s SH adopts two dim-
mable Philips HUE lights, which allows changing the intensity (i.e. the illuminance)
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and the color of the light. The process of data exchange takes place exploiting
embedded ZigBee-based IoT gateways — such as XBee [23] — which is mounted on a
Raspberry Pi device [24].

3.2 HIC: The Home Interface Controller

The FHfFC’s SH leverages on a simple interface that allows the dwellers to manage
domestic appliances, indoor comfort metrics, dweller’s personal calendar and that can
assist the inhabitants in performing some ADLs, such as the preparation of a meal — as
described further in Sect. 4.2. HIC helps to hide from the end-users the complexity of
the SH’s architecture (especially when they are elders or afflicted by impairments) in
order not to burden them; however, the interaction with the SH is fundamental to
provide benefits to the dwellers.

The HIC acts as an interactive multi-touch surface that can be run on every plain
surface of the house thanks to an interactive projector EPSON EB1430wi. This device
allows the users to operate with multi-touch gestures (tapping, pinching, zooming,
scrolling, dragging, rotating with two fingers) thanks to an infrared emitting laser unit
able to detect touches in an area up to 100 in. In addition, HIC can also be used via
tablet or smartphone, so that dwellers can use HIC as a “remote” for the whole SH in
every room — even those not provided with a projector. HIC allows regulating and
managing different activities and utilities within the living environment: (a) adjusting
the lighting within the house; (b) regulating the indoor temperature and humidity rate;
(c) providing visual assistance for meal preparation (as further described in Sect. 4.2);
(d) activating the HVAC system according to dweller’s preset preferences.

3.3 Knowledge Base and Semantic Repository

The semantic knowledge base acts as a “control center” — with special sets of rules and
reasoning logic — between the sensors and the actuators. In other words, sensors
measure the data about indoor comfort, send them to the semantic repository to be
saved and reasoned over in the knowledge base, and finally decisions provided by
reasoning process are sent back to the actuators to initiate the required action. The SH’s
knowledge base, its different domains’ ontologies, semantic repository, and reasoner
are stored on a private server to be available anytime while being protected. Thus, the
third layer of the FHfFC’s SH architecture consists of the following: (a) a set of domain
ontologies describing the dwellers, their health conditions, their registry records and
their comfort preferences, sensors and actuators; the ontologies are modeled with W3C-
endorsed language Resource Description Framework (RDF) [25] and Ontology Web
Language (OWL) [26]; (b) a set of rules defined in Semantic Web Rule Language
(SWRL) [27] to infer new pieces of information; (c) a semantic repository to upload the
ontologies on the server to allow querying, retrieving and reasoning over data to infer
new triples; and (d) SPARQL to query over the semantic repository and allowing to
insert, retrieve, and delete the information modeled in the ontologies.

The domain ontologies are modeled according to NeOn methodology [28], which
ease the identification of existing resources to be re-used. The following subsections
delve into the description of the FHfFC’s SH domain ontologies.
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Inhabitant’s Model

The dwellers are described leveraging the Friend Of a Friend [29] vocabulary to
annotate their registry records. With regard to inhabitants’ health condition, the domain
ontology leverages on the International Classification of Functioning, Disability and
Health (ICF) [30], a World Health Organization standard developed as a common
language to describe a person’s functional impairment. ICF provides a set of codes,
each indicating a specific impairment that can be completed with qualifiers in order to
state the magnitude of the impairment (1st qualifier) and — only for impairments in
body structures — the origin of the impairment (2nd qualifier) and its location in the
body (3rd qualifier). Moreover, ICF has been translated into a widely-reused ontology
[31]. The following Fig. 3 provides an example of dweller modeling.

Health .
condition b210_2_0_ Light
sensitivity”

o

Q.

3 e

3 *-qualif-yage Pt 1

hasHealthCondition

1
I . . 3 .
\Inhabitant ¢ D cﬂ‘qes A’ $2301 “Eyelid”
1 health cond. RV desz—"
1 By o mmm === »int 2
b= +string John : 1st-qualif-value
1foaf:firstNamc Des2 1

————————— i ——====—=-=—sint 2
:_foaf 135tRame S tring Wayne 1 27-qualif Value 7
Lmmmmm e = +dateTime 1947-11-25 L > int 1
| foaf:birthday 3rd-qualif- Valus
. +int 71

foaf:age

Fig. 3. An example of inhabitant’s modeling. Diamonds represent individuals, circles represent
concepts, arrows represent roles, dashed-line for datatype property, full-line for object properties.

Inhabitant’s Comfort Preferences

For each inhabitant, comfort-related preferences can be saved in the ontology. Fol-
lowing the same ontology design pattern adopted for modeling health conditions, a
dweller can specify his/her own preferences in terms of comfort metrics. The input of
the preferences can be easily performed with the HIC and the result is the creation of an
individual inside the semantic knowledge base. The compiling of the comfort prefer-
ences can be conducted by the dweller him/herself or — if he/she needs support due to
some impairments — by the care-giver. If no customized preferences are set, the
ontology relies on norms to provide the minimum amount of comfort. For visual
comfort, it relies on the European norm EN 12464-1, which sets the minimum amount
of illuminance to 200 Ix (up to 500 1x when the dweller is working on the kitchen table,
thus requiring more light); for indoor temperature and humidity rate, the ontology
models the limits provided by the Italian law 74/2013 (which sets the maximum
temperature for both winter and summer in a range between 20 °C and 22 °C). Sim-
ilarly, the ISO 16000-26:2012 standard is adopted for indoor CO, concentration (which
must be below 1000 ppm in living environments).
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Sensors, Actuators and Appliances

Sensors and actuators are modeled relying on the W3C-endorsed Sensors, Observation,
Sample and Actuator (SOSA) ontology [32], part of the Semantic Sensor Network
(SSN) ontology [33]. SOSA is a lightweight and self-contained core ontology con-
sisting of a set of classes and properties to describe sensors and actuators and their
measurements (observations). For domestic appliances’ description, the SH leverages
on the Smart Appliances REFerence (SAREF) ontology [34], a model that provides
concepts and properties to describe the functioning of devices and that shares many
similarities with SSN [35]. The possibility of re-using SOSA enables the description of
the measurements performed by the sensors, so that the measured values can be
compared to the parameters defined by inhabitant’s comfort preferences.

Set of SWRL Rules to Provide Tailored Comfort

A set of SWRL rules is developed to foster the actuation of tailored comfort metrics,
constituting a rule-based system for the provision of tailored services within the SH.
The rules can trigger the actuation of indoor lights and HVAC system. For example,
referring to the user depicted in Fig. 3, who is afflicted by a vision-related problem, the
SH can provide him with an adequate amount of illuminance by decreasing the amount
of illuminance within the living environment; the actuation is supplied via HIC and
triggered by an SWRL rule:

Dweller (?d), isInHealthCondition (?d, ?hc), HealthCondi-
tion (?hc), isDe-scribedBy (?hc, ?des),

HC Descriptor(?des), involvesICFCode (?des, b21020),
LightSensitivity (b21020), hasBQual (?des, ?q), greater-
ThanOrEqual (?q9, 2), isLocatedInRoom (?p, ?r), Room(?r),
Lighting device (?light), isDeployedIn (?light, ?r), In-
doorCustomizedIlluminance (?ill), ExternalIlluminance
(?exill), hasMeasurementValue (?exill, ?m), lessThan (?m,
250) -> setsLighting (?light, ?2ill)

The triggering of this rule requires the SH to know the dweller’s presence inside a
specific room of the house (with an occupancy sensor), so that the provision of
dweller’s customized illuminance setting can be applied.

Middleware Program

The knowledge base, hosted on the Stardog semantic repository, is connected to the
HIC with a middleware — a script designed and implemented in C#. The middleware
gets an input JSON file containing the dweller’s name as the user is detected within a
room by sensors or as the dwellers declares his/her presence; the middleware generates
a SPARQL query to retrieve the comfort preferences store in the repository and execute
the query against the Stardog server, retrieving information to be sent back to the
middleware via another JSON file — containing the required data retrieved from the
knowledge base. In order to make this happen, a dynamic program has been written in
C# language, to make the HIC application communicate and transmit data to/from
semantic repository. The program receives a JSON file containing the inhabitant’s
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name, as the user is detected, and generates a proper SPARQL query to retrieve the
comfort preferences and health conditions of this specific inhabitant from the semantic
repository. The program then run the Stardog server — the semantic based data
repository where the knowledge base is stored there — and execute the SPARQL query
made by the program. Then, the information retrieved as a result will be sent back to
the program in another JSON file.

4 Use Cases Scenarios

This Section introduces two use cases highlighting how the FHfFC’s SH can help the
dwellers in providing them tailored comfort and assist them while performing ADLs.

4.1 Tailoring Indoor Temperature and Humidity Rate

The first use case illustrates how the SH recognizes the indoor temperature and
humidity rate in summer are exceeding the customized comfort modeled in the
knowledge base. The HIC then warns the dweller and asks him whether to activate the
air conditioning system to restore the inhabitant’s preferred comfort, as depicted in
Fig. 4. Although it may seem a simple actuation, the SH helps elderlies and people
with respiratory or temperature-related impairments to benefit of a constant thermo-
hygrometric indoor comfort that suits the dweller’s health condition. The SH does not
substitute the dweller’s will by automatically actuating the HVAC; automatic actuation
can be set for inhabitants characterized by cognitive impairments, who may benefit
from a non-intrusive and automatic actuation to guarantee indoor comfort.

Ce
13-Luglio-2018

'''' Impostazioni
temperatura umidita

29°C 69%

Estate Inverno

GESTISCI LATEMPERATURA E L'UMIDITA'

Temperatura Estiva

Attenzione
Abbiamo rilevato che la temperatura
della stanza é superiore alla tua
temperatura preferita
Vuoi attivare il condizionatore?

Set for all room

Unmidita Estiva
65%

Set for all room

Fig. 4. A screenshot of the HIC warning the dweller that the indoor temperature and humidity
rate have exceeded the comfort and asking him/her whether to activate the air conditioning to
restore the tailored comfort.
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4.2 Setting Illuminance According to the Activity

The second use case demonstrates how the SH can help the dweller in both providing
tailored comfort and helping him/her in performing meal preparation, an instrumental
ADL necessary for independent living. The dweller can, in fact, declare via the HIC
that he/she wants to prepare a meal; therefore, the SH detects his/her presence inside
the kitchen and sets the illuminance according to the preferences modeled in the
semantic knowledge base. The inhabitants can then select a recipe using the HIC
projected on the kitchen table and then the GUI guides the dweller in the preparation —
as illustrated in Fig. 5.

Caprese

STEP 1

Prendete i pomodori
Rimovete i piccioli

Tagliateli a fette

CONTINUA CON LA PREPARAZIONE

Fig. 5. A snapshot of the HIC illustrating the preparation of a recipe.

This feature allows, on the one hand, to perform an essential ADL (preparing a
meal) relying on a cognitive support, while on the other hand, it ensures the most
suitable comfort metrics to perform this activity. In fact, according to the EU norm EN
12464-1 it is of pivotal importance to provide an adequate illuminance on areas where
the dwellers have to perform activities that require a certain amount of precision — such
as cutting vegetables, reading labels of ingredients, etc.

5 Conclusion and Future Works

This work introduces the FHfFC’s SH, a semantic-based framework aimed at
enhancing indoor comfort for inhabitants. The framework relies on Context Awareness,
Ambient Intelligence and Ambient Assisted Living paradigms to encompass also
dwellers with disabilities’ needs; semantic-based technologies provide a sharable and
machine-understandable representation of dwellers’ health condition and can trigger
environmental actuation to help them in performing several activities. In addition, the
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proposed SH suggests a ubiquitous interface to ease the control of several domestic
features. Future works foresee the validation of the SH framework and, in particular,
the validation of the HIC using standard questionnaires and tests — such as the Mobile
App Rating Scale (MARS) test [36], the Technology Acceptance Model 2 (TAM2)
[37] and the System Usability Scale (SUS) [38]. It is indeed fundamental to evaluate
the acceptance of these technologies among the target end-users (elderlies, people
afflicted by mild cognitive impairment or specific impairments).
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Abstract. The OWL 2 QL profile of the OWL 2 Web Ontology Lan-
guage, based on the family of description logics called DL-Lite, allows
for answering queries by rewriting, i.e. by reformulating a given query
into another query that is then directly processed by a RDBMS system
by pure querying, without materialising new data or updating existing
data. In this paper we propose a new language whose expressive power
goes beyond that of DL-Lite (in particular, our language extends both
OWL 2 QL and linear £LH, two well known DL ontology languages)
while still allowing query answering via rewriting of queries into conjunc-
tive two-way regular path queries (C2RPQs). Our language is identified
by a syntactic property that can be efficiently checked. After defining
our new language, we propose a novel rewriting technique for conjunctive
queries (CQs) that makes use of nondeterministic finite state automata.
CQ answering in our setting is NLOGSPACE-complete in data complexity
and NP-complete in combined complexity; answering instance queries is
NLOGSPACE-complete in data complexity and in PTIME in combined
complexity.

1 Introduction

Ontologies have been successfully employed in the conceptual modelling of data
in several areas, particularly in Information Integration and the Semantic Web.
An ontology is a formal specification of the domain of interest of an application,
which allows for logical inference from the union of a data set and of an ontology.
Description Logics (DLs) are a family of knowledge representation formalisms
that are able to capture a wide range of ontological constructs [4]; DLs are
based on concepts (unary predicates representing classes of individuals) and roles
(binary predicates representing relations between classes). A DL knowledge base
consists of a TBox (the terminological component) and an ABox (the assertional
component). The former is a conceptual representation of the schema, while the
latter is an instance of the schema. A common assumption in this context is the
so-called open-world assumption, namely that the information in the ABox is
sound but not complete; the TBox, in particular, specifies how the ABox can
be expanded with additional information in order to answer queries. Answers
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to a query in this context are called certain answers, as they correspond to the
answers that are true in all models of the theory constituted by the knowledge
base [16]. The set of all models (which is not necessarily finite) is represented
by the so-called ezpansion (or chase; see [8] for a relational version of the chase
procedure) of an ABox A according to a TBox 7 this is illustrated in the
following example.

Example 1. Consider the TBox 7 comprising the assertions C C A and A C
35.C, where C and A are concepts. The concept 35.C' denotes the objects con-
nected via the role S to some object belonging to the concept C; in other words,
it contains all x such that S(x,y) and C(y) for some y. The first assertion means
that every object in the class C' is also in A; the second means that every object
in the class A is also in the class represented by 35.C. Now suppose we have the
ABox A = {A(a)}; we can ezpand A according to the TBox 7 so as to add to
it all atoms entailed by (7,.A); we therefore add S(a, z9) and C(zg), where 2 is
a so-called labelled null, that is, a placeholder for an unknown value of which we
know the existence (note that, with this approach, A can be expanded further).
Given the query q defined as ¢(z) «— S(z,y), the answer to q under (7,.A)
is {a} because S(a, zp) is entailed by (7,.A); in fact, the certain answers to q
are obtained by evaluating q on the expansion and by considering answers that
do not contain nulls. If we consider the query q; defined as ¢;(x) «— C(z), the
answer is empty because zg, though known to exist, is not known.

Answers to queries over DL knowledge bases can be computed, for certain
languages, by query rewriting [8]. In query rewriting, a new query q’ is computed
(rewritten) from the given query q according to the knowledge base K = (7, A),
such that the answers to q on K are obtained by evaluating q’ on A; it is said that
q is rewritten into q' and that q’ is the perfect rewriting of q with respect to T.
The language of q’, called the target language, can be more expressive than that
of q. Query rewriting has been extensively employed in query answering under
ontologies [13,17,18]. A common rewriting technique for DLs and other knowl-
edge representation formalisms, inspired by resolution in Logic Programming,
has as the target language unions of conjunctive queries [8].

Ezxample 2. Let us consider again the knowledge base of Example 1. The perfect
rewriting of query q is the query g’ defined as g(x) «— A(z)US(z,y); intuitively,
q’ captures the fact that, to search for objects from which some other object
is connected via the role S, we need also to consider objects in A, because the
TBox might infer the former from the latter objects. The evaluation of q’ on A
returns the correct answer.

The OWL 2 QL profile of the OWL 2 Web Ontology Language—which
is based on the family of description logics called DL-Liteg [1]—is expressly
designed so that query answering can be performed via query rewriting. Data
(assertions) that are stored in a standard relational database can be queried
through an ontology by rewriting the query into an SQL query that is then
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answered by the RDBMS, without any changes to the data (for example, a
tractable rewriting was presented in [9]).

Extending the expressivity of DL-Litex may lead to the need for a more
expressive target language than SQL, i.e. than first order (FO) queries. This
occurs, for example, when qualified existential quantification is allowed on the
left hand side (LHS) of axioms, i.e., formulae of the form IR.D where R is a role
and D a concept. In this case, we say that the language is not FO-rewritable.
The following example illustrates this issue.

Ezample 3. Consider the TBox 7 = {3R.A C A} and the query q defined as
q(z) — A(x). Note that an expression of the form IR. A is forbidden in DL-Liteg.
It is easy to see that the query rewriting technique described earlier produces an
infinite union of conjunctive queries: ¢(x) «— A(z), ¢(z) «— R(z,y), A(y) and all
conjunctive queries of the form ¢(x) «— R(z,y1),. .., R(Yk, Yk+1), A(yr+1), with
k > 1. This cannot be captured by an FO-rewriting.

However, by adopting the semantic web query language SPARQL 1.1 [14],
database systems should be able to answer queries that are more expressive
than FO queries since the property paths of SPARQL 1.1 are able to express
navigational queries by defining regular expressions on predicates. In particular,
every conjunctive two-way regular path query (C2RPQ) [6] can be translated
to a SPARQL 1.1 query. Building on this, in this paper we propose a language
that extends DL-Liteg but still allows query answering via a simple rewriting
mechanism, with C2RPQs instead of SQL queries as the target language. We
allow qualified existential quantification on the LHS of axioms and identify a
property of the resulting language that allows a rewriting into C2RPQs. The
description logic resulting from this extension, which we call harmless linear
ELHTI, denoted by & EHIff", is a generalisation of both DL-Liteg [1] and linear
ELH [19].

Ezxample 4. Recall the issue in the previous example, where a finite FO-rewriting
was not feasible. In order to capture the infinite FO-rewriting, we can produce
a rewriting into a C2RPQ ¢’ defined as ¢(x) «— R*(z,y), A(y), where R* is a
regular expression denoting all finite compositions of R with itself.

Contributions. This paper extends our recent work [12] where we first proposed
exploiting the capabilities of navigational queries in order to allow query rewrit-
ing of conjunctive queries into CRPQs (not C2RPQs) under a more restrictive
DL, namely linear ££H. The contributions of this paper are the following.

— We define EEHIfLm (harmless linear ELHT), an ontology language that gen-
eralises both DL-Liter and linear £LH.

— We propose an algorithm, based on non-deterministic finite-state automata,
for rewriting instance queries (queries with a single atom in their body) into
C2RPQs under EEHIim knowledge bases.

— From the above rewriting technique we devise a query rewriting algorithm
for answering conjunctive queries (CQs), under EﬁHIﬁm knowledge bases,
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into C2RPQs. This algorithm significantly extends the tree witness rewriting
of [12,15]. Since C2RPQs can be straightforwardly expressed in SPARQL 1.1
by means of property paths, our approach is therefore directly applicable to
real-world querying settings.

The above techniques, for space reasons, are only sketched, and the reader is
referred to [11] for a detailed exposition.

2 Preliminaries

In this section we present the formal notions that we will use in the rest of the
paper.

Description Logics. Description Logics (DLs) [3] are a widely used family of
knowledge representation languages; a DL uses a FO vocabulary containing only
unary predicates (concept names), binary predicates (role names), and constants
(individual names). The description logic ELHZ™ [18,20] is derived from the
EL language (which is the core of the OWL 2 EL profile), extended with the
additional features of inverse roles (Z) and role inclusion axioms (H), but disal-
lowing conjunction of concepts on the left-hand side of concept inclusion axioms.
While we refer the reader to [20] for the details, we define syntax and semantics
of the main DL constructs that we shall use in the following.

The alphabet contains three pairwise disjoint and countably infinite sets of
concept names A, role names R, and individual names |. The alphabet also
contains a set of roles P, such that each P € P is either a role name R or its
inverse, denoted by R~ . Ontological assertions form what is called a TBox 7' ; data
are constituted by an ABox A, i.e. a finite set of concept and role assertions of the
form A(a) and R(a,b), where A € A, R € R and «a,b € |. Taken together, 7 and
A constitute a knowledge base (or KB) K = (7, A). An interpretation T [18,20]
is a pair (AZ%,-7) that consists of a non-empty countable infinite domain of
interpretation AT and an interpretation function - which assigns (i) an element
a® € AT to each individual name a, (7) a subset AZ C A to each concept name
A € A and (iii) a binary relation RZ C AT x AT to each role name R € R. We
adopt the unique name assumption (UNA), so distinct individuals are assumed
to be interpreted by distinct elements in AZ. The interpretation function % is
extended inductively to complex concepts, constructed from atomic ones, with
the following definitions.

(R = {(v,u) | (u,v) € R?}
(=P)T = (AT x AT)\ P?
T = AF

(3P.T)T = {u | there is a v such that (u,v) € PT}
(-D)T = AT\ D*
(3P.C)T = {u | there is a v € C7 such that
(u,v) € PT}
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The satisfaction relation |= for inclusions and assertions is defined as follows:

T = C C D if and only if 0% C DZ,
T = P C Qif and only if PT C Q7,
T = C(a) if and only if o € CZ,
T = P(a,b) if and only if (aZ,b?) € PZ.

An interpretation Z is a model of a knowledge base K = (7, A), written Z = K, if
it satisfies all concept and role inclusions of 7 and all concept and role assertions

of A.

Regular Languages and Conjunctive Regular Path Queries. A non-deterministic
finite state automaton (NFA) over a set of symbols X is a tuple a =
(Q,X,0,q0, F), where @ is a finite set of states, § C Q x X x @ is the tran-
sition relation, qy € @ is the initial state, and F' C @ is the set of final states.
We use L(«) to denote the language defined by an NFA «, and X* to denote the
set of all strings over symbols in Y| including the empty string €. A language
that is recognised by a NFA is also a regular language [5].

In order to define the queries below, it is assumed that there exists a count-
ably infinite set of variables V and individual names |. A term t is an individual
name in | or a variable in V. An atom is of the form a(t,t'), where ¢, ¢’ are terms,
and « is an NFA or regular expression defining a regular language over P U A.
A string s € (PUA)* is a path.

A congunctive two-way regular path query (C2RPQ) q of arity n has the form
q(x) — ~v(x,y), where x = x1,...,2, and y = y1, . . ., Y, are tuples of variables,
and y(x,y) is a set of atoms with variables from x and y. Atom ¢() is the head
of q, denoted by head(q), and v(x, y) is the body of q, denoted by body(q). The
variables in @ are the answer variables of q, while those in y are the existentially
quantified variables of q. A conjunctive (one-way) regular path query (CRPQ) is
obtained by allowing only symbols from RUA (i.e., disallowing role inverses) in
atoms. A Boolean C(2)RP(Q is a C(2)RPQ with no answer variables. A two-way
reqular path query (2RPQ) is a C2RPQ with a single atom in its body. A regular
path query (RPQ) is a CRPQ with a single atom in its body. A two-way path
query (2PQ) is a 2RPQ head(q) < a(x,y) such that o € (PUA)*. A path query
(PQ) is an RPQ head(q) « a(z,y) such that @ € (RUA)*. In both the latter
cases, « is called the path of q, denoted by path(q).

We now define the semantics of C2RPQs. Given individual names a and b,
an interpretation Z, and a regular language o over the alphabet P U A, we say
that b a-follows a in T, denoted by Z |=a 2 b, if and only if there is some
w = u...u, € L(a) and some sequence e, ...,e, with e; € AT, 0 < i < n,
such that ey = a? and e, = b%, and for all 1 <i < n : (a)if u; = A € A, then
ei1=¢e; € AL; (b) if u; = P € P, then (e;_1,e;) € PZ. A match for a Boolean
C2RPQ q in an interpretation Z is a mapping 7 from the terms in body(q) to
the elements in | such that:

(a) w(c) =cifcel;
(b) T |=n(t) < (') for each atom a(t,t') in q.
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To avoid notational clutter, we do not allow unary atoms in the body of the query,
since each atom of the form A(t), where A € A and t € V U, can be always
replaced by a binary atom A(t,z), where z is a fresh variable (that is, freshly
invented and not appearing elsewhere). However, we shall use unary atoms in this
paper, whenever this improves the legibility. It is easy to see that the query with
all binary atoms as above defined is equivalent to the original one, once we define
suitable binary predicates to replace the unary ones; the proof of this equivalence
is straightforward. We say that Z = q if there is a match for q in Z, and that
K | qif T | q for every model Z of the KB K. Also, we use the following
notation: g% := {t | T = q(t)} and ¢~ := {t | t € g for every model T of K}.
For brevity, given an ABox A, we use A = q to refer to (&,A) E q, where
(7, .A) is a knowledge base with an empty TBox.

Given a C2RPQ q of arity n, a tuple of individual names a = (ay,...,a,) is
a certain answer for q with respect to a KB K if and only if K E q(a).

3 A Rewritable Ontology Language

In this section we present a DL language, called Harmless £L£HZ*™ Description
Logic and denoted £ EHfo". Extending DL-liteg with qualified existential quan-
tification on the left-hand side of concept inclusion axioms is equivalent to allow-
ing inverse roles in role inclusion axioms in ELH ™, resulting in ELHT'™. Allow-
ing inverse roles in ELH*™ is shown in [19] to result in PTIME-completeness of
CQ answering with respect to data complexity; therefore a rewriting in C2RPQs
for this language is not feasible—if, as normally assumed, that NLOGSPACE is
a proper subclass of PTIME—since the data complexity of answering C2RPQs
is in NLOGSPACE. In fact, inverse roles allow the encoding of a conjunction of
concepts on the left hand side of axioms (as shown in the example below), which
is known to lead to PTIME-hardness ([19], Theorem 4.3).

We define our language £ ,C’HIff" by enforcing a syntactic property that does
not allow the above encoding of rules of the type C1MCy C Cs, which are known
to prevent the termination of rewriting [11]. We first convert ELHZ*™ TBoxes
to a normal form, similar to that of [2]; note that the transformation is always
possible in linear time and that the result of it is equivalent to the original TBox.

Definition 1. An ELHI'™ TBox is said to be in normal form if each of its
concept inclusions and role inclusions is of one of the following forms:

Al E A27 Al E _‘AQa IR.T E Aa EIRAl E A27
ACHR.T, RiC Ry, RiC—-Ry, Ry C Ry,

where A, A1, As € A and R,R1,Rs € R.
We now introduce some auxiliary definitions.

Definition 2. Let R and R’ be two role names appearing in an ELHI*™ TBox
L that is in normal form. If R, R’ are two roles in L and there exist Ry, ..., R,
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such that (i) R = Ry, R' = R, and (ii) for 1 < i < n either R;_1 T R, € L
or Ri_1 T R; € L, then: (a) if the number of inverse roles R; is even, we
writeR —¢ R'; (b) if the number is odd, we write R —p R'~.

We now define the harmless condition for two given roles appearing in an
ELHIY™ TBox in normal form:

Definition 3. Let R and R’ be two role names appearing in an £ELHI™ TBoxL
in normal form. If neither R —, R'~ norR' —; R™, then we say that R and
R’ are mutually harmless roles with respect to L.

We are now ready to define the class of harmless ELHI®™ TBoxes:

Definition 4. Given an ELHI'™ TBoz L in normal form, A;,As € A,
Ry, Ry € R, say that L is harmless if, whenever there is some ARy. Ay on the
left-hand side of an azxiom in L, if there exists some axiom dR,.T T As or
dR,.A1 C As in L, then we have that Ry and Rs are mutually harmless roles
with rees_pect to L. The language of all harmless ELHI*™ TBoxes is denoted by
ELHT,™.

In the next section we will show that the harmless property of the above defi-
nition allows the possibility of answering CQs by query rewritings into C2RPQs.

4 Rewriting

Rewriting conjunctive queries under ontologies is a topic that has been widely
investigated and there exists a technique for query rewriting, widely adopted
in the Knowledge Representation and Databases literature [7-9], that produces
correct rewritings (the so-called perfect rewritings [10]) that compute exactly the
set of certain answers to a given CQ when evaluated on the data. In our case such
a technique produces infinite rewritings in general, but we are able to encode the
possibly infinite steps of the aforementioned “classical” rewriting algorithm into
NFAs, then captured by 2CRPQs. This is done initially for instance (atomic)
queries composed by a single concept.

Definition 5. Let 7 be an &CHIff” TBox in normal form, X be the alphabet
PUA, and A be a concept name appearing in T. The NFA-rewriting of A with
respect to T, denoted by NFA, 7, is the NFA (Q, X, 6,54, F') defined as follows:

(1) states Sa, SF4x and St are in Q, SFa and St are in F, and transition
(Sa,A,SF4) isin 0; Sa is the initial state;

(2) for each B € A that appears in at least one concept or role inclusion aziom of
T, states Sp and SFp are in Q, SFp is in F, and transition (Sp, B, SFp)
i8in 0;

(8) for each concept inclusion axiom p € T :

(8.1) if p is of the form B T C, where B,C € A, the transition (Sc,€,5p)
8 in 6;
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(8.2) if p is of the form B T JR.T, where B € A and R € R, for each
transition (Sx, R, ST) € 0, the transition (Sx,€,Sg) is in d;
(8.3) if p is of the form AR.T C B, where B € A and R € R, the transition
(Sg,R,ST) is in §;
(8.4) if p is the form AR.D C C, where C,D € A and R € R, the transition
(Sc, R, Sp) is in ¢;
(4.1) for each role inclusion aziom T T S € T and each transition of the form
(Sc, S, Sg) € 0, the transition (Sc,T,Sg) is in d.
(4.2) for each role inclusion axiom T T S~ € T and each transition of the
form (S¢,S,Sg) € § or (S¢,S™,SB) € 6, the transition (Sc,T—,Sg) or
(Sc,T,Sg) is in §, respectively.

Example 5. Consider the TBox 7 defined by the following inclusion axioms:
JR.CCIPT,IPTC A JPTC B,3T.BC C,3S.AC Aand V C T, where
P, R, S, T,V are role names and A, B, C are concept names. Consider now
the query q = ¢q(z) «— A(z,y). First, we transform 7 into normal form, 77, by
adding a fresh concept name X and by replacing 3R.C C 3P.T by JR.C' C X and
X C 3P.T. It is easy to see that the “classical” CQ-to-FO rewriting algorithm [9]
would not terminate in this case.

Let us consider the NFA rewriting of A with respect to 7’. We construct
NFA 7. (shown in Fig.1) as follows: by (2) in Definition5 we have the tran-
sitions (SA,A SFA) (SB,B SFB) (Sc,c SFc) and (Sx,X SFx) by (5’ 5’) mn
Definition 5 and the inclusion assertions 3P.T C A and P.T C B, we have the
transitions (Sa, P, ST) and (Sp, P, ST); by (3.2) in Definition 5 and the inclu-
sion assertion X T JP.T, we have the transitions (S4,¢,Sx) and (S, €, Sx);
by (3.4) in Definition 5 and the inclusion assertions IR.C C X, 3T.B C C and
35.A C A, we have the transitions (Sx, R,S¢), (Sc,T,Sg) and (Sa,S,54);
finally, by (4.2) in Definition 5 and the inclusion assertion V' C T~ we have the
transition (S¢, V~,Sp).

The language accepted by NFA; 7/ can be described by the following regular
expression: S*((A|P|X)|(((R(T|V~))*(P|B|X|RC)))). It is easy to see that all
the infinite outputs of Rewrite(q, 7") are of the form g(z) « NFA; (=, y). For
instance, some rewritings of q follow.

q(z) < S(x,21), S(21, 22), P(22,9)
Q(x) — S(x7zl) (217 2)7 (Z )

() — R(x,21),T(21,22), R(22, 23),C(23,9)
q(x) « R(z,21),V (22, 21), R(22, 23), C(23,9)

At this point we can use the above NFA construction and, with a more
general construction that we do not include here for space reasons, we are able
to rewrite conjunctive queries into C2RPQs under EEHIff” ontologies. More
formally, given a conjunctive query ¢ and an 557‘[1%” TBox 7, for every ABox
A and any tuple a of individual names in A, we can compute a rewriting p of q,
in the form of a C2RPQ, such that (7, A) = ¢ if and only if A | p.

Theorem 1. The language of conjunctive queries is C2RPQ-rewritable under
EﬁHIﬁm knowledge bases.
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Fig. 1. NFA for Example 5.

5 Conclusions

In this paper we have introduced a new ontology language, named EE’HIff",
which strictly extends the known ontology languages DL-Liter and linear ELH.
This novel language allows for a limited use of inverse roles in ELHZ*™ while
retaining C2RPQ-rewritability.

It is possible to show, starting from our rewriting algorithm from CQs to
C2RPQs, that CQ answering under EEHIfLm ontologies is in NLOGSPACE in
data complexity and in NP in combined complexity; we are also able to show
that these bounds are tight. For a complete exposition of our techniques and
more results, we refer the reader to [11]. Since DL-Liteg and £LH are ontology
languages that have been shown to be relevant to theory and practice, a fortiori
our new language SEHIff" is relevant and efficient at the same time.

Future work includes an empirical evaluation of our rewriting algorithms
on real-world data sets, as well as an investigation of other ontology languages
that may lie within the scope of rewritability of CQs into graph queries such as
C2RPQs. In particular, it would be interesting to investigate more general ways
of introducing inverse roles into our language.
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Abstract. Question Answering Systems (QASs) are usually built
behind queries described by short texts. The explosion of knowledge
graphs and Linked Open Data motivates researchers for constructing
QASs over these rich data resources. The shortness nature of user ques-
tions contributes to complicate the problem of Entity Linking, widely
studied for long texts. In this paper, we propose an approach, called
WeLink, based on the context and types of entities of a given query.
The context of an entity is described by synonyms of the words used
in the question and the definition of the named entity, whereas the type
describes the category of the entity. During the named entity recognition
step, we first identify different entities, their types, and contexts (by the
means of the Wordnet). The expanded query is then executed on the
target knowledge base, where several candidates are obtained with their
contexts and types. Similarity distances among these different contexts
and types are computed in order to select the appropriate candidate.
Finally, our system is evaluated on a dataset with 5000 questions and
compared with some well-known Entity Linking systems.

Keywords: Entity Linking - Named entity - Disambiguation -
Linked Data

1 Introduction

Nowadays, we assist to an explosion of public and enterprises knowledge bases
(KBs) such as Freebase [1], Google Knowledge Graph, DBpedia [13], Amazon
knowledge graph. These KBs have become immediately a candidate for build-
ing advanced data storage systems such as augmented data warehouses [12] and
Question-Answering Systems (QAS). QAS has become a popular way for humans
to access billion-scale KBs [3] due to their richness in terms of data and knowl-
edge. The aim of QAS over a KB is to deliver more relevant and concise responses
by understanding the intent and the context of the user’s question [9,11]. QAS
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have been an active research area and are still dealing with a multitude of chal-
lenges. Among them, Named Entity Disambiguation or more commonly known
as Entity Linking (EL). EL is the task of linking the identified named entities
to the corresponding entries in a KB. Ambiguity happens when the entity men-
tion can be linked to more than one KB entity. Thus, disambiguating the entity
mention becomes a challenge. In general, the EL task consists of two phases:
Candidates Generation which aims to generate a set of candidates containing
the possible entities that the entity mention may refer to [18], and Candidates
Disambiguation (Ranking) to filter out the set of candidates in order to select
the most relevant ones.

EL can be performed on long texts (i.e. document). The used approaches are
generally based on the similarity between the text surrounding the entity men-
tion and the context of the entity candidate. However, for short texts (i.e. user
question), the queries are composed of few ambiguous terms, thus the ambiguity
may not be resolved because of the limited context [9].

To tackle this limit, we propose WeLink, a system to perform EL in ques-
tion over a KB. To address the lack of textual description associated with the
entity, our system expands the user question to enrich the context of the entity.
Furthermore, while other systems do not exploit entity types or are limited to
someone, such as People, Location and Organization, our system considers that
an entity may be associated with multiple related types. For instance, Paris is a
place, a city or a location. Overall, our system computes two scores of similarity:
context similarity and types similarity, and thus selects the most relevant candi-
dates. We evaluate our approach on a dataset with 5000 questions and compare
it against the state-of-art systems.

This paper is organized as follows: First, we detail some well-known systems
in Entity Linking in QAS in Sect.2. So, we describe our approach in Sect. 3.
Furthermore, we evaluate the quality of our approach and compare it with state-
of-art systems in Sect. 4, and finally, we conclude in Sect. 5.

2 Related Works

A wide range of works has been done in the area of Entity Linking. We have
selected some well-known in the Linked Data community.

DBpedia Spotlight [14] is a system for annotating documents with DBpedia.
The approach works in four phases: It recognizes the entity mention using a list
of surface forms. Then, for the candidate selection step, it generates candidate
entities. Next, to disambiguate the entity mention, it uses the context around
the entity to choose the correct DBpedia resource. The authors used a string
matching algorithm with a weighted cosine similarity measure to recognize and
disambiguate mentions.

Babelfy’s approach [16] lies on random walks and the densest subgraph algo-
rithm to tackle EL and the word sense disambiguation tasks. The author dis-
ambiguates both nominal and NE mentions occurring within a text by linking
them to their corresponding resources from the KB.



WeLink: Named Entity Disambiguation Approach for a QAS over KBs 87

TAGME [6] is a system for annotating short texts. First, the parsing step uses
an anchor dictionary (extracted from Wikipedia) to spot the mention entities in
the input text. These mentions are, next, disambiguated by selecting a pertinent
sense drawn from the page catalog: a lucene index containing Wikipedia pages.
To select the correct sense, a voting scheme is proposed to calculate a score for
each pair of mention-entity as the sum of senses votes of all the mentions in the
text. Finally, a pruning step eliminates irrelevant senses using a link probability
and the coherence between the mention and other mentions of the text.

AIDA [10] is a graph-based approach for joint entity linking in a text. The
approach defines mentions from the input text and candidate entities as a node
set. It captures the context similarities based on weighted edges between men-
tions and entities, and coherence based on weighted edges among entities. The
authors aim is to identify a dense subgraph that disambiguates a mention.

EARL [5] is a recent approach that jointly disambiguates entities and rela-
tions in the user query for QAS using a KB. The relations surrounding the
entity are considered as the context of the ambiguous one. This approach uses
two different strategies: The first is the Generalised Travelling Salesman Problem
(GTSP) and the second strategy uses machine learning to exploit the connection
density between nodes in the KG.

Table 1. Comparison of the related-works approachs

Systems Approach Input text Features
Context |Graph |Long Short | Joint EL | Query Types
based |based expansion |exploitation
DBpedia v v v v
spotlight [14]
TAGME [6] |v v v
Babelfly [16] v v v
AIDA [10] v v v
EARL [5] v v v
Our v v v v v
approach

EL can be performed on long texts (i.e., documents), which has been widely
studied for long texts where it is assumed that there is enough context for
disambiguation. Recently, short texts draw attention and particularly EL in
queries (ELQ). Queries consist of few terms which are generally considered as
noisy. Consequently, the ambiguity may not be resolved because of the limited
context [9].

The main contributions of this paper are the context expansion and types
exploitation. To exploit a context-based disambiguation approach in short text,
we expand the user’s question by extracting definitions and synonyms from Wor-
Net (Sect.3.1) in order to measure context similarity. Contrary to [5,17] that
treats entity types as a part of the relation linking task, we also exploit entity
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types, considering that each entity has multiple types, and measure the similarity

between mention types and candidate types.

In Table1, we detailed the main differences between the related-works app-

roach and our approaches.

3 The WeLink Approach

The goal of an EL system is to link the identified named entities to their cor-
responding KB resources. An overview of the proposed system is depicted in

Fig. 1.
Input pre-processing Candidates Generation module
module
mention
Input pre- String match
processing ]
Userquery —f—|
Named Entity
Recognition
l Candidates Disambiguation
module
Query expansion €~ o
(mention, contexte, types) Cosine similarity

e

!

W Disambiguated candidates

Fig. 1. WeLink approach

(candidate, contexte, types)

Input pre-processing

Contractions Tokenization P i
removal removal

p ds POS and tags
removal filtration

)

Fig. 2. Input pre-processing
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3.1 Input Pre-processing

To identify keywords, the user query is analysed using different NLP techniques.
The Fig.2 describes the significant steps of the Input pre-processing. Firstly,
contractions are converted to a full form (“don’t” is converted to “do not”).
Then, a Tokenizer is used to split the user’s query into words. The next two steps
help to remove commonly used word (like “the”, “a”, “in”, etc.) and punctuation
(like “?7, «7 “”). A POS tagger and tags filtration are applied to only keep
nouns, verbs and adjectives in order to get their synonyms.

Entity Mention Context: It is known that the context has an important role
in any disambiguation process. We consider the context of the ambiguous NE
as all the words that constitute the question. If the words used in a question
mismatch the ones used in the KB, the lexical gap problem may happens [§].
Bridging this lexical gap is needed in every QAS to improve recall by using query
expansion [11].

The concept of context differs from one approach to another. In Table 2 we
detailed the entity mention context and the candidate context as defined in each
approach.

Table 2. The definition of entity mention context and candidate context

Systems Context
Mention Candidate
EARL [5] The keywords of the Entities and relations surrounding the
user question entity
Babelfly Named entities and Semantic signatures: related concepts and
[16] concepts of the input named entities
text
DBpedia Paragraphs around Wikilinks: anchor text, link target, and
spotlight surface form the paragraph representing the context of
[14] that wikilink occurrence

AIDA [10] | All words of the input | Characteristic keyphrases or salient words

text from Wikipedia articles or similar sources
TAGME [6] | Mentions of the input Wikipedia pages

text
Our All words of the user The dbo:abstract property value which is
approach question, their a short Wikipedia description of a

synonyms and the NE resource

definition

Usually, user queries are short and ambiguous, which make it difficult to
retrieve relevant responses. A common solution is query expansion, that aims to
extract related terms in order to better represent the user’s intent. To expand
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the user’s question and thus reduce the lexical gap between the user’s question
and the KB, we use Wordnet [15] to extract synonyms of the user’s words.
Synonymy is considered as the main relation among words in WordNet. Thus,
Synsets are unordered sets of synonyms words that denote the same concept.
A synset contains a brief definition, short sentences illustrating the synset. We
utilized both, synonyms and synset definition to enrich the NE context in order
to compare it to the candidates’ context later. Figure 3 describes the steps used
to reach our goal.

WordNet

Query expansion

Named Entity | « Paris» Named entity
Recognition definition
Named Entity
User query ——> context
“What is the best district to stay in Paris?” « District»
\ Input pre- Synonyms “Paris the capital and
processing extraction largestcity of France and

international center of
culture and commerce
district territory
territorial_dominion zone”

Fig. 3. Query expansion

Entity Mention Types: A Named Entity Recognition (NER) step is used to
identify the entity mention and associate it to its type (also called category) for
instance Person, Organization, Location, etc.

An entity may be classified into multiple types. For example, Paris is a place,
a city or a location. We consider those types as different but related in meaning.
Based on that, we choose to exploit multiple types for a given entity mention.
In our previous work [2], we showed the importance of entity type in the dis-
ambiguation process. Using the entity types helped us to reduce ambiguity. We
concluded that the more the type is precise the better the results.

We used Spacy!, an open source library, for the NER step to extract the
named entities and their types, for instance : PERSON, GPE, ORG. We also
exploit their description. We explained some types and their descriptions? in
Table 3.

We use the types given by the NER step and their descriptions like it is illus-
trated in Fig. 4.

! https://spacy.io.
2 https:/ /spacy.io/api/annotation.
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Table 3. Spacy types description

Type Description

PERSON | People, including fictional

ORG Companies, agencies, institutions, etc.
GPE Countries, cities, states

Named Entity

What is the best district to stay in Paris?” ———> Recognition

—> [GPE Countries cities states ]

Fig. 4. Named entity recognition

3.2 Candidate Generation

The Candidate Generation step is as important as the Candidate Disambiguation
step. It is considered to be critical for the whole EL process [7,18]. We used
SPARQL to query Dbpedia [13] in order to generate a set of candidates. The
following characteristics are used:

String Match: We followed the features used in [4]. We used the KB properties
to extract different surface form of the ambiguous entity mention. For a partial
match, We utilized Disambiguation and Redirects properties that regroup URIs
of resources that have different names but refer to the same entity.

Table 4. The used DBpedia properties

Properties Definition

rdfs:label Wikipedia page titles

foaf:name Indicate the name of a person (string)

dbo:wikiPageRedirects URIs of synonyms, acronyms and misspellings

dbo:wikiPageDisambiguates | Regrouped URIs of resources considered to be
ambiguous

For the exact match, we used Label and Name properties to extract URIs

of resources having the same title or the same name. The used properties are
defined in Table4.

Candidate Types: For each candidate, the types are extracted using the
rdf:type property. This property states that a resource is an instance of a class.
It generally has multiple values which are URIs identifying classes. We construct
a list that contains all the types as illustrated in Fig. 5.
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rdfs:label

dbo:Place place (en)
rdf:type
rdfs:label
R Tdf:type . k
dbr:Paris dbo:Location location (en) E> [“Paris”, “Place location populated place” |
rdf:type -
P dbo:PopulatedPlace rdfs:label Populated
place(en)

Fig. 5. Candidate types

Candidate Context: In context similarity approach, the context varies from
one work to another as detailed in Table 2. Each DBpedia’s resource has a short
description contained in the value of the dbo :abstract property. In our work, we

considered this description as the context of the candidate.
The following SQARQL query is used to generate candidates based on the
mentioned features :

PREFIX dbr : <http ://dbpedia.org/resource/>

PREFIX rdf : <http ://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX rdfs : <http ://www.w3.org/2000/01/rdf-schema#>
PREFIX dbo : <http ://dbpedia.org/ontology/>

PREFIX foaf : <http ://xmlns.com/foaf/0.1/>

SELECT DISTINCT

?y 7?s (concat(group_concat(distinct ?71lt;separator=’ ’)) as 7t) ?7na
WHERE {

{<dbr :+normalized_entity+> dbo :wikiPageDisambiguates 7y}

UNION

{<dbr :+normalized_entity+_(disambiguation)> dbo :wikiPageDisambiguates ?y}
UNION

{?y rdfs :label ’+entity +’@en.}

UNION

{<dbr :+normalized_entity+> dbo :wikiPageRedirects ?y }

UNION

{<dbr :+entity+> foaf :name ?y }

?y dbo :abstract ?s FILTER (lang(?s) = "en").

7y rdf :type 7t.

OPTIONAL {7t rdfs :label 71t FILTER (lang(?1lt) = "en").}

OPTIONAL {?y rdfs :label 7na FILTER (lang(7na) "en").}

}

group by ?y ?s 7na
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3.3 Candidate Disambiguation

Selection Measures: TFIDF (Term Frequency—Inverse Document Fre-
quency) is a numerical statistic measure used in information retrieval for mea-
suring the importance of a word w to a document d in a collection C. This
measure is used as a ranking function for search engines and is was also used in
in document classification and clustering.

tfidf (w,d,c) = tf(w,d) = idf (w, C)

— TF (Term Frequency) is the number of times that a term ¢ occurs in a
document d compared to the total number of words in that document.

— IDF (Inverse document frequency) measure the weight of rare words across
all documents in the corpus. The words that occur rarely have a high IDF
score. It illustrates the importance of the word in the collection.

By applying this theoretical definitions to our approach, we consider a docu-
ment as each context of a candidate. The collection of documents is then all
the candidate contexts.

— Vector Space Model For each candidate context, we derive a term vector
weighted by TF*ICF.

— Cosine Similarity Cosine similarity is a measure of similarity between two
non-negative vectors. If v; and vy are tf-idf vectors, then:

V1.U2

cosine) = ————
[[o1]] [[v2]

where 6 is the angle between the vectors. As € ranges from 0 to 90°, because
tf-idf vectors are non-negative, cosine 6 ranges from 1 to 0. Two vectors with
the same orientation have a cosine similarity of 1 [19].

Selection Process of the Best Candidate: To select the best candidate,
we rely on two scores of similarity. First, we use the Cosine to measure the
similarity between the entity mention m context vector and each candidate c
context vector. Second, we compute the Cosine similarity between the entity
mention types vector and each candidate types vector.

Then, we attribute a global score for each candidate composed of the addition
of the two scores of similarities and the best candidate is then selected as follow:

Max(Cosine(m_context, c_context) + Cosine(m_types, c_types))

Details of our WeLink’s procedure are described in the Algorithm 1.
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Algorithm 1. Named Entities Disambiguation
1: Input : List NE of named entities m
2: Output : DBpedia resource corresponding to each input NE
3: begin
: C — EmptyList|]

4

5 candidates — EmptyList|]
6: for m in NE do :

7: C — StringMatch(ne);
8 for cin C do :

9: CosineContext — CosineSimilarity(m.context, c.context)
10: CosineTypes — CosineSimilarity(m.types, c.types);

11: T « CosineContext + CosineTypes

12: candidates.append(c, T)

13: BestCandidate < candidates[0]

14: for(int i = 0; i < candidates.lenght;i + +) :

15: if candidates[i].T > BestCandidate.T

16: BestCandidate = candidates|i]

17: return BestCandidate

18: end.

4 Experiments and Results

4.1 Dataset

LC-QuAD is the largest existing dataset for question answering over knowlege
graphs. The dataset are natural language questions. It contains 5000 questions.
Example “What are shows whose theme music composer’s home town is New
York?” [20]. We have used the annotated LC-QuAD dataset made by [5].

4.2 Metrics

To evaluate our approach we use precision, recall, and F1 measure as defined in
[18]. The precision is computed as the correctly linked entity mentions out of all
the linked mentions generated by the system. It provides how correct the results
are.

[{correctly linked entity mentions}|

recision =
P [{linked mentions generated by system}|

The recall is number of correctly linked entity mentions divided by the number
entity mentions that should be linked. It states how much information was found.

[{correctly linked entity mentions}|

=
reea |[{entity mentions that should be linked}|
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The F measure is the weighted average of Precision and Recall. The F-measure
is the harmonic mean of precision and recall. F measure describes the quality of
the results. It is calculated as follow:

2 . precision . recall

F1

precision + recall

4.3 Results

We compared our approach to the related-works systems using the LC-QuAD
dataset. The results of these systems have been reported from [17].

Table 5. Performance of related-works EL systems and our system on LC-QuAD

Dataset Author Precision | Recall | F-measure

LC-QuAD | Babelfly [16] 0.43 0.50 [0.44
AIDA [10] 0.50 0.45 |0.47
EARL [5] 0.53 0.55 0.53
WeLink 0.59 0.58 0.58
DBpedia spotlight [14] | 0.60 0.65 |0.61
TAGME [6] 0.65 0.77 10.68

We reported macro precision, macro recall, and macro F-measure in Table 5.
We obtained the third best performance. Our system performs better results
than the Babelfly, AIDA and EARL.

4.4 Discussion

By analyzing the results, we observed that 12% of named entities were not
detected, and 4% were not correctly detected for instance, in the question “Count
the number of actors in Lucy Sullivan Is Getting Married.” the NER system
returns “Lucy Sullivan” and not “Lucy Sullivan Is Getting Married”. We will
consider these cases by focusing on the Entity Recognition step to improve results
in our future work.

5 Conclusion

In this paper, we proposed a system called WeLink for Entity Linking in
Question-Answering Systems over knowledge bases that have become a seri-
ous candidate for end users due to their knowledge abundance. To well develop
our system, we first, we detailed the expansion of the user question in order to
enrich the entity mention context. Second, we suggested the exploitation of mul-
tiple entity types to add a disambiguation score. We finally compute similarities
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between the context and types of the entity mention and the entity candidate.
We have evaluated our system over 5000 questions dataset using DBpedia. We
then compared our results to related-works systems. Our system outperforms
some well-known systems.

Our work opens several directions that we currently dealing with: (i) the

exploitation of the relations between entities to increase the quality of WeLink
results and (ii) Deployment of Welink as a Web Service.
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Abstract. Arguments in argumentation-based query-answering sys-
tems can be associated with a set of evidence required for their con-
struction. This evidence might have to be retrieved from external sources
such as databases or the web, and each attempt of retrieving a piece of
evidence comes with an associated cost. Moreover, a piece of evidence
may be available at one moment but not at others, and this is not known
beforehand. As a result, the set of active arguments (whose entire set of
evidence is available) that can be used by the argumentation machin-
ery of the system may vary from one scenario to another. In this work
we propose a heuristic pruning technique for building dialectical trees
in argumentation-based query-answering systems, with the aim of min-
imizing the cost of retrieving the pieces of evidence associated with the
arguments that need to be accounted for in the reasoning process.

1 Introduction

Argumentation is a form of reasoning that has proved to be useful in different
domains, such as logic-based environments [7,16], decision making and negotia-
tion [8,15], AT & Law [2,21], and has led to the development of argumentation-
based recommender and decision support systems [5,9,17]. Briefly, it is a form
of reasoning where a piece of information (claim) is accepted or rejected after
considering the reasons (arguments) for and against that acceptance, providing
a reasoning mechanism able to handle contradictory, incomplete and/or uncer-
tain information. There exists a variety of approaches to argumentation-based
reasoning, among which we can distinguish abstract (with the work by Dung [14]
being the most widely known) and structured ones (see [6] for an overview).
Given its query-answering nature, a structured argumentation system like
DeLP [16] can be effectively used to implement decision-support or recommender
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systems (e.g., [9]). In such systems, the knowledge used for building arguments
is encoded through rules of the form premises-conclusion. However, the rules
used for building the arguments involved in the system’s reasoning process may
not be applicable at every moment. Rather, the system will only be able to use
a rule when it is capable of retrieving every piece of information (from hereon
referred to as evidence) corresponding to the rule’s premises. Taking this into
account, it could be the case that a piece of evidence required for building an
argument is available from one source at a given time, but not from others, or
not even from the same source at a different time. As a result, it could be the
case that one argument can be built at one moment (because all its associated
evidence is available, in which case we say it is active) but not at others; thus,
there is an inherently dynamic component in the argumentative process.

Regarding the pieces of evidence associated to arguments, they could corre-
spond to information mined from an external source such as a database [12] or,
more generally, the web [20]. Then, the process of building an argument comes
with an additional associated cost, which may be the financial cost of accessing a
particular database, the time for resolving a query, etc. As a result, if we account
for the cost of building an argument, as well as the dynamic nature mentioned
above, a reasonable approach for determining the acceptance status of an argu-
ment A would try to minimize the associated cost, while accounting for the fact
that arguments may not be active.

In this work we propose an approach for determining the acceptance status
of arguments that have an associated set of evidence, based on the construction
and pruning of dialectical trees [7,16]. We will work with a simplified version of
the Dynamic Argumentation Framework (DAF) proposed in [22], where argu-
ments have an associated set of evidence and might be active or inactive. Then,
by accounting for the arguments in a DAF (regardless their activation status),
we will consider the construction of potential dialectical trees. Based on those
trees, we will propose a heuristic measure to guide the construction of the active
dialectical trees, while trying to minimize the cost of retrieving the evidence
associated with the arguments in those trees. Furthermore, this measure will be
helpful for pruning branches of the active trees that do not affect the acceptance
status of the argument in the tree’s root.

The rest of this paper is organized as follows. Section 2 introduces the theo-
retical basis for our approach, including the formalization of a simple Dynamic
Argumentation Framework and a characterization of dialectical trees. In Sect. 3
we propose a heuristic measure to be used for guiding the construction of dialec-
tical trees in active scenarios. Section4 describes the algorithm implementing
the construction of pruned active dialectical trees, showing how the heuristic
measure is effectively used for that purpose. Finally, in Sect.5 we comment on
related works, discuss initial findings from empirically testing our approach, and
provide some concluding remarks.
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2 Theoretical Basis

We begin by introducing a modified version of the Dynamic Argumentation
Framework (DAF) presented in [22], which provides the basis for the devel-
opment of our approach. This version of the DAF consists of a universal set of
potential arguments, holding every conceivable argument, and the attack relation
among them. Each potential argument will be associated with a set of evidence,
which will have to be retrieved for the argument to be active at a given state of
the world. In particular, different states of the world will be represented through
sessions, and they will be identified with natural numbers (N).

Active arguments are the only ones that can be used by the argumentation
machinery to make inferences and compute the acceptance status of arguments
at a given session. Notwithstanding this, active arguments in one session could
become inactive in later sessions (e.g., when some of their associated evidence
becomes unavailable) and, analogously, inactive arguments may also become
active later. For this purpose, we will augment the DAF with a function able to
retrieve the pieces of evidence that are available in a given session (thus, allowing
to determine the active arguments in that session). Moreover, since retrieving a
piece of evidence comes with an associated cost, and this cost may vary from
one piece to another, we will equip the DAF with a function to determine the
evidence retrieval cost (expressed in natural numbers) in a given session.

Definition 1 (Dynamic Argumentation Framework). A Dynamic Argu-
mentation Framework (DAF) is a tuple (U,—,E, O, I ev), where U is the uni-
versal set of arguments, — C U x U is an attack relation, E is the universal set
of evidence, © : E x N — {T, L} is the evidence retrieval function, I : E — N
is the evidence cost function, and ev : U — 2 is a function determining the
evidence required by each argument.

Definition 2 (Active Arguments). Let (U,— E, 0, I ev) be a DAF, A€ U
and s a session. We say that A is active in s iff Ve € ev(A) : O(e,s) = T. The
set of active arguments in a session s is denoted Ag C U.

To determine whether an argument is active in a given session, we need to
be able to retrieve all its evidence in that session. As discussed before, it may
be the case that some piece of evidence € is available in a session s but another
piece € is not. Since every attempt of retrieving a piece of evidence through the
© function comes with an associated cost (as determined by the I" function), we
want to minimize the use of ©. Hence, to be able to keep track of the evidence
that has been attempted to be retrieved so far in a session (both successfully
and unsuccessfully), we define the notion of session state as follows.

Definition 3 (Session State). Let (U,— E, 0,1 ev) be a DAF and s a ses-
sion. A session state is a tuple o = (s,CE,ME), where CE,ME C E, Ve € CE :
O(e,s) =T, and Ve’ e ME : O(¢/,s) = L.

A session state identifies the set of evidence that has already been collected in
the session (current evidence), and the set of evidence that has been attempted
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to be retrieved and found missing in that session (missing evidence). Therefore,
when using the © function to try to retrieve a piece of evidence ¢ in a session state
o = (s,CE,ME), a new session state will be obtained depending on its outcome.
That is, if ©(¢,s) = T, then the new session state will be o’ = (s, CEU{e}, ME);
otherwise, the new session state will be o” = (s, CE, ME U {¢}).

The DAF yields a graph of arguments connected by the attack relation. Given
a session, an active subgraph could be considered, containing only active argu-
ments. In argumentation, the challenge consists in finding out which arguments
prevail after all things considered (i.e., those arguments that are accepted under
some criterion). In this paper we will adopt an approach that consists on resolv-
ing queries about arguments by building tree structures for determining their
acceptance status, considering only the arguments that may attack or defend
them according to the attack relation [7,16].

We define a potential dialectical tree as a tree structure where every node is
associated with an argument, and the children of each node correspond to attack-
ers of the associated argument. Also, no argument can be considered more than
once within the same branch, and each branch of the tree should be exhaustive
in the consideration of attackers.

Definition 4 (Potential Dialectical Tree). Let 7 = (U,—,E, 0, I ¢v) be a
DAF and A € U. The potential dialectical tree TP(A) for A is a tree structure
where:

1. The root of TP(A) is labeled with argument A.

2. Given a node N labeled with B in TP(A), VC € U such that (C,B) € —, if
there is no ancestor of N in TP(A) labeled with C, then there exists a node
N’ in TP(A) such that N’ is labeled with C and N' is a child of N.

Note that there will be a single potential tree for each argument in U. We refer
to the tree as “potential” since it accounts for every argument in the universal
set and thus, for every attack in the attack relation. However, since arguments
(thus, the attacks involving them) may be active or not depending on the session,
to determine the acceptance status of an argument A we just need to account for
the active arguments in that session. The notion of active dialectical tree aims
at capturing this intuition.

Definition 5 (Active Dialectical Tree). Let 7 = (U,—,E,0,I,¢e0) be a
DAF, s a session, Ag the set of active arguments in s, and A € Ag. The active
dialectical tree Ts(A) for A in s is a tree satisfying clauses 1 and 2 from Defi-
nition 4, where every node in Ts(A) is labeled with an active argument A’ € Ag.

To determine the acceptance status of an argument A in a session s, the
following marking criterion is applied over Ts(.A): leaves are marked U (unde-
feated); a non-leaf node is marked D (defeated) iff it has at least one child
marked U, otherwise, it is marked D. Finally, a query for an argument A in a
session s is resolved in terms of the marking of its active dialectical tree: if the
root of T5(A) is marked U, argument A is accepted in session s; otherwise, A
is rejected in that session.
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TP(A)

(b))

(a)

Fig. 1. (a) The potential dialectical tree TP(.A) for argument A, and two active dialec-
tical trees for A: (b1) Ts:(A) in session S1 and (b2) Ts2(.A) in session Sa.

Definition 6 (Query and Answer). Let 7 = (U,—,E, 0,1, ¢0) be a DAF, s
a session, Ag the set of active arguments in s, and A € U. The answer for a

query about argument A in session s is accepted iff the root of Ts(A) is marked
U, and rejected iff A ¢ Ag or the root of Ts(A) is marked D.

Ezample 1. Consider TP(A), the potential dialectical tree for an argument A,
depicted in Fig. 1(a). Each node in the tree is depicted as a triangle; the argument
labeling the node is inside the triangle, and the pieces of evidence associated with
the argument are depicted below the triangle. Suppose that © is such that the
every piece of evidence, except from ey, can be retrieved in session S;. Similarly,
suppose that the only pieces of evidence that cannot be retrieved in session
Sy are eg and eg. Then, Figs.1(b;) and (bs), respectively illustrate the active
dialectical tree for A in session S; and S;. Given the difference in the set of
active arguments in sessions S; and So, the answer for a query about A is:
accepted in session S (the root of T's;(A) is marked U) and rejected in session
Sa (the root of Tsz(A) is marked D).

The marking criterion introduced above can be optimized, so that the chil-
dren of a node N are considered only up to the point where we find a children
N’ marked as U. In order to capture this behavior, we introduce the notion of
pruned active dialectical tree, following the and-or pruning technique of [11].

Definition 7 (Pruned Active Dialectical Tree). Let T5(A) be the active
dialectical tree for A in a session s, N the set of nodes in Ts(A), and E the set
of edges in Ts(A). A pruned active dialectical tree Ps(A) for A in session s is
a tree rooted in A with a set of nodes Ny C N and a set of edges E, C E, such
that VN € Np: if N has a child N' marked Uin Ts(A), then N has ezactly one
child marked Uin Ps(A).

Given an active dialectical tree, different pruned versions of it can be
obtained, depending on the order in which attackers are considered. To illus-
trate this, let us consider the following example.

Ezample 2. Consider the active dialectical trees Tg;(A) and Ts2(A) from
Example 1. On the one hand, Pg;(A),, depicted in Fig. 2(a), is the pruned ver-
sion of Tgs; (A) obtained by considering the child D of C before £. Alternatively,
if £ is chosen before D, we obtain the pruned active dialectical tree Pg;(A),
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shown in Fig. 2(b). On the other hand, for Tss(.A), if the child C of A is chosen
before B, we obtain Pgs(.A), as depicted in Fig.2(c). In contrast, by choosing B
before C, we obtain the tree Pgy(A), illustrated in Fig. 2(d).

P, A% 1 PulA), /N

D
eleZ2e3™ =
AU

H
e3 .
: Ber O

(b) (©) @

Fig. 2. Two pruned active dialectical trees for Ts;(A) and Tsg(A) from Example 1.

As mentioned in the introduction, in this work we will propose a technique for
building dialectical trees for determining the acceptance status of arguments to
resolve queries, while trying to minimize the evidence retrieval costs for obtaining
them. Driven by this goal, in the next section we propose a heuristic measure
that can be used for guiding the construction of pruned active dialectical trees.

3 Related Evidence and Heuristic Measure

Here, we will propose a heuristic measure for guiding the construction of active
dialectical trees in order to prune those subtrees with the highest evidence
retrieval cost. For that purpose, given a node N labeled with an argument A
in a potential dialectical tree, we will first determine the set of evidence related
to that argument, which includes every piece of evidence required to build the
potential subtree rooted in it. Then, the cost associated with the related evidence
set will account for the costs of attempting to retrieve each piece of evidence in
the set, as specified by the I" function.

Note that, given the possibility of pruning active dialectical trees, an argu-
ment located in a deep level of a potential tree is less likely to be constructed in
an active scenario than another argument located in a higher level of the tree.
In general, the probability of trying to retrieve a piece of evidence in an active
scenario decreases as the depth of the argument requiring that piece of evidence
increases. Hence, when determining the related evidence of an argument in a
potential tree, we estimate its cost accounting for these issues.

Definition 8 (Related Evidence and Cost). Let N be a node labeled with
argument A in a potential dialectical tree TP and CIF € (0,1] a constant repre-
senting the cost impact factor of a piece of evidence. We define the set of related
evidence of N in TP and its cost as:

RelEv(N, TP) = {(e, I'(¢€) x CIFY) | € € ev(Arg), Arg € ({A} Udesc(N, TP))}
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where L = minLevel(e, subTree( TP, N)) is the lowest level of a node in the subtree
of TP rooted in A that is labeled with an argument requiring the piece of evidence
€'; and desc(N, TP) returns the set of arguments that label the descendants of
N in the potential tree TP.

The related evidence cost given in Definition 8 provides an estimation of the
actual cost of building an active dialectical tree. In particular, the reduction by
CIF aims at adjusting the impact the cost of a piece of evidence has in the final
cost, depending on its location on the tree. Finally, the reason why we consider
the lowest level, is that it corresponds to the level of the argument requiring that
piece of evidence that is more likely to be constructed.

Ezample 3. Consider the potential dialectical tree TP(A) from Example 1. Let
us assume that CIF = 0.5, and I'(e1) = 8, I'(e2) = 7, I'(e3) = 2, I'(eq) = 20,
I'(es) =9, I'(eg) = 3, I'(ez) = 1, I'(eg) = 6, I'(eg) = 4. The related evidence
and cost for the different argument nodes in TP(A) is:

Rel Ev(A, TP(A)) = {(e1,8 % 0.5%), (e2,7 * 0.5%), (e3, 2  0.5%), (es, 6 * 0.5),
(e4,10 % 0.5%), (e5,9 * 0.5%), (eq, 3 * 0.5%), (e7, 1 % 0.5%),
(e9,4 % 0.52)} = {(e1,8), (e2,7), (e3,2), (es, 3), (€4, 5),

(65, 2.25), (66, 0.75)7 (677 0‘25), (697 1)}

RelEv(B, TP(A)) = {(es, 6 % 0.5°), (e4,10 * 0.5°)} = {(es, 6), (€4, 10)}
A)) = {(e3,2 % 0.5%), (e5,9 * 0.5"), (es,3 * 0.5"), (e7, 1 ¥ 0.5%),
(es,6 % 0.5%), (€9, 4 % 0.5")} = {(e3,2), (e5,4.5), (es, 1.5),
(6770'5)7 (6873)7 (6972)}

RelEv(C, TP(

RelEv(D, TP(A)) = {(es,9 % 0.5°), (e6,3 % 0.5°), (e7,1 x 0.5°)} = {(es5,9), (es, 3),
(677 1)}

RelEv(E, TP(A)) = {(es, 6 % 0.5%), (e9, 4 % 0.5°)} = {(es, 6), (e, 4)}

Note that the calculus of the related evidence and cost only uses information
from potential dialectical trees; specifically, it accounts for the pieces of evidence
required by the arguments labeling the nodes and the level of such nodes. As a
result, for every node in every potential tree, it is possible to determine its related
evidence and cost during precompilation, avoiding any runtime cost during the
system’s query-answering process in an active scenario.

Next, using the information about the related evidence and cost for a given
argument node in a potential dialectical tree we define the heuristic evidence
cost for that node. This measure will be used for guiding the construction of
the active dialectical tree in a particular session, with the aim of minimizing the
evidence retrieval cost for building it.

Definition 9 (Heuristic Evidence Cost). Let N be a node in a potential
dialectical tree TP and o = (s,CE,ME) a session state. The heuristic evidence
cost of N in o is:

1 'We consider that the root of a tree is in level 0, its children are in level 1, and so on.
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HeurEvCost(N, TP,0) = Zc
(e,¢) € RelEv(N, TP)Ne ¢ CE

Ezample 4. Continuing with our example, let o = (51, {e1,e2,e3},0) be the
session state after building argument node A in session S;. Then, we have
HeurEvCost(B, TP(A),0) = 16; HeurEvCost(C, TP(A),oc) = 11.5 (note
that eg is in the current evidence set, so its associated cost is disregarded);
HeurEvCost(D, TP(A),0) = 13; and Heur EvCost(E, TP(A),o) = 10.

Differently from the calculus of the related evidence and cost, the heuristic
evidence cost requires the consideration of information from the session state
and thus, cannot be obtained during precompilation time. However, since the
biggest part of the calculus involves determining the related evidence and its
cost, the computation during execution time simply reduces to sum up the cost
of the pieces of related evidence (determined during precompilation) that are
not in the set of current evidence from the given session state.

4 Building Pruned Active Dialectical Trees Through the
Consideration of Heuristic Evidence Cost

In this section we propose an approach for using the heuristic measure introduced
in Sect. 3 to guide the construction of dialectical trees in an active scenario. This
measure will help to decide which branch of a tree should be explored at each
time (thus which arguments are to be built next). Also, the tree building process
will exploit the possibility of pruning branches that can be dismissed in order to
determine the acceptance status of the root argument.

The process for building active dialectical trees is shown in Algorithm 1.
Since the construction of an active tree involves the construction of its subtrees
(following a Depth-First Search strategy), the algorithm is designed for building
the subtree rooted in an argument, given its ancestors. In particular, given an
argument A, if A is established as the root and we consider an empty set of
ancestors, the algorithm will in turn build the active dialectical tree rooted in
A. The structure of a node in Algorithm 1 contains an argument, its marking
and a set of child nodes, therefore, a tree is represented directly by the node
corresponding to its root argument.

It should be noted that the active tree returned by Algorithm 1 is a pruned
tree. That is, once an argument node has been marked as U in the active tree,
its unexplored siblings from the corresponding potential tree are dismissed. As
a result, by guiding the selection of argument nodes through their heuristic evi-
dential cost, the final cost of building the active pruned trees is reduced. Also,
even though Algorithm 1 does not make explicit reference to a session, informa-
tion from the session state is used by the canBeBuilt and the heuristicSort
functions (which are in turn used by Algorithm 1 and are discussed below).

The construction of a single argument in a session state is handled by the
function canBeBuilt. Given the abstract nature of arguments in our approach,
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Algorithm 1. Builds the pruned active subtree of a given argument

Function: prunedActiveSubTree(.A, Root, Ancestors)

Input: an argument A, the root argument Root of an active dialectical tree,
and a set of arguments Ancestors representing the ancestors of
argument node A in the active tree rooted in Root

Global : A DAF (U,—,E,0,T,¢v)

Result: A Pruned (sub)Tree

1 NodeA — createNode(A, U);

2 Attackers — {B | (B, A) € —};

3 OrderedAttackers <« heuristicSort(Attackers, Root);
4 while OrderedAttackers # () do

5 B — getFirst(OrderedAttackers);
6 if B ¢ Ancestors then
7 if canBeBuilt(3) then
8 NodeB < prunedActiveSubTree(B3, Root, Ancestors U {A});
9 NodeA «— addChild(NodeA, NodeB);
10 if mark(NodeB) = U then
11 NodeA — setMark(NodeA, D);
12 L return NodeA;
13 OrderedAttackers <« remove(B, OrderedAttackers);
14 OrderedAttackers <« heuristicSort(OrderedAttackers);

15 NodeA «— setMark(NodeA, U);
16 return NodeA;

this task reduces to determining whether the argument is active or not. In other
words, we simply have to find out whether we can successfully gather all its
evidence in the given session. Furthermore, since attempting to retrieve a piece
of evidence through the use of the © function comes with an associated cost (as
specified by the I' function), to determine whether an argument can be built
we will try to use the @ function as little as possible. Therefore, our strategy
will reutilize every piece of evidence that was already fetched during the session,
avoiding to pay the retrieval cost more than once. On the other hand, when
attempting to build an argument that has a piece of evidence already found to
be missing in the session, such argument will be immediately discarded. Finally,
every time the © function is used to attempt to retrieve a piece of evidence
(paying the corresponding cost), the sets of current and missing evidence are
updated, leading to a new session state.

Once an argument node N is built (initially, the root argument), we need to
account for the children of N in the potential tree and then decide which subtree
we will attempt to build next. For this purpose, the function heuristicSort
is used for sorting a set of attackers from lowest to highest value using our
proposed heuristic measure. In particular, as mentioned in Sect. 3, to calculate
an argument’s heuristic evidence cost, the function makes use of the current
session state, more specifically, of the set of current evidence.
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Ezample 5. Let us consider the resolution of a query about argument .4 through
the construction of its pruned active dialectical tree in session S;. After building
the argument node A we obtain the session state o = (51, {e1,ea,e3},0}) and
we have the empty set of ancestors. We establish {B,C} as the set of attack-
ers of A and obtain a list sorted by their heuristic evidence cost (lines 2 and
3 in Algorithm 1). As shown in Example4, HeurEvCost(B, TP(A),c) = 16
and HeurEvCost(C, TP(A),0) = 11.5. As a result, the sorted list returned
by heuristicSort is [C, B] and C is chosen next (Algorithm 1, line 5). Then,
since argument C is not in the set of ancestors and is buildable in o (because
es, the only piece of evidence it requires, is in the current evidence set), we
proceed to build the pruned dialectical subtree rooted in C (Algorithm 1, line
8). The process of building the subtree for C is then analogous, by consider-
ing the set of ancestors {4} and the new session state; however, since the only
piece of evidence required by C was already in the current evidence set, the ses-
sion state obtained after building C continues to be o. The set of attackers of
C is {D,&} and, by Example4, we have Heur EvCost(D, TP(A),o) = 13 and
HeurEvCost(E, TP(A),o) = 10. So, the ordered list of attackers is [£,D] and
argument & is chosen next. We are then able to build argument £ (because its
pieces of evidence eg and eg are available in session S7) and, since it has no
attackers to be considered, it is marked as U. Consequently, C can be marked as
D, pruning the branch corresponding to the argument node D. As a result, we
go back to the construction of the tree rooted in A and consider the remaining
attacker B. Then, since the piece of evidence e4 cannot be retrieved in session St,
argument B is not buildable. Finally, since A has no other attackers, we come
up with the pruned dialectical active tree Pg;(.A),, depicted in Fig.2(b), whose
root is marked Umeaning that argument A is accepted in session Sj.

5 Related Work and Conclusions

In this paper we proposed a heuristic measure used for building pruned dialecti-
cal trees in argumentation-based query-answering systems, with the aim of min-
imizing the cost of retrieving the evidence associated with arguments in a given
active scenario. Since the same piece of evidence may be available or unavailable
in different scenarios (thus, leading to different sets of active arguments in each
case), our approach inherently deals with a dynamic component.

Recently, there has been an increasing interesting in studying the dynamic
nature of argumentation [13], and this has also become evident with the inclusion
of a dedicated track in the latest edition of the International Competition of
Computational Models of Argumentation (ICCMA) [1]. In particular, approaches
like [3,4,19] address the incremental recomputation of extensions of a Dung’s
abstract argumentation framework after some updates have been performed.
Our approach aligns with these works in the sense that, in order to determine
the acceptance status of a given argument, we only seek to account for those
arguments (also, the interactions) that affect it. However, since those works
are aimed at identifying sets of extensions of a given framework (hence, the
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acceptance status of every argument), to determine the acceptance status of an
argument 4 they may also require to consider (thus, attempt to build) arguments
whose acceptance status is affected by A, but which do not affect the acceptance
status of A; consequently, they may incur in unnecessary costs.

Another difference between our proposal and the above mentioned works is
that, in their approaches, after the updates have been performed the entire set of
arguments of the framework is known to be active. In contrast, in our approach,
the dynamic component is the available evidence. Then, since the changes on the
set of evidence are not known beforehand, we still have to attempt to retrieve the
evidence associated to the arguments, not knowing whether they will be active
or not. As a result, our proposal relates to works like [10] and [22] that put more
focus on the way in which the set of active arguments changes. In particular, our
work is most closely related to [22], since we considered the variation of available
evidence, determining the active arguments at each time.

A preliminary empirical testing of our approach, the heuristic evidence cost-
guided pruned active tree building process (CGPT), showed promising results.
We tested it against a non-guided process for building pruned active dialectical
trees (NGPT), which does not sort the set of attackers of a node but randomly
selects one attacker from the set as the next node to be considered.

We ran a simulation involving the generation of DAF's and potential dialecti-
cal trees, with two parameters: TreeNodeCount (amount of nodes in the potential
dialectical tree, with values ranging between 100 and 900) and DeactCuota (%
of missing/deactivated evidence in a given session, with values ranging between
1 and 30). For each combination of values we built 500 DAFs and performed
100 evidence deactivations (with the corresponding % of DeactCuota) per DAF,
each of which was considered for building a potential dialectical tree (i.e., 500
potential trees were built, each of which was considered under 100 scenarios with
different sets of available evidence). Then, for each of these potential trees and
scenarios, we built the pruned active dialectical trees following the CGPT and
NGPT approaches. Finally, for each combination of parameters, we obtained
the average cost of building an active tree under each approach (referred to as
TreeEvidCost), where the cost associated with the construction of an active tree
is determined by adding up the cost of the retrieved pieces of evidence and the
cost the pieces of evidence found missing.

The results showed that CGPT significantly reduces the TreeEvidCost in all
cases. In general, the cost reduction obtained with CGPT over NGPT increases
with the tree size, going from 30% to 70%. Furthermore, the deactivation cuota
also affected the results, with smaller percentages of missing evidence leading
to obtaining greater cost reductions; specifically, the cost reduction goes from
20% to 50% as the amount of available evidence increases. Finally, as part of
future work, we plan to test our method against other approaches like [18], which
defines a heuristic measure for building pruned active dialectical trees based on
the notion of argument strength.
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Abstract. In this paper we describe a method for efficient argument-
based inquiry. In this method, an agent creates arguments for and against
a particular topic by matching argumentation rules with observations
gathered by querying the environment. To avoid making superfluous
queries, the agent needs to determine if the acceptability status of the
topic can change given more information. We define a notion of stability,
where a structured argumentation setup is stable if no new arguments
can be added, or if adding new arguments will not change the status of
the topic. Because determining stability requires hypothesizing over all
future argumentation setups, which is computationally very expensive,
we define a less complex approximation algorithm and show that this is a
sound approximation of stability. Finally, we show how stability (or our
approximation of it) can be used in determining an optimal inquiry pol-
icy, and discuss how this policy can be used to, for example, determine
a strategy in an argument-based inquiry dialogue.

Keywords: Computational argumentation - Inquiry

1 Introduction

When performing inquiry or information seeking, an agent gathers information
from the environment such that it can form an opinion on a particular topic.
There are different strategies that one can consider for an agent [3,7,11]. We
propose a method for capturing agent inquiry policies in a way that is efficient
— both computationally and in terms of the length of the inquiry process. The
knowledge of the agent is modelled as a structured argumentation setup similar
to ASPICT [8]. A set of possible queryable literals (observations which can be
made in the future) is also defined as part of the argumentation setup. Given
these queryable literals and the arguments that follow from the current observa-
tions, it can then be determined whether the topic is an acceptable conclusion
[4], and which future observations (i.e. answers to queries) could conceivably
change the acceptability of this conclusion.
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In order to avoid making superfluous queries we define a notion of stability:
an argumentation setup is stable if given the possible queries no new arguments
can be added or adding new arguments will not change the acceptability of the
topic. Concretely: does an argument for the topic exist, is this argument in the
grounded extension [4], and can future answers to available queries change these
facts? It is computationally complex to generate all arguments given the current
observations and then calculate the grounded extension. Extra complexity is
added for inquiry because one has to hypothesize on the possible results of future
queries. We therefore we propose a considerably less complex approzimation
algorithm for determining stability. We also show that this algorithm provides a
sound approximation of stability: if the approximation algorithm, for example,
determines that the topic is acceptable, it is guaranteed that the topic is in the
grounded extension and further observations cannot change this.

The proposed inquiry method is currently applied in practice for crime inves-
tigation. As an example throughout the paper, we use a simplified version of the
domain of internet trade fraud (e.g. scammers on eBay or fake online stores), and
specifically the situation where a complainant files an official complaint with the
police. Structured argumentation is an obvious way to model the practical and
legal rules concerning a crime [10]. Crime investigation should also be performed
efficiently, as investigative actions (questioning the complainant, requesting the
counterparty’s bank details) inevitably come with a cost. Furthermore, investi-
gation is a stochastic process, as investigative actions are not guaranteed to yield
new information — the complainant might, for instance, not know the requested
information. Our method takes these aspects into account. The method shows
how the argumentation setup can be used to construct a Markov-decision pro-
cess that represents the inquiry task. Any suitable technique can be used to
approximate the optimal policy given the MDP (e.g. dynamic programming
or reinforcement learning). Roughly speaking, the argumentation aspect of the
method determines what kind of information is still relevant, and the policy
learning aspect determines which relevant information to inquire about next.

Due to limited space we had to abbreviate examples and proofs. For the
interested reader we provide extended examples and full proofs!. The rest of
this paper is structured as follows. In Sect.2 we discuss our base argumenta-
tion formalism. In Sect. 3 we then describe stability, that is, how to hypothesize
over possible future observations, and an algorithm that approximates stabil-
ity, and give soundness and complexity results for the approximation algorithm.
Section 4 discusses our inquiry policy. Section 5 discusses related work and Sect. 6
concludes the paper.

2 Base Formalism

The base formalism for argumentation draws upon ASPICT [8] for structured
argumentation and Dung’s grounded semantics [4] for abstract argumentation.

! Extended examples and proofs: https://preview.tinyurl.com/y656r3ek.
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From ASPICT the concepts of a topic language, knowledge base and defeasi-
ble rules are used. The concepts of queryable literals and a topic are added to
these. The queryable literals are those literals in the topic language of which an
observation might be made. The topic is a special literal of interest for which
the agent aims to get a stable opinion. Together, these components are referred
to as an argumentation setup as defined below. For notation convenience we use
—[ to negate a literal [, i.e.. —l = p if [ = =p and —] = —p if [ = p, for some
propositional atom p.

Definition 1 (Argumentation Setup, AS). An argumentation setup AS is
a tuple AS = (L, R, Q,K, ) where:

- L is a logical language consisting of propositional literals, such that if l € L
then also —l € L.

- R is a set of defeasible rules p1..pm = q S.t. P1,.eyPm,q € L. P1...pm are
called the antecedents of a rule and q the consequent. The antecedents of a
rule are unordered. We refer to a rule p1...pm = q as ‘a Tule for q’.

- QC{l e L|l #—p} is a set of non-negated queryable literals.

- K C L, such that ¥Vl € K : (=)l € QAN =l ¢ K, is a knowledge base of
observations which is a consistent set of literals.

- 7€ L is a topic.

Ezample 1. As an example, let AS = (L, R, Q, K, 7) be an argumentation setup
for a simplified fraud scenario. Figurel depicts the topic language and rules.
We abbreviate in formal examples the literals in the graph to the parenthesized
literals. In this example £ consists of literals made of the atoms f, cp, ¢, p, s and
w, where ‘f” stands for ‘this is a case of fraud’, ‘¢’ for ‘the complainant delivered’,
‘cp’ for ‘the counterparty delivered’, ‘p’ for ‘the complainant paid’, ‘s’ for ‘the
complainant sent a product’ and ‘w’ for ‘the wrong product was delivered’. The
rules are given by R = {p = ¢, s = ¢, (-ep,¢) = f, w = cp, w = —~f}. In
the graph we represent a rule with an ‘&’ that points to its consequent and is
undirectionally connected to its antecedents. The idea behind the rules is that
if the complainant delivered in the trade but the counterparty did not, then
defeasibly the setup is a case of fraud. If a wrong product was delivered, then it
is defeasibly not a case of fraud. Finally, if a wrong product was delivered then
arguably the counterparty delivered in the trade, but this could be overruled by
the fact that the complainant considers the ordered product to not have been
delivered. The queryable literals are given by Q = {p, s, w, ¢p}. This means that
for instance the complainant can be queried for whether he/she paid. As the
topic we take 7 = f. We will consider different knowledge bases throughout the
examples.

As per ASPIC*’s formalism, an argument is an inference tree that is con-
structed through the application of rules. The starting points for constructing an
argument are the observations in the knowledge base. They are arguments them-
selves and on top of them new arguments can be made. Cyclic arguments are
forbidden to avoid an infinite number of arguments. This is enforced by requiring
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that the conclusion of an argument cannot occur in any of its subarguments. The
inference function that gives the arguments for a given argumentation setup is
defined next.

Definition 2 (Inference, I). Let AS = (L,R,Q,K,7) be an argumentation
setup. An argument is an inference Ay...A,, — c¢ such that Ay...A,, is an
unordered set of arguments called its premises and ¢ € L is its conclusion. We

refer to Ay...Ap, — c as ‘an argument for ¢’. The arguments of AS are given by
I(AS):

- P—celI(AS) iff ce K.

- A1 Ap — ¢ € I(AS) iff Ar.. A, are in I(AS) and their conclusions are
C1.--Cm, and there is a Tule ¢1...c,y = ¢ € R, and ¢ does not occur in any of
the arguments Ay...A,,.

Ezxample 2. Consider the previously defined argumentation setup and let the
knowledge base be K = {p,—¢p} (the complainant paid but the counterparty
did not deliver). For this example I(AS) = {41 = (0 — p), Az = (0 — —cp),
As = (A1 — ¢), Ay = (As, A3 — f)}. Hence, given this knowledge there is an
argument for fraud.

Arguments may attack and/or defend fraud ~fraud
each other. An argument A attacks an ) -h
another argument B if A’s conclusion T
negates some conclusion of a subargument & ~delivered_cp
of B (a premise attack) or B’s own conclu- | (~cp)
sion (a rebut). In the first case, the attack delivered_c delivered_cp
is one-sided (from A to B), in the other (© (cp)
case it is two-sided. There is one excep- TL T
tion; an argument cannot be attacked & & & &
on a premise or i‘Fs conclusion. if that pellj &Ln &c'mg _J
premise/conclusion is an observation. The ) () ()
reasoning behind this is that an observa- ~paid  ~sent ~wrong
tion is a low-level directly observed piece (~p) (~8)  (~w)

of evidence and not defeasibly inferred.

An argument A can defend another argu- Fig.1. A graphical representation of
ment B if A attacks attackers for B. The the example topic language and rules.
notion of attack and defense are defined Queryable literals are underlined.
next.

Definition 3 (Attack, Defense). Let AS = (L, R, Q,K,T) be an argumenta-
tion setup. For two arguments A, B € I(AS) we say that A attacks B iff A’s
conclusion is ¢ and —c occurs in B and —c ¢ K. A set of arguments X C I(AS)
defends an argument A € I(AS) iff for each B € I(AS) that attacks A there is
a C € X that attacks B.

The acceptability of arguments is determined by Dung’s grounded semantics
for abstract argumentation [4].
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Definition 4 (Grounded Extension, G). Let AS = (L,R,Q,K,7) be an
argumentation setup. The grounded extension G C I(AS) of AS is the smallest
set of arguments (w.r.t. set inclusion) such that:

— There is no pair A, B € G such that A attacks B (conflict-free), and
- G={A e I(AS)|G defends A} (complete)

Example 3. Consider the previously defined argumentation setup and let the
knowledge base be K = {p, —cp, w} (the complainant paid and the counterparty
delivered the wrong product). For this example I(AS) are the arguments in
Fig. 2. The attack relation is also shown in Fig.2. The grounded extension for
this example is {A1, Ag, A3, As}. Note that without the observation w, as in
the previous example, the argument A4 for fraud would be in the grounded
extension. Hence, extra observations may change whether or not an argument is
in the grounded extension.

3 Hypothesizing over Future Observations

An inquiry agent tries to form a stable opin- Ajq: @>p As: ob—>w
ion on its topic literal. An argument for a literal

can be non-existent, in the grounded extension, Ay: @F>~cp —>Ag: Ag—=>cCp
or outside the grounded extension. In the lat-

ter case, the argument might be attacked from Agz:A{F>C A Agh—=> ~f
within the grounded extension or otherwise from f

outside the grounded extension. These four cases A4 A2,Agk> f

indicate different belief-statuses. If the status

of the topic cannot change by executing more F¥ig: 2. A graphical representa-
queries, then the argumentation setup is called tion arguments and their attack
stable. The possible future argumentation setups relation (the ar‘row}?). Boldt;?cs
are all those setups where the queryable literals :i%::slgl: are In the grounde
are put in a current knowledge base as either

positive or negative. Stability of an argumenta-

tion setup is defined below.

Definition 5 (Future setups, Stability, F'). Let AS = (L, R, Q,K,7) be an
argumentation setup. The set of all future setups F(AS) consists of all setups
(L,R,Q,K',T) such that K C K'. AS is stable iff any of the following holds:

— Unsatisfiable: For each AS' € F(AS) there is no argument for T in I(AS")

— Defended: For each AS’ € F(AS) there is an argument for T in the grounded
extension of AS’

— Out: For each AS" € F(AS) there is an argument for T in I(AS") but all
arguments for T are attacked by an argument in the grounded extension of
AS’

— Blocked: For each AS’ € F(AS) there is an argument for T in I(AS") but
not in the grounded extension of AS’ and at least one argument for T is not
attacked by an argument from the grounded extension of AS’
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Ezample 4. Let us consider the previous example again where K = {p, ~cp,w}
and the arguments and attack relation are shown in Fig.2. The blocked case
applies because there exist arguments for f and —f (A4 and A7) and they are
both outside the grounded extension. Furthermore, the only queryable literal
that is left is s, which cannot influence this situation if s or —s is observed.
Consider also the setup where K = {¢p}. For this setup no argument can possibly
exist for f because all potential arguments require —cp. Therefore, in that setup
the unsatisfiable case applies. If s, =w and —cp are observed, then there exists
an argument for f in the grounded extension and no further observations (i.e.
p or —p) can change this. Therefore in that case the defended case applies.
Finally, in this example the out case can only apply for the literal —cp. This
happens when w and cp are observed. In that case w is a basis for an argument
for cp whilst —cp’s observation unilaterally attacks that argument.

A brute-force method for determining stability would be to calculate all pos-
sible future setups and then for each setup calculate the grounded extension to
see whether the topic is stable. This results in possibly 3/2! different setups to
calculate the grounded extension for. The number of arguments in the grounded
extension given n = |£| is maximally n-g(n), g(n) = (1+g(n))"~!. The runtime
complexity of this approach would be unpractical. Therefore a less complex app-
roach to this task is preferable. The following labelling is an approximation of the
task. The idea behind it is that rules and literals are labelled, where labels relate
to the cases of stability. The labelling is defined as follows. After the definition
and an example we discuss the soundness and complexity of the labelling.

Definition 6 (Labelling, L). Let AS = (L,R,Q,K,T) be an argumentation
setup. A labelling L is a partial function that assigns a label from {U,D,O, B}
to literals and rules. Literals that are in Q but not observed (I,—1 ¢ K) are not
labelled. For the other literals and the rules the labelling is defined as follows:

Case U literal: | € L is labelled U iff either: (A) No rule exists for | and if
(=)l € Q then —l € K. (B) There are rules for I and they are labelled U and
l€K.

Case U rule: r € R is labelled U iff any of its antecedents is labelled U .
Case D literal: | € L is labelled D iff either: (A) 1 € K. (B) There is a rule
for U labelled D, —1 & K and there is no rule for —1. (C) There is a rule forl
labelled D, —1 € K and there are rules for —l but they are all labelled U or O.
Case D rule: r € R is labelled D iff all its antecedents are labelled D.
Case O literal: | € L is labelled O iff either: (A) There exists a rule forl
labelled D, O or B and —l1 is labelled D. (B) There are rules for | of which
at least one is labelled O and the rest is either labelled O or U.

Case O rule: r € R is labelled O iff at least one antecedent is labelled O and
the rest is labeled D, B or O.

Case B literal: [ € L is labelled B iff [, -l & Q and either: (A) A rule forl
and a rule for —1 is labelled D or B. (B) There are rules for | of which one
1s labelled B and the rest is either labelled U, O or B.
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Case B rule: r € R is labelled B iff at least one antecedent is labelled B and
the rest is labeled B or D.

Ezxample 5. Figure 3 shows the labelling for the example argumentation setup
where IC = {p, ~cp, w}. As expected given the previous example, the f literal is
labelled B. Consider also the setup where K = {cp}. The labelling for that setup
labels —¢p U due to case ‘U literal A’. Consequently, the rule ¢,—cp = f is
labelled U due to case ‘U rule’. Finally f is labelled U because of case ‘U literal
B’. Hence, as discussed in the previous example, for the example argumentation
setup where K = {cp} the topic f is unsatisfiable. In the ‘extended examples
and proofs’ document we discuss more examples.

Note that alongside possible future obser-

vations, other literals can also be unlabelled. fr%‘?dB ~f(rNafL)1dB
In particular, as long as the topic remains

unlabelled it means that more information is TD .
required. The labelling of an argumentation & ~deliversd_off

(~cp)
setup is a sound approximation of stability. |

This means that if the topic is labelled, then ~ delivered ¢ delivered_cp°

the argumentation setup is stable. The fol- () (cR).
lowing two propositions together show this. T TD 5
As the method is an approximation there 8P & & &
are cases where a literal might be stable but paljD &lnt wrclmdj l
unlabelled. The proof for Proposition 2 in the (R) (s) (w)
‘extended examples and proofs’ document? ~paid’ ~sent ~wrong
contains such an example. (~p) (~8) (~w)

Proposition 1. Let L be the labelling of an  pig. 3. Labelling of Fig.2 given
argumentation setup AS = (L, R, Q,K,7). If K = {p,w,—cp}. Boldface literals
for a rule r = (p1..pm = ¢) € R: L(r) € arein K and underlined literals are
{D, B, 0} then there exists an argument for queryable.

¢ in I(AS).

Proof Sketch: By following the labels D, B and O from literals to rules we must
end up in observed literals. Hence, if a rule is labelled D, B or O then we can
follow the labelling until we end up with a set of observed literals. The observed
literals, and the rules that were passed by following the labelling, can be used to
construct the argument for c.

Proposition 2. Let AS = (L, R, Q,K,7) be an argumentation setup and L be
its labelling. If L(T) = U, D, O or B then AS is stable because of the unsatisfi-
able, defended, out, or blocked case of Definition 5, respectively.

Proof Sketch: The different labels are “introduced’ under the stated property and
their propagation through the rules to other literals preserves this property. U is
introduced if a literal | has no rules for it and is unobservable (possibly due to

2 Extended examples and proofs: https://preview.tinyurl.com /y656r3ek.
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—1 being observed). Hence, no argument could exist for l. D is introduced for
observed literals and hence for such literals an argument is guaranteed to exist
that is in the grounded extension. O is introduced if a rule for a literal | can be
applied to make an argument but —I is observed. Hence every argument for 1 is
unilaterally attacked by an argument in the grounded extension. B is introduced
if for I and —l there exists at least one argument that is not attacked by an
argument from the grounded extension.

U 1is propagated through rules if for a rule at least one premise is labelled
U. This indicates that the rule cannot be applied to construct an argument for
its conclusion. If a literal has only U-labelled rules then therefore mo rule can
be applied to construct an argument for that literal. D is propagated if for a
rule all premises are labelled D. This indicates that if the conclusion cannot
have a rebutter, then this rule can be applied to construct an argument for in
the grounded extension. So an unobservable literal becomes D if this holds. O
is propagated if for a rule all premises are not unsatisfiable (so arguments can
be made) but at least one is O, indicating that there will always be a unilateral
premise attack from the grounded extension to arguments based on this rule.
Which is why literals with only O-applicable rules are labelled O. B is propagated
if for a rule if at least one of its premises is labelled B and the others are D
or B-labelled. This indicates that every argument based on this rule will have a
unilateral attacker on one of its premises. However, this attacker has a bi-lateral
attacker that rebuts it. Hence arguments based on this rule will be attacked but
not by arguments in the grounded extension. Therefore if a literal has only rules
that are labelled U, O or B then the labelled becomes B.

Finally, we aim to improve upon the complexity of the brute-force method of
determining stability. The following proposition discusses the big-Oh complexity
of labelling an argumentation setup.

Proposition 3. Let AS = (L,R,Q,K,7) be an argumentation setup. The
labelling L of AS can be constructed in O((|L| + |R])?).

Proof Sketch: A simple algorithm for the labelling works as follows. We can start
with the set LUR minus the literals from L that might be observed in the future.
Then, we iterate through the cases of Definition 6 until no case applies anymore.
Any time a case applies for a literal or rule, we remove it from the set. Worst-
case, the set shrinks one-by-one until the empty set is reached (every literal/rule
has a label) in which case a quadratic number of passes through the cases has
been executed (0.5 * (|L| - |R|)?).

4 Optimizing Inquiry Policies

An inquiry policy returns a query to execute given an argumentation setup and
available queries. In the following, we show how to model the inquiry setting as
a Markov Decision Process (MDP) for which the optimal policy can be obtained
by standard methods. An MDP consists of actions, states, a transition function
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and a reward function. For the actions we take the queries that are available. A
query can be executed once during a dialogue.® A state in the MDP is a pair of
an argumentation setup and a set of available queries. After executing a query
it is removed from the available queries and the setup may change because new
observations might be added to the knowledge base.

The transition function tells us what the probability of a transition from one
state to the next is when executing some query. For example, observing that a
wrong product was received increases the probability of observing in the future
that the complainant paid. We cancel out illegal transitions by setting their prob-
ability to zero. As for the reward function; we generate positive reward when a
stable argumentation setup is reached from an unstable setup. Any transitions
among unstable setups are negative because a query was executed. The tran-
sitions among stable setups are considered neutral. The labelling of Sect.3 is
applied to approximate stability. Finally, the optimal policy immediately follows
from the MDP. The best action to execute give a state is the query which maxi-
mizes the expected reward. By maximizing reward, the policy will minimize the
expected number of executed queries before reaching a stable setup.

Definition 7 (Argumentation MDP, policy, M,r). Let AS = (L,R,Q,
K, 7) be an argumentation setup and F(AS) be all its possible future setups. An
argumentation MDP M for AS is a tuple (Q, S, 0,1), where:

- Q is a set of queries

- 8 = F(AS) x 29 is the state space

- 0:5xQ xS —[0,1] is the transition function which returns the probability
of the next state being so € S given some state s1 € S and query q € Q.
Furthermore, §(s1,q,s2) = 0 if the knowledge base of AS; is not a subset of
that of ASs, or if q is not available (q & Q1), or if Q2 # Q1 \ {q}.

-1 : S8 xS — 1is the reward for transitioning from s; = (AS1,Q1) € S to
s9 = (AS3,Q2) € S and is given by: r(s1,82) = |Q1| if T is labelled in the
labelling of ASs but not ASy, r(s1,s2) = 0 if 7 was already labelled in the
labelling of ASy, else r(s1,s2) = —1.

The policy m: S — Q is given by:
VSl - (ASI>Q1) S S 7T-(81) = aTgmaxqu1252e55(817q,82)(7‘(31,52) + V(SQ))
where: V(s3) = Xs,e50(s2,m(82), 83)(r(s2,83) + V(s3)).

Example 6. Consider a policy for the MDP that belongs to the argumentation
setup of the previous examples. A query can be any action that potentially
leads to some observations. For this example we take Boolean queries that only
have single queryable literal for which they may lead to an observation. Let
the queries be Q = {p?,s?,w?,¢p?}. For a query z? assume that its execution
results in x or —x being added to the knowledge base. The policy may then look
like the one that is shown in Fig.4. Note that for simplicity’s sake, we assume

3 Note that, if desired, the same query can be ‘copied’ multiple times in the formal
model to allow for repeated execution.
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Fig. 4. Part of the example policy. These are the reachable states/actions from the
empty observation set (i.e., zero probability transitions are omitted). States with stable
setups are boldface and the label of the topic f is shown as well for such states.

some (implicit) probabilities for the transitions. From the policy it can be read
that first it queried whether the counterpary delivered (partially) upon his/her
promise. If not, then it is queried whether a wrong product was delivered. If
so, then it is queried whether the complainant paid, or otherwise whether the
complainant sent a product. In both situations, if the answer is negative, then the
last query is executed. Note that in the example policy, after the user answered
negative to ‘cp?’ and positive to ‘w?’, that the label for fraud cannot be D in the
future. It depends on an application whether this might be a reason to halt the
execution. Formally, the system still executes queries because the reason why
the label is not ‘D’ is still unstable.

Roughly speaking, for our real-world applications the argumentation system
provides information on what queries are relevant and the policy then chooses
among the relevant queries. We apply various techniques to make the policy such
as dynamic programming and g-learning. The policy itself can also be used in
different ways. In one of our applications it guides a dialogue with the user and
in another it prioritizes database queries. Similarly, the argumentation setup has
different applications. It can be used to determine what information is relevant
but also provide argumentation-based explanations for the agent’s decisions.

5 Related Work

A typical argument-based inquiry is a so-called inquiry dialogue [3,7], in which
arguing agents collaborate to answer some question the answer to which is not
known by the individual agents. Our setting is different in that the informa-
tion source of our agent is not necessarily another arguing agent: a query can
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be implemented as an utterance in an argumentation dialogue, but it can also
for instance be a query on a database. Thus, our optimal query policy can be
used to determine an efficient strategy for inquiry dialogues, but it can also be
used outside such dialogues. Furthermore, as already discussed in Sect. 3, in our
setting the agent can only query observations, whereas in an argument inquiry
dialogue the other agent (i.e. the agents that “answers” the query) can also pro-
vide an argument, making these dialogues slightly more flexible. However, in the
existing work on inquiry dialogue strategies [3,11] only exhaustive strategies are
defined, which simply perform all queries, that is, the agent keeps asking ques-
tions even if it already has an argument for its topic, or if adding new arguments
cannot, change the status of the topic. Such exhaustive strategies are both inef-
ficient (in terms of the length of the inquiry process) and computationally very
expensive. While there is work on developing more optimal policies or strate-
gies for argumentation dialogues (see [9] for a fairly recent overview), some of
which shows some similarities with our work in their use of (in their case par-
tially observable) MDPs for defining policies [6], this existing work all focuses on
strategies for so-called persuasion dialogue, in which the agent tries to convince
an opponent of some conclusion. Furthermore, this existing work is all based
on abstract argumentation frameworks [4], in which only arguments as single
entities (propositions, nodes) and their attacks are considered, and there is no
argument structure that includes inferences based on a knowledge base. Work
on inquiry that does not explicitly use arguments is [5], in which the authors
propose a four-valued logic with the truth values true, false, inconsistent and
unknown, which, broadly speaking, are similar to the current paper’s Defended,
Out, Blocked and Unsatisfiable stability cases. Like [3], the strategies for inquiry
discussed in this paper are all exhaustive and hence not efficient.

With respect to the idea of stability, much of the work on argumentation is
more concerned with the static situation: given the knowledge we have now, what
are the acceptable arguments. A notable exception is by Ballnat and Gordon [1].
This work looks at determining which possible future additions to a knowledge
base might change the acceptability of a conclusion. They do not use their basic
ideas for determining optimal policies, however, nor do they discuss the com-
plexity and approximation results we provide in this paper. The idea of stability
also has clear links to what is called the enforcing problem [2]: given a set of
arguments, can we modify this set by adding or removing arguments and con-
flicts so that some argument from the original set becomes acceptable? The work
that exists on this topic, however, again only deals with abstract argumentation
frameworks.

6 Conclusion and Future Work

In this paper we have described a policy for efficient argument-based inquiry —
that is, a policy that minimizes the expected number of queries required to reach
a stable setup in which the acceptability of some conclusion cannot change any
more given a stochastic environment. OQur approach is efficient in a number of
ways, computationally as well as with respect to the inquiry process itself.



A Method for Efficient Argument-Based Inquiry 125

By rewarding an agent that reasons towards a stable argumentation as quickly
as possible we ensure that only the minimum required number of queries is
executed to draw a stable conclusion.

By approximating the notion of stability we make determining or learning
the policy feasible in terms of computational complexity.

Finally, by defining the policy by means of an MDP we allow the agent to
avoid executing queries that are likely to be unsuccessful.

As for future work we want to further explore the notion of stability in struc-

tured argumentation, taking into account the possibility of rules, preferences
and attacks being added through queries. We also intend to see how we can
further embed the policy in argument dialogues between agents. Finally, our
implementations of this method are leading to best-practices (e.g. to deal with
noisy observations) which we aim to publish publicly.
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Abstract. In this paper we present the DAQAP, a Web platform for
Defeasible Argumentation Query Answering, which offers a visual inter-
face that facilitates the analysis of the argumentative process defined in
the Defeasible Logic Programming (DeLP) formalism. The tool presents
graphs that show the interaction of the arguments generated from a
DeLP program; this is done in two different ways: the first focuses on the
structures obtained from the DeLP program, while the second presents
the defeat relationships from the point of view of abstract argumenta-
tion frameworks, with the possibility of calculating the extensions using
Dung’s semantics. Using all this data, the platform provides support for
answering queries regarding the states of literals of the input program.

Keywords: Defeasible Argumentation -
Abstract argumentation frameworks -
Argumentation-based query answering

1 Introduction

In structured argumentation, we assume a formal language for representing
knowledge, as well as specifying how arguments and counterarguments can be
constructed from that knowledge. This allow to describe arguments, attacks,
and defeats [2]. The research community has recently developed new tools for
argumentation that are useful for analyzing the structure of different kinds of rea-
soning. It is often claimed that structuring and visualizing arguments in graphs
is beneficial and provides faster learning, since the visualization of arguments
and relationships between them can be seen more clearly compared to plain
text [4]. Apart from the tools focused on the visualization, there also exist auto-
mated reasoning systems and argument assistance systems. The first automati-
cally performs reasoning on the basis of the information in the knowledge base,
while the second assists one or more users in the formulation, organization, and
presentation of arguments [21]. The main difference between them is that, while
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automated reasoning systems can do reasoning tasks for the user, argument assis-
tance systems do not reason themselves; the goal of assistance systems is not to
replace the user’s reasoning, but to assist the user in their reasoning process.

In this paper we present a Web platform called DAQAP (Defeasible Argu-
mentation Query Answering) that offers a visual interface that facilitates the
analysis of the argumentative process defined in the DeLP formalism [8]. This
platform has the characteristics of both an argument assistance and automatic
reasoning system, since on the one hand it allows the automatic construction
of arguments and an argumentative process based on a knowledge base, and on
the other hand it presents this information through graphs in a clear way to
the user, allowing them to analyze the argumentative process. Furthermore, it is
possible to calculate and display the extensions for Dung’s semantics (grounded,
stable, preferred, and semistable) for the graph, as well as different intersections
of such corresponding extensions.

This paper is organized as follows. In Sect. 2 we discuss work related to visu-
alization tools for argumentation. Section 3 presents the basic concepts of Defea-
sible Logic Programming and Abstract Argumentation Frameworks, which are
central to the platform. Then, Sect. 4, presents the platform’s features, architec-
ture, and functionalities. Finally, Sect.7 discusses some aspects of the interface
and future work, along with our conclusions.

2 Related Work

It is often claimed that structuring and visualization of arguments is a powerful
method to analyze and evaluate arguments, as well as to offer faster learning.
Since this task is laborious, researchers have turned to develop software tools
that support the construction and visualization of arguments and argumenta-
tive structures in various representation formats, such as graphs or tables [4].
As a result, there are several argument visualization tools [11], such as Arau-
caria [15], Athena [13], Convince Me [17], Belvedere [19], Reason!Able [20], and
Grafiz [5]. Typically, some of these tools produce “box and arrow” diagrams in
which premises and conclusions are formulated as statements. These are repre-
sented by nodes that can be joined by lines to display inferences, and arrows are
used to indicate their direction.

Some of these tools (Belvedere, Convince Me, and Reason!Able) have in com-
mon that they are education-oriented and designed to teach critical thinking or
discussion skills, and are tested in an educational setting. However, important
discrepancies exist between them; for example, Belvedere and Reason!/Able are
entirely designed to assist argument construction and analysis, while Convince
Me produces causal networks. Reason/Able [20] is an educational software that
supports argument mapping to teach reasoning skills. The argument trees con-
structed by this tool contain claims, reasons, and objections. Reasons and objec-
tions are complex objects that can be unfolded to show the full set of premises
and helping premises that are underlying them.
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Another tool is Araucaria [15], a software for analyzing arguments that helps
users to reconstruct and diagram a given argument using a point-and-click inter-
face. The user moves the text of discourse containing an argument as a text file
into a box in a windows of interface, and then highlights each statement (premises
and conclusions). Each highlighted statement appears as a text box in another
window, and the user can then draw an arrow representing each inference from
a set of premises to a conclusion. The outcome is an argumentation chain that
appears as an argument diagram. Once the argument has been fully diagrammed,
it can be saved for further use in a format called AML (Argument Markup Lan-
guage). Araucaria was the first argument visualization tool to incorporate the
use of argumentation schemes.

More recent tools to work with argumentation with visualization features
include OVA+, OpMAP, and AVIZE. OVA+ [16] (Online Visualization of Argu-
ment) is an interface for the analysis of arguments online and is accessible from
any Web browser. The tool was built as a response to the Argument Interchange
Format (AIF) [14] — it is a tool allowing what the AIF has advocated for, i.e.
the representation of arguments and the possibility to exchange, share, and reuse
the argument maps. The most interesting feature is the possibility of saving the
analyses in the AIF format either locally or to AIFdb [12] and add them to a
dedicated corpus (created beforehand) in the AIFdb Corpora. OpMAP [3] is a
tool for visualizing large scale, multi-dimensional opinion spaces as geographic
maps. It uses probabilistic degrees of justification and Bayesian coherence mea-
sures to calculate how strongly any two opinions cohere with each other. The
opinion sample is, accordingly, represented as a weighted graph — a so-called
opinion graph — with opinion vectors serving as nodes and coherence values as
edge weights. Finally, AVIZE (Argument Visualization and Evaluation) [10] is
an argument diagramming tool. Its goal is to aid users in the construction and
self-evaluation of real-world arguments in the domain of international politics.
AVIZE provides a set of argument schemes as cognitive building blocks for con-
structing argument diagrams.

3 Background

An argumentation framework is defined as a pair composed of a set of arguments
and a binary relation representing the attack relationship between arguments.
Here, an argument is an abstract entity whose role is solely determined by its
relations to other arguments [7]. To determine which argument are able to survive
the conflict, a well-defined systematic method is needed; such formal methods
to identify conflict outcomes for any argumentation framework are called argu-
mentation semantics. Two main approaches to the definition of argumentation
semantics are available in the literature: the labelling-based approach and the
extension-based approach [1].

The idea underlying the labelling-based approach is to give each argument
a label. A sensible choice for the set of labels is: in, out, and undec, where the
label in means the argument is accepted, out means the argument is rejected, and
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undec means that whether the argument is accepted or rejected is a matter of
opinion. The idea underlying the extension-based approach is to identify sets of
arguments, called extensions, which can survive the conflict together and thus
represent collectively a reasonable position an autonomous reasoner might take.

If we want a more detailed formalization of arguments than is available with
abstract argumentation, we can turn to structured argumentation. In the liter-
ature there are several formalisms that are based on this idea; some of them
are ABA, ASPIC+, Defeasible Logic Programming (DeLP), and deductive argu-
mentation [2]. In particular, DeLP offers a computational reasoning system that
uses an argumentation-based mechanism to obtain answers from a knowledge
base represented using an extended logic programming language with defeasible
rules. This combination generates a computationally effective system together
with a reasoning model similar to the one used by humans that facilities its use
in real-world applications. The tool we present in this work is based on DeLP
and we focus on the extension-based approach to calculate the extensions for
Dung graphs generated from DeLP programs in the Web tool.

3.1 Defeasible Logic Programming

Defeasible Logic Programming (DeLP) combines results of Logic Programming
and Defeasible Argumentation. A DeLP program P is a set of facts, strict rules,
and defeasible rules. Facts are ground literals representing atomic information or
the negation of atomic information using strong negation “~”. Strict Rules rep-
resent non-defeasible information noted as @« «— f1,...,3,, where « is a ground
literal and (B;~¢ is a set of ground literals. Defeasible Rules represent tentative
information noted as o —< f1,..., 3,, where « is a ground literal and 3;~¢ is a
set of ground literals. When required, P will be denoted (II, A) distinguishing
the subset IT of facts and string rules, and the subset A of defeasible rules. From
a program (I, A), contradictory literals could be derived; nevertheless, the set
1T must possess certain internal coherence — no pair of contradictory literals can
be derived from I1. Strong negation can be used in the head of a rule, as well as
in any literal in its body. In DeLP, literals can be derived from rules as in logic
programming; a defeasible derivation is one that uses at least one defeasible rule.

The dialectical process used in deciding which information prevails as war-
ranted involves the construction and evaluation of arguments that either support
or interfere with the query under analysis. In DeLP, an argument A is a min-
imal set of defeasible rules that, along with the set of strict rules and facts,
is not contradictory, and derives a certain conclusion «; this is noted as (A, o).
Those arguments supporting the answer for a given query can be organized using
dialectical trees. A query is issued to a defeasible logic program (I, A) in the
form of a ground literal «.

A literal «v is warranted if there exists a non-defeated argument 4 supporting
a. To establish if (4, ) is a non-defeated argument, defeaters for (A, «) are
considered, i.e., counter-argument that by some criterion are preferred to (A4, a).
An argument A; is a counter-argument for A, iff A; U Ay UIT is contradictory.
Given a preference criterion, and an argument A; that is a defeater for As, A; is
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called a proper defeater if it’s preferred to As, or a blocking defeater if is equally
preferred or is incomparable with As,.

In DeL.P, the comparison criterion is modular, i.e., one can define its own cri-
terion. Two criterion that are commonly used are generalized specificity [18] and
priority between rules. Since defeaters are arguments, there may exist defeaters
for them, and defeaters for these defeaters, and so on. Thus, a sequence of argu-
ments called argumentation line is constructed, where each argument defeats its
predecessor. To avoid undesirable sequences that may represent circular of fal-
lacious argumentation lines, in DeLLP an argumentation line must be acceptable,
that is, it has to be finite, arguments cannot appear twice, and supporting (resp.,
interfering) arguments must be non-contradictory.

Clearly, there might be more than one defeater for a particular argument.
Therefore, many acceptable argumentation lines could arise from one argument,
leading to a tree structure. This is called a dialectical tree because it represents
an exhaustive dialectical analysis for the argument in its root. In a dialectical
tree, every node (except the root) represents a defeater of its parent, and leaves
correspond to non-defeated arguments. Each path from the root to a leaf corre-
sponds to a different acceptable argumentation line. A dialectical tree provides
a structure for considering all the possible acceptable argumentation lines that
can be generated for deciding whether an argument is defeated.

Given a literal o and an argument (A4,«) from a program P, to decide
whether « is warranted, every node in the tree is recursively marked as “D”
(defeated) or “U” (undefeated), obtaining a marked dialectical tree Tp(A): (1)
all leaves in 7p(.A) are marked as “U”s; and (2) let B be an inner node of 7p(A),
then B will be marked as “U” iff every child of B is marked as “D”. Thus, the
node B will be marked as “D” iff it has at least one child marked as “U”. Given
an argument (A, o) obtained from P, if the root of 7p(.A) : is marked as “U”,
then we say that 7p(A) : warrants « and that « is warranted from P. In this
way, the DeLP interpreter takes a program P, and a DeLP-query L as input, and
returns one of the following four possible answers: YES, if L is warranted from
P; NO, if the complement of L is warranted from P; UNDECIDED, if neither
L nor its complements are warranted from P; or UNKNOWN] if L is not in the
language of the program P.

4 Defeasible Argumentation-Based Query Answering

The Web platform that we present here consists of an interface to visualize via
graphs the interaction of the arguments generated from an input DeLP program.
We distinguish two sections: the first is dedicated to the analysis of the structures
obtained from DeLP (arguments and defeats) and its interactions; the second
analyzes those defeat relationships in a Dung graph environment. In the following
we present a summary of the platform’s architecture, and we then focus on the
DeLP and Dung analysis in turn.
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Fig. 1. The DAQAP platform architecture.

4.1 Architecture

The DAQAP platform is based on a client-server architecture. The client sends
the input DeLP program to be processed by the DeLP core hosted on a com-
pute server; the DeLLP core is responsible for generating the arguments, the rela-
tionships between them (sub-argument and defeat), and determining the status
of each argument, for which it generates and analyzes the dialectic trees. The
resulting data is then sent in JSON format to the client, where it is graphically
presented. Figure 1 presents a general outline of this architecture.

DAQAP Workflow (Fig. 1). The user enters the DeLP program to be analyzed
along with a preference criterion (rule priority or specificity). A syntactical anal-
ysis is performed and if the program does not contain errors it is sent to the Web
server (1). Then, the Web server sends the program and the instruction to be
executed by the DeLP Core hosted on the compute server (A). The DeLP Core
module is responsible for generating the arguments and the relations between
them (sub-arguments and defeats), and for returning the data in JSON format
to the Web server (B) so that, after verifying the response, it can be sent to the
client so that the data can be presented (2). This corresponds to the DeLP anal-
ysis, in which it is possible to obtain all arguments generated and the dialectical
trees constructed during the argumentative process. With respect to the Dung
graph analysis, the first part of the flow is analogous to that of DeLP, the main
difference is that after (2), the client sends the identifiers of the arguments, the
attacks, and the semantics to be calculated (3); in the Web server a JSON is
built to perform a query to a solver through a Web service (C) and then, once a
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Fig. 2. Elements of a DeLLP graph.

solver response is obtained, the Web server verifies the response (D) and sends
it to the client (4).

5 DeLP Analysis

As mentioned above, the analysis for DeLLP programs is handled by the DeLP
core module, which takes a DeLP program P and a preference criterion as inputs
and return a JSON object that contains information about all arguments that
can be constructed from P, the defeat relationships, the set of warranted liter-
als as its correspond labeled tree, and the sub-argument relationships between
arguments. From this data, a DeLLP graph is drawn to show all arguments, sub-
arguments, defeat relationships, and status of each argument. The elements used
to represent the data in the graph can be seen in Fig. 2; in the graph, the argu-
ments are represented as triangles with the conclusion of the argument at the top
and an identifier in its body. In addition to the graph, two tables are created, one
with the information for each argument (conclusion and extended argument [9])
and the other with the warranted literals and the arguments that provide the
warrant for them. It is also possible to visualize the dialectical tree generated
for each argument and configure different views for the DeLP graph.

Regarding the DeLLP program to be analyzed, the facts in set IT must be spec-
ified as follows: fact <« true. In addition to the program itself, it is optional to
specify the preference criterion to be used, which can be either generalized speci-
ficity (entering the statement “use_criterion(more_specific)”) or priority between
rules (entering “use_criterion(rule_priorities)”, along with statements indicat-
ing the priorities between rules as follows: “has_priority(R1, R2)”, to specify
that rule R1 has priority over rule R2).

We now show these features with an example, starting with a sim-
ple graph; consider the following DeLP program P = (II,A), where
II = (t « true,z «— true,p «— t) and A = (~va <vy,y <xz,& —< 2,y —< P,
a—<ww-—<y~w-<t~x-—<tx-—<p), and suppose we use the generalized
speci