
Sven Hartmann · Josef Küng · 
Sharma Chakravarthy · Gabriele Anderst-Kotsis · 
A Min Tjoa · Ismail Khalil (Eds.)

LN
CS

 1
17

07

30th International Conference, DEXA 2019
Linz, Austria, August 26–29, 2019
Proceedings, Part II

Database and Expert 
Systems Applications



Lecture Notes in Computer Science 11707

Founding Editors

Gerhard Goos
Karlsruhe Institute of Technology, Karlsruhe, Germany

Juris Hartmanis
Cornell University, Ithaca, NY, USA

Editorial Board Members

Elisa Bertino
Purdue University, West Lafayette, IN, USA

Wen Gao
Peking University, Beijing, China

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Gerhard Woeginger
RWTH Aachen, Aachen, Germany

Moti Yung
Columbia University, New York, NY, USA



More information about this series at http://www.springer.com/series/7409

http://www.springer.com/series/7409


Sven Hartmann • Josef Küng •

Sharma Chakravarthy • Gabriele Anderst-Kotsis •

A Min Tjoa • Ismail Khalil (Eds.)

Database and Expert
Systems Applications
30th International Conference, DEXA 2019
Linz, Austria, August 26–29, 2019
Proceedings, Part II

123



Editors
Sven Hartmann
Clausthal University of Technology
Clausthal-Zellerfeld, Germany

Josef Küng
Johannes Kepler University of Linz
Linz, Austria

Sharma Chakravarthy
The University of Texas at Arlington
Arlington, TX, USA

Gabriele Anderst-Kotsis
Johannes Kepler University of Linz
Linz, Austria

A Min Tjoa
Software Competence Center Hagenberg
Hagenberg im Mühlkreis, Austria

Ismail Khalil
Johannes Kepler University of Linz
Linz, Austria

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-030-27617-1 ISBN 978-3-030-27618-8 (eBook)
https://doi.org/10.1007/978-3-030-27618-8

LNCS Sublibrary: SL3 – Information Systems and Applications, incl. Internet/Web, and HCI

© Springer Nature Switzerland AG 2019, corrected publication 2020
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, expressed or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://orcid.org/0000-0002-8295-9252
https://doi.org/10.1007/978-3-030-27618-8


Preface

This volume contains the papers presented at the 30th International Conference on
Database and Expert Systems Applications (DEXA 2019), which was held in Linz,
Austria, during August 26–29, 2019. On behalf of the Program Committee, we
commend these papers to you and hope you find them useful.

Database, information, and knowledge systems have always been a core subject of
computer science. The ever-increasing need to distribute, exchange, and integrate data,
information, and knowledge has added further importance to this subject. Advances in
the field will help facilitate new avenues of communication, to proliferate
interdisciplinary discovery, and to drive innovation and commercial opportunity.

DEXA is an international conference series that showcases state-of-the-art research
activities in database, information, and knowledge systems. The conference and its
associated workshops provide a premier annual forum to present original research
results and to examine advanced applications in the field. The goal is to bring together
developers, scientists, and users to extensively discuss requirements, challenges, and
solutions in database, information, and knowledge systems.

DEXA 2019 solicited original contributions dealing with any aspect of database,
information, and knowledge systems. Suggested topics included, but were not limited
to:

– Acquisition, Modeling, Management, and Processing of Knowledge
– Authenticity, Privacy, Security, and Trust
– Availability, Reliability, and Fault Tolerance
– Big Data Management and Analytics
– Consistency, Integrity, Quality of Data
– Constraint Modeling and Processing
– Cloud Computing and Database-as-a-Service
– Database Federation and Integration, Interoperability, Multi-Databases
– Data and Information Networks
– Data and Information Semantics
– Data Integration, Metadata Management, and Interoperability
– Data Structures and Data Management Algorithms
– Database and Information System Architecture and Performance
– Data Streams and Sensor Data
– Data Warehousing
– Decision Support Systems and Their Applications
– Dependability, Reliability, and Fault Tolerance
– Digital Libraries and Multimedia Databases
– Distributed, Parallel, P2P, Grid, and Cloud Databases
– Graph Databases
– Incomplete and Uncertain Data
– Information Retrieval



– Information and Database Systems and Their Applications
– Mobile, Pervasive, and Ubiquitous Data
– Modeling, Automation, and Optimization of Processes
– NoSQL and NewSQL Databases
– Object, Object-Relational, and Deductive Databases
– Provenance of Data and Information
– Semantic Web and Ontologies
– Social Networks, Social Web, Graph, and Personal Information Management
– Statistical and Scientific Databases
– Temporal, Spatial, and High-Dimensional Databases
– Query Processing and Transaction Management
– User Interfaces to Databases and Information Systems
– Visual Data Analytics, Data Mining, and Knowledge Discovery
– WWW and Databases, Web Services
– Workflow Management and Databases
– XML and Semi-Structured Data

Following the call for papers, which attracted 157 submissions, there was a rigorous
review process that saw each submission refereed by 3 to 6 international experts. The
32 submissions judged best by the Program Committee were accepted as full research
papers, yielding an acceptance rate of 20%. A further 34 submissions were accepted as
special research papers.

As is the tradition of DEXA, all accepted papers are published by Springer. Authors
of selected papers presented at the conference were invited to submit substantially
extended versions of their conference papers for publication in special issues of
international journals. The submitted extended versions underwent a further review
process.

The success of DEXA 2019 was the result of collegial teamwork from many
individuals. We wish to thank all authors who submitted papers and all conference
participants for the fruitful discussions.

We are grateful to Dirk Draheim, (Technical University of Tallinn), Vladimir Marik
(Technical University of Prague), Axel Polleres (Vienna Business School), and
Stefanie Rinderle Ma (University of Vienna) for their keynote talks.

This edition of DEXA also featured four international workshops covering a variety
of specialized topics:

• BIOKDD 2019: The 10th International Workshop on Biological Knowledge
Discovery from Data

• IWCFS 2019: The Third International Workshop on Cyber-Security and Functional
Safety in Cyber-Physical Systems

• MLKgraphs 2019: The First International Workshop on Machine Learning and
Knowledge Graphs

• TIR 2019: The 16th International Workshop on Technologies for Information
Retrieval
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We would like to express our thanks to all institutions actively supporting this event,
namely:

• Johannes Kepler University Linz (JKU)
• Software Competence Center Hagenberg (SCCH)
• International Organization for Information Integration and Web based applications

and Services (@WAS)

Finally, we hope that all the participants of DEXA 2019 enjoyed the program that
was put together.

August 2019 Sven Hartmann
Josef Küng

Sharma Chakravarthy
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Abstract. Deferred memory reclamation is an essential mechanism of scalable
in-memory database management systems (DBMSs) that releases stale objects
asynchronously to free operations. Modern scalable in-memory DBMSs com-
monly employ a deferred reclamation mechanism named epoch-based recla-
mation (EBR). However, no existing research has studied the EBR’s trade-off
between performance improvements and memory consumption; its peak mem-
ory consumption makes capacity planning difficult and sometimes causes dis-
ruptive performance degradation. We argue that gracefully controlling the peak
memory usage is a key to achieving stable throughput and latency of scalable
EBR-based in-memory DBMSs. This paper conducts a quantitative analysis and
evaluation of a representative EBR-based DBMS, Silo, from the viewpoint of
memory management. Our evaluation reveals that the integration of conven-
tional solutions fails to achieve stable performance with lower memory uti-
lization, and Glasstree-based Silo achieves a 20% higher throughput, latencies
characterized by an 81% lower standard deviation, and 34% lower peak memory
usage than Masstree-based Silo even under read-majority workloads.

Keywords: In-memory database � Epoch-based reclamation �
Multicore scalability � Index tree structure

1 Introduction

In-memory database management systems (DBMSs) are promising components that
achieve considerably higher performance than traditional disk-based DBMSs because
modern commodity servers are equipped with multiple terabytes of DRAM [24, 25].
Exploring the design of in-memory DBMSs, such as key-value stores (KVSes) [16] and
relational database management systems (RDBMSs) [9, 21], is a popular research
topic. Some of these efforts have resulted in successful, commercially available systems
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like VoltDB1. Hekaton [4] and Silo [22] are the latest in-memory RDBMSs in which
transaction throughput is scalable on multicore platforms.

In scalable in-memory DBMSs, deferred memory reclamation is an essential
mechanism for attaining multicore scalability [5]. Even if the highly concurrent data
structures utilize synchronization techniques, such as lock-free approaches [5], naive
memory management such as reference counts involve frequent writes to shared
memory areas, thus resulting in cache line contentions that can produce scalability
bottlenecks [17]. To minimize the updates of shared cache lines in transaction pro-
cessing, modern scalable in-memory DBMSs employ a deferred memory reclamation
named epoch-based reclamation (EBR). EBR avoids updating values on shared
memory areas when getting and releasing referred objects so that the in-memory
DBMSs can achieve high scalability under read-heavy workloads.

Despite the importance of deferred memory reclamation, its trade-off between
performance improvements and drawbacks is not the primary focus of prior studies.
Such deferred memory reclamation causes high peak memory usage, making it quite
difficult to achieve accurate capacity planning and sometimes resulting in disruptive
performance degradation. The memory usage of the EBR-based DBMSs fluctuates by
incoming request sequences and an interval for which stale objects can reside in
memory, known as the grace period. At worst, the malicious sequence of requests can
lead to memory exhaustion. Additionally, the EBR’s memory usage poses a tail latency
problem due to object reclamation. The literature [14] reports that a pause time for
reclaiming stale objects in Masstree-based KVS [12] causes large latency spikes.

We argue that gracefully controlling the peak memory usage is a key to achieving
the stable throughput and latency of scalable EBR-based DBMSs. In this paper, we
conduct a quantitative analysis and evaluation of a representative EBR-based DBMS,
Silo [22], from the viewpoint of memory management. Experimental results demon-
strate the advantages and disadvantages of the state-of-the-art designs and techniques of
in-memory DBMSs. The most remarkable result is that a system combining both
reference counting and EBR can improve throughput, latency and peak memory usage
simultaneously. Moreover, in the case of the YCSB benchmark, Glasstree-based Silo
can achieve a 20% higher throughput, latencies characterized by an 81% lower stan-
dard deviation, and 34% less peak memory usage than Masstree-based Silo even under
read-majority workloads.

Our contributions are the quantitative analysis and evaluation of the drawbacks of
the advanced lifetime management scheme that realizes multicore scalable in-memory
DBMSs. To the best of our knowledge, our study is unique mainly because of these
points:

(1) We analyze the effect of peak memory usage in scalable in-memory DBMSs and
show how the effect influences their throughput and latency. As an example, we
show that a carefully designed index structure that reduces peak memory usage
offers better throughput and stable latency. The results show that reducing peak
memory usage is essential for developing new advanced techniques to increase
their scalability.

1 https://www.voltdb.com/.
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(2) Our study proposes the idea that physical memory management is also important
for in-memory DBMSs [23]. Our evaluation includes workloads that involve the
dynamic allocation and reclamation of large amounts of memory area that are
suitable for evaluating physical memory management strategies. Our study shows
that analyzing methodologies related to physical data management are also
valuable for in-memory DBMSs.

The remainder of this paper is organized as follows: Sect. 2 describes the back-
ground and related work of our study. We explain the details of the problems and
solutions for solving them in Sect. 3. We show the effectiveness of the proposed
carefully designed memory lifetime management technique in Sect. 4. We conclude
this paper in Sect. 5.

2 Background and Related Work

2.1 Memory Reclamation Mechanism for Achieving Scalability

To avoid the degradation of the scalability achieved by concurrency control techniques,
most multicore scalable in-memory DBMSs employ deferred memory reclamation
mechanisms [1, 2, 5, 7]. The deferred memory reclamation mechanisms are alternatives
to naive resource lifetime management techniques such as reference counting. Tradi-
tionally, deferred reclamation is used in an OS kernel to protect mostly read data
structures [13]. Typical OS kernels have many such data structures, e.g., a list of
loadable modules. Therefore, protecting them with a naive reader-writer lock or
managing their lifetime with a naïve reference counting degrades the multicore scal-
ability of the kernel and its user space programs. Read-Copy Update (RCU) [13] is
successfully used as an alternative to these naive techniques: the most widely known
use case of RCU is the Linux kernel. For implementing RCU in the Linux kernel,
quiescent state-based reclamation (QSBR) is used for detecting reader-side critical
sections [17]. The mechanism of QSBR is based on the privilege of the kernel space,
including enabling and disabling preemption and sending an interprocessor interrupt
(IPI) to remote cores. Then, a writer thread can ensure that there are no reader threads
that have a reference to an object and should be reclaimed.

Unlike an OS kernel, the DBMSs are usually user space programs, and they do not
have the privileges of thread scheduling. For such programs, EBR is more suitable than
QSBR as a foundation for a memory reclamation mechanism2.

Implementing EBR requires a global epoch number e, and each thread that can read
objects whose lifetime is managed by EBR has its own epoch number ew. e is periodically
incremented, and ew of each thread can be synchronized by a global epoch manager with
ewhen the thread is not working3. Deleted objects must be registered to the limbo list [5],
a temporal place for objects that are awaiting safe reclamation, of the deleting thread with

2 Using QSBR in a user space program requires a specialized system call of the underlying OS, e.g.
membarrier(2) in the Linux kernel.

3 In such a situation, the thread is considered to be in a quiescent state.
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its ew. With this rule, a thread can determine that an object in the limbo list with an epoch
number that is less than the minimum ew can be reclaimed safely.

2.2 Using EBR in Multicore Scalable in-Memory DBMSs

Similar to other programs that use scalable data structures, the DBMSs follow the design
to exclude cache line contentions as much as possible. In the case of the DBMSs, the
data structures managed with EBR are accessed in transactions; each transaction is a
critical section of the EBR, and an interval between transactions is a quiescent state. To
present such an example, Fig. 1 briefly describes the transaction commit protocol of Silo
[22]. If a transaction does not involve write operations, it does not update shared cache
lines because the validation phase (from line 5 to line 9) and transaction ID
(TID) generation (line 10) do not write to globally shared memory areas; only locking
(line 3 and 13) and writing (line 12) operations update the shared area. Therefore, the
concurrency control of Silo successfully minimizes the scalability bottleneck.

This design for avoiding the shared cache line updates is also shared with the
memory lifetime management scheme (line 15). If the tuples pointed to by readset,

Fig. 1. The transaction commit process of Silo. txn is a transaction to commit. e is a global
epoch number. If txn.writeset is empty, lock(), unlock() and write(), which updates shared cache
lines, are not called.
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nodeset and writeset are managed with reference counting, then the destruction process
must update the cache lines that contain the reference counts of the tuples for the
decrement operations. The cache line updates for the decrement operations are avoided
because Silo is based on EBR4. After the destruction of a transaction, the ew of the
worker thread can be updated by the global epoch manager because the thread is in the
quiescent state. This means that the lifetimes of the tuples are updated implicitly; if they
already belong to a limbo list of a thread, they can be reclaimed after the destruction of
the transaction.

2.3 Drawbacks to Using EBR and Its Alternatives

Although EBR contributes to the scalable performance of in-memory DBMSs, it
introduces significant drawbacks caused by its high memory usage. The impact of these
drawbacks on in-memory DBMSs is widely acknowledged. In the context of the
DBMSs, for example, Wu et al. provided an empirical study on MVCC DBMSs [23].
The scope of the study included physical data management techniques, and they noted
that memory reclamation is an important factor for modern in-memory DBMSs.
Hekaton used a lock-free memory allocator and asynchronous memory reclamation
mechanism to mitigate these problems. Some research systems provide techniques for
efficient memory management [10, 11]. However, the drawbacks of EBR and the
solutions have yet to be thoroughly analyzed despite their importance.

Previous studies have shown that QSBR contributes to the multicore scalability of
kernels but introduces serious drawbacks, such as performance degradation and memory
exhaustion, when a large number of deleted objects are generated [18]. Only a few
solutions have been proposed, and the solutions can be used only in OS kernels. Our
prior work showed that EBR can cause problems similar to QSBR [14]. Therefore, the
drawbacks and solutions must be analyzed carefully in the context of in-memory
DBMSs.

Another candidate alternative is a GC mechanism of the language runtime (e.g., GC
of Java VM). Such GC mechanisms still introduce high overhead as a drawback in their
general design. Improving the performance of the language GC is still a popular
research topic, especially in the context of multicore scalability [6].

As discussed above, EBR seems to be the only high-performance memory recla-
mation mechanism that can be used for in-memory DBMSs. Although reference
counting introduces scalability limitations, its property of immediate reclamation is
attractive for reducing the peak memory usage. Conversely, EBR increases the life-
times of deleted objects to increase peak memory usage. The trade-off between the two
techniques is depicted in Fig. 2.

4 Getting the references of the tuples also avoids the cache line updates due to the lock-free lookup of
Masstree used in Silo.
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3 Potential Sources of the Drawbacks Caused by EBR
and Possible Solutions

Memory objects managed under EBR cannot be immediately reclaimed even when no
threads are referencing them.5 This means that the peak memory usage of systems
based on EBR tends to be high. In addition, the hit ratio of the memory allocator’s
thread-local cache tends to be lower because long-lived objects prevent the recycling of
the space. In the context of OS kernels, this low hit ratio is known to cause performance
degradation of the entire system [18].

Therefore, the observation requires analyzing the impact of different memory
allocators on the memory usage of in-memory DBMSs. Additionally, the impact of
memory reclamation on memory usage should be investigated. If not, it is not clear
whether a high peak memory load degrades throughput and makes latencies unstable.
The drawbacks were not carefully analyzed in past studies to identify the actual sources
of the drawbacks. This section first discusses whether a widely used traditional solution
may overcome the drawbacks. Then, we consider some possible solutions to overcome
high peak memory usage. The paper will present detailed experimental evidences for
showing the effects of the solutions in Sect. 4.

3.1 Impact of Memory Reclamation

EBR defers the reclamation of unused objects. The unused objects are periodically
reclaimed in an amortized manner. In the case of Silo, the default interval of the
memory reclamation is 1 s, and the configuration can cause high latency spikes [14].

Fig. 2. Comparison of EBR and reference counting from the perspective of memory allocation.
e1 and e2 denote the epoch of EBR. T1 and T2 are threads.

5 The time interval required for ensuring the end of all reader-side critical sections is called the grace
period.
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The widely used and straightforward approach to decrease unstable latencies is to
use asynchronous memory reclamation; asynchronous memory reclamation executes a
thread that cleans deleted objects that can be reclaimed safely. This approach is
employed in both research systems [10] and production systems [4]. Because of this
mechanism, these systems do not need to stall active transactions. However, there is no
analysis of how asynchronous memory reclamation impacts memory usage in past
studies.

We added asynchronous memory reclamation to Silo and investigated the tech-
nique with a workload that involves dynamic memory loads. The purpose of the
investigation was to understand how effective the technique is and what type of new
drawbacks would be introduced. We hypothesized that asynchronous memory recla-
mation contributes to reducing latency spikes but amplifies peak memory usage. This is
because the asynchronous nature of this technique can defer the reclamation so the
system cannot guarantee when the reclamation can be completed, and the peak memory
usage makes the behavior unstable. The motivation to raise the question is that using
asynchronous memory reclamation overcomes some issues of EBR, but it does not
solve essential issues that are raised by the drawbacks of EBR.

3.2 Reducing High Peak Memory Usage Caused by EBR

EBR makes high peak memory usage of in-memory DBMSs because of its deferred
reclamation. This property makes capacity planning difficult. Unlike EBR, reference
counting introduces frequent incrementing and decrementing of count values when it is
naively used. This limits multicore scalability; on the other hand, this accurate counting
of referring threads enables immediate reclamation after the last reference is finished.
The trade-off between the two techniques to reduce high peak memory usage was not
carefully considered in past studies.

We could not find a straightforward solution to this problem. As we describe in the
next section, using asynchronous memory reclamation cannot be an essential solution.
Glasstree (Garbage-Less Masstree) is a new carefully designed index structure, which
is an enhancement of Masstree, to reduce peak memory usage [15]. The purpose of this
new index structure is to understand whether it is possible to reduce the peak memory
usage without sacrificing multicore scalability. Its design and implementation were not
trivial; thus, we describe these aspects in the following.

The design of Glasstree exploits a simple but fundamental property of balanced
trees, namely, data structures used as ordered indexes; if the access to values is equally
distributed, shallower nodes near a root node are accessed frequently, whereas deeper

Table 1. Breakdown of the types and numbers of reclaimed objects during Silo’s TPC-C

Type # of reclamation Percentage

Internode 767505 2.3%
Leaf 7734210 24.0%
Value (tuple) 23813904 73.7%
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nodes near the values are not accessed frequently. From the perspective of multicore
scalability, this means that updating shared cache lines when accessing shallower nodes
will likely produce scalability bottlenecks. Conversely, update operations when
accessing deeper nodes will produce fewer bottlenecks. The design also respects the
principle of deferred reclamation; deferred reclamation is suitable for protecting mostly
read and long-lived objects [17]. In general, the internodes and the leaves live longer
than the values. The values can be reclaimed if they are updated or deleted. Conversely,
internodes and leaves are only reclaimed when reshaping occurs when deleting values.
This assumption can also be validated by actual experiments. Table 1 summarizes
memory reclamation under Silo’s TPC-C benchmark. As shown in this table, a large
portion of memory reclamation is dominated by a value object that functions as a tuple.

Based on the above observations, Glasstree employs both EBR and reference
counting as its memory lifetime management scheme. As depicted in Fig. 3, Glasstree
manages the lifetimes of internodes and leaves using EBR, where the design strategy is
shared with Masstree [12]. Conversely, Glasstree manages the lifetimes of values with
reference counting as previously described. Therefore, the read operations (get and
scan) need to increment before passing the results to their callers and decrement after
their usage. This means that Glasstree sacrifices the complete invisibility of the readers.
In contrast to the read operations, the write operations (insert, put and remove) are not
changed from Masstree.

Because of the design, the reclaimed values of Glasstree are directly returned to its
allocator. For Masstree, they are registered to a limbo list of each thread once and then
returned to its allocator after the end of the grace periods.

Fig. 3. Abstract model of glasstree
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4 Evaluation and Analysis

In this section, we analyze the properties of EBR for in-memory DBMSs by comparing
the original version of Silo [20]6, which uses Masstree as its index structure (denoted as
Silo), and our modified versions of Silo, which uses Glasstree.

We executed the YCSB benchmark of Silo on a machine equipped with dual Intel
Xeon E5-2690 v4 CPUs (2.60 GHz, total of 28 physical cores) and 128 GB of DRAM.
Hyperthreading was disabled, and each worker thread was pinned on a dedicated
physical core. Every workload was executed 3 times for 60 s. The average scores were
plotted with lines. The maximum and minimum scores are depicted with error bars.

To simplify the analysis, we also disabled the logging functionality of Silo to focus
on memory management components. Therefore, the baseline corresponds to MemSilo
of the original paper on Silo [22].

We used YCSB [3], a benchmark suite for evaluating various DBMSs, including
RDBMSs and KVSs. Silo includes an implementation of YCSB in its benchmark. The
benchmark mimics a workload that can be generated when managing a database of web
services that stores user information. It is suitable for measuring the performance of key
access because the workloads are relatively simple. The simplicity allows us to focus
on the physical data management functionalities.

The implementation of YCSB in Silo allows worker threads to issue requests based
on a configured probability. The probability is given in the following form: (R, W, RAW,
S), where R + W + RAW + S = 100. There are four types of requests: read (representing
R% of all requests), write (representing W% of all requests), read after write (repre-
senting RAW% of all requests), and scan (representing S% of all requests). Every request
is issued to a single table (corresponding to a single instance of Masstree or Glasstree) in
its own transaction. However, these requests are not suitable for evaluating memory
management components because they only cause read or in-place update operations.
As in the original YCSB, we added two more requests: create (representing C% of all
requests) and delete (representing D% of all requests). The create request creates a new
tuple, and the delete request deletes an existing tuple. The combination of these two
requests generates deleted tuples, and thus, it is suitable for evaluating physical data
management functionalities. We configured the size of the tuples to be 2 KB.7 Addi-
tionally, we chose the uniform workload of YCSB because the original paper on Silo
used the same workload, so it is effective to compare Silo and our approach.

4.1 Workload with Creation and Deletion Operations

Original Silo (Silo) and the modified version of Silo that performs memory reclamation
in an asynchronous manner (Silo-AsyncGC) were investigated. The purpose of
investigating this comparison is to examine how asynchronous memory reclamation
influences reducing latencies but causes another drawback.

6 The base commit ID of git used in our evaluation is cc11ca1 [20].
7 The reason for choosing the size is that the size clearly reveals the differences according to the
measured results of the original Silo paper.

Looking into the Peak Memory Consumption 11



Next, we investigated our modified version of Silo that uses Glasstree as its index
structure (denoted as Silo-Glass). Silo-Glass must produce fewer deleted tuples and can
keep the peak memory usage low due to the design principle.

In the investigation, we used three memory allocators: the standard libc malloc,
jemalloc and SSMalloc. Note that the original version of SSMalloc demands pages
from the OS in an extremely aggressive manner (the number of the required pages
grows quadratically). We changed the policy because it results in needlessly high
memory usage, and our modified SSMalloc requires pages with linear speed.

We present the results of the evaluation of workloads that include create (C = 15)
and deletion (D = 15) operations (note that even with these operations, the workloads
are read majority because 70% of the operations are read operations). The initial
database size is 10 GB (500,000 tuples)8.

Figure 4 shows the benchmark scores with three different memory allocators: libc
malloc, jemalloc and SSMalloc.9 As shown in [4, 10], adopting asynchronous memory
reclamation significantly reduces the latency spikes, reducing the drawbacks of EBR.
As shown in Fig. 4(h), using asynchronous memory reclamation improves latency
stabilities. Conversely, the latency stabilities of Silo that use jemalloc are increased in
proportion to the number of processor cores. Thus, it seems that asynchronous memory
reclamation overcomes the drawbacks if we do not carefully analyze the evaluation
with other memory allocators and if we do not investigate the peak memory usage
during the execution of the workloads.

Our hypothesis is that a serious source of the drawbacks of EBR is from the high
peak memory usage. Thus, if asynchronous memory reclamation cannot reduce the
high peak memory usage, the technique can only partially overcome the drawbacks.

As depicted in Fig. 4(h), asynchronous memory reclamation influences latency
stabilities when using jemalloc, but Fig. 4(i) shows that the latency stabilities do not
change when using SSMalloc. This means that the improvement of latency stabilities
when using jemalloc comes from the scalability of memory allocators not using
asynchronous memory reclamation.

Moreover, as shown in Fig. 4(k) and (l), using asynchronous reclamation increases
peak memory usage, which makes the drawbacks of EBR worse. Thus, as shown in
Fig. 4(b), (c), (e), and (f) using asynchronous memory reclamation does not heavily
influence the average latency and the throughput. Thus, the results show that the effect
of asynchronous memory reclamation is limited in terms of the drawbacks of EBR.

As depicted in Fig. 4(j), (k) and (l), Silo-Glass presents the lowest peak memory
usage in every configuration. This is quite natural because of the qualitative property of
reference counting, as shown in Fig. 2. Reference counting contributes to the imme-
diate reclamation of unused tuples.

8 Readers may notice that the peak memory usage depicted in this figure is much higher than in Fig. 4.
The difference comes from the memory area that is used for storing the commit latencies of the
transactions. All the latencies are required for calculating standard deviation, which requires a large
memory area because the benchmarks produce tens of millions of transactions.

9 In the figures, the results are suddenly bigger when the number of threads is changed from 24 to 28.
This is due to the conflict between a thread to process the epoch and a thread to perform a
transaction. Thus, as shown in the results, the influence of the effect is smaller in Silo-Glass.
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Interestingly, as shown in Fig. 4(a), (b) and (c), Silo-Glass outperforms Silo and
Silo-AsyncGC with respect to throughput. This can be explained by the low miss ratio
of the thread local cache of malloc. We measured the cache hit ratio for the case of
jemalloc, as depicted in Fig. 5. The miss ratio was calculated as nmalloc/nrequest for
all bins and arenas [8, 19]. As the graph shows, Silo and Silo-AsyncGC suffer from
high miss ratios, larger than 50% in every case. Conversely, Silo-Glass achieves a low
miss ratio, lower than 10% in every case.

In addition, Silo-Glass achieves better latency scores than Silo and Silo-AsyncGC.
This is because a large number of deleted tuples can be reclaimed with the reference
counting of Glasstree without waiting for the reclamation process of EBR.

The above discussion shows that using Glasstree significantly reduces peak
memory usage and directly contributes to overcoming the drawbacks of EBR.

Fig. 4. The benchmark scores of Silo, Silo-AsyncGC and Silo-Glass under an R = 70, C = 15,
D = 15 workload with three different memory allocators.
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4.2 Read-Only and Scan-Only Workload

In this section, we discuss how is it efficient under workloads that do not involve
updates because the drawbacks of reference counting have not been sufficiently eval-
uated. Silo-Glass did not take into account the aspect of an invisible reader as described
in Sect. 3.

To answer the question we present results from evaluating the read-only (R = 100)
and scan-only (S = 100) workloads of YCSB in Fig. 6. For this workload, the reference
counting of Glasstree can represent pure overhead. Therefore, the result is helpful for
understanding the contribution of managing the lifetimes of values with EBR in
Masstree. In the read-only and scan-only workloads, the overhead of memory recla-
mation can be ignored; thus, we omit the scores of the latencies and the results of Silo-
AsyncGC. We provide the throughput of the workloads with various database sizes:
10 GB (500,000 tuples), 20 GB (1,000,000 tuples) and 40 GB (2,000,000 tuples). In
the case of read-only benchmarks, worker threads read a single tuple in their trans-
actions. In the case of scan-only benchmarks, worker threads read 50 tuples in their
transactions.

In this benchmark, we also evaluated Silo-GlobalTID, which emulates the bottle-
neck of centralized TID generation. The benchmark results of Silo-GlobalTID are
helpful in understanding how the decentralized overhead of Glasstree is different from
the centralized overhead that can be found in systems such as Hekaton.

As shown in Fig. 6(a), Silo outperforms Silo-Glass for the case of small (10 GB)
databases (Silo achieves a 4% higher throughput than Silo-Glass at 28 threads). How-
ever, the differences in the scores decrease as the database size increases to 20 GB, as
shown in Fig. 6(b) (Silo achieves a 3% higher throughput at 28 threads). In addition, the
result of Fig. 6(c) implies that managing tuples with EBR does not contribute to the read
performance under practically large (40 GB) databases (Silo achieves only 1% higher
throughput at 28 threads). This difference expresses the contribution of managing tuples
with EBR rather than reference counting.

Conversely, Silo-GlobalTID introduces significant overhead because of its cen-
tralized bottleneck. The overhead is not affected by the diverged size of the databases.
This is because the centralized TID generation mechanism is accessed by every

Fig. 5. Jemalloc cache miss ratio
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transaction unconditionally, unlike accessing tuples. Therefore, it can be a critical
bottleneck for short transactions.

Figure 6(d), (e), and (f) show the throughput of scan-only workloads. The size of
each transaction is larger than in the case of read-only benchmarks. Therefore, global
TID generation is not a serious bottleneck for scan workloads. As in the case of read-
only workloads, we find that the performance difference between Silo and Silo-Glass
decreases with the database size. Silo achieves a 13% higher throughput with a 10 GB
database, a 5% higher throughput with a 20 GB database, and a 1% higher throughput
with a 40 GB database than Silo-Glass at 28 threads.

From the results, we can conclude that the contribution of EBR in Masstree is
particularly effective for handling small databases. In such workloads, the frequent
updating of shared cache lines can degrade scalability. However, the significance of the
contribution decreases for larger databases. It can be considered that the portion of other
costs in read operations, e.g., tracking pointers, increases, and the overhead of the shared
cache line updates becomes relatively smaller. Moreover, the cost of Masstree’s read
operations is dominated by the latency of DRAM access [12]. Therefore, managing the
lifetimes with reference counting will not introduce centralized bottlenecks, such as
global TID generation, if the number of frequently accessed tuples is not small.

4.3 Design for Minimizing Peak Memory Usage

In previous advanced techniques for scalable in-memory DBMSs, avoiding resource
contentions among concurrent activities is essential to increasing the system’s scala-
bility. Various advanced techniques have been proposed for increasing the scalability,
and recent in-memory DBMSs express outstanding scalability. These techniques offer
excellent high throughput and low latency.

The analyses shown in the paper reveal that peak memory usage is also an important
factor in increasing throughput and decreasing latency. In particular, decreasing peak
memory usage significantly reduces latency stabilities. This paper shows that the source

Fig. 6. Throughput of Silo, Silo-GlobalTID and Silo-Glass under read-only and scan-only
workloads.
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of the drawbacks of EBR comes from the high peak memory usage, and Glasstree can
reduce the peak memory usage. Consequently, the latency stabilities are significantly
reduced, and the throughput and latency are also improved. One of the important
insights from this study is that peak memory usage should be carefully considered when
designing any scalable systems, not only in-memory DBMSs.

The insight shows a new future direction for designing scalable systems:

• To examine peak memory usage is essential when proposing new advanced tech-
niques for designing scalable systems.

Future system designers need to take into account the above insight when designing
new scalable systems for achieving stable performance.

5 Conclusion and Future Direction

In this paper, we analyzed the performance properties of EBR, a deferred reclamation
mechanism widely used by many state-of-the-art in-memory DBMSs. Our analysis
revealed that widely known and straightforward techniques have limited performance
benefits. Surprisingly, throughput, latency and memory efficiency can be improved
simultaneously by carefully designing lifetime management schemes. We proved this
by designing a new index structure, Glasstree that utilizes both EBR and reference
counting. As a result, our study revealed the importance of and opportunity for addi-
tional research on physical data management techniques, including lifetime manage-
ment schemes and memory allocators, in the context of in-memory DBMSs. To
establish truly robust multicore scalable in-memory DBMSs, more detailed studies on
the topic are required. We hope that our analysis will be informative for future studies.

5.1 Optimization for Performance and Energy Consumption

We revealed that EBR introduces high peak memory usage. High peak memory usage
can cause various problems. The most straightforward example is capacity planning.
The safety margin that cannot be exhausted by the objects deleted and awaiting
reclamation must be preserved. This is a critical problem for scale-up systems because
unlike scale-out systems which can increase their storage capacity by adding nodes to a
cluster during runtime, scale-up systems cannot increase their capacity dynamically.
Therefore, in managing scale-up systems, it is important to accurately predict the safety
margin. Clearly, EBR makes this task difficult. We also note that this safety margin can
cause another problem: high energy costs. The energy consumption of DRAM grows
exponentially with the DRAM capacity. Therefore, keeping the peak memory usage
lower is valuable, not only for ease of management but also for reducing energy
consumption. We believe that research on lifetime management schemes and physical
data management for these metrics has substantial opportunities for improvement.
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5.2 Optimization for Read Performance

Glasstree improves throughput, latency and memory efficiency simultaneously for
workloads that involve dynamic memory loads. However, it introduces a small over-
head for read-only workloads because of the newly introduced lock and atomic
counting in the reference counting mechanism. We believe that this overhead can be
reduced by utilizing existing techniques, e.g., scalable locking, scalable reference
counting that enables immediate reclamation and tree-based techniques.

Of course, we do not believe that it is possible to construct a perfect index structure
or lifetime management scheme that provides better performance than any other
alternatives under every workload because every technique must introduce trade-offs.
Combining the various techniques will result in tuned index structures that can handle
specific workloads with high performance and predictable drawbacks.

The source code used in this paper is publicly available at https://gitlab.com/
mitake1/silo-glass.
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Abstract. Increasing data replication improves the reliability and avail-
ability of the large-scale storage systems. However, multiple replication
required much more storage capacity and disk I/O frequency that cause
of increasing the power consumption of the storage systems. To address
this issue, we propose two data placement policies, Disk Group Aggrega-
tion and Cache Striping. These data placement policies employ different
data mapping between buffers (memory) and disk drives to control buffer
overflow timing of each replica to reduce the disk access frequency. In
addition, we also propose two buffer flush algorithms, WithAllSpins and
SpinupEE. WithAllSpins flushes buffered data to currently rotating disks,
whereas SpinupEE forces disks to spin up based on the estimated energy
efficiency, and writes buffered data to the disk to make the buffer space
fresh. We evaluated the effectiveness of our proposals using a simulation
program and demonstrated that they can reduce power consumption,
even if the data are replicated multiply.

Keywords: Large storage · Power reduction · Data redundancy ·
Data replication

1 Introduction

Data replication is very important to ensure the reliability and availability of
large-scale storage systems. For example, the Google File System (GFS) [3] and
the Hadoop Distributed File System (HDFS) [11] have three replicas on sepa-
rated storage nodes by default. Although increasing the number of replicas of
data enhances the reliability and availability of storage systems, it also increases
the power consumption of the storage systems. Specifically, increasing the num-
ber of replicas generally increases the number of disk accesses, thus reduces the
opportunity to keep the disks in standby mode. As a result, reducing the power
consumption of the storage systems with more than three replicas has become
an important issue.

Many studies have been proposed to reduce the power consumption of storage
systems. MAID [2] is a well-known power saving method for the large-scale near-
line storage systems. MAID keeps a small number of disk drives rotating at
c© Springer Nature Switzerland AG 2019
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all times; these are used as a cache (cache disk), allowing the majority of the
disk drives (data disk) to spin down. However, MAID does not consider the
handling of the multiple replication. Thus, the disk access frequency increases as
increasing replicas and it decreases the opportunity to keep the disks in standby
state. Whereas, RAPoSDA [10] utilizes a primary backup configuration on both
buffers (memories) and disk drives to ensure system reliability. It dynamically
controls the timing and targeting of disk access based on individual disk rotation
status to reduce the number of unnecessary disk accesses and spin-ups to reduce
the power consumption of the storage systems. However, RAPoSDA only works
with two replicas configuration.

To solve this issue, we investigate energy efficiency data placement policy
and buffer flush algorithms for multiple replication, especially, more than three
replicas. The contributions of this paper are; (a) We propose two data placement
policies between the buffers and the disks for the storage systems with multiple
replicas. Each policy provides different buffer overflow timing for each replica
to reduce the disk access frequency, (b) we propose two buffer flush algorithms
for the storage systems with multiple replicas. One algorithm considers the disk
rotation status and aggressively flushes the buffer data to the spinning disks,
while the other forces the disk that has the largest buffer to spin up in order to
maintain the largest free space in the buffer. (c) We evaluate the efficiency of
the data placement policies and buffer flush algorithms with simulation based
evaluation.

The remainder of this paper is as follows. In Sect. 2, we describe an approach
to reduce the power consumption of storage systems with multiple replicas. We
describe the data placement policy in Sect. 3, and the buffer flush algorithms
in Sect. 4. Then, the proposed methods are evaluated in Sect. 5. In Sect. 6 we
discuss related works. Lastly, Sect. 7 concludes this paper.

2 A Power-Saving Approach for Two-Way Replicated
Storage Systems

This section describes an approach to reduce the power consumption of two-way
replicated storage systems. RAPoSDA [10] is chosen as an example to explain
how to reduce the power consumption of a storage system.

The storage system assumed in this paper consists of several buffers (mem-
ories) and disk drives. It is important to maintain reliability when the data are
in the volatile memory, so the buffer is provided with a primary backup config-
uration, and each buffer is connected to corresponding Uninterruptible Power
Supply (UPS) to avoid data loss via outage. In addition, a small number of disks
can be used as cache optionally, whereas it is mandatory in MAID [2]. Buffers are
dedicated corresponding to the data disks. One buffer shared by multiple disks
as a logical group, defined as a Disk Group (DG). This configuration appears in
the typical distributed storage systems such as Cassandra [8].

In RAPoSDA, data are assigned to a corresponding data disk as primary,
and then written to the primary area of a buffer that binds to the same DG.
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(a) data placement of DGA (b) data placement of CS

Fig. 1. An example of the data layout of DGA and CS (NCM = 3, NDG = 2, NDD = 6,
NR = 3)

The backup data is then written to the backup area of another buffer which
assigned randomly. Thus, the disk access can be avoided until the buffer thresh-
old is exceeded. When the data are flushed, it tries to select a disk that is
currently rotating or one that has been in the standby state longer than the
break-even time if both the primary and backup disks are on standby.

The data on the data disks placed with chained declustering [6] manner.

3 Energy-Efficient Data Placement

This section describes the data placement policies to reduce the disk access fre-
quency of storage systems with more than three replicas. For simplicity regarding
the storage system, we only explains the case of three replicas (Nr = 3). However,
this simplified case can be generalized to cases with more than three replicas.

3.1 Data Placement Policy on Data Disks

The data placement policy on data disks with three replicas extends the chained
declustering [6]. The rth replica of primary data (r = 0 is primary) on ith data
disk is represented as Rr

i , is assigned to the ((i + r) mod NDD)-th data disk.

3.2 Data Placement Policy on Buffers

To reduce the disk access frequency with more than three replicas, two data
placement policies with different assignments of buffers corresponding to primary
data, named Disk Group Aggregation (DGA) and Cache Striping (CS), were
utilized. Figure 1 depicts an example of the data placement of DGA and CS. In
this figure, Di represents the ith data disk and CMj represents the jth buffer.
In addition, Pi represents the area of primary data of the Di-th data disk, and
Rr

i represents the area of the rth replica of the primary data, Pi.
In DGA, primary data belonging to the same DG are written in the primary

area of the identical buffer. Then, the replicas are assigned to a replica area of
another buffer by the chained declustering strategy in the unit of the primary
area of the buffer. In other words, the buffer number j and its rth replica area,
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which stores the data of the rth replica area of the ith data disk (r = 0 means
primary), are determined as follows.

jr =
{ �i0/NDG� mod NCM (r = 0)

(jr−1 + 1) mod NCM (otherwise) (1)

where, i0 indicates the data disk that stores the primary data that corresponds
to the rth replica, and NCM is the total number of buffers.

In CS, the primary data are not in bulk within the same DG. Instead, CS
assigns a buffer in a striping manner. That is, the buffer number j and its rth

replica area, which stores the data of the rth replica area of the ith data disk
(r = 0 means primary), is determined as follows.

jr =
{

i0 mod NCM (r = 0)
(jr−1 + 1) mod NCM (otherwise) (2)

4 Energy-Efficient Buffer Flush Algorithm

This section describes energy-efficient buffer flush algorithms that we propose.
In respect to the buffer flush, one of the naive method to accomplish this goal

is to flush all the data on buffer to disk when a buffer overflow occurs. However,
flushing all of the buffered data may access many data disks, causing many
disks to spin up, thereby requiring a large amount of power to accommodate the
temporarily large peek power. To address this issue, we propose two buffer flush
algorithms WithAllSpins and SpinupEE.

The basic buffer flush procedure is presented as following.

1. The disk which has largest buffer data in the flush target buffer region is
marked as the target disk. Then the disk is spun-up if it is in standby state.

2. The buffer data on the target disk are flushed. In addition, the buffer data
in the same buffer region are flushed to the corresponding disks that are in
active state.

3. The some other buffer data are flushed to the corresponding disks according
to the each buffer flush algorithm, described in next two sub sections.

4.1 WithAllSpins

After the second step of the basic buffer flush procedure, WithAllSpins flushes
all of the buffered data of currently rotating disks. This approach does not only
require no disk spin-up, but also can make a lot of free space in the buffer. Thus,
the time for the next buffer overflow becomes longer. Therefore, the disks can
keep the standby state as long as possible.
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Algorithm 1. Flush the Buffer with the Maximum Energy Efficiency
1: Bbase := Get all buffered data chunks of spinning data disks
2: TnextOF := |Bbase|/λ // Calculate the time to the next buffer overflow by using

Bbase and λ
3: Bmax := Bbase

4: Emin := 1/TnextOF

5: for all SubDspindown which subset of the data disks is in the standby state do
6: BSubD := Get all buffered data chunks of SubDspindown

7: TSubD
nextOF := (|BSubD| + |Bbase|)/λ

8: ESubD := |SubDspindown| × Pstandby/TSubD
nextOF

9: if ESubD < Emin then
10: Bmax := Bbase ∪ BSubD

11: Emin := min{Emin, ESubD}
12: end if
13: end for
14: Flush all buffered data chunks of Bmax

4.2 SpinupEE

SpinupEE flushes the disks with the buffered data considered as the most energy
efficient. The energy efficiency is defined as the ratio of the total energy when the
buffered data of a certain combination of disks are flushed and the predicted time
to the next buffer overflow. The detail of the SpinupEE is shown in Algorithm 1.

At first, the algorithm separates the data disks into two groups: spinning
disks and standby disks. Then, the algorithm places all the buffered data chunks
on buffers that correspond to spinning disks and aggregates these chunks into
one buffer. In line 1, Bbase denotes the aggregated buffered data chunk. Next,
the algorithm calculates the expected time to the next buffer overflow TnextOF

if only the buffered data of spinning disks were flushed by using Bbase and the
average arrival rate of write requests λ. As shown in line 2, the value of TnextOF is
calculated as the size of the buffered data chunk (the sum of blocks in the chunk)
|Bbase| divided by λ, and then the algorithm calculates the energy efficiency of
the buffer being flushed from the only spinning disks and calculates the value
set into the Emin temporarily (line 4). The energy efficiency is calculated as the
value of the extra energy consumption when the buffer is being flushed divided
by the predicted time to the next buffer overflow. The energy efficiency is the
required energy per second to get the time to the next buffer overflow. Thus,
if flushing buffer data to only the spinning disks, since there is no need for
extra energy for the disk spin-up, the energy efficiency can be presented as Emin

and calculated as 1/TnextOF . In line 5 to line 13, for the arbitrary combination
of the remaining standby disks, the algorithm calculates the energy efficiency
by using the time to the next buffer overflow and its energy overhead due to
the spinning up of these disks in a similar manner, as discussed in the presented
steps. In other words, considering the set of disks in the standby state, Dspindown

= {Di| Di is a data disk ∧ Di is in a standby state} and an arbitrary subset
SubDspindown of Dspindown. Thus, the algorithm calculates the energy efficiency
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Table 1. Parameters of the hard disk
drive used in the simulation

Parameters Value

Capacity (TB) 2

Number of platters 5

Rotations per minute (RPM) 7200

Disk cache size (MB) 32

Data transfer rate (MB/s) 134

Active power (W) 11.1

Idle power (W) 7.5

Standby power (W) 0.8

Spin-down energy (J) 35.0

Spin-up energy (J) 450.0

Spin-down time (s) 0.7

Spin-up time (s) 15.0

Table 2. Configuration of each storage
system

Normal RAPoSDA

Buffer - 24 GB
(8 GB × 3)

# of replicas 3 3

# of cache disks - 6, 9

# of data disks 60, 90 60, 90

Table 3. Configuration of the storage for
comparing buffer flush algorithms

Component Value

# of cache disks 6

# of data disks 30

# of buffers 3 (4GB/memory)

Block size 64 KB

Data mapping policy CS

ESubD of all spinning disks and the standby disks that belong to one of the
subsets SubDspindown with energy overhead to spin up the standby disks.

To calculate the energy efficiency ESubD, first, the algorithm calculates the
expected time to the next buffer overflow to merge the buffered data of the spin-
ning disks and the standby disks belonging to the selected subset SubDspindown

when flushing their buffered data (line 7). Then, the extra energy required for this
case is the sum of the spin-up energy of the standby disks belonging to a selected
subset which is derived as |SubDspindown| × Pstandby. Therefore, the energy effi-
ciency of this case ESubD is calculated as |SubDspindown| × Pstandby/TSubD

nextOF

(line 8). After calculating the ESubD for all subsets of standby disks, except the
empty set φ, the most energy efficient combination of disks to flush the buffered
data is determined. If the energy efficiency of any combination of standby and
spinning disks is larger than the case of only using spinning disks, the algorithm
flushes the buffered data of only spinning disks.

5 Evaluation

In this section, we evaluate the effectiveness of the data placement policies,
DGA and CS (Evaluation 1), and the buffer flush algorithms, WithAllSpins and
SpinupEE (Evaluation 2). In the evaluation, a simulation program [12] which
we developed is used. We employ RAPoSDA as the base storage configuration
through the experiment. And Normal configuration which does not employ any
power reduction techniques is also used for the comparison. The simulation uses
Hitachi Deskstar 7K2000 [5] as the hard disk drive model. The parameters of
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Table 4. Parameters of the synthetic workload

Workload parameter Evaluation 1 Evaluation 2

Simulation time 5 h Same

Read:write ratio 3:7 0:10, 3:7

Number of files 10,000,000 (32 KB/file) 10 M (1 MB/Object)

Total file size 960 GB (3replicas) 30 TB (3replicas)

Number of requests λ × 3600 × 5 (h) Same

Data access distribution Zipf Same

Request arrival distribution Poisson arrival Same

Zipf factor s 1.2 Same

Mean arrival rate (λ) 30 (request/s) Same

(a) Power reduction
ratio

(b) Average response
time

(c) Number of buffer
overflow

(d) Number of 
spinups

Fig. 2. Simulation results

this model are described in Table 1. In addition, Tables 2 and 4 depict each of
storage system configuration and the parameters of the synthetic workload in
this evaluation (Table 3).

5.1 Comparison of Cache Striping and Disk Group Aggregation

Simulation Results. The simulation results are depicted in Fig. 2. In Fig. 2(a),
DGA achieved a slightly better power reduction ratio than CS in the case of 60
data disks. Whereas, DGA and CS showed almost the same in the case of 90 data
disks. Thus, regarding the power reduction ratio, there are no salient differences
between DGA and CS.

Figure 2(b) depicts the average response time. Normal is the fastest, but
consumes the most power. In RAPoSDA, the average response time of CS is
1.03 s, while the average response time of DGA is 0.94 s in the case of 60 data
disks. For 90 data disks, the average response times of CS and DGA are 0.78 s
and 0.77 s, respectively. Thus, DGA has a slightly faster average response time
than CS. Also, Fig. 2(c) and (d) depict the total number of buffer overflows of
cache memory and the total number of disk spin-ups of RAPoSDA. In Fig. 2(c),
DGA has three times fewer overflows than CS with 60 data disks. By contrast,
CS has one time fewer overflows than DGA with 90 data disks. From Fig. 2(d),
although CS can suppress the spin-up counts slightly more than DGA with 60
data disks, it shows the inverse tendency with 90 data disks.
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(a) Power consumption (b) Average response time

Fig. 3. Power consumption and average response time for each buffer flush algorithms

(a) Buffer overflow count (b) Spin-up/spin-down
count

(c) Cache hit ratio

Fig. 4. Buffer overflow, spin-up/spin-down count, and cache hit ratio for each buffer
flush algorithms

5.2 Comparison of Each Buffer Flush Algorithms

In this comparison, two buffer flush algorithms are compared. In addition, we
introduce Chunk, which represents the original RAPoSDA’s buffer flush proce-
dure described in Sect. 4 to compare with the proposed algorithms.

Simulation Results. Figure 3(a) depicts the power consumption of the three
buffer flushing algorithms with each workload. With the write only workload
(represented as “(wo)” in the figure), the Chunk algorithm shows the lowest
power consumption, and the WithAllSpins algorithm consuming the second-
most amount of power. By contrast, the SpinupEE algorithm consumes the most
power, In particular, it consumes about 23 % more power than the Chunk algo-
rithm. With the mixed write and read workload (represented as “(wr)” in the
figure) shows that the WithAllSpins algorithm consumes the least amount of
power, 2.8% less than the Chunk algorithm.

Figure 3(b) shows the average response time of the three buffer flush algo-
rithms with each workload. Chunk algorithm has the largest response time with
the write only workload; the reason for this is that Chunk algorithm suffered from
waiting to the standby disks because it has substantially more buffer overflows
and spin-ups/spin-downs than the others. By contrast, with the mixed write
and read workload, the result shows that the Chunk algorithm has the fastest
average response time. Accordingly, regarding the cache hit rate (in Fig. 4(c)),
the Chunk algorithm leaves the largest amount of buffer data in buffer memory.
Therefore, the Chunk algorithm has the lowest average response time, and the
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SpinupEE algorithm shows the lowest response performance; the reason for this
is because access to the disks that are spun up is delayed owing to the buffer
flush algorithm described in Sect. 4. In addition, the WithAllSpins and SpinupEE
algorithms suffer from relatively large latency.

Figure 4(a) shows that the SpinupEE algorithm achieves the lowest overflow
count, as expected. However, according to Fig. 4(b), the lowest spin-up(spin-
down) count is achieved by the WithAllSpins algorithm; the reason for this is
that the WithAllSpins algorithm does not have any extra disks spin-up during
buffer overflow, and it flushes buffered data to all the spinning disks. Thus,
the WithAllSpins algorithm can reduce the number of spin-up/spin-down count
more than the others.

5.3 Discussion

Regarding data placement policies, the differences between DGA and CS are
small. Also, this result could have been affected by the workload characteristics.
It is anticipated that CS is effective when the write accesses show a random
distribution. However, the workload of this simulation has higher access locality.
Therefore, DGA is advantageous compared with CS.

Regarding buffer flushing algorithms, WithAllSpins and SpinupEE signifi-
cantly reduce the buffer overflow count and spin-up/spin-down count compared
with the RAPoSDA approach (Chunk). With the mixed read and write work-
load, all three algorithms achieve almost the same amount of power. However,
the average response times of the WithAllSpins and SpinupEE are more than
double that of the Chunk, because of the buffer cache hit for the read requests.
By contrast, with the write-only workload, the average response times of the
WithAllSpins and SpinupEE algorithms were twice as fast as that of the Chunk.
The reason is that Chunk was suffering a longer delay penalty of many spin-
up/spin-down compared with the other algorithms.

6 Related Work

Lang et al. [9] studied on both load balancing and power reduction by using
a chained declustering data placement strategy. However, since it only has two
replicas, they do not consider more than three replicas.

Rabbit [1], Sierra [13], FREP [7], and Accordion [4] determine the power pro-
portionality. These studies purpose that the ratio of their power consumption
and performance can be kept constant by increasing and decreasing the number
of active nodes along with the current load. Since they assume large-scale dis-
tributed storage systems, most of the nodes activate to assure the primary data
are available, even if they are relatively large.

REED [14] and RESS [15] are designed for large-scale distributed storage
systems to reduce the power consumption and ensure the reliability of the storage
by integrating SSD and HDD. These studies use HDD as the primary storage
and SSD as cache. If the workload is heavy, all HDDs are active and serve the
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maximum IO performance, whereas, during the light workload, SSD is activated
and HDDs are deactivated if their idle time exceeded a certain threshold time.
However, they do not consider the data availability, such as MTTDL.

7 Conclusion

In this paper, we proposed two data placement policies, Cache Striping (CS)
and Disk Group Aggregation (DGA) for storage systems with more than three
replicas. CS saves a little more energy than DGA, while DGA slightly reduces
the overhead of the response time more than CS.

In addition, we also proposed and evaluated two buffer flushing algorithms for
storage systems with more than three replicas. In the read/write mixed work-
load, WithAllSpins and SpinupEE reduce the number of spin-ups/spin-downs
and the number of buffer overflows more than Chunk. Furthermore, WithAll-
Spins reduced the power consumption the most among the three algorithms. In
the evaluation, we demonstrated considering disk rotation status when buffer
flushing can reduce the power consumption more. However, the proposed algo-
rithms suffer a greater penalty of latency compared with Chunk since they tend
to increase I/Os when buffer flushing. Thus, there are design positives and neg-
atives for power reduction and performance, especially response time.
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Abstract. With the unprecedented proliferation of knowledge graphs,
how to process query evaluation over them becomes increasingly impor-
tant. On knowledge graphs, queries are typically evaluated with graph
pattern matching, i.e., given a pattern query Q and a knowledge graph
G, it is to find the set M(Q,G) of matches of Q in G, where matching
is defined with subgraph isomorphism. However querying big knowledge
graphs brings us challenges: (1) queries are often issued with natural lan-
guages, hence can not be evaluated directly; (2) query evaluation is very
costly and match results are often difficult to inspect. In light of these,
this paper studies the problem of querying knowledge graphs with natu-
ral languages. (1) We extend pattern queries by designating a node uo as
“query focus”, and revise the matching semantic based on the extension.
(2) We develop techniques to understand natural language queries, and
generate pattern queries with “query focus”. (3) We develop efficient
techniques to identify top-k matches of “query focus”. (4) We exper-
imentally verify that our techniques for query understanding perform
well, and our query algorithm is able to find diversified top-k matches
efficiently.

1 Introduction

The ever-increasing knowledge graphs impose an urgent demand of effective
query techniques for end users. Typically, queries over knowledge graphs are
evaluated with pattern matching, i.e., given a pattern query Q and a knowledge
graph G, it is to find M(Q,G), the set of matches of Q in G. There are two key
issues for querying knowledge graphs. (1) Users’ queries are often expressed with
natural languages, which are unstructured and can not be evaluated over graphs
directly, instead, one needs to bridge the gap by constructing structured pattern
queries from corresponding questions. (2) Knowledge graphs are often very big,
e.g., DBpedia [2] has more than 4.58 million entities, and 3 billion RDF triples,
c© Springer Nature Switzerland AG 2019
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and query semantic is typically defined in terms of subgraph isomorphism, which
is an NP-complete problem [7], these together bring following challenges: (a)
query evaluation is cost prohibitive, (b) it is a daunting task to understand
query results, as there may exist excessive matches of Q in G, and (c) users are
often interested in top-k matches of a specific node uo as “query focus” of Q, that
are not only relevant to uo, but are also as diverse as possible, simultaneously [9].

These highlight the need for (1) query structuring, which transforms natural
language queries QNL into pattern queries Q with node uo as “query focus”,
and (2) diversified top-k graph pattern matching, that identifies diversified top-k
matches of the “query focus” uo of Q.

Example 1. A fraction of a movie knowledge base IMDB consists of a set of
triples (s, p, o), indicating subject, predicate and object, respectively. For exam-
ple, (m1, hasRating, 5.7) says that a movie with id m1 has rating 5.7. This triple
set can be modeled as a graph G (shown in Fig. 1(a)), in which s and o are nodes,
that are connected by an edge from s to o with label p. Note that the prefix of
the id of each entity indicates the type of the entity, e.g., m (resp. p) represents
that the entity is of the type “movie” (resp. “performer”).

Due to the schema-less characteristic of graph data, one prefers issuing a
natural language query QNL to find movies that he is interested in, e.g., “Find
comedy movies played by You Ge and another actress who played comedy movies
before”. Obviously, QNL can not be used directly to query on knowledge graphs,
it should be transformed into a pattern query taking a designated node uo as
“query focus”. To this end, we generate such a pattern query Q, which is shown
in Fig. 1(b), by first choosing a pattern structure that is extracted from query log,
and can best capture the relationship among entities in QNL, and then mapping
entities and relationship in QNL to corresponding nodes (including query focus)
and edges in the pattern structure.

As there may exist excessive matches of uo, while users may only be inter-
ested in best k ones, that are as diverse as possible. It is hence unnecessary and
too costly to find all the matches of uo, an algorithm with the early termina-
tion property is desired. To rank matches of uo, one may consider the following
criteria. (1) Influences. Observe that m9 can form multiple matches of Q with
different nodes surrounded, hence is considered more influential. (2) Diversity.
Consider sets {m4,m9} and {m4,m6}, m4 is more “dissimilar” to m9 than m6

is, since m4 and m9 have less common neighbors as matches of pattern nodes of
Q than m6 and m9 have. Putting these together, when k = 2, {m4,m9} makes
a good candidate for top-k matches in terms of both influence and diversity. ��

This example shows that natural language can simplify query expression on
knowledge graphs, and diversified top-k graph pattern matching can not only
improve user’s satisfaction, but also may improve query efficiency. However, to
query knowledge graphs with natural languages, two fundamental problems have
to be settled. (1) How to generate a pattern query Q with output node uo from
a natural language query? (2) How to develop efficient algorithms, better with
early termination property, for computing diversified top-k matches of uo?
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Fig. 1. Knowledge graph, natural language query and its corresponding pattern query

Contributions. This paper investigates following questions for querying knowl-
edge graphs. We focus on graph pattern matching defined in terms of subgraph
isomorphism, since it is commonly used in knowledge graph search.

(1) Knowledge graph search often has specific focuses [4], we hence revise pattern
query by designating a node uo as “query focus”. Then given Q and G, it
is to compute Mu(Q,G, uo), the set of matches of uo in G via Q. To rank
matches of uo, we develop two functions, namely, relevance function w() and
distance function d(). Based on both, we define a bi-criteria diversification
function F () that aims to maximize relevance and diversity simultaneously
(Sect. 2).

(2) We propose a novel method to transform natural language queries QNL into
pattern queries (Sect. 3). The approach extracts typical pattern structures
from query log as class labels, trains a classifier with labeled query log,
and employs the classifier to find a pattern structure that best captures
relationship among keywords occurred in the query sentence.

(3) We investigate the diversified top-k graph pattern matching problem. It is
to find top-k matches of uo based on the diversification function F (). We
show that the decision version of the problem is NP-hard. Nevertheless, we
develop an algorithm TopKET in O(|Q|2 + |Q||G|2 + |G|2|G|!) time, with the
early termination property (Sect. 4).

(4) Using both real-life and synthetic data, we experimentally verify the effi-
ciency and effectiveness of our methods (Sect. 5). We find that (a) our query
structuring technique is very effective, with accuracy ratio R over 95%, on
average; and (b) TopKET is not only effective, but also efficient. Taking
knowledge graph Movie as example, when top-5 matches are required, its
F-measurecan reach 80% over patterns with size |Q| = (3, 2), and moreover
it only needs less than 1 second to find top-10 matches, and accounts for,
on average, 20% and 18.5% of the time used by TopKApx and TopKNaive,
respectively.
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These results yield a promising approach to querying big knowledge graphs.
Our technique can understand natural language queries well, and our query
algorithm can efficiently identify diversified top-k matches of “query focus”.

Related Work. We categorize the related work as follows.

Query Structuring. Keyword search may not be expressive enough to query
structured data, e.g., knowledge graphs, since only a few words are not suffi-
cient to specify the query intention, and structured queries are in demand for
querying structured data. In light of this, various techniques have been devel-
oped to understand natural language queries, among these are [13,16,17,19].
[17] trains a classifier by mining frequent structured queries from query log, and
combining them with linguistic structure in keyword queries. With the classifier,
keyword queries can be translated to structured queries. [19] translates users’
questions into an extended form of structured SPARQL queries, with text pred-
icates attached to triple patterns. [13] presents MING, a principled method for
extracting an informative subgraph for given query nodes, and hence form a
structured query representation. When users do not know how to describe the
specifications of the items of interest, but does know some examples, [16] pro-
posed methods to understand the structure of exemplar queries. [21] proposes an
approach to understanding questions and generating structured queries through
talking between the data (i.e., the knowledge graph) and the user.

Top-k Graph Pattern Matching. Top-k graph pattern matching is to retrieve
k best matches from the match set. There has been a host of work on this topic.
For example, [8,22] propose to rank matches, e.g., by the total node similarity
scores [22], and identify k matches with the highest scores. [11] investigates top-
k query evaluation for twig queries, which essentially computes isomorphism
matching between rooted graphs. To provide more flexibility of top-k pattern
matching, [6] extends matching semantics by allowing edge to path mapping, and
proposes to rank matches based on their compactness. Instead of matching with
subgraph isomorphism, graph simulation [12] is applied as matching semantic,
and pattern graph is designated an output node in [9], then match result is a set
of nodes that are matches of the output node.

Diversified Graph Pattern Matching. Result diversification is a bi-criteria
optimization problem for balancing result relevance and diversity [5,10], with
applications in e.g., social searching [3]. Following the idea, diversified graph
pattern matching has been studied in, e.g., [9,20]. [9] takes both diversity and
relevance into consideration, and proposes functions to capture both relevance
and diversity. In contrast, [20] considers diversity only, and measures diversity
by the number of vertices covered by all the matches in the result.

Our work differs from prior work in the following: (1) our matching seman-
tic is quite different from that in [9,20], where [9] extends pattern queries with
output node and applies graph simulation as matching semantic, and [20] finds
matches of pattern queries rather than its “query focus”, via subgraph isomor-
phism. (2) [17] translates natural language queries into structured queries with-
out output node, while ours can not only structure natural language queries
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but also specify query focus. (3) [20] only considers match diversity, while ours
considers both relevance and diversity.

2 Preliminary

In this section, we review notions about knowledge graph, pattern queries
(Sect. 2.1), graph pattern matching (Sect. 2.2), and query structuring (Sect. 2.3),
respectively.

2.1 Knowledge Graphs and Pattern Queries

We start with notions of knowledge graphs and pattern queries.

Knowledge Graphs. Assume a set E of entities, a set D of values, a set P of
predicates (labels), and a set Θ of types. Each entity e in E has a unique ID and
a type in Θ. A knowledge graph (or simply a graph) consists of a set of triples
(s, p, o), where subject s is an entity in E , p is a predicate in P, and o is either
an entity in E or a value d in D. It can be represented as a directed edge-labeled
graph G = (V,E,L), such that V is the set of nodes consisting of s and o for
each triple (s, p, o); and E includes edges e = (u, v) with label L(e) = p, for each
triple (s, p, o), where L() is the edge labeling function.

Two types of equality are considered: (a) node identity on E : if entities e1
and e2 have the same ID; and (b) value equality on D: d1 = d2 if they are the
same value.

Pattern Queries. A pattern query (or simply a pattern) Q is a set of triples
(sQ, pQ, oQ), where sQ is a variable z, oQ is one of a value d or z, and pQ is a
predicate in P. Here variable z has one of three forms: (a) entity variable y, to
map to an entity, (b) value variable y∗, to map to a value, and (c) wildcard y,
to map to an entity. Here sQ can be either y or y, while oQ can be y, y∗ or
y. Entity variables and wildcard carry a type, denoting the type of entities they

represent. A pattern query can also be represented as a graph Q = (Vp, Ep), such
that two variables are represented as the same node if they have the same name
of y, y∗ or y; similarly for values d.

We denote |Vp|+ |Ep| as |Q| (the size of Q), and |V |+ |E| as |G| (the size of G).

2.2 Graph Pattern Matching Revised

We first propose the notion of valuation, followed by graph pattern matching
problem (GPM). We next introduce result diversification. Consider a knowledge
graph G and a pattern Q(uo).

Valuation. A valuation of Q in a set T of triples is a mapping ν from Q to
T that preserves values in D and predicates in P, and maps variables y and
y to entities of the same type. More specifically, for each triple (sQ, pQ, oQ)

in Q, there exists (s, p, o) in T , written as (sQ, pQ, oQ) �→ν (s, p, o) or simply
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(sQ, pQ, oQ) �→ (s, p, o), where (a) ν(sQ) = s, p = pQ, ν(oQ) = o; (b) o is an
entity if oQ is a variable y or y; it is a value if oQ is y∗, and o = d if oQ is a
value d; and (c) entities s and sQ have the same type; similarly for entities o
and oQ if oQ is y or y. We say that ν is a bijection if ν is one-to-one and onto
mapping.

Graph Pattern Matching [7]. Consider a knowledge graph G and a pattern
query Q. We say that G matches Q if there exist a set T of triples in G and a
valuation ν of Q in T such that ν is a bijection between Q and T . We refer to T
as a match of Q in G at e under ν. Intuitively, ν is an isomorphism from Q to
T when Q and T are represented as graphs. The answer to Q in G, denoted by
M(Q,G) is the set of matches T of Q in G. To search query focus of a pattern
query, we extend a pattern query as Q = (Vp, Ep, uo), where uo is a node in Q
labeled with ∗, referred to as the output node of Q, Then the matches of uo in
G is defined to be Mu(Q,G, uo) = {vo|ν(uo) = vo, vo ∈ T}, i.e., all the matches
of the output node uo.

Example 2. Recall G, Q in Example 1. It can be easily verified that match set
M(Q,G) includes 6 matches: (p4, p5, m10, m4), (p4, p5, m4, m6), (p4, p5, m10,
m6), (p4, p5, m4, m9), (p4, p5, m6, m9), (p4, p5, m10, m9). One may further infer
Mu(Q,G, uo) (uo is M, marked with ∗) from M(Q,G), and obtain three movies,
i.e., m4,m6 and m9. ��

For a pattern query Q, we use distu(u, u′) to denote the length of the shortest
path between u and u′ in Q, then its radius r is the largest distu(uo, u

′) between
uo and any other node u′ in Vp, when Q is treated as an undirected graph.

Result Diversification. It is recognized that search results should be rele-
vant, and at the same time, be as diverse as possible [10]. This gives the rise of
diversification measurement.

Relevance Function. We define the relevance set Rs(vo) as {vk|vk ∈ T, T ∈
M(Q,G), ν(uo) = vo, vo �= vk}. Then the relevance function is defined as
w() = |Rs(vo)|.

Intuitively, for a match vo of uo, if the more nodes that can make up distinct
matches of Q(uo) with vo, the more important vo is. That’s the relevance function
favors those matches that connect more other matches. For example, Rs(m4) =
{p4, p5,m10}, then |Rs(m4)| = 3, while Rs(m9) = {p4, p5,m4,m6,m10}, indicat-
ing |Rs(m9)| = 5, hence m9 is considered a more relevant match of M than m4.

Distance Function. To characterize the diversity of a match set, we define a dis-
tance function to measure the “dissimilarity” of two matches. Given two matches
v1, v2 of uo, we define their distance d(v1, v2) as

d(v1, v2) = 1 − |Rs(v1) ∩ Rs(v2)|
|Rs(v1) ∪ Rs(v2)|
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Diversification Function. To measure the diversification of a match set U =
{v1, v2, · · · , vk} of the output node uo, a function F () is defined as

F (U) = (1 − λ)
∑

vi∈U
w′(vi) +

2 · λ

k − 1

∑

vi∈U,vj∈U,i<j

d(vi, vj),

where w′(vi) is a normalized relevance function defined as w(vi)
w(vm) , and w(vm) is

the largest relevance value among all matches of uo, d() is the distance function,
and λ ∈ [0, 1] is a parameter set by users. The diversity metric is scaled down
with 2·λ

k−1 , since there are k(k−1)
2 numbers for the difference sum, while only k

numbers for the relevance sum.

Diversified Top-k Matching Problem. With the diversification function F (),
we next state the diversified top-k matching problem, denoted by TopKM. Given
G, Q, a positive integer k, and a parameter λ ∈ [0, 1], it is to find a set of k
matches U ⊆ Mu(Q,G, uo) such that

F (U) = arg max
U ′⊆Mu(Q,G,uo)

F (U ′),

i.e., for all k-element sets U ′ ⊆ Mu(Q,G, uo), F (U) ≥ F (U ′).

Example 3. Recall Example 2. As the match set Mu(Q,G, uo) = {m4,m6,m9},
when k = 2 and λ = 0.5, three two-element sets {m4,m9}, {m4,m6} and
{m6,m9} have diversification values 1.2, 0.95 and 1.1, respectively. Hence
{m4,m9} makes a diversified top-2 match set. ��

2.3 Query Understanding

Due to unstructured character, natural language queries QNL can not be directly
used to query knowledge graphs. It needs to be correctly translated into a struc-
tured pattern query. Typically, translation of QNL consists of two tasks, i.e.,
phrase identification, and query structuring.

Phrase Identification. A natural language query is consisted of a sequence of
tokens, QNL = (t0, t1, · · · , tn). A phrase is a contiguous subsequence of tokens
P = (ti, ti+1, ..., ti+l) ⊆ QNL (0 ≤ i, 0 ≤ l ≤ n). Phrases can denote entities
(e.g., the city of Casablanca or the movie Casablanca), types (e.g., actresses,
movies), or relations/attributes (e.g., played in between people and movies).
Phrase identification is to identify a set of phrases P from QNL such that each
of them potentially corresponds to semantic items such as “movie” and “played
in”. To simplify presentation, we denote an ordered list of phrases of QNL as LP.

Query Structuring. Querying a knowledge graph with identified phrases still
can not well capture user’s query intention [17], instead, a structured pattern
query with query focus is required. However, it is a challenging task to structure
QNL due to that relationship among phrases may not be explicitly mentioned
in a QNL, which calls for techniques to infer implicit relations and construct a
pattern query.
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Example 4. A natural language query QNL and its corresponding pattern query
Q is shown in Fig. 1(b). Note that nodes in Q represent either entities or their
contents; edges indicate relationships among nodes, e.g., perform, hasGenre and
releaseYear; and the query focus M is marked with “∗” as “output node”. ��

Fig. 2. Overview of the approach

2.4 Approach Overview

Figure 2 presents the overview of our approach, which consists of four mod-
ules, i.e., Phrase Processor (FP), Query log Analyzer (QA), Pattern Generator
(PGen) and Query Executer (QE). The main functions of the modules are as
follows. (1) Module FP contains two submodules, i.e., phrase identifier (PI) and
phrase annotator (PA, Sect. 3.1), which are in charge of phrase identification and
annotation, respectively. The output of module PI is an ordered list of phrases of
QNL, denoted as LP, and will be used by QA and PGen for classifier training and
pattern query generation, respectively. (2) Using query log, module QA trains
a classifier, which will be used by module PGen to generate pattern queries Q
(Sect. 3.2). (4) Module QE computes diversified top-k matches of Q in G (Sect. 4).
It deserves mentioning that module QE takes advantage of a synonym dictionary
to eliminate ambiguities of entities or relations.

3 Structuring Natural Language Queries

In this section, we first introduce method to annotate queries (Sect. 3.1), then
provide techniques to generate pattern queries (Sect. 3.2).

3.1 Query Annotation

Given a natural language query QNL, one can identify its phrases with techniques,
e.g., [14], and generate a phrase sequence LP = k1, · · · , kn, where ki in LP is a
phrase that refers to an entity, a value or a relation. Based on LP, a semantically
annotated query is defined as following.

Annotated Query. Given a sequence of phrases LP = k1, k2, · · · , kn, a seman-
tically annotated query AQ is a sequence of “phrase:semantic annotation” pairs:

AQ = 〈k1 : a1, k2 : a2, · · · , kn : an〉,
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where each ai is a semantic annotation from annotation set Φ.
Following [17], we let Φ take five semantic annotations, i.e., entity, type, value,

relation and attribute, where entity, type, value and relation, attribute are used for
annotating nodes and edges, respectively. To ease presentation, we denote entity,
type, value, relation and attribute by AE , AT , AV , AR and AA, respectively.

Semantic Summary. Given an annotated query AQ = 〈k1 : a1, k2 :
a2, · · · , kn : an〉, a semantic summary is an ordered list of annotations occurring
in AQ, and is generated by the function g(), such that g(AQ) = 〈a1, · · · , an〉.
Example 5. Recall query QNL in Fig. 1(b). Its phrase sequence LP is “comedy”,
“movies”, “played by”, “You Ge”, “actress”, “played”, “comedy”, “movies”,
“before”, and the corresponding annotated query AQ is 〈“comedy”:AV ,
“movies”:AT , “played by”:AR, “You Ge”:AE , “actress”:AE , “played”:AR,
“comedy”:AV , “movies”:AT , “before”:AV〉, hence the semantic summary
f(AQ) = 〈AV ,AT ,AR,AE ,AE ,AR,AV ,AT ,AV〉.

Similar to the semantic summary defined on keyword queries, we define struc-
tured semantic summary for pattern queries as following.

Structured Semantic Summary. A structured semantic summary Qs is a
structured representation of the semantic summary of query QNL, in which each
node carries an annotation from {AE ,AT ,AV}, each edge takes annotation from
{AR,AA}, and one node is particularly specified as output node, and marked
with ∗.

3.2 Pattern Query Generation

An annotated query reveals parts of the latent structure of a phrase-based query
by indicating the semantic role represented by various parts of the query. How-
ever, query annotation alone can not describe how these semantic annotations
interact to model the underlying query intention. To bridge the gap between
annotated queries and structured semantic summaries, we next introduce the
query structuring problem.

Query Structuring Problem. Given a natural language query QNL, the query
structuring problem is to find the most probable structured semantic summary
Qs, such that

Qs = argmaxQ′
s
Pr(Q′

s|f(AQ)),

where f(AQ) is the semantic summary of QNL, and Q′
s is a structured semantic

summary, extracted from labeled query log Log.
Indeed, the calculation of Pr(Q′

s|f(AQ)) can be achieved by estimating from
labeled training data in query log following the definition of conditional prob-
abilities and using the semantic summary as a high level representation of the
annotated query. Specifically, given a semantic summary f(AQ), and a set of
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labeled query log Log, one can evaluate the probability of a structured semantic
summary Qs that’s mapped from f(AQ), with below formula:

Pr(Qs|AQ) =
|S2|
|S1| ,

where S1 = {Qsi
| f(AQ) = f(AQi), 〈Qsi

, AQi〉 ∈ Log}, S2 = {Qsj
| f(AQ) =

f(AQj), Qs = Qsj
, 〈Qsj

, AQj〉 ∈ Log}.
In a nutshell, the probability of a structured semantic summary Qs given

a semantic summary f(AQ) can be evaluated by the proportion of structured
semantic summary with the same semantic summary as f(AQ) and the same
structure along with output node as Qs, versus the total number of structured
semantic summary with the same semantic summary as f(AQ) but any struc-
ture. Following the idea, module QA employs algorithm Bayes (not shown) to
train a classifier, i.e., the conditional probability, by using labeled training data.

Example 6. Consider two QNL: “Find operas of Korea of Huiqiao Song.” and
“Find operas of Huiqiao Song of Korea.” One may verify that they have the
same semantic summaries, i.e., f(AQ) = 〈AT ,AA,AA〉, while they correspond
to different pattern queries. Thus, the most probable pattern query can be used
to structure the query. ��

Pattern Query Construction. With the classifier, we show how module PGen
construct a pattern query for a given QNL as follows: (1) extract a semantically
annotated query AQ from QNL; (2) find a Qs such that Pr(Qs|f(AQ)) is maxi-
mum among all structured semantic summaries with the same f(AQ); and (3)
for each “phrase:semantic annotation” pair (ki : ai) in AQ, replace vi in Qs with
ki if vi is annotated with ai.

4 Querying Knowledge Graphs

In this section, we investigate the diversified top-k graph pattern matching prob-
lem. The main result of this section is as follows.

Theorem 1. The TopKM problem (1) is NP-hard (decision problem); (2) has
a heuristic that is in O(|Q|2 + |Q||G|2 + |G|2|G|!) time, and preserves early
termination property.

Proof: As TopKM problem embeds subgraph isomorphism problem, which is
known an NP-complete problem, Theorem 1 (1) then follows. To see Theorem 1
(2), we present an algorithm, denoted as TopKET, as a constructive proof.

Before illustrating the algorithm, we first introduce notions ball and dual
simulation, followed by a lemma used by the algorithm for fast pruning.

Balls. Given a node v in a graph G, a pattern query Q and a non-negative integer
r, the ball with center v and radius r is a subgraph of G, denoted by G[v, r],
such that (1) for all nodes v′ ∈ G[v, r], the shortest distance distu(v, v′) ≤ r, (2)
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Input: Pattern query Q = (Vp, Ep, uo), graph G = (V, E, L), k, λ.
Output: A top-k match set of uo.

1. set T := ∅, U := ∅;
2. compute r := max({distu(uo, u )|u ∈ Vp});
3. for each v ∈ V do
4. if v is a candidate match of uo then
5. compute ball G(v, r); S := DualSim(Q, G(v, r));
6. if S = ∅ then
7. Ra(v) := {v |(u , v ) ∈ S, u ∈ Vp, u = uo}; T := T v, Ra(v) ;
8. sort v in T in descending order of |Ra(v)|;
9. for each v, Ra(v) T do
10. if v is a true match of uo then
11. update(v,U);
12. if termination condition is satisfied then break ;
13. return U;

Fig. 3. Algorithm TopKET

for each node v in G[v, r], there must exist a node u in Vp such that u = v, and
(3) it has exactly the edges that appear in G over the same node set.

Dual Simulation [15]. Given graph G and pattern query Q, we say a dual simula-
tion relation between Q and G exists, if there exists a binary relation S ⊆ Vp ×V
such that (1) for each (u, v) ∈ S, u = v; and (2) for each node u in Vp, there
exists v in V such that (a) (u, v) ∈ S, (b) for each edge (u, u′) ∈ Ep, there exists
an edge (v, v′) in E such that (u′, v′) ∈ S, and (c) for each edge (u′′, u) ∈ Ep,
there exists an edge (v′′, v) in E such that (u′′, v′′) ∈ S.

The benefits of computing a dual simulation relation are threefold: (1) a set
Ra(v), inferred from S, can be treated as approximate relevant set of v since each
v in Ra(v) is also possibly in Rs(v); and (2) the relation can be evaluated by an
algorithm in O((|Vp| + |Ep|)(|V | + |E|)) time, which is much more efficient than
the exponential algorithms for subgraph isomorphism. with S, one can safely
prune candidate matches by applying the lemma given below.

Lemma 1. If the dual simulation relation S between Q and G is an empty set,
then G can not match Q via subgraph isomorphism.

Proof sketch: To see the correctness of Lemma 1, observe that when S = ∅,
there must exist at least one node u in Vp such that no element (u, v) ∈ S for
any v in V . This indicates that there does not exist a node v as a match of u,
such that for each child u′ (resp. parent u′′) of u, there is a child v′ (resp. parent
v′′) of v, and moreover (u′, v′) (resp. u′′, v′′) in S. This further indicates that
there does not exist a bijective function h from Vp to a subgraph Gs of G.

Based on above notions and Lemma 1, we are ready to illustrate algorithm
TopKET.

Algorithm. The algorithm TopKET takes Q, G and k as input, and works as
following. It first initializes empty sets T and U to keep track of a set of 〈v,Ra(v)〉,
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where v is a match candidate of uo, and Ra(v) is a superset of Rs(v) and will
be used as approximate relevance set (line 1). It then treats Q as an undirected
graph, and computes its radius r, i.e., the largest distance between uo and any
other node u in Vp (line 2). TopKET next computes a set Ra(v) for each candidate
match v of uo as following (lines 3–7). For each node v in V , if v has the same node
label as uo, TopKET first computes the ball G(v, r), and then invokes Procedure
DualSim to compute the dual simulation relation S between Q and G(v, r) (lines
4–5). If S is not empty, TopKET derives Ra(v) from S, and expands T with
〈v,Ra(v)〉 (lines 6–7). Observe that when S is empty, there exists no subgraph
of G(v, r) that is isomorphic to Q [15], hence v can not be a match of uo, and
can be safely excluded from T. After T is initialized, TopKET sorts nodes v in T
in descending order of Ra(v) (line 8), and iteratively verifies match candidate,
expands U with valid match until termination condition reaches (lines 9–11).
Specifically, TopKET first verifies whether a candidate match v is a true match
of uo by applying an algorithm that revises VF2 [7] by terminating enumeration
as soon as v is verified a valid match of uo (line 10). For a valid match v, it invokes
procedure update to update U with v (line 11). The procedure finds a node vr

in U and replaces vr with v if F (U ∪ {v} \ {vr}) > F (U). TopKET then checks
whether the termination condition, i.e., there do not exist a match vr in U and
a candidate vc with largest |Ra(vc)| in T such that F (U∪{vc}\{vr}) > F (U), is
encountered, and breaks the loop if so (line 12). After loop completes, TopKET
returns U as final result (line 13).

Example 7: Consider G and Q in Example 1. Let λ = 0.5, TopKET finds top-2
matches of uo as follows. It first identifies the radius r as 4. For each match
candidate, i.e., all comedy movies m2-m10, it computes the ball, and dual sim-
ulation for each of them. Take m9 as example, its ball includes nodes: p4, p5,
m2, m4, m5, m6, m7, m8, m9 and m10 (only entity nodes are considered here)
and exactly the same edges among these nodes as in graph G, the dual simu-
lation S = {(You Ge, p4), (Fan Xu, p5), (M1,m4), (M1,m6), (M1,m10), (M,m9)}
and Ra(v) = {p4, p5,m4,m6,m10,m9}. After all the candidates are processed
and sorted, set T includes following nodes, i.e., m9, m6, m4, along with their
approximate relevance sets. TopKET then iteratively confirms validity for each
candidate, and updates U as following. It first initializes set M with m9 followed
by m6, as the termination condition can not be met, TopKET next updates U
by replacing m6 with m4. After the loop, U is returned as a top-2 match set. ��

Correctness and Complexity. We show the correctness of TopKET by proving
that (1) TopKET always terminates, and (2) when TopKET terminates, it returns
a set of at most k matches of uo.
(1) TopKET first repeats the for loop (lines 3–7, Fig. 3) |V | times, and in each
iteration, it computes a dual simulation relation between Q and G(v, r), for a
match candidate v. TopKET next iteratively verifies whether a match candi-
date v in T is valid or not, and selects v if it is a valid match (lines 9–12).
As |T| is bounded by |V |, hence the iteration repeats no more than |V | times.
As two rounds iteration repeats limited times, thus TopKET always terminates.
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(2) Termination condition ensures that when algorithm terminates, at most k
matches will be returned.

For the complexity, TopKET first computes radius r of Q in O(|Vp|(|Vp| +
|Ep|)) time (line 1). TopKET then iteratively computes a ball G(v, r) and the
dual simulation between Q and G(v, r) (lines 3–7). As a single iteration takes
TopKET O(|V | + |E|) time to compute a ball G(v, r) with node set Vb and edge
set Eb, and O((|Vp| + |Ep|)(|Vb| + |Eb|)) time to compute the dual simulation
relation via Procedure DualSim (lines 3–7), and the for loop repeats at most
O(|V |) time, hence it is in total O(|V |((|V | + |E|) + (|Vp| + |Ep|)(|Vb| + |Eb|)))
time. The sorting process takes TopKET O(|V |log(|V |)) time as |T| is bounded
by |V | (line 8). The second for loop repeats at most |V | times, and in each
iteration, it takes TopKET O(|V ||V |!) time to verify whether v is a match or not
(line 10), thus, it is in O(|V |2|V |!) time to verify and select matches. Summing
these up, the total time is in O(|Q|2 + |Q||G|2 + |G|2|G|!).
Early Termination. Algorithm TopKET has the early termination property, as
it leverages one strategy for early termination, thus no need to verify validity for
all candidate matches. As will be verified in Sect. 5, TopKET can find a set of k
matches with F-measure reaching 80%, and better still, it is more efficient than
its counterpart.

Fig. 4. Typical structured semantic summaries

5 Experimental Study

We next present an experimental study of our query structuring method
(Sect. 5.1) and diversified top-k graph pattern matching method (Sect. 5.2), using
real-life data. The experiments were conducted on a machine with an Intel Core
(TM) 2 Dual Core 3.00 GHz CPU and 8 GB of RAM. Each experiment was run
at least 5 times, and the average is reported.

5.1 Experiments for Query Structuring

We first evaluate the effectiveness of our query structuring method.

Experimental Setting. We used real-life query log from our industrial collabo-
rator in our experiments. The query log consists of 97801 query sentences (all in
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Chinese), with search intention focusing on movies or TV programs. To evaluate
our approaches, we choose 20% of the sentences in query log as training data,
and leave remaining sentences as testing data.

Implementation. We implemented the training algorithm Bayes, in Java.

Experimental Results. We next report our findings.

Exp-1: Effectiveness. To measure the effectiveness of our query structuring
method, we define the ratio R = |CS|

|TS| , where TS is the set of testing sentences,
and CS includes those sentences whose pattern queries are correctly generated.
Before computing R, we used CRF++ [1] to recognize entities and explicit rela-
tions for each query sentence, inspected training data and manually extracted a
set of structured semantic summaries, as shown in Fig. 4. Taking Qs1 as exam-
ple, it represents a class of pattern queries, that searches objects (marked with
“*”) with type AT , e.g., movie and attribute (with edge labeled as AA) that
represents an entity AE , e.g., country. These typical structured semantic sum-
maries are treated as class labels of training data. We then ran Bayes on training
data to obtain a classifier, and applied the classifier to determine whether a test
sentence can be correctly structured. We find that our method is very effective,
i.e., the R value is over 95%, on average.

5.2 Experiments for Diversified Top-k Graph Pattern Matching

Experimental Setting. We used real-life data in our experiments.
(1) Real-life data. We used two real-life graphs: (a) Movie, a crawled knowledge
graph with 87K nodes and 167K edges. Each node has attributes such as name,
genre and rating, and each edge from a person to a movie indicates that the
person played in (resp. directed) the movie. (b) Youtube, a network with 1.4M
nodes and 3M edges. Each node is a video with attributes such as category, rate,
and edge edge from v to v′ indicates that v′ is in the related list of v.

Implementation. We implemented the following algorithms, all in Java: (1)
TopKApx, an algorithm that first computes a match set Mu(Q,G, uo) with algo-
rithm [7], and then selects k matches from Mu(Q,G, uo) by following the strategy
introduced by [5]. (2) TopKNaive, which computes all the matches of Q, identifies
matches of uo along with their relevance sets, and finds diversified top-k matches
via exhaustive search. (3) our algorithm TopKET.

Experimental Results. We denote (|Vp|, |Ep|) as the size |Q| of Q. To measure
how pattern size influences performances of matching algorithms, we used three
kinds of pattern queries with size (2, 1), (3, 2) and (4, 3). We next present our
findings.

Exp-1: Effectiveness. We first evaluated the effectiveness of our diversified top-
k matching algorithms, i.e.,TopKET vs. TopKApx and TopKNaive. We measured
effectiveness by computing the F-measure [18], which is defined as 2·(recall·precision)

(recall+precision ),

where recall = |true match found|
|true matches| , and precision = |true matches found|

|matches found| .
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Varying |Q|. Fixing k = 10, λ = 0.5, we varied |Q| from (2, 1) to (4, 3), and
evaluated F-measure over Movie. The results shown in Fig. 5(a) tell us the fol-
lowing. (1) TopKET is very effective, especially on tree patterns, e.g., it achieves
higher F-measure than TopKApx when |Q| = (2, 1). (2) TopKNaive identifies
all the matches of Q, hence has F-measure= 100%. (3) TopKApx has higher
F-measure than TopKET for larger patterns, as it pays more time to find approx-
imate matches.

In the same setting as in Fig. 5(a), we evaluated F-measure on Youtube with
patterns ranging from (4, 6) to (8, 16). As shown in Fig. 5(b), the F-measure of
TopKET is slightly worse than TopKApx on larger patterns, and TopKNaive has
F-measure=1 in all the cases.

Varying k. Fixing |Q| = (3, 2) (resp. |Q| = (4, 6)) and λ = 0.5 , we varied k
from 5 to 30 in 5 increments, and reported F-measure on Movie (resp. Youtube).
As shown in Figs. 5(c) and (d), when k gets larger, more true and false matches
are identified by TopKET, hence the F-measure varies between 69% and 80% on
Movie and 55% and 68% on Youtube, respectively.
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Fig. 5. Performance evaluation

Exp-2: Efficiency. We evaluated efficiency of the algorithms, in the same set-
ting as in Exp-1.

Varying |Q|. As shown in Fig. 5(e), (1) TopKET takes only 20.2% (resp. 18.5%)
time of TopKApx (resp. TopKNaive), on average, on Movie. This verifies the
effectiveness of the early termination property that TopKET preserves. In the
same setting as in Fig. 5(e) but with larger patterns, we evaluated efficiency of
the algorithms on Youtube. As shown in Fig. 5(f), (1) all the algorithms spend
more time on larger patterns, (2) TopKET is the most efficient one among three
algorithms. These results also verify the observations on Movie.

Varying k. Fixing |Q| = (3, 2) (resp. |Q| = (4, 6)) and λ = 0.5, we varied k from 5
to 30 in 5 increments, and tested the efficiency of the algorithms on Movie (resp.
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Youtube). The results shown in Fig. 5(g) (resp. Fig. 5(h)) tell us following. (1)
All the algorithms spend more time for larger k. (2) TopKET is more sensitive
to the increase of k than TopKApx and TopKNaive, as TopKApx and TopKNaive
spend a large part of time to compute entire match set.

6 Conclusion

We have introduced and studied query structuring and diversified top-k graph
pattern matching problems. We have proposed techniques for structuring natu-
ral language queries based on their semantic summaries. We have also provided
techniques for computing diversified top-k matches based on the diversification
function, with early termination property. As verified analytically and exper-
imentally, our methods indeed remedy the limitations of prior algorithms, by
eliminating excessive matches and improving efficiency on big real-life knowl-
edge graphs.
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Abstract. Information incompleteness is a major data quality issue
which is amplified by the increasing amount of data collected from unreli-
able sources. Assessing the completeness of data is crucial for determining
the quality of the data itself, but also for verifying the validity of query
answers over incomplete data. In this article, we tackle the issue of effi-
ciently describing and inferring knowledge about data completeness w.r.t.
to a complete reference data set and study the use of a partition pattern
algebra for summarizing the completeness and validity of query answers.
We describe an implementation and experiments with a real-world dataset
to validate the effectiveness and the efficiency of our approach.

1 Introduction

Information incompleteness is a major data quality issue that is exacerbated
by the growing number of applications, collecting data from distributed, open,
and unreliable environments. Sensor networks and data integration are signifi-
cant examples in which data incompleteness naturally arises due to hardware or
software failures, data incompatibility, missing data access authorizations etc.
In all these situations, querying and analyzing data can lead to deriving partial
or incorrect answers.

Extensive effort has been devoted to representing and querying incomplete
databases [2,6,7,10,11,14]. The common characteristics of these approaches is
the use of some intensional or extensional information about completeness for
deciding whether a query returns complete answers and, in some cases, for
annotating the query answers with some completeness meta-data. Despite these
efforts, reasoning about data completeness remains tricky due to the complex-
ity of exhaustively representing and deriving information about available and
missing data in large datasets.

In many situations, datasets and query results are explicitly or implicitly
depend on some reference (or master) datasets to describe their expected full
extent. Reference datasets can be obtained in different ways. A first way is to
analyze the completeness of some attribute M in some table T (A,M) with key
A by separating T into a table D(A,M) which contains all tuples where M is not
null and a reference table R(A) which contains all keys of T . Another solution is
to exploit external reference tables for identifying the tuples missing in measure
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table D. For instance, sensor databases are usually construed within a spatio-
temporal reference delimiting the coverage of the captured data. According to
[8] 80% of enterprises maintain master data with their analytic databases. In
other data-centric applications, a reference is defined by domain experts during
database design and updated when necessary. Finally, it may also sometimes
be useful to use an existing table or query result as a reference for deriving a
comprehensive representation about available and missing information in some
specific context.

To understand the use of reference datasets for assessing data completeness,
consider the database in Table 1c which depicts an example of a sensor database.
The table DE reports on daily energy measurements for some locations spec-
ified by floor (fl) and room (ro). For various reasons, the current database
misses some values with respect to some reference dataset RE . These values
are pinpointed in grey in the DE table. The reference dataset is built by tak-
ing the Cartesian product of a spatial reference MAP describing all locations
in some building and a calendar CAL indicating the expected temporal cov-
erage (Table 1a). Observe that we also could have built a reference dataset by
extracting the keys of a measure dataset with null values for measure kWh.

Table 1. Reference tables and data table

Table 2. Minimal covers
of DE

Assume that an analyst wants to gain a full knowl-
edge about the segments of the data that are available
or missing. To facilitate her understanding of the data,
the analyst would like a summarized version of the com-
pleteness information and may opt for a pattern-based
representation like the one presented in Table 2. This
figure shows two partition pattern tables PE and PE

capturing the available and the missing information of
table DE respectively. More exactly, complete pattern
table PE contains pattern tuples that capture all parti-
tions which are complete w.r.t. the reference and empty
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pattern table PE contains pattern tuples that capture all partitions which are
empty in DE but not in the reference dataset RE . For instance, pattern tuple p0
indicates that all measurements pertaining to week w1 are available, whatever
the values of fl, ro or da are. Pattern p3 in table PE reports that no measure
can be found for room r2 and week w2. This representation is compact as it only
reports on the largest possible partitions that are complete (resp. missing) in the
data. It is also covering as it reports on every possible maximal complete (resp.
missing) partition of the data.

In this article we introduce a pattern algebra for querying pattern summaries
and reasoning about query results. This pattern algebra can be considered as
a generalization of the relational algebra where tuples are replaced by partition
patterns. This algebra can be applied to complete and empty pattern summaries
for reasoning about the completeness and the correctness of query answers. The
idea of the pattern algebra is to define for each relational operator op a pattern
counterpart opopop which reflects the transformation of the underlying pattern tables.
To illustrate this idea, consider Q1 which retrieves all measures referring to week
w2 on table DE :

Q1 : select ∗ from DE where we = ‘w2 ’ ;

This query corresponds to a simple selection Q1 = σwe=′w2′(DE) and the com-
pleteness of the result of this query is defined with respect to the result of the
same selection applied to the reference table RE . The pattern queries which
reflect the corresponing transformations on the complete and missing pattern
tables are obtained by using the pattern counterpart of Q1: Q1Q1Q1 = σσσwe=′w2′(PE)
summarizes all complete patterns and Q1Q1Q1 = σσσwe=′w2′(PE) summarizes all empty
partitions as shown in Table 3. Observe that both pattern queries do not only
choose those patterns where we =′ w2′ but must generate all patterns that sum-
marize partitions in σwe=′w2′(DE) which are complete with respect to partitions
in σwe=′w2(RE).

Table 3. Partition patterns for Q1 and Q2

As another example take a projection Q2 = πfl,ro(DE) on attributes fl and
ro. The corresponding pattern query Q2Q2Q2 = πππfl,ro(PE) returns the pattern table
summarizing all floors and rooms where some measures are avalaible and Q2Q2Q2 =
πππfl,ro(PE) returns the pattern table summarizing all floors and rooms where
some measures are missing (see Table 3). The pattern completeness model also
plays a useful role for validating the correctness of aggregation queries answers.
When such queries are applied on incomplete data, the values resulting from
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aggregating incomplete partitions are simply incorrect and there is no means
to notify this fact to the user. To illustrate the role of the pattern model in
detecting potential problems with aggregation queries, consider Q3 which sums
the energy consumption over all da values.

Q3 : select f l , ro , we , sum(kWh) as kWh from DE

where f l= ’ f 1 ’ group by f l , ro , we

This query returns both valid and non-valid answers produced by com-
plete and incomplete partitions respectively. As before pattern table Q3Q3Q3 =
πππfl,ro,we(σσσfl=′f1′(PE)) summarizes all complete and partially complete parti-
tions whereas set Q3Q3Q3 = πππfl,ro,we(σσσfl=′f1′(PE)) summarizes all empty or par-
tially empty partitions. To obtain the summaries of all complete, empty and
partially complete (empty) partitions, we can apply pattern table difference and
intersection as shown in Table 4 where Q3Q3Q3 −−− Q3Q3Q3 summarizes all correct results,
Q3Q3Q3 −−− Q3Q3Q3 summarizes all missing results and Q3Q3Q3 ∩∩∩ Q3Q3Q3 summarizes all incorrect
results.

Table 4. Partition patterns for Q3.

Table 5. Result of Q3Q3Q3

fl ro we kWh Annot

f1 r1 w1 22 ok
f1 r1 w2 10 nok
f1 r2 w1 18 ok

Since data tables are pattern tables without wild-
cards, it is then possible to use the pattern algebra for
annotating query results. For example, Table 5 shows
the annotated result of query Q3Q3Q3 where complete-
ness information is directly extracted from tables
Q3Q3Q3 −−− Q3Q3Q3 (correct results generated by complete par-
titions) and Q3Q3Q3 ∩∩∩ Q3Q3Q3 (incorrect results generated by
incomplete partitions). This result can be obtained
by rewriting Q3Q3Q3 into a union of two queries Qok and Qnok separating the correct
and incorrect answers. For example, the following pattern query generates the
subset of all annotated results by applying a pattern join between the data table
and the pattern table identifying all complete partitions:

σσσfl=′f1′(DE) ������ (πππfl,ro,we(σσσfl=′f1′(PE)) − πππfl,ro,we(σσσfl=′f1′(PE))) (1)

Contributions and Paper Outline. The main contributions of this article are (1)
a new data completeness model based on the notion of partition patterns for
summarizing relative completeness information, (2) a new sound and complete
pattern algebra for generating and transforming partition pattern covers, (3) a
practical implementation of the algebra based on SQL and (4) an experimental
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evaluation on a real-world sensor dataset, on top of a standard relational DBMS.
The rest of the article is structured as follows. Section 2 discusses related work.
Section 3 introduces the pattern model as well as the notions of completeness and
correctness of SQL queries. The pattern algebra and some applications of pattern
queries are presented in Sect. 4. Section 5 describes our solution for processing
and optimize pattern queries using standard relational database technology and
presents two algorithms for generating pattern tables. The experimental eval-
uation presented in Sect. 6 validates our approach on real-world and synthetic
sensor datasets.

2 Related Work

Our work is reminiscent to the work on relative information completeness [2]
using materialized reference (master) datasets to model information complete-
ness. Given a database DB and a master database DBC , deciding whether DB
is complete for a query Q resorts to finding a set of containment constraints
V of the form q(DB) ⊆ p(DBC) where q is a query on DB and p is a pro-
jection on DBC . The complexity bounds obtained for different languages used
for expressing queries and containment constraints demonstrate the difficulty of
reasoning about information completeness [2]. Within this formal setting, our
pattern tables can be considered as exhaustive sets of conjunctive containment
constraints and our goal is not only to decide if the answer is complete, but also
to compute all containment constraints (patterns) satisfied by the query answer.

The seminal work of [10] suggests the use of meta tuples to describe data
integrity (completeness and correctness) constraints. Meta relations are simi-
lar to our pattern tables, where meta tuples are used to define available, valid
and invalid data and to encode logical views over virtual complete and correct
data tables. Query completeness checks if there exists a rewriting of the query
using only complete views. Another idea we adopt from this early work is the
definition of an algebra that manipulates meta tuples for producing sound (but
not complete) sets of meta tuples satisfied by an input query. More recently,
[11] presents an approach which consists in associating completeness patterns
to data tables and an algebra for querying patterns to produce query answer
completeness information. From this work we adopt the approach of using pat-
terns and of defining an algebra to manipulate these patterns. In [11] com-
pleteness patterns describe the extent of data completeness as views over a vir-
tual complete database, whereas we suppose that the completeness of a data
table or query answer is automatically assessed w.r.t. a materialized reference
table. This introduces an additional practical and semantic dimension for ana-
lyzing quality issues of data and query results related to information incomplete-
ness. Our completeness patterns and pattern algebra can also be assimilated to
the m-tables model [14] (inspired from c-tables [5]) which introduces extended
tuples for representing completeness information and an algebra over m-tables for
annotating query answers with certainty information. The work in [6] analyzes
different types of partial result anomalies engendered by data incompleteness.
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The data completeness model distinguishes between cardinality (incomplete,
phantom, indeterminate) and correctness (credible and non-credible) anomalies
at different granularity levels (input, operator, column, partition). The authors
also study how these anomalies are propagated within a query plan. We follow
the same approach regarding completeness propagation using operators at the
granularity of partition (down to individual tuples). We derive raw completeness
information from reference data whereas [6] derives completeness information
from observed physical access anomalies.

In our setting, correctness does not deal with the validity of data tuples
w.r.t. logical constraints as in [7,10], but is more related to the concept of sum-
marizability [9]. The notion of summarizability was first introduced by [12] in
the context of statistical databases, where it refers to the correct computation
of aggregate values with a coarser level of detail from aggregate values with
a finer level of detail. One of the summarizability conditions defined in [12] is
completeness which checks if all elements in a cluster (coarser level) exist and
are attached to some cluster. In our setting, this mainly corresponds to the con-
straint that the partitions (clusters) generated by the group by clause of an
analytic query are complete. As we will show in Sect. 4, our pattern model and
algebra also allows us to identify and filter incomplete partitions. Finally, other
existing work deals with deriving explanations for missing answers [4] or with
answering why-not questions [1,15]. These works assume the data to be complete
and focus on understanding the behaviour of queries rather than on evaluating
the impact of incomplete data on the completeness and the validity of queries
with aggregation.

3 Pattern Model: Definitions

Our data model starts from the standard relational data model extended by the
possibility to define reference tables for representing completeness constraints
over data tables.

Definition 1. Let D and R be two relational tables and A the set of attributes
of R, called reference attributes. If A is a key in table D, table R is called a
reference table for data table D and the pair T = (D,R) is called a constrained
table.

For example, table RE in Table 1a is a reference table of DE with reference
attributes A = {fl, ro, we, da}. Observe that any table S(A,M) with key A and
with null values for attribute M can be decomposed into a constrained table
Δ(S) = (D,R) where measure table D ⊆ S contains all tuples in S without null
values and R = πA(S) contains all key values in S. Similarly, we can build from
any constrained table T = (D,R) a relational table Γ (T ) = R � D with null
values such that Δ(Γ (T )) = T .

Definition 2. A constrained table T = (D,R) with reference attributes A is
complete iff R ⊆ πA(D).
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For example, the constrained table T = (DE , RE) in Table 1c is not complete
whereas T ′ = (DE , σwe=′w1′∧ro=′r1′(RE)) is complete. We introduce the notion
of pattern as a comprehensive description of all complete and empty data parti-
tions in a constrained table.

Definition 3. Let A = {a1, a2, ..., an} be a set of reference attributes where the
domain of each attribute is extended by a distinguished value ∗ called wildcard. A
partition pattern p = [a1 : v1, a2 : v2, ..., an : vn] over A is a tuple which assigns
to each reference attribute ai ∈ A a value vi ∈ dom(ai) ∪ {∗} in the extended
domain of ai. A set of partition patterns P (A) = {p1, p2, . . . , pk} over a set of
reference attributes A is called a pattern table.

In the following we will denote by [∗] the wildcard pattern where all attributes
are assigned to wildcards. Observe that a pattern table might contain only data
tuples, i.e. pattern tuples without any wildcards. Partition patterns are part of
a generalization/specialization hierarchy defined as follows.

Definition 4. A pattern p1 generalizes a pattern p2 if p1 can be obtained from
p2 by replacing zero or more constants by wildcards. Inversely, p1 specializes p2
if p1 can be obtained from p2 by replacing zero or more wildcards by constants.

The generalization/specialization hierarchy forms a semi-lattice with the wild-
card pattern as top-element and data tuples as bottom elements.

Definition 5. The instance �(p, S) of a pattern p in some table S is the subset
of tuples t ∈ S which are specializations of p.

The instance �(p, S) of a pattern p = [a1 : v1, a2 : v2, ..., an : vn] in some table
S can be computed by a relational selection �(p, S) = σcond(S) with filtering
condition cond =

∧
(ai = p.ai ∨ p.ai = ∗). It is then easy to show that (1)

�([∗], S) = S, (2) �(p, �(p, S)) = �(p, S), and (3) S ⊆ S′ ⇒ �(p, S) ⊆ �(p, S′).
The notion of instance can naturally be extended from patterns to pattern tables
P and constrained tables T = (D,R): �(P, S) =

⋃
p∈P �(p, S) and �(p, T ) =

(�(p,D), �(p,R)). In the following, we define several properties and relationships
connecting pattern tables to constrained tables which are necessary to define the
final notion of minimal pattern cover.

Definition 6. A constrained table T = (D,R) satisfies a partition pattern p,
denoted by T |= p, if �(p,R) = �(p,D). By extension, T satisfies P if T satisfies
all patterns in P .

It is easy to show that a constrained table T is complete if it satisfies the wildcard
pattern [∗].

Definition 7. A partition pattern p1 subsumes a partition pattern p2, denoted
p2 	 p1 if for all constrained tables T : T |= p1 ⇒ T |= p2.

Proposition 1. If p2 is a specialization of p1, then p1 subsumes p2.
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Definition 8. A pattern table P covers a constrained table T if T |= P and for
all patterns p satisfied by T there exists a pattern p′ ∈ P such that p 	 p′.

Pattern table PE in Table 2 covers the constrained table TE = (DE , RE).
When replacing p0 = [∗, ∗, w1, ∗] by two patterns pa = [f1, ∗, w1, ∗] and pb =
[f2, ∗, w1, ∗] this is not true anymore, since pattern p0 = [∗, ∗, w1, ∗] is satisfied
by T but not subsumed by any pattern in P − {p0} ∪ {pa, pb}.

Definition 9. A pattern table P is reduced if there exists no pair of distinct
patterns p ∈ P and p′ ∈ P such that p is a specialization of p′.

Proposition 2. For each constrained table T , there exists a unique reduced
cover �(T ) called the minimal pattern cover of T .

For example, pattern table PE in Table 1c is the minimal pattern cover of
constrained table T = (DE , RE).

4 Pattern Algebra: Folding and Unfolding

Let T = (D,R) be a constrained table and Q be a relational query which can be
applied to D and R. Our goal is to define a set of operators which allow us to
compute the minimal cover �(T ′) of the result of T ′ = Q(T ). One solution is to
implement an operator � for computing the minimal cover �(T ′) of constrained
table T ′ (see red dashed lines in Fig. 1). An alternative way is to rewrite Q(D)
into a new query QQQ(�(T )) over a minimal cover �(T ) to produce �(T ′) (see blue
solid line in Fig. 1).

T = (D,R) T ′ = (D′, R′)

�(T ) �(T ′)

Q

�
QQQ

�

Fig. 1. Pattern queries (Color fig
online)

In the following we extend the relational
algebra RA with two operators unfold (�) and
fold (�) for transforming pattern tables and
use this extended algebra RAext = RA ∪
{�, �} to define a new pattern algebra RApatt

over pattern tables.

Definition 10. The unfold operator �A(P,R)
generates for a given pattern table P and reference table R an equivalent1 pattern
table P ′ where all values of attributes ai ∈ A are constant values.

The unfolding �A(P,R) of a pattern table P on some attribute set A w.r.t. its
reference table R can be defined by the following relational algebra expression:

�A (P,R) = πR.A,P.¬A(P ��θ�
R) (2)

where θ� =
∧

aj∈A(P.aj = ∗∨P.aj = R.aj) for all attributes in A and πR.A,P.¬A

denotes the projection on attributes A of R and on all attributes of P except A.
Consider the pattern table P in Table 6. Its unfolding �{fl}(P,R) over att-

tibute fl obviously is not minimal. For example, the third pattern subsumes the
second one in �{fl}(P,R).

1 Two pattern tables are equivalent if their instances in R are equal.
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Table 6. Example

Operator fold �ai
is the inverse operator of �ai

and generalizes, when possible,
all subsets S of patterns p ∈ S which are equal for all attributes except for
attribute ai into a single pattern pai:∗ with a wildcard value for attribute ai = ∗:

Definition 11. Given a pattern table P and a reference table R, the fold oper-
ator �ai

generates a pattern table �ai
(P,R) = P ′ which is equivalent to P and

where there exists no subset S ⊆ P ′ and pattern p 
∈ S where p.ai =′ ∗′ and p is
equivalent to S: P ′ ≡R P∧ 
 ∃S ⊆ P ′, p 
∈ S, : p.au = ∗ ∧ {p} ≡R S.

Operator �ai
can be expressed in the relational algebra (see the extended version

of this article [3]). As for unfold, the fold operation is associative and can be
generalized on a set of attributes A = {a1, a2, ..., an}:

�A (P,R) =
{

P for A = ∅⋃
ai∈Ah

(�ai
(�A−ai

(P,R), R)) otherwise (3)

We show in Sect. 5.2 two folding algorithms based on this definition. In the
following, �(P,R) (unfold all) and �(P,R) (fold all) will denote the unfold and
fold operations over all reference attributes in P (and R). Using this extended
relational algebra RAext, we can now define a pattern algebra RApatt which
contains for each data table operator � ∈= {σ, π, ��,∪,∩,−} its pattern-table
counterpart ��� ∈ {σσσ,πππ,������,∪∪∪,∩∩∩}.

Definition 12. Let P and P ′ be two minimal covers of constrained tables
T = (D,R) and T ′ = (D′, R′). Then we define the following pattern algebra
RApatt = {σσσ,πππ,������,∪∪∪,∩∩∩, } where each operator ��� is defined by using its relational
counterpart � and operators � and �:

���(P ) = � (�(�(P,R)), �(R)) (4)
P ��� P ′ = � (�(P,R) � �(P ′, R′), R � R′) (5)

Observe that the previous definition does not include set difference. Instead,
we introduce a complement operator P which generates the “complement” of a
partition table P . Using this operator and intersection we define pattern differ-
ence as follows:

P = � (R − �(P,R), R) (6)

P −−− P ′ =P ∩∩∩ P ′ (7)
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Theorem 3. RApatt is sound and complete: for all relational operators � ∈
{σ, π, ��,∪,∩}, constrained tables T = (D,R) and T ′ = (D′, R′) with covers P
and P ′ respectively, the following equations are true:

���(P ) = � (�(D), �(R)) (8)
P ��� P ′ = � (D � D′, R � R′) (9)

Proof. The proof is given in the extended version of this article [3].

5 Pattern Query Processing and Folding Algorithms

5.1 Pattern Query Rewriting and Optimization

As shown in Sect. 4 unfolding � can be expressed in the relational algebra (RA),
whereas folding � over a set of attributes is not expressible in RA (see Sect. 5.2
for implementations of �). It then is possible to rewrite any pattern query without
folding into a relational query over pattern tables and reference tables. We will
illustrate this by two examples with selection and projection.

Let pattern table P be a cover of constrained table T = (D,R). Let σθ(D)
be a filtering query over data table D with a predicate θ using only reference
attributes. Then, the following pattern selection query generates a cover for the
result of Q:

QaQaQa = σσσθ(P,R) = � (σθ(�(P,R)), σθ(R)) (10)

Unfolding is necessary to check the existence of tuples in pattern instances. For
example, in order to check if a pattern p = (a1 : v1, . . . , ai : ∗, . . . , an : vn)
satisfies a filtering condition ai = ci, p must be unfolded on attribute ai. The
subexpression E = σθ(�(P,R)) can be translated into the relational algebra and
optimized using standard relational query rewriting. Starting from the expression
E we can apply several rewriting steps to obtain a more optimal expression in
relational algebra which can be translated into SQL:

QaQaQa = ({[A : ∗]} × (πP.¬A(P �θ�
(σθ(R))), σθ(R))) (11)

Fold (�) and unfold (�) comprise costly joins with reference tables. In many real
world settings, reference tables R = R1×R2×...×Rn are defined by the Cartesian
product of independent reference tables Ri corresponding to spatial, temporal
and other dimensions. These reference tables Ri are obviously much smaller
than the generated reference table R and introduce optimization opportunities
for reducing unfolding/folding costs. Consider the following more complex query
expression over the same constrained table T = (D,R):

QB = πfl,ro,we,da(σfl=′f1′(D)) (12)

Let P be a minimal cover of T and R = MAP × CAL. By applying several
rewriting steps, we can obtain the following pattern query which generates a
(but not minimal) cover of the constrained query result (Q(D), Q(R)):

QBQBQB = {fl : ∗} × πP.ro,P.we,P.da(P ��cond (σfl=′f1′(MAP)) (13)
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Observe that QBQBQB only refers to table MAP for unfolding attribute fl and
reference table CAL can be ignored.

5.2 Folding Algorithms

This section will present two optimized folding algorithms. The first algorithm
FoldData computes minimal covers for data tables and the second algorithm
FoldPatterns directly folds pattern tables into minimal covers without a pre-
liminary unfolding step.

Algorithm FoldData computes for a given constrained table T = (D,R) a
strict cover �(T ) following a set of attributes A. If A is the set of all attributes
in T , FoldData produces the minimal cover of T . The algorithm explores the
data table by searching for complete partitions. It starts from the most general
pattern i.e.wildcard pattern [∗] (level 0) and explores top-down and breadth-first
the pattern subsumption lattice LD generated by the active attribute domains
in the data table D. Each level l corresponds to all patterns p with l constants.
For checking if some pattern p is satisfied by D, the algorithm compares the
cardinality of p in D and R using SQL. After each level, all specializations of
the found complete patterns p are by definition also complete and the tuples
covered by p can be pruned from D before executing the next level. The exact
algorithm is defined in the extended version of this article [3].

Algorithm FoldData operates exclusively on data tables and cannot be
applied to fold pattern tables without a preliminary complete unfold. This
unfolding obviously reduces the compression ratio of pattern tables, in particu-
lar for pattern tables with a high compactness ratios. A pattern table P is not
minimal for two main reasons. First, it might not be reduced, i.e.it contains
two patterns p1 and p2 such that p1 � p2. Second, it might not be a cover,
i.e.there might exist a subset of patterns S ⊆ P which could be merged into a
single equivalent pattern p 
∈ P . For example [f1, r1, w1, ∗] and [f1, r2, w1, ∗]
from P can be merged into [f1, ∗, w1, ∗] /∈ P . Algorithm FoldPatterns explores
the pattern lattice bottom-up starting from the most specialized pattern (at the
lowest level) and by recursively merging sets S of patterns which differ only on
the constant of one attribute. The merge step first solves the second issue and
checks if the instance �(S,R) of a subset S ⊆ P is equivalent to the instance
�(p,R) of a pattern p 
∈ P . As soon as S can be merged into one pattern p,
the latter is added to P (it might be merged with a higher level pattern at the
next iteration). Notice that one pattern can take part in several pattern merges
and merged patterns are removed only after all level merges are performed. For
example, [f1,r1,w1,∗] can merge first with [f1, r2, w1, ∗] to generate [f1, ∗, w1,
∗], and merge a second time with [f2, r1, w1, ∗] to produce [∗, r1, w1, ∗]). The
algorithm is described in more detail in the extended version of this article [3].

6 Experimentation

We ran our experiments on a standard Linux machine equipped with a
2.4 GHz dual core CPU, 8 GB of RAM and 350 GB of standard storage.
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The algorithms are implemented in Python 2.6 whereas data and patterns
were managed in PostgresSQL [13] and accessed using the psycopg2+ library
of Python. We did not define any indexes to accelerate filters and joins. We
use temperature measures collected in 12 out of 96 buildings and refer to this
measure table with Temp. The reference table RTemp includes all campus spa-
tial localities equipped with a temperature sensor. Measure table Temp has
key (building, floor, room, year,month, day, hour) and an additional attribute
value. The reference tables only contains the key attributes of Temp. The size
of table Temp is 1.3M tuples and table RTemp contains 24.6M tuples.

We perform a preliminary experiment to measure the completeness of dif-
ferent datasets D and the compactness ratio of the corresponding complete and
missing pattern tables P and P . We define the compactness ratio Γ (P,D) of a
pattern table P by the ratio |D|/|P | ∈ [1,D] where |P | is the size (cardinal-
ity) of the pattern table and |D| is the size of the data table. The completeness
Ω(D) of a measure table D with respect to its reference table R is defined by
the ratio |D|/|R| ∈ [0, 1]. In addition to Temp, we consider a subset OneBlg of
all measures in building 2232 and a subset OneMonth of all measures collected
during the month of January. The corresponding reference tables are built by
extracting the reference subsets corresponding to the same building and month
respectively.

The completeness ratio Ω is significantly higher for the dataset OneBlg
(restricted to building 2232) than for the overall campus average which can
be explained by a better sensor coverage in this building. Completeness is not
uniformly distributed over months of the year, many sensors experience periods
of no recording activity (failure) or are installed after January, leading to a lower
monthly completeness rate than for other months. Observe from the Table 7 that
the completeness ratio and the data size are not sufficient to explain the com-
pactness ratio since the compactness ratio is governed by the distribution of
missing data over the spatial and temporal localities.

Table 7. Patterns tables sizes and compactness ratios

D Ω(D) |D| |P | Γ (P, D) |P | Γ (P , R − D)

Temp 5.36% 1,321,686 11,269 117 10,777 2,161

OneBlg 21.43% 341,640 39 8760 55 22,776

OneMonth 4.23% 88,536 119 744 370 5,390

We define two “real” measure datasets Temp 0 (empty temperature table),
Temp 50% (containing the first 50% of Temp sorted by time and space),
Synthetic 0% (empty table) and two “synthetic” datasets Synthetic 30% (con-
taining a random 30% sample of the reference table). Starting from these four
datasets with a fixed completeness ratio, we build two series of datasets obtained
by successively inserting and deleting tuples from the dataset. The insertion
and deletions follow two strategies: (i) a sequential strategy which selects the
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(inserted or deleted) tuples using their spatial and temporal domain order pre-
serving the original data distribution in Temp 0% and Temp 50%, and (ii) a
random strategy which picks these tuples in a random fashion for Synthetic 0%
and Synthetic 30%.

Fig. 2. Compactness versus completeness: synthetic dataset (random)

Figures 2 and 3 depict the evolution of compactness w.r.t. completeness for
each dataset. In the synthetic datasets (Fig. 2), the compactness of a random
dataset with 30% completeness evolves symmetrically in both directions (inser-
tion and deletion): successive insertions/deletions generate/remove tuples which
give raise to new patterns. At some point, these insertions/deletions will cause
the merging of fine-grained patterns to coarser-grained ones increasing the com-
pactness ratio to achieve maximum compactness at both extremities. In the real
datasets we observe the same trend with a lower amplitude for a dataset with
50% initial completeness: insertions lead to a faster completion of the partial
partitions (thanks to order sensitive updates) and thus to faster derivation of
coarser patterns without deriving all their subsumed patterns. In the follow-
ing experiment we evaluate the performance of algorithm FoldData. From the
original dataset Temp, we derived 30 datasets grouped into three categories,
each with approximately the same completeness rate, but different dataset sizes.
Figure 4 shows the run time of FoldData for all datasets according to the num-
ber of generated patterns. Categories are represented by points of different colors

Fig. 3. Compactness versus completeness: real dataset (sensor failures)
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Fig. 4. Fold data run time evolution by the number of generated patterns (Color fig
online)

(orange = 15%, violet = 10% and green = 3% completeness rate). Notice that
execution time is not impacted by the data completeness but grows exponentially
with the number of generated patterns.

The following experiment measures the efficiency of processing pattern
queries for producing minimal covers for queries over constrained tables. We
compare the pattern-based query plans (blue solid path in Fig. 1) using the
techniques described in Sect. 5 by comparing it with the “naive” strategy of
computing the minimal cover from the results of the query applied to the data
and reference tables (red dashed path in Fig. 1). We tested both approaches on
the queries below and report the result in Table 8. The reported execution times
correspond to the queyr answer completeness pattern table generation cost (Fold
Answer), and to the sum of pattern query evaluation cost and the Fold Pattern
cost necessary to produce a minimal pattern set (Pattern Algebra).

Q1: σb=2223(Temp) Q2: σb=2223∧f=1(Temp)
Q3: σb∈(1213,3334)∧(m∈(11,12)(Temp) Q4: πb,f,r,mσbin(1213,2324)(Temp)
Q5: πf,r,m,d(Temp) Q6: Πb,f,r,area,tempTemp ��b LocArea
Q7: OneBlg − OneMonth

Assessing the completeness of queries with the pattern algebra outperforms
the naive approach for all of the tested queries. Queries Q1 and Q2 only refer
to the spatial dimension and both methods (Fold Answer and Pattern Algebra)
can be optimized by exploiting attribute domain independence as described in
Sect. 5. For Q3 the gain is less important since it needs partial unfolding over both
reference tables which incurs in an important overhead for Fold Answer. Queries
Q4 and Q5 need no unfolding which explains the performance gain of the pattern
algebra approach. For Q5, the pattern algebra evaluation is much more efficient
because of the compactness of the pattern covers and the fact that corresponding
pattern query doesn’t need unfolding (no selection) in contrast with Q4. The
performance gain for the last two queries Q6 and Q7 is less significant, since both
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imply accessing two tables, leading to performing joins between corresponding
pattern tables. Pattern queries are independent of the data size: for Q7 the data
size is much larger than for Q6, but the pattern queries have similar run time
since both queries have pattern tables of similar size.

Table 8. Complete and missing query answer patterns

Query Complete Missing Execution time (sec)

|Answer| |P (Qi)| |Missing| |P (Qi)| Fold answer Pattern algebra

Q1 96,360 11 1,103,760 66 7.410 0.091

Q2 8,760 1 191,808 15 0.250 0.002

Q3 16,025 217 584,250 91 156.060 13.700

Q4 144 12 3,228 46 1.700 0.140

Q5 25,342 114 101,678 763 143.920 9.890

Q6 327 11 10,415 578 10.090 8.630

Q7 312,624 39 1,146,288 143 23.520 9.870

7 Conclusion

In this paper, we presented a pattern-based approach for representing and
summarizing relative completeness information. We proposed a formal model
and characterized a powerful reasoning mechanism for inferring and analyzing
exhaustive sets of completeness statements about data and query answers. We
validated our approach experimentally and confirm the efficiency of the pattern
algebra and its usefulness in evaluating query completeness and correctness.
Extending the model with statistical information about data completeness is a
challenging future direction. A natural extension under study is the use of a
map-reduce platform like Apache Spark [16] to compute minimal pattern cov-
ers and implement the pattern algebra. In parallel to this work we also study
the use of pattern covers for reasoning about data completeness and implement
rule-based data imputations strategies.
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Abstract. When conducting a search for research papers, the search should
return comprehensive results related to the user’s query. In general, a user inputs
a Boolean query that reflects the information need, and the search engine ranks
the research papers based on the query. However, it is difficult to anticipate all
possible terms that authors of relevant papers might have used. Moreover,
general query-based ranking methods emphasize how to rank the relevant
documents at the top of the results, but require some means of guaranteeing the
comprehensiveness of the results. Therefore, two ranking methods that consider
the comprehensiveness of relevant papers are proposed. The first uses a topic-
based Boolean query search. This search converts every word in the abstract set
and query into a topic via topic analysis by Latent Dirichlet Allocation
(LDA) and conducts a search at the topic level. The topic assigned to synonyms
of a search term is expected to be the same as that assigned to the search term.
Each paper is ranked based on the number of times it is matched with each
topic-based Boolean query search executed for various LDA parameter settings.
The second is a hybrid method that emphasizes better results from our topic-
based ranking result and a general query-based ranking result. This method is
based on the observation that the paper sets retrieved by our method and by a
general ranking method will be different. Through experiments using the
NTCIR-1 and -2 datasets, the effectiveness of our topic-based and hybrid
methods are demonstrated.

Keywords: Latent Dirichlet Allocation � Research paper search � Search recall

1 Introduction

When searching for research papers, it is important that the search returns compre-
hensive results related to a user’s information needs. In many cases, a user inputs a
Boolean query that reflects his/her information needs to an academic search engine, and
acquires the research papers that are most closely related to the query. However, there
are two main problems when searching for papers in such a search engine.

The first problem is a construction of query. When a user searches research papers
for a method of extracting a hierarchical relationship between words, for example, the
user first defines a Boolean query that expresses his/her information needs as follows:
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“hierarchical relationship” AND extract. If this query produces any hits, then the results
are likely to satisfy the information needs. However, there are many synonyms and
similar expressions for “hierarchical relationship” and “extract.” Therefore, the user
might extend the query to (“hierarchical relationship”OR “hierarchical structure”) AND
(extract OR acquire). Unfortunately, this query does not return relevant papers in which,
for example, “hierarchical relationship” or “hierarchical structure” appears but neither
“extract” nor “acquire” appears. This query also misses relevant papers if the author uses
terms such as “obtain” or “get” instead of “extract” and “acquire.” Similarly, the above
query also misses relevant papers that use terms such as “superordinate-subordinate
relation” and “part-whole relationship,” which are specific words for “hierarchical
relationship” in the field. Thus, it is difficult for a user to fully predict how represen-
tations of search terms might have been expressed by other authors.

The second problem concerns the ranking model to find the relevant papers. In
daily search, it is important that several documents ranked highly satisfy the infor-
mation needs, because we need only check some highly ranked documents to find those
that satisfy the information needs. However, in an academic search, it is not sufficient
to check only highly ranked documents: the comprehensiveness of relevant documents
is also important. More specifically, completeness when confirming across a certain
amount, that is, the cumulative recall up to rank r, is important, and a high recall is
desirable for realistic values of r (e.g., r = 1,000 for 90% recall).

Therefore, we propose two ranking methods and model a Boolean query-based
search by considering the comprehensiveness of relevant papers.

(1) Search method based on a topic-based Boolean query
We propose a search method in which every word in each abstract in the research paper
set (determining of the research paper set is described in Sect. 3) and each search term
in the Boolean query is converted to a topic using Latent Dirichlet Allocation
(LDA) [4], and then topic-level matching is conducted. By converting words to topics,
abstracts that do not include the search terms but include synonyms or similar
expressions are matched. In the topic analysis by LDA, the same topic is assigned to
words that tend to appear together in many abstracts. For example, if words w, w1, w2,
and w3 appear together in many abstracts and words w′, w1, w2, and w3 appear together
in many other abstracts, then the same topic tends to be assigned to words w, w′, w1,
w2, and w3 in such abstracts. In this case, w and w′ have the potential to be semantically
similar; that is, when word w is specified in the query, a research paper that matches a
Boolean query in which w is replaced by w′ could be a relevant search result. Using this
characteristic of LDA, we construct a query search system that conducts a search based
on the topics assigned to the search terms and collects papers that exactly match the
topic-based Boolean query from the topics assigned to each word in the abstracts.

Using the topic-based Boolean query search described above, we propose a new
ranking method. First, we set the range of parameters assigned to LDA, and execute a
topic-based Boolean query search for each parameter setting. The system then sorts
research papers in descending order of the number of times they matched the query
search for each parameter setting. This approach is based on the following observation.
In LDA, it is necessary to provide the hyper-parameters a; b; and number of topics K in
advance. In many empirical studies using LDA, a symmetric Dirichlet distribution with
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a ¼ 50=K, b ¼ 0:1 is used [4]. However, there may not be truly optimal parameters for
a given document set. On the other hand, we know empirically that a group of words
generated from the same topic with a certain high probability and a group of documents
containing common topics at a certain ratio or more are retained even if the number of
topics and hyper-parameters assigned to LDA changes slightly, and such word groups
and document groups represent the stable relationships between words and between
documents that do not depend on the slight differences in parameters. The stable
relationships found through integrating multiple topic analysis results achieve a com-
prehensive search without specifying all possible search terms related to the query.

(2) Hybrid method to integrate the ranking results of our topic-based Boolean
query search and general query-based ranking model
Our topic-based search (ranking) method focuses on collecting a comprehensive set of
relevant papers. Therefore, if a user searches for research papers using our method and a
general ranking method (as represented by a query likelihood model), the set of highly
ranked papers may be significantly different, because the latter model emphasizes how
several documents satisfying the user’s information needs should be ranked at the top of
the results. We examined the precision and overlap ratio in two types of research paper
set ranked by our topic-based ranking method and Wei and Croft’s ranking method,
which is a query likelihood model using LDA [20]. The results using a search task of the
NTCIR-1 dataset [7] are shown in Fig. 1. The horizontal axis represents the rank of
papers sorted by each method. The left vertical axis represents the ratio of relevant
papers contained in the paper set within a certain interval on the horizontal axis, i.e., the
precision, and the right vertical axis represents the ratio of overlapping papers within
two types of paper sets given by each method within certain intervals on the horizontal
axis, i.e., the overlap ratio. Figure 1 indicates that many relevant papers are included in
the papers ranked highly by each method; however, the overlap ratio between each high-
ranked paper sets is relatively low at 0.349, and the overlap rates in the subsequent
intervals are also low. From these results, it is highly likely that the research papers
ranked highly by each method will be relevant for the user’s information needs.
Therefore, we expect that more effective paper search results can be obtained by inte-
grating the paper sets output by two different ranking approaches.

2 Related Work

2.1 Query-Based Academic Search

The challenge for an academic search is to comprehensively collect research papers
related to a user’s information needs (i.e., recall-oriented) [9, 19]. Many academic
searches engines require multiple queries when a user comprehensively collect relevant
papers, however, constructing queries manually is a heavy burden for users. Therefore,
not only systems using word-based queries but also specific systems using elements
other than words have been developed. For example, some systems use the body of a
paper [2, 12, 23], the URL of a web page [16], and user profiles [1, 5, 6, 15], and
however, general academic search engines such as Google Scholar, Web of Science,
and Scopus require word-based queries, and we also consider a word-based search
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engine. For systems using a word-based search query, there have been many studies on
query term suggestion for estimating alternative queries using the initial query [9, 19]
and query expansion for automatically expanding the initial query [17, 21]. To estimate
or extend the query, collections ranked highly by the initial query [9, 19] or thesaurus
[17] are used, but relevant papers with words and phrases that are not included in these
resources may be missed. Our topic-based search method does not require such
resources because of the expansion to words that are potentially similar to the search
word using an LDA topic model.

Recently, along with the development of an academic database, an academic search
system using research paper-specific meta-information such as the title, author, pro-
ceedings, and venue has been actively studied [12, 21]. Our task uses only the abstract,
so we can retrieve research papers that do not include meta-information.

2.2 Query-Based Ranking Model

A general search model based on a query forms a ranking by calculating the degree of
association with the query based on the document model in each document. For the
document modeling, there have been many attempts to develop a mathematically
descriptive framework by introducing a stochastic language model. A stochastic lan-
guage model using a query is called a query likelihood model [14], and is often adopted
in the ranking module for academic search tasks [9, 19].

In query likelihood models, a multinomial distribution model is widely used when
expressing a document by a language model. This can be expressed as:

P QjDð Þ ¼
Y

q2Q PðqjDÞ ð1Þ

where D is a document, q is a query term in query set Q, and P QjDð Þ is the likelihood
of the document model generating the query terms. For the estimation of PðqjDÞ, Zhai
and Lafferty [22] proposed a query likelihood model using Dirichlet smoothing to
assign a probability value to words that do not appear in the document, as shown
below:

Fig. 1. Precision and overlap ratio given by our topic-based ranking method and by Wei and
Croft’s method using a search task (“0006”) of the NTCIR-1 dataset. This search task datum has
2,196 relevance judgment data. We ranked using all of these data, and set the intervals at 5% (i.e.,
top 1–121, 122–243, …). In Wei and Croft’s method we set a ¼ 0:1; b ¼ 0:1;K ¼ 10; k ¼ 0:7;
and l ¼ 50. The overlap ratio was calculated by Dice coefficient.
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P wjDð Þ ¼ ND

ND þ l
P0 wjDð Þþ 1� ND

ND þ l

� �
P0 wjcollð Þ ð2Þ

where ND is the number of word tokens in D, P0 wjDð Þ is the maximum likelihood
estimate of w in D, and P0 wjcollð Þ is the maximum likelihood estimate of w in the entire
collection. l is a smoothing parameter. Hereafter, we call this method LM (Language
Model) Search. The LM search uses only superficial language information appearing in
the document. Several query likelihood models using the potential relationships among
words have been studied. These use document clusters obtained by analyzing a doc-
ument collection [11, 20] and word embedding [3, 13]. One study on a query likelihood
model using LDA, similar to our topic-based search method, is that of Wei and Croft
[20], who proposed a ranking model incorporating topic analysis results into a language
model, as shown below:

P wjDð Þ ¼ k
ND

ND þ l
P0 wjDð Þþ 1� ND

ND þ l

� �
P0 wjcollð Þ

� �

þ 1� kð Þ
XK

t¼1

n wið Þ
�i;j þ bwiPV

v¼1 n
vð Þ
�i;j þ bv

� n Dið Þ
�i;j þ aziPT

t¼1 n
Dið Þ
�i;t þ at

 !
:

ð3Þ

where k is a smoothing parameter. n wið Þ
�i;j is the number of instances of word wi assigned

to topic j, not including the current token, and n Dið Þ
�i;j is the number of words in Di

assigned to topic j, not including the current token.
PV

v¼1 n
vð Þ
�i;j is the total number of

words assigned to topic j and
PT

t¼1 n
Dið Þ
�i;t is the total number of words in Di, not

including the current word. Hereafter, we call this search method LDA + LM Search.
We integrate our topic-based search method with the LM (LDA + LM) Search, and
attempt to improve the ranking performance by emphasizing better results from indi-
vidually ranked results.

3 Search Method Based on a Topic-Based Boolean Query
Using Multiple Topic Analysis Results

Our topic-based search method consists of five steps: (1) a user defines the Boolean
query and collects research papers; (2) the system conducts the preprocessing of the
abstract set; (3) the system performs topic analysis of the abstract set using LDA with
various parameter settings; (4) the system performs the topic-based Boolean query
search using a topic analysis result for each parameter setting; (5) the system ranks
papers based on the number of times it matched each topic-based Boolean query
search. We call this method “Topic Search.” In the following, we describe each step in
detail.
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Query Definition and Collection of Research Paper Set. In step (1), our system
requires the user to define a Boolean query in the following form:

w1 ORw2 OR. . .wmð Þ AND w0
1 ORw0

2 OR . . .w0
n

� �
AND. . .

where w is a search term, the words in parentheses connected by OR comprise a
concept unit, and each word inside the parentheses expresses a synonym of the same
concept.

Simultaneously with the definition of the query, the system requires the user to
comprehensively collect research papers that avoid missing relevant papers. At this
time, various approaches are conceivable for collecting research papers more
exhaustively, such as the system asks the user to specify a research field or an academic
journal name and the system requires the user to construct another more comprehensive
query. The research paper set collection used in our experiment is described in
Sect. 5.1.

Preprocessing. Step (2) comprises two modules, one for the conversion of search
terms and one for the removal of unnecessary words. In the conversion of search terms
module, all search terms in the concept unit are converted to the same special symbol
not appearing in the abstract set, and each search term appearing in each abstract in the
database is converted to the corresponding symbol, as shown in Fig. 2. This process
ensures that the same topics are assigned to all terms in each concept unit in the topic
analysis. In the removal of unnecessary words module, we use TreeTagger [18] to
tokenize and convert the original form, and retain only nouns, verbs, and adjectives that
occur two or more times in the abstract set to be analyzed as features.

Topic Analysis Using LDA. The LDA used in step (3) supposes that an abstract d is a

sequence of words and each word is generated from a topic. Let w dð Þ ¼ w dð Þ
1 ; � � � ;

�
w dð Þ
ld Þ be the sequence of words for the d-th abstract, z dð Þ ¼ z dð Þ

1 ; � � � ; z dð Þ
ld

� �
be the

sequence of topics, w ¼ w 1ð Þ; � � � ;w Dð Þ� �
be the abstract set, and z ¼ z 1ð Þ; � � � ; z Dð Þ� �

be the sequence of topics for the whole collection. Following [4], z is generated using
Gibbs Sampling according to:

Fig. 2. Example of the conversion of a Boolean query and abstract.
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P zjw; a; bð Þ ¼ Pðw; zja;bÞP
z Pðw; zja; bÞ

: ð4Þ

What is needed for our method is to assign a topic to every word in the abstract set.
Therefore, using Gibbs Sampling, z with a relatively high probability of Eq. (4) are
intensively generated, and z that maximizes Eq. (4) among them is determined. Finally,
z that maximizes Eq. (4) that can be reached from this z is found using gradient
method.

Topic-Based Boolean Query Search. In step (4), the system first constructs a topic-
based Boolean query from a symbol-based query using the topic analysis result. The
format of the topic-based Boolean query is as follows:

ANDI
i¼1 ti;1 OR ti;2 OR � � � OR ti;Ji
� �

where I is the number of concept units constituting the query, and ti;1; ti;2; � � � ; ti;Ji
� 	

is
the topic set assigned to the special symbol with which the i-th concept unit is replaced.
The procedure for constructing the topic-based Boolean query is shown in Fig. 3. The
system seeks the topics assigned to each special symbol in the abstract set that exactly
match the symbol-based Boolean query, and then converts those symbols into their
corresponding topics. Note that if different topics are assigned in different abstracts,
they are joined by OR according to the above format. Research papers that exactly
match the Boolean query constructed in step (1) are likely to satisfy the information
needs, and so a topic-based Boolean query constructed using these research papers will
properly represent the information needs.

After constructing a topic-based Boolean query, the system examines the topic
types for all words in each abstract given by LDA. Finally, abstracts that exactly match
a topic-based Boolean query are identified and these research papers are returned. For
example, a topic-based Boolean query “Topic 0 AND (Topic 1 OR Topic 3)” for which
research paper A contains topics 0 and 1, research paper B contains topics 0, 1 and 3,
research paper C contains topics 0 and 3, research paper D contains topic 2, and
research paper E contains topics 1, 2 and 3 will return research papers A, B, and C.

Fig. 3. Example of query conversion.
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Topic-Based Ranking Method. In step (5), after executing the topic-based Boolean
query search for each of the parameter settings assigned to LDA, the system counts the
number of times each paper is included in each search result. Based on the number of
matches for all papers, the system ranks each paper in descending order. For example,
we suppose that research papers A, B, and C are included in the result of a topic-based
Boolean query search with parameters ða; b;KÞ = (0.1, 0.1, 10), research papers A and
C are included in the result of a topic-based search with parameters ða; b;KÞ = (0.1,
0.01, 10), and research papers A, B, C, and D are included in the result of a topic-based
search with parameters ða; b;KÞ = (0.01, 0.1, 10). The system counts 3, 2, 3, 1, and 0
as the number of matches for research papers A, B, C, D, and E, respectively, and ranks
the papers in the order A, C, B, D, and E. Even if relevant papers have not been
retrieved by a topic-based Boolean query search because of the inappropriate parameter
setting, this influence can be reduced by integrating multiple topic analysis results.

4 Hybrid Search

In this section, we describe a ranking method that integrates the ranking results of the
Topic Search with topics from the LM (or LDA + LM) Search. Hereafter, we call this
method “Hybrid Search.” In the design of this method, we use two simple approaches
to re-rank the papers based on the ranking results given by two type of search methods.

r3 ¼ min r1; r2ð Þ ð5Þ

r3 ¼ r1 þ r2 ð6Þ

where r1 and r2 are the ranks of a research paper determined by Topic Search and LM
(LDA + LM) Search, respectively. After the rankings for all research papers have been
determined by Eqs. (5) or (6), the system sorts papers in ascending order based on r3.

5 Experiment

5.1 Experimental Settings

We used the test collections of the NTCIR-1 and -2 datasets [7, 8]. These sets contain
132 search tasks that describe the conditions of research papers satisfying the infor-
mation needs. Each search task datum has approximately 1,000–4,000 relevance
judgment data that determine whether it satisfies the information needs for its task from
the research papers collected using the pooling method [10], and each paper is manually
judged according to the following criteria: highly-relevant, relevant, partially relevant,
and non-relevant. In this experiment, we regarded “highly relevant,” “relevant,” and
“partially relevant” to be equivalent to “relevant,” and used 40 search tasks that have
approximately 10–100 relevant papers. The Boolean queries in each search task were
manually constructed by one subject by reading the contents of the search tasks.
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We compared the following two baseline methods and five versions of our method:

• LM Search (baseline): rank papers calculated by Eqs. (1) and (2).
• LDA + LM Search (baseline): rank papers calculated by Eqs. (1) and (3).
• Topic Search: rank papers by multiple topic analysis results.
• Hybrid (Topic & LM) Search (min): integrate the ranking results of Topic Search

and LM Search using Eq. (5).
• Hybrid (Topic & LM) Search (sum): integrate the ranking results of Topic Search

and LM Search using Eq. (6).
• Hybrid (Topic & LDA + LM) Search (min): integrate the ranking results of

Topic Search and LDA + LM Search using Eq. (5).
• Hybrid (Topic & LDA + LM) Search (sum): integrate the ranking results of

Topic Search and LDA + LM Search using Eq. (6).

For the evaluation, we used the cumulative recall, where the recall is calculated as
(number of relevant papers in the top n% research paper sets of the ranking result)/
(number of relevant papers in the paper set). We set n to 1–100% with increments of 1%.
The macro averages of the cumulative recall for the top n% of research papers in the
ranking results of 40 search tasks are calculated. The method that has the highest rank
that achieves a specific cumulative recall is best at its recall point. We evaluated Topic
Search with parameter a2{0.01, 0.02, 0.05, 0.1, 0.2, 0.5}, b2{0.01, 0.02, 0.05, 0.1, 0.2,
0.5}, and K2{6, 7, 8, 9, 10, 11, 12, 13, 14, 15}. We also evaluated LM Search,
LDA + LM Search and each Hybrid Search using 40-fold cross validation. At this time,
we performed a grid search using a2{0.01, 0.02, 0.05, 0.1, 0.2, 0.5}, b2{0.01, 0.02,
0.05, 0.1, 0.2, 0.5}, K2{6, 7, 8, 9, 10, 11, 12, 13, 14, 15}, k2{0.1, 0.3, 0.5, 0.7, 0.9}, and
l2{10, 20, 30, 40, 50} to determine the optimal setting of parameters in each cross-
validation fold. For the Gibbs Sampling, we set the number of iterations to 10,000.

5.2 Experimental Results and Discussion

The ranks when achieving a specific cumulative recall are shown in Table 1. First, we
compare Topic Search and LM Search. From Table 1, when the target recall is 0.75 or
more, Topic Search significantly improves the rank that achieves the desired recall in
the ranking results. In particular, Topic Search shows an improvement in the ranking
result of 15% or more compared with LM Search when the target recall is 0.90 and
0.95. This means that the number of search results including the same number of
relevant papers can be reduced by 15% or more by using Topic Search instead of LM
Search. We next compare the results of Topic Search and LDA + LM Search. When
the target recall is set to 0.85 or more, Topic Search returns a higher rank that achieves
the desired recall than LDA + LM Search. From these results, when ranking research
papers based on queries in a research paper search that requires comprehensive results
for relevant papers, we can confirm that our topic-based search method outperforms the
query likelihood methods with the same rank in the ranking results.

Next, we examine the effectiveness of our hybrid search. From Table 1, when the
target recall ranges from 0.65–0.95, Hybrid (Topic & LDA + LM) Search
(sum) achieves the recall with the highest rank. In particular, when the target recall is
from 0.65–0.95, Hybrid (Topic & LDA + LM) Search (sum) shows an improvement in
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the ranking result of 5% or more compared with LDA + LM Search. Also, Hybrid
(Topic & LDA + LM) Search (sum) improves the ranking result by 5–8% compared
with Topic Search when the target recall is from 0.65–0.95. From these results, we can
confirm the effectiveness of integrating two types of query-based ranking methods that
have a different purpose and analytical approach for the collection of relevant papers.

6 Conclusion

We have proposed two kinds of research paper search methods using a word-based
Boolean query constructed by a user. The first method uses a topic-based Boolean
query search. This search converts every word in the abstract set and query into a topic
via topic analysis and conducts a search at the topic level. Using this search method, we
ranked research papers by combining the results of multiple topic-based searches for
each parameter setting. The second method integrates the ranking results using our
topic-based ranking method and a query likelihood ranking method. In future work, we
will integrate our topic-based method with other query-based ranking methods such as
word embedding [3, 13] in the Hybrid Search.
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Abstract. Effectiveness of Non-negative Matrix Factorization (NMF)
in mining latent semantic structure of text has motivated its use for
single document summarization. Initial promise shown by the method
provokes further research in this field to advance state-of-the-art.

In this paper, we propose two methods to improve the performance
of NMF based document summarization method for mining important
sentences from the text to construct summary. We use Non-negative Dou-
ble Singular Value Decomposition (NNDSVD) method to initialize NMF
factor matrices, which begets summary stability and improves quality.
Next, we propose two novel sentence scoring methods that use parts-
based representation of text obtained after NMF decomposition. Both
variations exploit information contained in feature and co-efficient matri-
ces to achieve improvement in summary quality. Quality of summaries
mined by the proposed methods is evaluated for four public data-sets
using standard ROUGE tool.

The proposed method is unsupervised, agnostic to the language of the
document and does not use external knowledge. It is also generic, inde-
pendent of domain and collection. These features of NMF based sum-
marization along with additional advantage of speed make our method
a potent candidate for online extractive summarization tool.

Keywords: Non-negative Matrix Factorization ·
Extractive summarization · NNDSVD

1 Introduction

Summarization is an important task in view of overload of text data, born digital
on the Web. Manual summarization of text is an arduous task that demands time
and intellect, beside being prone to human subjectivity. Mining text documents
for automatic summarization is the process of condensing text while ensuring
that the condensed text faithfully conveys the content of original document.
Extensive research has been carried out in the area of automatic document
summarization recently [1,3,7,11,24,34].
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Extractive summarization techniques mine documents to select relevant sen-
tences from a document to produce corresponding summary, while ensuring coher-
ence and minimum redundancy. Contrastingly, abstractive summarization tech-
niques create summary by paraphrasing sections of the text. Extractive summa-
rization methods are more popular [2,3,8,11,14,18,22,29,30,34] than abstractive
summarization methods [13,20,23] since the latter are more complex in terms of
language understanding and demand natural language generation.

Typically, unsupervised techniques for extractive summarization entail sen-
tence scoring based on pre-specified criteria and include top scoring sentences in
the summary. These techniques span over statistical, probabilistic, optimization,
graph-based, machine learning and matrix decomposition [2,3,18,21,22,24,29].

Statistical techniques use attributes such as frequency of significant words,
cue words, position of the sentence, length of the sentence, presence of proper
noun etc. as features for scoring and selecting sentences to be included in the
summary [10,12,21]. These techniques are simple and computationally efficient
but completely ignore the semantics and context. Probabilistic methods for sum-
marization include Hidden Markov Models (HMMs) and Conditional Random
Fields (CRFs), which consider sentence dependencies and interactions to extract
important sentences [8,29]. These techniques take cognizance of document con-
text but are computationally expensive.

Optimization based techniques solve document summarization problem by
modeling it in terms of an objective function based on summary attributes such
as length, relevance and redundancy [2,3,15]. Besides optimizing various sum-
mary features, these approaches endure high computational complexity due to
expense incurred for simultaneous optimization of parameters. Another popular
technique for extractive summarization is based on graph representation of text
[11,22,34]. These methods transform text into a graph, where each sentence is a
node and edges connect semantically related sentences. Subsequently, node based
ranking algorithms are employed for selecting summary sentences. Language and
domain independent features of these techniques make them attractive.

Recently, neural network and reinforcement learning based techniques have
gained research focus [1,7,24,36]. Although neural network based approaches
produce high quality summaries, these methods demand large size data-sets
for training, extensive computation and suffer from low interpretability. These
methods are often domain-, collection- dependent and hence are less amenable
for generic document summarization.

Matrix decomposition approaches like PCA (Principal Component Analysis),
LSA (Latent Semantic Analysis) and NMF (Non-negative Matrix Factorization)
exhibit promising results for document summarization [14,18,31]. These meth-
ods are attractive because of frugal resource requirement (ordinary commodity
machine with basic setup). Further, matrix decomposition techniques for doc-
ument summarization are language and genre independent, which makes them
attractive for generic document summarization.
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In this work, we focus attention on non-negative matrix factorization for doc-
ument summarization. Non-negative Matrix Factorization [18] is preferred over
Singular Value Decomposition (SVD) based Latent Semantic Analysis (LSA)
[14] because of better interpretability of factor matrices in latent space [17].
NMF factors are parts-based representation of the complete document, which
can be meaningfully combined. Non-negativity constraint on NMF factor matri-
ces results in useful interpretation of the latent semantic space. Major caveat
of NMF based summarization is random initialization of NMF factors, which
results in ambivalent summaries of the document.

We overcome the stochastic variations inherent in Non-negative Matrix Fac-
torization method by using Non-negative Double Singular Value Decomposition
(NNDSVD) for initializing NMF factors [6]. We also propose two novel sentence
scoring methods that take cognizance of the interplay between terms and topics
in the document. Specifically, our research contributions are as follows:

i. We propose an efficient method for mining important sentences from text
using Non-negative Matrix Factorization. The method is generic in the sense
that it is language-, domain- and collection- independent (Sect. 4).

ii. We use NNDSVD initialization for NMF factor matrices and empirically
demonstrate improvement in summary quality compared to fixed value ini-
tialization as proposed earlier [18] (Sect. 3).

iii. We use both NMF feature and co-efficient matrices, thereby effectively uti-
lizing term and topic contributions in the document (Sect. 4).

iv. We compare the proposed sentence scoring methods on four public data-
sets. Though the performance of the proposed methods is not the best for
all four corpora, the domain-, language- and collection- agnostic features of
the methods in addition to the fast execution time makes it a candidate for
online generic summarization tool (Sect. 6).

2 Background and Motivation

Matrix Factorization is recognized as an eminent approach for dimension reduc-
tion and to uncover latent features in data objects. In the context of text mining,
matrix decomposition techniques have potential to reveal latent semantic struc-
ture of a text document in the reduced rank space. Matrix factorization tech-
niques such as Latent Semantic Analysis (LSA), Principal Component Analysis
(PCA) and Non-negative Matrix Factorization (NMF) have shown high qual-
ity results when used for summarization [14,18,31], topic modeling [5,28] and
document clustering [33].

Gong and Liu [14] successfully applied LSA for single document summariza-
tion by factorizing term-sentence matrix and ranking sentences for inclusion in
summary. LSA decomposes input matrix into factors that contain both positive
and negative entries, making understanding and interpretation of semantic space
non-intuitive. Lee et al. [18] successfully used non-negative matrix factorization
for automatic single document summarization. Since the factors obtained by NMF
decomposition are non-negative, interplay of the topics and terms in the document
potentially increases understanding of the latent space in a perceptive way [17].



Extractive Document Summarization using NMF 79

2.1 Non-negative Matrix Factorization

Non-negative Matrix Factorization (NMF) is a matrix decomposition method
for reduced rank approximation of non-negative matrix A ∈ R

m×n as A ≈
WH, such that W ∈ R

m×r and H ∈ R
r×n are non-negative factor matrices

(r � min{m,n}). Initializing W and H factors with non-negative seed values,
NMF algorithm iteratively improves both factor matrices to converge locally and
approximate A by product of W , H such that Frobenius norm || A − WH ||2F is
minimized.

2.2 Non-negative Matrix Factorization for Document
Summarization

Non-negativity constraint in NMF factors (W&H) provides better interpretabil-
ity and enhances understanding of the text in latent semantic space than SVD
[17]. Lee et al. [18] propose NMF based method for automatic document sum-
marization by computing Generic Relevance Score (GRS) for each sentence as
described below.

Consider document D consisting of n sentences (S1, S2, . . . , Sn) for summa-
rization. Let T = {t1, t2, . . . , tm} be the set of m terms in D after removal of
stop-words. Further, let A denote m × n term-sentence matrix for D, where
columns of A correspond to document sentences and rows represent terms. Ele-
ment aij in A denotes the weight of term ti in sentence Sj .

Suppose k is the number of sentences required to create summary of desired
length. Decomposing matrix A using NMF results into two non-negative factor
matrices W and H, where W is m×r term-topic (feature) matrix and H is r×n
topic-sentence (co-efficient) matrix. Columns in W correspond to r document
topics (τ1, τ2 . . . τr) in the latent semantic space and columns in H correspond
to sentences in D. Element wij in W signifies the contribution of term ti in topic
τj , and element hij in H represents the strength of topic τi in sentence Sj .

Post factorization, NMF co-efficient matrix H is used for calculating Generic
Relevance Score (GRS) of a sentence [18], as given below:

GRS(Sj) =
r∑

i=1

(hij ∗ Θ(i∗)),where (1)

Θ(i∗) =

n∑
q=1

hiq

r∑
p=1

n∑
q=1

hpq

(2)

Here, Θ(i∗) is the normalized strength of topic τi in n sentences. It specifies
relative contribution of each topic in n sentences. Top-k scoring sentences are
selected for creating summary.
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3 NNDSVD Initialization

Presence of stochastic elements in the initialization phase of NMF results in
variable summaries of a document. To overcome this problem, Lee et al. used
fixed initial values for NMF factors as a straight forward solution [18]. This is
not an appealing proposition because same fixed initialization value may not
produce quality summary for all documents.

We propose to use NNDSVD initialization of NMF factor matrices as used
by Belford et al. [5] for topic modeling. NNDSVD chooses initial factors in a
deterministic manner based on a sparse SVD approximation of the original
data matrix (here, term-sentence matrix) [6]. Eliminating initial stochasticity
not only results in stable summaries, but also yields significant improvement in
performance.

We empirically demonstrate the effectiveness of NNDSVD initialization using
documents in four data-sets1. These data-sets have been extensively used in
earlier works for evaluating the performance of data summarization methods [3,
11,22,24,32]. System summaries are generated using fixed value of 0.5 (following
[18]) and NNDSVD initialization for NMF2 followed by GRS scoring [18]. For
each system summary of a document in DUC2001, DUC2002 data-sets, recall
scores for ROUGE-1, ROUGE-2 and ROUGE-L are calculated against reference
summaries. F-measure of the three ROUGE variations is calculated for CNN and
DailyMail documents following earlier works [1,7,24]. Macro averaged ROUGE
scores for each data-set are reported in Table 1.

Table 1. Comparison of summary quality for fixed and NNDSVD initialization for
NMF decomposition using four data-sets.

ROUGE-1 ROUGE-2 ROUGE-L

Fixed NNDSVD Fixed NNDSVD Fixed NNDSVD

DUC2002 44.7 46.3 16.9 18.2 40.4 41.5

DUC2001 40.9 42.1 13.0 14.2 36.5 37.4

CNN+DailyMail 28.8 30.8 8.5 10.4 26.0 27.7

Higher average ROUGE scores for all corpora indicate that use of NNDSVD
initialization significantly boosts summary quality compared to fixed initializa-
tion of NMF factor matrices.

Convinced by the leverage, we perform all subsequent experiments reported
in Sect. 6 using NNDSVD initialization.

1 We apologize for the forward reference to the data-set overview and the metric
description in Sect. 5.

2 We create binary incidence term-sentence matrix (A) for NMF decomposition.
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4 Proposed Summarization Method

Summary sentences are expected to well represent the content covered in the
document. Sentences that are strong contributors to important latent topics, or
those having high contribution of important terms in each topic are considered
good candidates for document summary. Based on this idea, we propose two
novel sentence scoring methods which take complete cognizance of information
contained in both NMF factors W & H.

We decompose the input text into individual sentences and create binary
incidence term-sentence matrix A. Each element aij in A is 1 if term ti appears
at-least once in sentence Sj , otherwise aij is set to 0. Using NNDSVD initial-
ization, we decompose term-sentence input matrix into feature matrix (W ) and
co-efficient matrix (H). We explain the two sentence scoring methods below.

4.1 Term-oriented Sentence Scoring

Intuitively, a term with higher contribution in the latent topics of the text is a
better descriptor of the document than that with lower contribution. Assuming
that the importance of a sentence is an additive function of terms’ contribution,
the sentence with terms having higher contribution in latent topics is a better
candidate for inclusion in summary.

Based on this conjecture, we propose an approach for scoring a sentence
to explicitly employ the contribution of terms in latent topics. Element wij in
W quantifies the contribution of term ti in latent topic τj . Row sum (

∑
wi∗) in

matrix W represents aggregate contribution of term ti in r latent topics and Eq. 3
computes normalized contribution φi of the term ti in all latent topics. Additive
contribution of unique terms in a sentence (Eq. 4) quantifies its importance in
the document.

φi =

r∑
q=1

wiq

m∑
p=1

r∑
q=1

wpq

(3)

Score(Sq) =
m∑

i=1

aiqφi (4)

Top-k scoring sentences are selected to create summary of desired length. The
computational complexity of the scoring method is O((n + r)m) where n is
number of sentences, m is number of terms (after removing stop-words) and r
is number of latent topics in the document considered for summarization.

4.2 Topic-oriented Sentence Scoring

This approach for sentence scoring is based on the idea that topic importance
in the document should be reflected proportionately in the summary. In this
method, sentence scoring takes into account how well the sentence represents
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the important topics in the document. Sentences that contribute heavily to
important topics get higher score by this method. Topic strength in this method
implicitly uses terms’ contribution to latent topics unlike the previous method,
which uses terms’ contribution explicitly.

Element hij in H quantifies the contribution of topic τi in document sentence
Sj . Column sum in the feature matrix W (

∑
w∗i) denotes aggregate contribution

of all terms in the document for the topic τi. Normalizing this aggregate yields
relative dominance ωi of topic τi as follows:

ωi =

m∑
q=1

wqi

m∑
p=1

r∑
q=1

wpq

(5)

Thus, score of sentence Sq is calculated as:

Score(Sq) =
r∑

i=1

ωihiq, (6)

where ωihiq is weighted contribution of topic τi in sentence Sq. Higher the score
of a sentence, more capable it is of representing latent topics in the document.
Top-k scoring sentences are selected to create document summary of desired
length. Computational complexity of the scoring method is O((n + m)r).

5 Experimental Setup

In this section, we describe the experimental setting for performance evaluation
of the proposed sentence scoring methods. Algorithms were coded in Python
3.6.1 using Natural Language Toolkit (NLTK), Scikit-learn toolkit and textmin-
ing package of python. All experiments were performed on Windows (64-bit)
machine with Intel Core i3 processor and 4 GB memory.

Data-Sets. We use four public corpora viz. DUC20013, DUC2002 (See Footnote
3), CNN4 and DailyMail (See Footnote 4) for performance evaluation of proposed
algorithms, which have been used in similar studies for performance comparison
[3,11,24,27,32,35].

DUC2001 data-set consists of 308 documents while DUC2002 data-set con-
sists of 567 documents5 for the task of generic single document summariza-
tion. Reference summaries for both DUC2001 and DUC2002 documents are
abstractive and are approximately 100 words long. Each document in DUC2001,
DUC2002 data-set has 1–3 reference summaries.
3 http://duc.nist.gov.
4 CNN and DailyMail corpora contain news articles and were originally constructed

by [16] for the task of passage-based question answering, and later re-purposed for
the task of document summarization.

5 However, we experimented on 533 unique documents from the data-set.

http://duc.nist.gov
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CNN and DailyMail data-sets documents are partitioned into training, vali-
dation and test sets. CNN data-set consists of 92,579 (90,266 + 1,220 + 1,093)
documents whereas DailyMail data-set comprises of 219,506 (196,961 + 12,148 +
10,397) documents. Following earlier studies, we evaluate the proposed sentence
scoring methods using test set for both corpora taken together. Each document
in CNN and DailyMail corpora has associated story highlights, which are used as
gold standard reference summary. For comparison with state-of-the-art methods
[26,36], which report results on CNN and DailyMail corpora, we extract three
sentences for each CNN document summary and extract four sentences for each
DailyMail document summary.

Number of Latent Topics(r). Optimal number of latent topics for a doc-
ument cannot be predicted. We follow the method proposed by Aliguliyev et
al. [4] to determine the number of latent semantic topics in a document. This
approach is based on the distribution of words in the document sentences. Fol-
lowing [4], parameter r for non-negative factorization of term-sentence matrix A
is computed as:

r = n
|⋃n

i=1 Si|∑n
i=1|Si| (7)

i.e. number of latent topics is n (number of sentences) times the ratio of the
total number of unique terms in the document to total number of terms in the
document (after removing stop-words).

Performance Metrics. Performance of the proposed methods is evaluated
using ROUGE toolkit [19]. ROUGE (Recall-Oriented Understudy for Gisting
Evaluation) is an evaluation toolkit for evaluating the performance of system
(algorithmic) summary against a set of reference summaries. ROUGE evaluates
system summary against a set of reference summaries by generating recall, pre-
cision and F-measure. While recall measures the extent to which the system
summary captures reference summary, precision measures how much of the sys-
tem summary is relevant. However, limit on choice of summary length makes
precision less meaningful.

We use three ROUGE variations viz. ROUGE-1, ROUGE-2 and ROUGE-L
for our experiments. ROUGE-1 identifies overlapping uni-grams between sys-
tem and reference summaries, ROUGE-2 calculates bi-grams, while ROUGE-L
depicts longest common sub-sequence (LCS) and identifies longest N-gram that
co-occurs both in system and reference summaries. Recall scores for these three
ROUGE variations are computed for DUC2001, DUC2002 documents while F-
measure is reported for CNN and DailyMail documents. We report macro aver-
aged ROUGE score along with standard deviation for proposed methods.

Competing Methods. We use NNDSVD initialization of NMF factors with
general relevance scoring method proposed by Lee et al. [18] as the baseline
method (NMF-GRS). We compare the two proposed scoring methods - NMF-
TR (term-oriented sentence scoring), NMF-TP (topic-oriented sentence scoring)
against the baseline to assess the quantum of improvement attained by augment-
ing the computation of sentence score with the information contained in both
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NMF factor matrices. We also pit the proposed methods against each other to
gauge the significance of term-topic interplay for document summarization.

Furthermore, we compare the proposed sentence scoring methods with sev-
eral state-of-the-art supervised and unsupervised methods. Interestingly, no pub-
lished work on extractive summarization evaluates performance on all four data-
sets. We refrain from implementing competing algorithms and testing on all cor-
pora to preserve transparency. Instead, we choose to compare the performance
with the published results for each corpora. Accordingly, we dedicate one section
for presenting quantitative assessment of summaries for each data-set.

6 Experimental Results

In this section, we report experimental results for performance evaluation of
the proposed sentence scoring methods with baseline NMF-GRS method and
state-of-the-art supervised as well as unsupervised methods.

6.1 DUC2002 Corpus

Table 2 shows the result of comparative evaluation for DUC2002 corpus. The
proposed scoring methods outperform the baseline demonstrating the validity of
our conjecture that both NMF factor matrices (feature and co-efficient) contain
information that can be efficiently and effectively exploited for sentence scoring.
It is observed that NMF-TR performs better than NMF-TP suggesting that
the use of explicit contribution of terms in latent topics is more effective than
the latent topics themselves. Relatively weaker performance of NMF-TP can be
explained by the nature of the documents, which are news articles where topics
are not clearly distinguishable. We envisage that scientific documents which are
better structured will be better summarized by topic-oriented NMF-TP method.

Unsupervised Methods. We observe that NMF-TR method achieves compet-
itive ROUGE-1 and ROUGE-2 performance compared to URANK method [32].
However, performance of NMF-TP is lower by 1%. Since ROUGE-L metric for
URANK method is not reported, its superiority is not conclusive. Furthermore,
URANK follows unified approach for summarizing single and multiple docu-
ments simultaneously, which makes it unsuitable for standalone task of single
document summarization.

ROUGE-1 score for NMF-TR summaries is also comparable with that of
TGRAPH summaries [27]. TGRAPH performs topic modeling using external
knowledge (corpus) and represents the document as weighted graph. Subse-
quently, it employs Integer Linear Programming based optimization to simul-
taneously optimize importance, coherence and redundancy for single document
summarization. There is a dip of approximately 3% in ROUGE-2 score for NMF-
TR, while ROUGE-L score for TGRAPH is not available. Thus it is indiscreet
to judge superiority of either method. It is noteworthy that TGRAPH method is
collection- and domain- dependent as it uses external knowledge to generate top-
ics for graph creation. This makes the method unsuitable for generic document
summarization.
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Table 2. Performance comparison of the proposed methods for DUC2002 data-set on
basis of ROUGE recall scores. CI: Collection Independent, LI: Language Independent,
DI: Domain Independent

ROUGE-1 ROUGE-2 ROUGE-L CI LI DI

Baseline NMF-GRS 46.3 ± 0.1 18.2 ± 0.1 41.5 ± 0.1 � � �
Proposed methods NMF-TR 49.0 ± 0.1 21.5 ± 0.1 44.1 ± 0.1 � � �

NMF-TP 47.6 ± 0.1 19.7 ± 0.1 42.4 ± 0.1 � � �
Unsupervised methods URANK [32] 48.5 21.5 - ✗ � �

TGRAPH [27] 48.1 24.3 - ✗ � ✗

CoRank [11] 50.7 24.0 43.4 � � �
CoRank+ [11] 52.6 25.8 45.1 � � �
COSUM [3] 49.08 23.09 - � ✗ �
iGraph [34] 48.5 ± 0.4 22.0 ± 0.2 43.7 ± 0.3 ✗ ✗ ✗

iGraph-R [34] 49.2 ± 0.3 23.1 ± 0.2 44.1 ± 0.2 ✗ ✗ ✗

Supervised methods NN-SE [7] 47.4 23.0 43.5 ✗ � ✗

Deep-Classifier [25] 46.8 ± 0.9 22.6 ± 0.9 43.1 ± 0.9 ✗ � ✗

SummaRuNNer [24] 46.6 ±0.8 23.1 ±0.9 43.03 ±0.8 ✗ � ✗

HSSAS [1] 52.1 24.5 48.8 ✗ � ✗

DQN [35] 46.4 22.7 42.9 ✗ � ✗

CoRank and CoRank+ [11], augment sentence-sentence relationship with
word-sentence relationship using graph-based approach for scoring sentences.
Both methods are unsupervised, language-, collection- and domain- independent
like the proposed methods. CoRank+ outperforms almost all methods listed in
Table 2. However, when we compared the average execution time per document
(reported as 30 s per document for DUC2002 data-set in Sect. 4.3 of [11]), we found
proposed methods to be much faster with average execution time per document
as 0.218 s for NMF-TR and 0.175 s for NMF-TP for DUC2002 data-set.

COSUM [3] formulates summarization as clustering based optimization prob-
lem. ROUGE-1 and ROUGE-2 recall scores of COSUM are better than ROUGE
scores of both proposed variations. However, in absence of ROUGE-L recall score
and evaluation on other data-sets, overall performance of COSUM is not deci-
sively better. Further, the method uses stemming and hence is not language
independent.

iGraph and its variation iGraph-R [34] are graph based methods which use
an enhanced embedding model to detect the inherent semantic properties at the
word level, bigram level and trigram level. Words with part-of-speech (POS) tags,
bigrams and trigrams are extracted to train the embedding models. Embedding
model is used to calculate similarity between sentences which act as graph edges
and then TextRank [22] is used to rank document sentences. Performance of
NMF-TR method is almost at par with the performance of iGraph method. Both
iGraph and iGraph-R use external knowledge to train the enhanced embedding
model used for generating sentence similarities which discourages their use for
generic document summarization.
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Supervised Methods. These methods adopt deep neural network based app-
roach, which are known to be effective for NLP tasks. Results show that NMF-
TR performs better than NN-SE [7], Deep-Classifier [25], SummaRuNNer [24]
and DQN [35] for ROUGE-1 and ROUGE-L, but slightly lower for ROUGE-
2. However, the method is outperformed by HSSAS [1] on all three metrics.
It is noteworthy that the competing methods in this category are supervised,
collection-, domain- dependent [24] unlike NMF-TR. Consequently, their suit-
ability for generic document summarization is arguable.

6.2 DUC2001 Corpus

In this section, we report comparative evaluation on DUC2001 corpus (Table 3).
Proposed sentence scoring methods outperform baseline for DUC2001 corpus
also. Since DUC2001 corpus also contains news articles, as expected, NMF-TR
performs slightly better.

Table 3. Performance comparison of the proposed methods for DUC2001 data-set on
basis of ROUGE recall scores. CI: Collection Independent, LI: Language Independent,
DI: Domain Independent

ROUGE-1 ROUGE-2 ROUGE-L CI LI DI

Baseline NMF-GRS 42.1 ± 0.1 14.2 ± 0.1 37.4 ± 0.1 � � �
Proposed methods NMF-TR 44.7 ± 0.1 15.9 ± 0.1 39.3 ± 0.1 � � �

NMF-TP 43.7 ± 0.1 15.6 ± 0.1 38.5 ± 0.1 � � �
Unsupervised methods URANK [32] 45.4 17.6 - � � �

COSUM [3] 47.3 20.1 - � ✗ �

Unsupervised Methods. Both unsupervised methods outperform NMF based
methods, with COSUM [3] leading the pack. There is no clear winner because of
unavailability of ROUGE-L scores for both URANK [32] and COSUM methods.
TGRAPH [27], CoRank [11] and iGraph [34] have not been evaluated on this
data-set. Interestingly, none of the supervised methods listed in Table 2 have
been evaluated on this corpus.

6.3 CNN/DailyMail Corpora

Table 4 presents comparative evaluation of the proposed methods, competing
methods for combined CNN and DailyMail corpora. Quality of NMF-TR sum-
maries is clearly better than the baseline and NMF-TP. None of the unsuper-
vised methods considered in Table 2 have reported performance evaluation on
this data-set.

Supervised Methods. We report comparison of the proposed methods with
NN-SE [7], NEUSUM [36], SummaRuNNer [24], REFRESH [26], HSSAS [1],
DQN [35] and BANDITSUM [9] methods, for combined CNN and DailyMail
corpora. All these methods follow some or the other variation of deep learning
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Table 4. Performance comparison of the proposed methods for combined CNN and
DailyMail data-sets on basis of ROUGE F-measure scores. CI: Collection Independent,
LI: Language Independent, DI: Domain Independent.

ROUGE-1 ROUGE-2 ROUGE-L CI LI DI

Baseline NMF-GRS 30.8 ± 0.1 10.4 ± 0.1 27.7 ± 0.1 � � �
Proposed methods NMF-TR 34.2 ± 0.1 13.2 ± 0.1 31.0 ± 0.1 � � �

NMF-TP 30.4 ± 0.1 10.9 ± 0.1 27.4 ± 0.1 � � �
Supervised methods NN-SEa[7] 35.5 14.7 32.2 ✗ � ✗

NEUSUM [36] 41.59 19.01 37.98 ✗ � ✗

SummaRuNNer [24] 39.6 16.2 35.3 ✗ � ✗

REFRESH [26] 40.0 18.2 36.6 ✗ � ✗

HSSAS [1] 42.3 17.8 37.6 ✗ � ✗

DQN [35] 39.4 16.1 35.6 ✗ � ✗

BANDITSUM [9] 41.5 18.7 37.6 ✗ � ✗
a Combined results for this model has been taken from [26].

approach. These are supervised methods trained on CNN/DailyMail corpora,
with hyper-parameters tuned using the validation set.

Table 4 shows that all competing methods create markedly better quality
summaries than NMF-TR summaries. Though, effectiveness of deep learning
approaches for extractive document summarization is clearly indicated, perfor-
mance of the trained models on other out-of-domain documents need to be fur-
ther investigated. E.g. SummaRuNNer [24], which is trained on CNN/DailyMail
corpora exhibits better performance than NMF-TR in Table 4, but the same
model reveals relatively lower performance on out-of-domain DUC2002 data-set.

7 Discussion

Our empirical study reveals some interesting observations. It emerges from
Tables 2, 3 and 4 that no method performs best on all four data-sets. CoRank+
[11] is a clear winner for DUC2002 data-set among unsupervised methods, but
it is not tested for other data-sets. Hence, calling it state-of-the-art is arguable.
HSSAS [1] has good performance for DUC2002 and combined CNN & DailyMail
data-sets but is not tested for DUC2001. Hence, its status as state-of-the-art is
also ambiguous.

The proposed NMF-TR has slightly degraded performance among unsu-
pervised methods for DUC data-sets but its performance is completely over-
shadowed by neural network and reinforcement based methods for combined
CNN & DailyMail data-sets. Please note that no supervised method is evalu-
ated on DUC2001 data-set, even though it was released earlier. Since there are
no quality issues with this data-set, the possible reason could be its small size,
which is unfavorable for effective model training. CNN+DailyMail data-set has
been favored for evaluation of all neural based deep methods possibly because
of large data available for training.
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Superior performance of deep methods for extractive summarization estab-
lishes their high effectiveness within domain. However, since the models were
trained, tuned and tested on the same data-set, and it is difficult to predict their
performance for (out-of-domain) DUC data-sets. Nallapati et al. have clearly
observed degraded performance of recurrent neural network based sequence
method for out-of-domain DUC2002 data-set (Sect. 4.7 in [24]). Since preparing
large training data for specific domains, and training the models used by deep
neural network methods is an arduous and expensive task, we argue for effi-
cient and effective, unsupervised generic text summarization methods that are
language-, domain-, collection- independent. There is a vast space of use-cases
where such methods are much needed.

Another observation is related to the use of NMF-TR vs. NMF-TP, even
though both are unsupervised, fast and language-, domain- and collection- inde-
pendent methods. NMF-TR is superior for online generic document summa-
rization because there is no underlying design assumption, whereas NMF-TP
is designed for longer documents, which usually have clear topic oriented dis-
course structure. NMF-TR is expected to deliver reasonable performance for
all types of general documents, even when topics are not intensely and clearly
demarcated within the discourse. Since all evaluation corpora are news articles
where the discourse is not topic oriented, NMF-TP has under-performed on all
data-sets. Furthermore, both NMF-TR and NMF-TP methods are computation-
ally inexpensive. LA073089-0118 in DUC2001, the longest document among all
four data-sets (29 KB, 1509 terms, 227 sentences) was summarized in 12.48 s by
NMF-TR and 11.98 s by NMF-TP. Timing measurements were averaged over 20
runs. Summarization time per document, averaged over all four data-sets was
recorded as 0.39 s for NMF-TR and 0.31 s for NMF-TP. As expected, NMF-TP
is faster in comparison to NMF-TR.

8 Conclusion

In this paper, we leverage NMF based extractive summarization by (i) initializ-
ing NMF factors using NNDSVD, and (ii) proposing two novel sentence scoring
methods that utilize both feature matrix and co-efficient matrix. The document
is transformed to term-sentence binary incidence matrix and decomposed using
Non-negative Matrix Factorization. Use of NNDSVD initialization for NMF fac-
tors eliminates stochastic variations in the summaries, leading to stable and
quality summaries.

The sentence scoring methods exploit information contained in both fac-
tors of the decomposed matrix, thereby attending to the importance of terms
and topics in the latent semantic space. The first method (NMF-TR) considers
the explicit contribution of terms appearing in a sentence, whereas the sec-
ond method (NMF-TP) takes into account contribution of terms implicitly by
acknowledging topic importance. The computations are simple, elegant and fast.

Our experiments reveal that NNDSVD initialization pays-off well. Exten-
sive comparative performance evaluation is reported on four public data-sets.
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The results are presented data-set wise, because no existing work reports result
on all four data-sets. The major insight obtained by analysis of comparative eval-
uation is that neural network based extractive summarization methods create
high quality summaries for the documents within the domain. However, their per-
formance on out-of-domain documents is yet to be explored. Some unsupervised
methods yield superior scores for some data-sets than the proposed methods, yet
there is no clear winner in absence of exhaustive evaluation on all four data-sets.
We aim to improve the quality of summaries by reducing redundancy.
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Abstract. Sequences of symbols can be used to represent data in many
domains such as text documents, activity logs, customer transactions and
website click-streams. Sequence prediction is a popular task, which con-
sists of predicting the next symbol of a sequence, given a set of training
sequences. Although numerous prediction models have been proposed,
many have a low accuracy because they are lossy models (they discard
information from training sequences to build the model), while lossless
models are often more accurate but typically consume a large amount of
memory. This paper addresses these issues by proposing a novel sequence
prediction model named SuBSeq that is lossless and utilizes the suc-
cinct Wavelet Tree data structure and the Burrows-Wheeler Transform
to compactly store and efficiently access training sequences for predic-
tion. An experimental evaluation shows that SuBSeq has a very low
memory consumption and excellent accuracy when compared to eight
state-of-the-art predictors on seven real datasets.

1 Introduction

Sequences of symbols (strings) are a type of data found in many domains. For
instance, they can be used to represent sequences of words in a text, events in a
business process log, purchases made by customers, or point-of-interests visited
by tourists. An important task in data mining is sequence prediction. Given
a multi-set of training strings (or sequences) D̂ = {x1, . . . , xd} defined over a
finite ordered alphabet of symbols, sequence prediction consists of predicting the
next symbol of the prefix of an unknown query sequence Q. The underlying
assumption is that all the strings are created by a same underlying process.
To perform sequence prediction, a predictor can be trained using the training
strings. Then the predictor can perform predictions.

Various sequence prediction models have been proposed, having various char-
acteristics. They have been used in many domains to perform tasks such as pre-
dicting heart failure [18], human activities [19] and webpage prefetching [6].
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Although numerous prediction models have been proposed, many are lossy
models [3,9,15,16,21]. In other words, they discard information from training
sequences to build small models. But the drawback of this approach is that they
may lack information when its time to make a prediction, which can result in
low prediction accuracy [7]. Some models such as DG [15] also adopt simplifying
assumptions such that each symbol of a string only depends on the previous one.
But this assumption often does not hold in real life applications.

The aforementioned limitations of lossy predictors have recently been
addressed by proposing lossless models, which keep all information about train-
ing sequences in memory to perform more accurate predictions. The assumption
is that a lossless model should be more accurate because they can use all the
available information to make each prediction. Some of the best models of this
type is CPT [7], which was then extended as CPT+ [6]. These models store
training sequences in a trie-based structure, and were shown to be more accu-
rate than multiple state-of-the-art lossy models. However, the CPT/CPT+ have
several important drawbacks:

– To perform a prediction, the CPT/CPT+ models utilize the bag-of-words
model, which does not consider the order between symbols. But for some
domains, the order is important.

– The CPT/CPT+ models require choosing several dataset-specific parameters.
The prediction accuracy can vary greatly depending on how these parame-
ters are set. Setting these parameters is not trivial and requires to have back-
ground knowledge or use a trial-and-error approach to find optimal parameter
settings.

– All lossless predictors end up storing the entire training sequence in main
memory. Thus, it is essential that a lossless predictor should store the training
sequence space-efficiently. We use the following variables to denote the size of
the sequence database D: d is the number of sequences, M is the total length
of all the sequences and σ is the alphabet size. We note that the information-
theoretic lower bound for storing D is M log σ bits1 in the worst case. On the
other hand:

• CPT+ uses σ bit-strings of length d to represent the sets of symbols
contained in each sequence. This alone takes dσ bits, which can be much
larger than M log σ bits if σ is large.

• CPT+ stores the training dataset in a trie. In the worst case, there could
be Ω(M) trie nodes, and each trie node contains three (64-bit) pointers,
a significant overhead.

• CPT+ uses ideas such as Patricia compression and replacing frequently
occurring sub-sequences by a single symbol to try to minimize the num-
ber of trie nodes [6]. However, success is unpredictable, and the frequent
pattern mining slows down the training phase.

– During the prediction phase, given a query Q of k symbols, CPT+ performs
several bitwise-and of up to k bit-strings of length d each to find sequences

1 Logs are to base 2 unless stated otherwise.



Succinct BWT-Based Sequence Prediction 93

containing a subset of symbols in Q. This takes O(f(k) · d) time where f(k)
can be as large as 2k. In practice, many fewer than 2k combinations are tried,
and the constants in the O() are small. However, as we show, the query time
of CPT+ grows linearly with d.

This paper addresses drawbacks of the CPT/CPT+ models by proposing
a novel sequence predictor named SuBSeq. This model adopts the succinct
Wavelet Tree data structure and the Burrows-Wheeler Transform to store train-
ing sequences in a very compact way, while still allowing fast access to training
sequences for prediction. An experimental evaluation shows that SuBSeq has a
very low and predictable memory consumption (the space usage varies between
1.6 and 2.2 times the binary size of D) and excellent accuracy when compared
to state-of-the-art predictors on real datasets. Last but not least, SuBSeq is
largely parameter-free.

The rest of this paper is organized as follows. Section 2 introduces prelimi-
naries about sequence prediction. Section 3 presents the proposed SuBSeq pre-
dictor. Section 4 presents the performance evaluation. Finally, a conclusion is
drawn and future work is discussed.

2 Preliminaries

Strings. A string x = x[0..n − 1] = x[0]x[1] . . . x[n − 1] is a sequence of |x| = n
symbols drawn from a constant ordered alphabet of size σ. For i = 0, . . . , n − 1
we write X[i..n−1] to denote the suffix of X of length n−i+1, that is X[i..n−1] =
X[i]X[i + 1] . . .X[n − 1]. We will often refer to suffix X[i..n − 1] simply as “suffix
i”. Similarly, we write X[0..i] to denote the prefix of X of length i + 1. We write
X[i..j] to represent the substring X[i]X[i + 1] . . .X[j] of X that starts at position
i and ends at position j.

In this paper we consider a multiset of d strings D̂ = {x1, x2, . . . xd}. We
represent D̂ as a single string by concatenating the strings in D into a single
string D = x1$x2$ . . . $xd, using a special symbol $ to delineate individual strings,
which does not occur in any string xi. We let M = |D| denote the length of D.

Suffix Arrays. We make use of several standard data structures built from D.
The first of these is the suffix array [10], denoted SA, which is an array SA[0..M −
1] containing a permutation of the integers 0..M −1 such that D[SA[0]..M −1] <
D[SA[1]..M − 1] < · · · < D[SA[M − 1]..M − 1]. In other words, SA[j] = i iff
D[i..M − 1] is the jth suffix of D in ascending lexicographical order.

The Burrows-Wheeler Transform [2,11], denoted BWT is a string BWT[0..
M − 1] is a permutation of D defined by SA, such that BWT[i] = D[SA[i] − 1],
except when SA[i] = 0, in which case BWT[i] = D[M ]. See Fig. 1 for an example.

Backward Search. The FM-index is a compressed text index (see [13]) that
consists of two main components: a wavelet tree build from the BWT string, and
an array C of σ integers such that C[c] gives the total number of symbols in the
BWT string that are less than symbol c. Searching with an FM-index is based
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on a procedure called backward search, which finds the range of SA containing all
suffixes that begin with a given query pattern Q. This range then contains the
positions of occurrence of Q in D. Figure 2 shows how backward search is used
for counting the number of occurrences (the count query). In the algorithm, C[c]
is the position of the first occurrence of the symbol c in F, and the function rankL
is defined as rankL(c, j) ≡ ∣

∣{i | i < j and L[i] = c}∣
∣. The main difference between

the members of the FM-family is how they implement the rankL-function. The
best ones use wavelet trees.

L SA
A 6 $

N 5 A $

N 3 A N A $

B 1 A N A N A $

$ 0 B A N A N A $

A 4 N A $

A 2 N A N A $

Fig. 1. SA and BWT string L for string
D = BANANA$.

Algorithm FM-Count(Q[0..k − 1])
1: b ← 0; e ← M
2: for i ← m − 1 downto 0 do
3: c ← Q[i]
4: b ← C[c] + rankL(c, b)
5: e ← C[c] + rankL(c, e)
6: if b = e then break
7: return e − b

Fig. 2. Counting pattern occurrences
using backward search.

Wavelet Tree. The wavelet tree [12] of string D over an alphabet Σ is a binary
tree with leaves labelled by the symbols of Σ. Each node v is associated with the
subsequence of D consisting of those symbols that appear in the subtree rooted
at v. The associated strings are not stored; instead each internal node v stores
a bitvector B(v) that tells for each character in the associated string whether it
is in the left or right subtree of v.

In a wavelet tree the total length of the bitvectors is |D|�log |Σ|�, which is
exactly the length of D in bits using the standard representation.

A rank query rankD(c, r) over a wavelet tree is evaluated by a traversal from
the root to the leaf labelled by c. Wavelet trees answer rank queries in O(log σ)
time. A similar procedure enables one to access a given symbol D[i] in O(log σ)
time, or to enumerate all the distinct symbols in a range of the string, as well
as compute the frequency of each of those symbols. Wavelet trees answer these
distinct(i, j) queries in O(k log σ) time, where k is the number of distinct symbols
in D[i..j]. Wavelet trees also support the query select(c, i) in O(log σ) time, which
returns the position of the ith occurrence of symbol c in D. The queries rank,
select, access, and distinct involve rank (or select) queries over the bitvectors
stored on the root-to-leaf path. There are many data structures for representing
bitvectors so that rank and select queries can be answered in constant time [14,
17]. These data structures are a standard component in succinct data structure
design. Recent experimental studies of these bitvectors can be found in [5,8].
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3 Succinct BWT-Based Sequence Prediction Model

The Succinct BWT-based Sequence prediction model (SuBSeq) is a new lossless
predictor. Its main distinctive characteristics are that (1) efficiently stores the
entire input training data without any loss (2) fetches training sequences similar
to a given sequence (query prefix) (3) it does not depend in any parameter-set
fine-tuning in order to be accurate (4) SuBSeq keeps into account the item
order of a given query prefix. The latter is the main key difference to the CPT+
prediction model. CPT+ searches for sequences using the bag-of-words model.
This model does not take into account the items order of a prefix for match-
ing it in the training data (which might be important aspect for some domain
applications, as discussed).

3.1 Algorithm Description

The SuBSeq prediction algorithm is consisted of two main phases; the train
phase and the ready-for-prediction phase. A multiset D̂ of training sequences is
given as an input. During the train phase, SuBSeq will use the D to produce the
FM-index and store BWT in memory using a wavelet tree. During the ready-for-
prediction phase, SuBSeq is ready to answer query prefixes. The answers that
SuBSeq returns can further be evaluated with the query suffix (see Sect. 4.2).

For every query prefix SuBSeq will try to give an answer by finding similar
sequences in its training data sequences. This is done through the given query
prefix and a generated collection of sub-queries. Due to the fact that SuBSeq
is only able to locate exact matches of a given pattern in its training data, it
is essential to have a mechanism that expands our prediction model coverage to
more training data. The collection of sub-queries plays the role of this mecha-
nism. Every sub-query comes from the initial query prefix. These are produced
by allowing operations of deletion and substitution. The deletions are always at
the start of the query or sub-query and the substitutions are limited to two.

Example. For a given Q = [a, b, c, d], SuBSeq will try to find exact matches for
Q1 = [a, b, c, d], Q2 = [¿, b, c, d], Q3 = [a, ¿, c, d], Q4 = [a, b, ¿, d], Q5 = [b, c, d],
Q6 = [¿, c, d], Q7 = [b, ¿, d], Q8 = [c, d], Q9 = [¿, d].

On the example above we denote with ¿ the place where we can replace with
any symbol from our alphabet. Assuming our alphabet as Σ = {a, b, c, d} then
SuBSeq can match Q6 with some example training sequences like: [a, c, d, a, d],
[b, c, d, c, a], [c, c, d, b, b], [d, c, d, a, b].

After SuBSeq has found the similar sequences, it uses them to produce
possible answers and eventually order them according to a weight. Producing
possible answers is done through the consequents of the similar sequences. The
consequent of a similar sequence s is considered the subsequence from the item
common to both s and the current (sub-)query used, and up to the last item
of s. For SuBSeq we will be using consequents of length up to two items long.
Every time a (sub-)query is used to find similar training sequence, we come up
with consequents. The items of the consequents are put into a Frequency Array
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and they are ordered by a weight. A final prediction answer is the item in the
array with the highest weight value. The final answer is given either (a) when
SuBSeq has collected all possible consequents for both the initial query prefix
and its all produced sub-queries or (b) when a threshold of confidence is met.

Finally, when an item of a consequent is inserted to the frequency array, it
is assigned a weight value. If the item exists in the array then the new value is
added-up on the old value. The weight formula is defined as w = y/Y + (2 −
sub)/2 + 1 + r. We consider y to be the suq-query length, Y the initial query
length, sub the number of substitutions and r = 1

index+1 . The later indicates the
index of the item in the consequent.

3.2 Implementation Using FM-Index

We mainly need four core functions; (1) backwardSearch (2) forwardSearch
(3) neighbourExpansion (4) getConsequents.

The backwardSearch can be implemented by tweaking the FM-Count
(see Fig. 2) to return the (b, e) for a query item at a time.

The forwardSearch does the opposite of the backwardSearch for a given
i. It gives the index i′ = C[c] + rankL(c, i) where c = L[i], and c′ = L[i′] occurs
after c in D.

The neighbourExpansion constitutes the key function of our prediction
model. Using the FM-index, one can only find exact matches for a given pat-
tern. This creates a twofold issue; (1) there is no way to locate similar training
sequences (2) usually in sequence prediction, searching only for exact matches
does not give an enough coverage (if any) for confident predictions. The main
idea of neighbour expansion is that for a given query prefix, it will perform a nor-
mal backwardSearch if the prefix does not have any substitutions in place or for
any substitution that it meets it will recursively expand to all possible symbols
that might follow. Taking into account our previous example of sub-queries, Q3,
we will make the following assumption; before a [c, d] all of the {a, b, c, d} appear
in the training data. This can be figured out with a distinct call for a range in
L. Then Q3 will be expanded to [a, a, c, d], [a, b, c, d], [a, c, c, d] and [a, d, c, d] for
a normal backwardSearch each.

The getConsequents utilises the forwardSearch definition to obtain the
consequents for ranges that have been acquired through the neighbour
Expansion. Expanded sub-queries which result in patterns that have already
been used, are excluded. We do this by utilising a bit-vector of length M . Every
index of successful neighbourExpansion ranges, is a set bit in the bit-vector.
Thus, consequents from sub-queries that have been prior utilised, will not be
re-used and only new consequent information will added in Frequency Array.

A C++ implementation of our prediction model can be found on
github.com/rafkt/SUBSEQ.
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4 Evaluation

We split this section as: the set-up environment, our experimental aims, the
competition to our prediction model and finally the discussion of accuracy and
performance evaluation. For this section, full details about our experimental data
and about our results can be found on github.com/rafkt/SUBSEQ.

4.1 Experimental Setup

Environment. Experiments were performed under macOS 10.14.1 with an Intel
Core i7 (4 Cores, 256 KB L2 per Core, 8 MB L3), 32 GB DDR3 1867 MHz RAM
and a 8.0 GT/s Link speed SSD. The lossless predictors, CPT+, CPT, were
ran using IPredict framework [6] under java version 1.8.0 112 with JIT enabled
which allows the bytecode to be compiled into native machine code, allowing a
fair comparison with native implementations. The SuBSeq Predictor was com-
piled under clang-1000.11.45.5, while SPiCe baseline [1] was compiled and run
under Python 2.7.10. We used the sdsl-lite library [4] for implementing SuBSeq.

Aims. To measure and compare different prediction models in terms of their
accuracy and their performance. Performance is measured in terms of the execu-
tion time a prediction model needs to train itself; the execution time it needs to
complete answering a testing set; the memory usage it utilises after the training
phase is complete.

Competition. We compare SuBSeq with a variety of state-of-the-art lossy
and lossless predictors. These are: All-K-order Markov (AKOM) [16], LZ78 [21],
Transition Directed Acyclic Graph (TDAG) [9], Prediction by Partial Match-
ing (PPM) [3] and Dependency Graphs (DG) [15]. We also included a spectral
learning prediction model from SPiCe competition [1]. We also compare SuBSeq
with CPT+ [6] as it is the current state-of-the-art lossless prediction model.

Data. For our experiments we used datasets with various characteristics from
SPMF library2 library. In addition, we used synthetic data3 which was generated
by IBM QUEST data generator [20].

4.2 Accuracy of Prediction

Each dataset is read in memory, and then is split into a training set and a
testing set using the k-fold cross validation. Once a predictor has been trained,
each sequence of the testing set is split into two parts, the query prefix and the
query suffix. The size of each can be defined through a parameter in advance.
Then a trained prediction model is called to give answers for every prefix in
the testing set. A prediction answer for a query prefix is accurate if it appears
within the query suffix4. The accuracy rate is the ratio of accurate predictions
2 Available at http://www.philippe-fournier-viger.com/spmf.
3 Details about QUEST exported data, are available at github.com/rafkt/SUBSEQ.
4 Same evaluation approach was followed for CPT+[6].

http://www.philippe-fournier-viger.com/spmf
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to the total number of test sequences. Each prediction model has been trained
and tested using k-fold cross validation with k = 14 to obtain a low variance for
each run.

Accuracy results are shown in Table 1. Our prediction model provides bet-
ter accuracy than any other lossy predictor for SIGN, KOSARAK and FIFA
datasets. At the same time, we can observe that SuBSeq has an overall better
accuracy than any predictor for MSNBC and BIBLE CHAR. However, if we
take into consideration the accuracy variation of CPT+ (as show in the Table 1
at CPT+ column in a [min-max] range) based on its different possible param-
eter tunes, then SuBSeq provides an overall better accuracy performance for
KOSARAK and FIFA as well. Thus, CPT+ gets less competitive if it is not finely
tuned making SuBSeq more attractive.

Table 1. Prediction models and their accuracy in %. First and second best performers
are in bold

Datasets DG TDAG CPT+ subSeq Mark1
(PPM)

AKOM LZ78 SPiCe
baseline

BMS 36 7 [30–38] 33 30 31 33 0.19

SIGN 2 0 [26–34] 23 4 7 5 4

MSNBC 55 31 [49–59] 64 38 48 43 30

BIBLE WORD 6 23 [0–22] 29 11 32 18 2

BIBLE CHAR 3 79 [1–80] 88 16 81 65 6

KOSARAK 30 1 [31–37] 34 23 20 20 0.6

FIFA 25 7 [18–34] 29 23 26 25 0.38

4.3 Performance

The Memory of SuBSeq was measured by using the relevant api in sdsl library.
The memory for the rest of the predictors was measured through IPredict. We
compared the different prediction models through the ratio of their memory
usage over the training set binary size. In the Table 2, SuBSeq is the most con-
sistent and most memory efficient prediction model. It uses an average memory
of up to 2.2 times the memory of the input training set binary size. Predic-
tion models like TDAG and CPT+ appear to be highly inconsistent. TDAG
can utilise space between 70 to 2500 times the input binary size while CPT+
between 0.5 to 80 times; indicating an unpredictable performance.

The running time of SuBSeq was directly compared to CPT+ for various
datasets (Fig. 3c) in respect of the testing-phase (and training-phase). Evalua-
tions also included input data of an increasing σ, n, d using the QUEST genera-
tor. The results showed competitive and consistent performance for SuBSeq in
comparison to CPT+.
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Table 2. Ratio of prediction model memory to training binary size (M ∗ �log(σ)�)

Datasets DG TDAG CPT+ CPT subSeq Mark1 (PPM) AKOM LZ78

BMS 4.87 136.34 9.01 15.58 2.14 1.63 26.05 5.60

SIGN 2.96 124.51 0.54 10.86 1.73 1.69 38.07 5.08

MSNBC 0.06 176.29 3.19 5.42 2.14 0.06 13.71 4.14

BIBLE WORD 6.07 77.72 11.10 12.74 1.90 1.70 20.83 3.40

BIBLE CHAR 0.68 2689.15 3.38 6.46 2.18 0.25 51.69 42.77

KOSARAK 6.76 126.92 81.49 86.43 1.67 21.17 30.62 4.86

FIFA 2.98 90.74 4.88 6.64 1.60 1.15 23.40 3.59

(a) Memory (b) Time (c) various datasets

Fig. 3. Testing time performance of CPT+ and SuBSeq

4.4 Optimisation Discussion

Our current implementation of SuBSeq is not fully optimised yet. Experimen-
tal evaluation showed that 90% of the time needed from SuBSeq to answer a
query, it is spent for neighbour expansion. Further experiments revealed that
in average only a 45% of the executed rank operations are unique per query.
Thus, preventing neighbour expansion from performing excessive rank calls in
the wavelet tree, would optimise the speed performance of SuBSeq for datasets
with large σ. Figure 3c shows that for a dataset like KOSARAK (σ = 654, 987),
SuBSeq performance is less competitive. One way to minimise excessive rank
calls is to store (retrieve) each rank result in (from) a trie-based data structure.

5 Conclusion

Lossless sequence predictors are often very accurate but can consume a large
amount of memory. To address this issue, this paper presented a novel predic-
tor named SuBSeq that is lossless and utilizes the succinct Wavelet Tree data
structure and the Burrows-Wheeler Transform to compactly store and efficiently
access training sequences for prediction. Experimental results have shown that
SuBSeq has a very low and predictable memory consumption (varying 1.6 to 2.2
times the binary size of D) and excellent accuracy in comparison to state-of-the-
art predictors on real datasets. Moreover, SuBSeq is mostly parameter-free.
Future work includes optimising SuBSeq neighbour expansion along with its
overall speed performance.
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Abstract. In this paper, we address the problem of task redundancy in crowd-
sourcing systems while providing a methodology to decrease the overall effort
required to accomplish a crowdsourcing task. Typical task assignment systems
assign tasks to a fixed number of crowd workers, while tasks are varied in
difficulty as being easy or hard tasks. Easy tasks need fewer task assignments
than hard tasks. We present TRR, a task redundancy reducer that assigns tasks to
crowd workers on several work iterations, that adaptively estimates how many
workers are needed for each iteration for Boolean and classification task types.
TRR stops assigning tasks to crowd workers upon detecting convergence
between workers’ opinions that in turn reduces invested cost and time to answer
a task. TRR supports Boolean, classification, and rating task types taking into
consideration both crowdsourcing task assignment schemes of anonymous
workers task assignments and non-anonymous workers task assignments. The
paper includes experimental results by performing simulating experiments on
crowdsourced datasets.

Keywords: Crowdsourcing task redundancy �
Crowdsourcing HITs redundancy � Crowdsourcing tasks

1 Introduction

Crowdsourcing was coined as a new problem solving paradigm allowing integrating
people into the computational process to enhance problem solving techniques as well
as providing solutions to unsolvable problems. Crowdsourcing allows humans to
perform tasks in the form of questions that is called human intelligent tasks (HITs) in
compensation to monetary incentives in most cases. Various crowdsourcing platforms
[1, 2] provide a wide range of tasks such as data entry, and image classification where a
task requester submits batches of tasks for a small incentive to be selected by workers.
Many computer applications have made use of crowdsourcing to enhance computer
algorithms by providing humans with a set of questions to be answered. The produced
task assignments are getting overwhelmingly large jeoparding the tasks cost and
elapsed time as humans are expensive and time-consuming. As a consequence, this
introduced the data redundancy problem [3] that is defined as the problem of estimating
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how many workers should answer a single question (task or HIT) with stable quality,
taking into consideration that some questions may be easy while others may be more
difficult in terms of recognizing the answer by the assigned crowd workers (e.g. a
question asking ‘Is “iPhone XS 5.8-inch” and “iPhone XS Max” are the same entities?’
–is an easy question it needs only 2 or 3 reliable crowd workers to recognize the correct
answer, however, entity resolution questions are assigned to 10 workers as a practice).
The essential dilemma of this problem is that we cannot automatically detect whether
we are encountering an easy or hard task prior to task assignment process. Determining
a task hardness is challenging due to the following: (1) Annotating the task hardness
before task assignment is impractical. (2) Whenever a task is announced by the
crowdsourcing platform, a random set of workers will volunteer to answer this task
making it complex to predict whether it is an easy or hard task for the assigned workers.
This paper introduces a model that automatically reduces task assignments in crowd-
sourcing platforms, that is crucial to reduce the invested cost, time, and effort devoted
to answer a set of crowdsourcing questions.

2 Related Work

Previous researches [4–7] have provided solutions to determine the number of task
assignments needed for a classification task. Work presented in [4, 5] has utilized a
belief-propagation technique that represents workers and tasks in a bipartite graph. The
model learns the worker correctness and the task probable correct answer upon
receiving task answers in an iterative manner. The model continually accepts workers’
answers once the task has been declared targeting minimization of the total task price
guided by the final answer correctness. Work presented in [6] starts the task assignment
process by estimating the number of workers needed for each task (the prediction
phase). The prediction phase enumerates all the possible available workers’ correctness
in providing an answer (combinations) deploying the sum-product probabilistic algo-
rithm targeting the group of workers maximizing the answer correctness. The model
stops assigning a task to workers upon reaching predefined answer correctness. The
most recent work presented in [7] has proposed an iterative exploration technique to
collect task answers by assigning each task to one worker at a time and wait for the
worker to reply back, then assign the task to another worker till a certain stopping
condition. The stopping condition is satisfied by a certain bias in the task answer’s
voting distribution. The previously depicted researches illustrate effective solutions to
the task redundancy problem however, it presented the following few shortcomings:

(1) All models provides handling for Boolean and classification tasks only, despite
of the variety of crowdsourcing task types that need different handling methods such as
rating tasks. (2) Prediction models presented in [4–6] are worker quality-sensitive
answering models, however not all crowdsourcing platforms provide such information.
For example the AMT crowdsourcing platform records the approval rate (i.e. the
percentage of questions approved by task requesters), however the approval rate does
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not measure the worker quality as the worker quality differs from a task to another, and
some requesters automatically approves all answers. Work in [6] suggested a sampling
based technique to provide initial estimate to the user quality through the use of gold-
questions, and [4] suggested to learn the user quality during currently assigned tasks.
However, there is still a need to provide handling of anonymous workers where gold
questions are costly, and users’ quality varies over different topics.

Work in [7] presented few shortcomings that are: (1) The proposition of one by one
task assignment can cause a latency problem as the platform must wait till workers
volunteer to answer tasks. In some cases, this is a matter of seconds causing no latency
at all and in other cases, this might take days initiating a considerable latency problem.
Moreover, few crowd opinions may not be enough to evaluate a task’s answer.
(2) Utilization of complex priors such as probabilities bias that should be determined by
a data expert in order to achieve the targeted goal of reducing task assignments.

This paper introduces the task redundancy reducer (TRR); a model to reduce task
assignments while overcome the aforementioned problems.

Contributions of this paper are: (1) TRR reduces the aforementioned latency
problem via assigning the task to few crowd members on several iterations, each
iteration’s collected answers guide TRR whether to assign more workers to the task (as
no consensus agreement on the answer among the assigned workers) utilizing the
diversity measure. (2) Providing dichotomy handling for both crowdsourcing platforms
based on hiring anonymous and non-anonymous workers. (3) Providing a method to
handle rating tasks. (4) Applicability to crowdsourcing platforms proving a way to
understand the representation of the model priors allowing non-experts to interact with
the platform. (5) We conducted experiments to demonstrate the efficiency and effec-
tiveness of applying the TPR model via performing experiments on real crowdsourced
datasets.

3 An Overview of Task Redundancy Reducer (TRR)

Before the elaboration of TRR in details we present two important design
considerations:

1. Supported tasks: TRR targets constrained mini-tasks [8] only for the meanwhile
leaving the macro-tasks [9] as they are different in task nature. Constrained tasks are
Boolean, classification, and rating tasks.

2. Diversity measure: Diversity measure (index) [10] is a statistical index intended
to measure the variety of a set of various classifications. TRR utilizes the diversity
measure to observe the diversity level of workers’ answers recognizing whether there is
a consensus on the task answer with some percentage. The observed variables in our
context are the crowd members’ answers, and thus we can mathematically compute the
task answers’ diversity level. We have chosen to utilize the diversity measure rather
than the entropy measure as the later provides a number that we cannot interpret
whether there is high or low entropy. However, entropies are used to compare entropies
of different states, it is useful to recognize whether there is a reduction or increase in a
presented entropy level such as work in [11].
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Figure 1 depicts the TRR workflow as a set of steps. At the first step, a task
requester provides a workload (i.e. a set of questions) to the crowdsourcing platform.
The requester also provides the required priors guiding the platform through the task
assignment process. The priors are the minimum and the maximum number of crowd
members to be assigned to a task (NC) and (MC), respectively. The required answer
diversity level (DL) identifying a percentage of how a task answers are different where
Zero% diversity means that all crowd members have provided the same answer, and
100% diversity means we are completely unsure of what is the answer, this happens
when each worker provides a different answer. An optional prior answer-confirming
crowd (ACC) represents crowd members who are needed to confirm the answer reached
so far. The confirming crowd is advised to be experts (of high reliabilities) for
crowdsourcing platforms considering workers’ reliabilities (i.e. qualities), to avoid
inaccurate answer deviation. However, for crowdsourcing platforms that do not con-
sider workers’ reliability, we do not recommend assigning confirming-crowd as we
cannot distinguish experts.

TRR utilizes NC task assignments as fewer assignments less than the minimum
workers will not provide an informative answer. Moreover, it reduces the introduced
latency problem discussed in Sect. 1. On the other hand, determining the task maxi-
mum assignments will prevent infinite task assignment iterations in case the task
answer did not encounter convergence of workers’ opinions. At the second step, the
platform starts to assign the workload questions (tasks) to NC number of crowd
members as an initial iteration of a task answers collection. At the third step, crowd
members provide answers back to the TRR; TRR then checks whether the collected
answers’ diversity level is less than or equal DL (the targeted diversity level). At this
step, TRR annotates tasks as ‘completed’, ’not completed’ or ‘closed’. Reaching the
predetermined DL signifies that all or most of the crowd workers agree on choosing a
certain answer (i.e. no further task assignments); the task is annotated as a ‘completed’
task reaching the fourth step. On the other hand, a task is annotated as ‘not completed’
if its diversity level is greater than the targeted DL and did not reach the maximum
number of assignments as well. TRR will then provide an estimate of the needed
number of crowd members that might help to reach the targeted DL as a next iteration.
Steps from two to four are repeated until there are no remained ‘not completed’ tasks.
‘Not completed’ tasks reaching the maximum number of task assignments are anno-
tated as ‘closed’ tasks. Tasks that are annotated as ‘completed’ can be optionally
assigned to answer-confirming crowd members (ACC) as an attempt to assure that the
task has reached the correct answer when the confirming answer crowd members have

Fig. 1. Task redundancy reducer workflow
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all agreed to the same answer. Otherwise, this is an indication of having the “aggre-
gated answer conflict” phenomenon. Aggregated answer conflict is a situation where
workers of the first iteration agree to an answer (guided by the targeted DL) while it is
not the correct answer. However, the wrong answer is corrected by hiring more
workers. This situation will strongly appear if the first participating workers are per-
forming random choices or they are not experts in the field leading to an agreement by
coincidence.

The following methods can mitigate or even eliminate the effect of this conflict:

• Using reputation-based systems such as iCrowd [12], QASCA [13], and Docs
system that estimates each worker reliabilities for several domains [14].

• Qualification test support: qualification tests [3, 15] are essential to determine the
needed crowd member’s qualifications when tasks are related to specific domains.

An intermingled approach using qualification test and reputation-based systems are
promised to guarantee the best results of selecting the adequate workers. However,
assigning the answer-confirming crowd members is a powerful utility of checking that
we get the correct answer whenever there is an emphasis on the answer correctness.

4 Handling Boolean and Classification Tasks

In this section, we give the definitions related to the problem of this paper and the
computations behind Boolean and classification task types.

Definition 1 (Boolean and Classification Question and the Question-Answer Set)
Let qi denote a question, provided a possible set of labels (answers), denoted by
L ¼ l1; l2; . . .; lmf g. For Boolean questions, the set of labels contains only two labels,
while labels extend to more than two labels in classification tasks. Aqi ¼
Aqi;j; . . .;Aqi;k

� �
denotes the answer set of all assigned workers to question qi, where

Aqi;k is the answer of worker k to qi.

Definition 2 (Observed Question Answers Distribution Vector)
Vector Vqi is a “1 � m” row matrix representing the observed probability distribution
for the answers of question qi, where m is the number of labels. Vqi is computed based
on workers’ answers set Aqi . Each cell Vqi;j denotes the observed probability distri-
bution that label j is the correct answer for the question qi, the summation of proba-
bilities for any question qi will equal one and the vector is initialized to zero.

Crowdsourcing platforms are either assigning tasks to anonymous workers such as
[1] in which the worker quality is not evaluated nor considered or assigning tasks to
non-anonymous workers such as [2] in which the worker quality is acquainted and
computed automatically by the platform. Therefore, the entries of the observed data
vector Vqi;j are computed differently according to the assigned worker model. The
probabilities computation is provided in the following sub-sections.
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4.1 Observed Probabilities Distribution in Anonymous Workers Model

In this working scheme workers request working on tasks, then task requester approves
or rejects the worker; in case of rejection the platform re-announce the task for other
workers, and in case of approval the worker is assigned the task. The answer set of
question qi for a worker is an ordered tuple with two components that are the worker Id
and the worker answer. Upon answers submission, TRR starts to update the Vqi vector
according to support votes for each label. Consider Ljs is the number of crowd members
that have chosen label j as a correct answer for the question qi. Thus Vqi;j ¼ Ljs=Tw
(where Tw – total workers- is the total number of crowd members worked on question
qi so far).

4.2 Observed Probabilities Distribution in Non-anonymous Workers
Model

In this working scheme workers’ qualities are considered during the task assignment
process that is performed automatically in the online task assignment systems such as
[13, 14]. The value of Vqi entries consider the worker’s quality. qi answer set is a set of
ordered tuples with three components that are the worker’s Id, worker’s quality, and
worker’s answer. Work in [13, 14, 16] considered calculating Vqi; j as follows:

WAn;j ¼ qn; for j ¼ the worker n answer
1

m�1 1� qnð Þ; for j 6¼ the worker n answer

�

Vqi;j ¼
Yr
n¼1

WAn;j; r is the assigned workers number

Where qn is worker n quality, m is the number of labels, and Vqi vector is
normalized.

4.3 Measuring Diversity for Boolean and Classification Tasks

TRR utilizes Gini-Simpson diversity index [10] to measure a question’s answers
diversity. A major reason for utilizing Gini-Simpson is its non-parametric nature (it
doesn’t require priors), in addition it takes into consideration evenness (workers’
answers distribution) and richness (number of labels). A task diversity level denotes the
level of divergence between the assigned workers’ answers, and is defined as follows:

Definition 3 (Boolean and Classification Question Answers’ Diversity)
For Boolean and classification questions Gini-Simpson diversity index is defined by:

DLqi;r ¼ 1�
Xm
j¼1

Vqi;j
� �2

Where m is the labels number of qi, and r is the number of assigned workers to qi.
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4.4 TRR Redundancy Estimation Algorithm for Boolean
and Classification Tasks

Tasks annotated as ‘not completed’ (i.e. the task did not reach the required diversity
level, and did not reach the maximum task assignments as well) are expected to be
assigned to more crowd workers for another work iteration (i.e. new redundancy). TRR
performs a simulation to compute how many assignments are minimally needed to
reach the targeted diversity level (seeking convergence), assuming that the prospect
next assigned crowd members will give the same answer with the highest probability to
be the correct answer, as this is the minimum number of needed workers (i.e. the
optimistic case). Algorithm 1 depicts how TRR estimates the next iteration redundancy
for both working schemes. The algorithm starts with computing dl (i.e. the current
question diversity) in lines 1–3. k (line 4) represents the allowable number of task
assignments for qi. k is identified as the difference between current redundancy (i.e.
number of workers that have worked on the question qi through previous work itera-
tions) and the allowable maximum number of workers. In the non-anonymous working
scheme, the algorithm maintains an active worker queue Wqi providing qualities of
workers that are willing to work on this question. Wqi is considered the set of workers
that have submitted a working request for qi, otherwise, Wqi is an empty input set when
dealing with anonymous workers (lines 5–6). iCrowd [12] discussed a set of methods
to keep track of the active workers’ set such as considering workers currently holding
tasks as active workers, otherwise, they are considered inactive workers. Another
method is to consider a time window (e.g. 1 h), if the working request is less than the
time window, the worker is considered an active worker. The algorithm assumes that
the label with the highest probability is the correct label and there is a high probability
that next workers will choose the same label. Algorithm1 updates the new probability
distribution for the question answers (lines 7–22), then checks the answers divergence
till reaching the targeted DL or reaching the allowable number of workers k. The
algorithm outputs r (i.e. the new iteration estimated redundancy), in addition to the
selected active workers who should work on the task in case of non-anonymous
crowdsourcing platforms. A special case is that where the probability vector is equally
distributed (i.e. each task answer have been voted for the same number of times). In
such case TRR, assigns an extra single worker to explore the probable correct answer
(line 9). Another solution is to make task assignments an odd number of workers to
guarantees answer distinction. Our proposed model employs majority voting (MV) for
truth inference (i.e. the task final answer) for generality, however, the Expectation
maximization (EM) technique [3] provided a tuning for the management of human
errors and recognizing the possible correct answer (i.e. truth). We leave the adoption of
EM technique to future work. However, the impact of both techniques provides
improved results for reducing the task assignments.
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5 Handling Rating Tasks

Rating questions [17] are asking workers to rate answers for several classifications.
Unlike Boolean and classification questions the TRR model provided previously
cannot be utilized for rating questions as the worker rates several choices for the same
task disallowing representing the answer selection as a discrete probability distribution.
However, a rating question answers represent fuzzy sets [18] and the diversity of fuzzy
sets can be measured [19].

Definition 4 (Rating Question and the Question-Answer Set)
Given a rating question qi provided with a set of possible labels L ¼ fl1; l2; . . .; lmg,
where each label is rated given a min and max scale. Aqi ¼ Aqi;j; . . .;Aqi;k

� �
denotes the

answer set of all assigned workers to question qi. The worker j answer set for qi is
represented as Aqi;j ¼ lj;1; . . .:; lj;m

� �
, where lj;i is the rating of label i (membership

degree) divided by the max rating scale to guarantee that lj;i lies between [0, 1].
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5.1 Measuring Diversity for Anonymous Workers Model

The diversity of several rating answer sets represents “How diverse crowd answers are
for a certain question”. We adapted the normalized hamming distance in rating
questions diversity computation due to its computational efficiency and distances
interval lies between [0, 1] that can be later averaged to the same interval producing a
percentage of answers’ diversity. The diversity of a worker answers is measured by the
distance between this worker answers and the average answers of all the assigned
workers to the task [20]. The task diversity level is considered the average diversity of
the assigned workers’ answers diversities.

Definition 5 (Anonymous Worker Rating Answers Diversity)
Given the rating question qi provided in Definition 4, the normalized hamming distance
measuring worker j answers’ diversity is defined by:

d Aqi;j; �Aqi

� � ¼ 1
m

Xm
x¼1

lj;x � l�Aqi ;x

��� ���

Where �Aqi is the average workers’ answers set and l�Aqi ;x
is the average rating of

label x in �Aqi .

Definition 6 (Anonymous Rating Question Answers Diversity)
The diversity of qi provided in Definition 5 of k assigned workers is defined by:

DLqi;k ¼
1
k

Xk
j¼1

d Aqi;j; �Aqi

� �

Sharp rating labels that have the same value of all answer sets are discarded while
computing the worker answers’ diversity as it causes deviation of the actual value.

5.2 Measuring Diversity for Non-anonymous Workers Model

In the non-anonymous working scheme, the worker quality and the worker subjective
rates influence the final question’s diversity in two ways. The first way, they influence
the average answer introduced in Definition 5 to be a weighted average answer [21] as
the high-quality workers are expected to provide the more reliable answers and vice
versa. The second way, the worker answers’ diversity of a question is influenced to be a
weighted diversity reflecting the worker’s reliability.

Definition 7 (Rating Question-Answer Weighted Average) [21]
Given a rating question qi of m labels provided the workers’ quality vector of k workers
Wq ¼ q1; . . .; qk

� �
; where

Pk
j¼1 q

j ¼ 1. A label li weighted average answer is defined

by �lwi ¼
Pk

j¼1 q
j lj;i, and the question qi answer weighted average is provided by

�Awqi ¼ �lw1;�lw2; . . .;�lwm
� �

.
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TRR measures the non-anonymous workers’ answers diversity utilizing Defini-
tion 5, however, it evaluates the worker answers’ against the answer weighted average
provided in Definition 7 instead of the regular answer average. The question’s diversity
is measured by the total weighted workers’ answers diversities.

Definition 8 (Non-anonymous Rating Question-Answers Diversity)
The diversity of the rating question qi provided in Definition 7 is defined by:

DLqi;k ¼
Xk
j¼1

q j d Aqi;j; �Awqi

� �

Utilizing the workers’ qualities has a threefold impact on TRR. The first, by col-
lecting more accurate final question answer via being biased to high-quality workers
who tend to provide more accurate ratings. The second, by providing a more accurate
diversity measure. The third, downsizing the outlier worker’s ratings influence to the
final question answer, and the measured question diversity as well.

For Boolean and classification tasks TRR predicts the needed number of workers for
next work iteration as it can predict the correct answer based on the assigned workers’
choices. However, TRR cannot perform this prediction for rating tasks. The correct
rating question answer is considered an average of the assigned workers’ ratings.
However, performing a simulation of assigned workers with an average answer does
not make the diversity converge. As a consequence, TRR performs monotonic worker
assignment after the first iteration by performing one by one worker assignment.

6 Experiments

The goal of our experiments is to understand the effectiveness and efficiency of
applying TRR to crowdsourcing platforms. This is achieved by analyzing the workload
cost and the elapsed time to resolve questions for both anonymous and non-anonymous
crowdsourcing platforms against crowdsourcing platforms utilizing fixed task redun-
dancy. We seek to provide an answer to the following inquiries: (1) Whether the
algorithm will produce the same task “answer” when it halts the assignment process
early in the case of “completed tasks” against the model assigning fixed redundancy to
tasks (Answer in Sect. 6.4 for rating tasks. The detailed experiment for Boolean and
classification tasks is not included due to space limitation, however, results are high-
lighted in Sect. 6.2). (2) We need to study the cost and latency in both systems (Answer
in Sects. 6.3, and 6.4). (3) Conclude how to provide priors in real crowdsourcing
platforms, particularly the average diversity level (Answer in Sect. 6.2).

6.1 Datasets

We experimented three real datasets, each of which represents one of the aforemen-
tioned task types. In all the experimented datasets a task is only one question.

TRR: Reducing Crowdsourcing Task Redundancy 111



Dataset 1 (Boolean Tasks): Crowdsourced Web Relevance Judgments Dataset
In this dataset [22], AMT workers judged the relevance of a set of Web pages. Rel-
evance is judged on a binary scale: relevant, and non-relevant representing Boolean
tasks. The primary version of the dataset produced in 2010 contains full information
about the assignment process such as (task submission time, accept and rejection time)
that are critical in our experiment to verify the model. The experiment elicited workers
answers in the same order they occurred on the crowdsourcing platforms. The dataset
contains 1000 task of 100 distinct questions posed to 149 workers where each question
has been assigned to 10 workers (i.e. the fixed task assignment redundancy is 10). The
dataset does not include worker quality, thus, we implemented the majority voting
technique to compute and consider worker quality in our model.

Dataset 2 (Classification Tasks): Weather Tweets’ Sentiment Analysis Dataset
The weather tweets’ sentiment analysis dataset [23] is collected using AMT. The
dataset contains 6000 classifications of the sentiment of 300 tweets, with gold-standard
sentiment labels, answered by 110 workers. The sentiment judgments were provided in
the following categories: negative (0), neutral (1), positive (2), tweet not related to
weather (3) and cannot tell (4). Each task was assigned to 20 workers as a fixed data
redundancy.

Dataset 3 (Representing Rating Tasks): News Headlines Emotion Analysis
Dataset
The news headlines emotion analysis dataset [22] is used to study the effect of the TRR
model to rating tasks. For each task crowd workers were presented with a news
headline, the worker task is to score each headline for how much it holds regarding six
specific emotions: anger, disgust, fear, joy, sadness, and surprise. Each of these is to be
judged on a scale of 0–100, with 0 meaning “not at all”, and 100 meaning “maximum
emotion”. The dataset presents 100 distinct questions that were posed to different 38
workers with total 1000 task assignments, with gold-standard ratings. The dataset
represents rating tasks with fixed data redundancy of 10 workers per each task. The
dataset does not include worker quality, thus, we implemented a “quality adjust”
technique to induce workers’ qualities. A worker answers a question correctly if he/she
has provided ratings for the same classifications of the gold-standard answer with a
limit of 30% rating deviation from the gold rating.

6.2 Estimating Priors

An accurate estimation for the TRR priors is a key to the model success; we conducted
a study of the three datasets to estimate the adequate priors’ values as follow:

1. The Minimum number of crowd members to be assigned to a task (NC): by
inspecting datasets 1 and 2, setting NC to three assigned workers in the first dataset
and four workers in the second dataset was sufficient to have an early correct
consensus answer. Such an answer is equivalent to the same final answer collected
from the fixed number of workers in each dataset.
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2. The Maximum number of crowd members to be assigned to a task (MC): it is the
fixed redundancy that was considered in the first place, that is 10 workers for
datasets 1&3, and 20 workers for dataset 2.

3. The required answer diversity level (DL): We analyzed the diversity of questions by
applying the fixed redundancy working model to reveal the average diversity that
questions expose. Boolean, classification and rating tasks datasets have shown
average diversity interval of (20%–42%) (i.e. on average around one-third the
crowd members will deviate from the correct answer whatever the assigned number
of crowd workers). Figure 2 illustrates the median diversity index computed while
assigning a fixed redundancy of 10 workers for Boolean and rating task datasets,
and 20 workers for the classification task dataset.

4. Answer-confirming crowd (ACC): one or two high-quality crowd members are
advised to be assigned in order to review the ‘completed’ tasks to avoid answer
deviation.

6.3 Boolean and Classification Tasks Analysis

Task Cost Analysis
In this section, we explore the experimental evaluation of the model behavior for
Boolean and classification task types’ datasets while utilizing different NC values. We
have compared our model to the baseline algorithm that utilizes fixed data redundancy
for all tasks.
Boolean tasks’ cost analysis

Dataset 1 provides 1000 Boolean task of varied prices (0.01$ for 800 tasks and 0.02
$ for 200 tasks) with total cost 1200 cent. Applying TRR to this dataset have coined a
significant change in cost reduction.

Fig. 2. Task’s diversity index

Fig. 3. Boolean tasks’ cost analysis
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Figure 3 depicts the total cost of the two working modes (anonymous, and non-
anonymous workers) while varying different values of NC (3, 4, and 5), fixing the
values of MC to 10 workers and DL to 35% (representing the median diversity). We
did not include NC = 2 as two workers are not enough to provide informative judg-
ment and caused the aggregated answer conflict problem. The cost reduction varied
from 62% to 32% of the task’s total cost utilizing different parameters’ values.

Classification tasks’ cost analysis
Dataset 2 utilizes fixed redundancy of 20 workers per task. Tasks’ cost analysis of

applying TRR to dataset 2 is shown in Fig. 4. The experiment presents varied values of
NC, DL = 35%, and MC = 20 workers. Numbers bars represents the workload cost.

The relationship between the total needed task assignments and the diversity level
is an inverse relationship. Lowering the required diversity level requires more task
assignments to reach such opinion convergence. Figure 5 depicts the total cost (in
terms of task assignments) of dataset 2 under different DL levels.

Task Working Time Analysis
TRR reduces task assignments, as a consequence, the working time to produce the
workload answers will be reduced as well. Dataset 1 of web relevance judgments
provided critical timing information of the task assignment process including task
creation time, task acceptance time, task assignment approval time, worker elapsed
time to finish the task, and the task expiration time. Timing information allowed us to
study how much saved time has been accomplished by applying TRR during the task
assignment process. Dataset 1 tasks consumed eight working days starting from
Thursday ‘18th February 2010’ till ‘Thursday 25th February 2010’ of total 18 working
hours, tasks lifecycle elapsed time varied from few hours to few days. The dataset tasks
were announced on the platform at simultaneous times thus, there was no latency
saving in terms of working days. Meanwhile, we would run into situations where
workers would take a long time to pick up a task causing latency that can be avoided by
applying our TRR model. The intrinsic time saving was the human working time that
was not assigned to this task alleviating work pressure on the available crowd members
as well as shortening the working time for task requesters. Figure 6 depicts the elapsed
working time of the 1000 task for dataset 1 while setting DL = 35%. The baseline
algorithm of fixed data redundancy = 10 workers per task has a cost of 18.12 working
hours. Numbers above each bar represents the total working time per hours.

Fig. 4. Classification tasks’ cost analysis

Fig. 5. Classification tasks’ cost analysis of
varied DL values
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6.4 Rating Tasks Analysis

Task Cost Analysis
An experiment of assigning varied values of NC = 5, 6, 7, 8, and 9 where MC = 10
and DL = 10%, 15%, 20%, 25% and 30% (20% is the median diversity for rating
tasks) has been performed to experiment the anonymous and non-anonymous working
scheme. A comparison has been held between the final consensus answer when
assigning 10 workers as fixed redundancy (baseline algorithm), and when applying
TRR. We computed the correct task answer classification utilizing majority voting for
the supported classifications by the assigned workers and considered its average rate.
Rating tasks showed an aggregated final answer conflict upon assigning NC to two and
three workers. The conflict down-streamed for NC = 4 and completely disappeared for
setting NC = 5. Thus, we recommend setting NC as five on the first work iteration to
avoid that problem.

Figure 7 depicts the cost saving between the baseline algorithm, and TRR anonymous
working scheme for a variety of NC and DL values while, Fig. 8 depicts the non-
anonymous working scheme.

Final Answer Correctness Analysis
Utilizing the workers’ qualities has an impact on the aggregated final answer cor-
rectness via being biased to high-quality workers who tend to provide more accurate

Fig. 6. Tasks’ working time analysis

Fig. 7. Rating tasks’ assignments for anony-
mous workers

Fig. 8. Rating tasks’ assignments for non-
anonymous
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ratings. An experiment to analyze this impact have been held utilizing the questions
gold answers provided in dataset 3. We conducted a thorough experiment that measures
the diversity between the final question answers’ and their gold answers using different
values of NCs, and DLs while fixing MC to 10 workers. Figure 9 provides the average
diversity results for both the anonymous and non-anonymous working scheme. The
non-anonymous working scheme has achieved less diversity from the gold answers in
almost most of the experiments.

7 Conclusion and Future Directions

Reducing the number of crowdsourcing task assignments significantly reduces the
overall cost, effort, and time to accomplish a task. We presented Task Redundancy
Reducer (TRR), a model that reduces the number of task assignments by tracking the
diversity level of the workers’ answers. TRR performs the task assignment process as a
set of work iterations, estimating the needed number of workers for each iteration for
Boolean and classification tasks in order to collect a correct answer guided by certain
diversity level. Moreover, it supports different types of tasks (Boolean, classification,
and rating tasks). TRR provides a framework to integrate the model with crowd-
sourcing platforms providing concise priors that are determined by the task requester.

However, the model would benefit from several extensions: (1) Providing a tech-
nique to predict the needed number of crowd members of subsequent iterations of
rating tasks instead of monotonic increase (one-by-one assignments). (2) Extending the
model to other task types such as macro-tasks where it is difficult to define and
recognize a consensus answer. (3) Utilizing other truth inference algorithms (i.e.
optimization, and the probabilistic graphical model).
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and Lucinéia Heloisa Thom1(B)

1 Institute of Informatics, Postgraduate Program in Computer Science,
Federal University of Rio Grande do Sul, Porto Alegre, Brazil

{mbiazus,cfhsantos,lntakeda,palazzo,lucineia}@inf.ufrgs.br
2 School of Arts, Sciences and Humanities, University of São Paulo, São Paulo, Brazil

m.fantinato@usp.br
3 Vienna University of Economics and Business, Vienna, Austria

jan.mendling@wu.ac.at

Abstract. Lack of information on the infrastructure resources needed
to execute business processes may interfere with the execution flow of the
BPM lifecycle phases. If an organization recognizes that it does not have
the resources needed to execute a process as planned, it might have to
redesign the process. This paper presents an approach to recommending
the infrastructure resources needed to execute a process. The recommen-
dation relies on the task labels of the process model and comprises two
phases: resource type classification and resource recommendation.

The approach contributes to the redesign phase as it provides the
process analyst with information on the resources needed to execute the
process. It also supports decision-making process before the implemen-
tation phase regarding, for example, remodeling, project cancellation,
resource procurement etc. The developed approach was validated based
on a set of real processes of a public university through a cross-fold val-
idation that reached 83% of accuracy.

Keywords: Business processes · BPMN · Recommender systems ·
Process mining · Machine learning · Systematic literature review

1 Introduction

Business Process Management (BPM) is a discipline that aims to support orga-
nizations in carrying out their work to ensure the expected results. According
to Dumas et al. [7], the BPM lifecycle comprises the following phases: process
identification, process discovery, process analysis, process redesign, process imple-
mentation, and process monitoring. Organizations do not always have the proper
infrastructure to support the execution of to-be processes as modeled [6]. In this
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case, process analysts and systems engineers should be aware of the infrastruc-
ture resources needed to execute a process before reaching the implementation
phase. In this paper, we use only the word resources to refer to the expression
infrastructure resources. Resources needed for process execution may be software,
hardware, and people. In this paper, we consider only the recommendation of
software. Recommending the needed resources at the end of the redesign phase
would overcome the lack of information at the implementation phase. Recom-
mender systems comprise tools and techniques that suggest items most likely
to be interesting to specific users [17]. Recommender systems often use machine
learning and data mining techniques to predict a user’s preference for a particular
item or help users deal with information overload by filtering information.

In this paper, we present a semi-automatic approach to recommending the
resources needed to execute a process aiming to improve the process implemen-
tation phase. The approach helps prevent system engineers from attempting to
implement a modeling process without having the resources needed for the subse-
quent process execution. If the process analyst identifies a recommended resource
is neither available in the organization’s profile nor is targeted for acquisition,
the process model must be redesigned to meet the available resources.

The paper is structured as follows: Sect. 2 presents related work. Section 3
details the proposed recommendation approach with its two phases of resource
type classification and resource recommendation. Section 4 presents the approach
validation. Section 5 concludes the paper.

2 Related Work

This section presents an analysis of the work related to the approach proposed
herein. A quasi-systematic literature review was conducted to find studies on
resource recommendation in BPM.

2.1 Search Protocol and Found Studies

We looked for studies that could help us answer the following research questions:
(i) What types of resources have been addressed in approaches to recommending
resources in BPM? and (ii) What techniques or algorithms have been applied in
approaches to recommending resources in BPM?

The applied search string was: (“business process” OR “process model*”
OR BPM OR workflow) AND (“resource recommend*” OR “recommending
resource*” OR “recommendation of resource*”). The search was carried out
using Scopus engine, in December of 2018, which indexes papers from the most
important publishers such as IEEE Xplore Digital Library, Springer Link and
ACM Digital Library. As the inclusion criterion, we selected the papers returned
in the search whose main goal is resource recommendation in BPM published
in any date. For the exclusion criteria, we removed papers that: (i) are not
published in journals, conference proceedings or as book chapters; (ii) are sec-
ondary or tertiary studies; (iii) are not in English; (iv) are not available in digital



120 M. Biazus et al.

libraries; (v) are duplicate or similar to another more complete paper; and (vi)
are not full papers, i.e., short papers, poster abstracts etc. The references of the
papers found in the search were added in the evaluation to complement the ones
found by the applied research string.

We obtained 13 primary studies. In the oldest work identified, Liu et al. [14]
presented an approach to reduce the amount of manual staff assignment per-
formed at run-time workflow instantiation and execution stages. The approach
uses three supervised machine learning algorithms to obtain a classifier: C4.5
decision tree, Näıve Bayes and Support Vector Machine (SVM). Several works
have been proposed afterwards [2–5,8,9,11,13,18–20].

The most recent work, Abdulhameed et al. [1] used co-working history to
predict human resources based on event log history. The approach determines the
criteria and the metrics from event logs for resource recommendation, considering
as criteria frequency and duration. The approach then gets information from the
resources used to perform the same tasks in previous runs for the instance of the
currently running process to recommend resources.

2.2 Requirements for Supporting Redesign

First, in terms of types of resources that have been addressed in the research on
recommending resources in BPM: the results of the systematic review carried
out clearly show that the vast majority of studies published in the last ten
years have been mainly concerned with recommending human resources. Of the
13 related works found, nine approaches refer exclusively to human resources
(people) while the other four approaches work with other types of resources,
but mainly considering human resources. This strong feature of the existing
recommendation approaches for BPM seems to be quite natural as there is a high
cost in the human resources associated with the tasks of the business processes.

As for the techniques or algorithms that have been applied in the works
oriented to recommend resources in BPM: the results of the systematic review
show that, except for one paper, all 12 other papers refer to approaches based
on data mining or process mining. Only one research does not depend on mining
event logs to allow for the recommendation; instead, it applies a prioritization
approach based on user preferences [5]. Using process mining means recommend-
ing resources through the support of techniques or algorithms that analyze data
and extract relevant information from event logs derived from past executions
of business processes. No pattern of techniques or algorithms was identified in
these 12 papers proposing approaches to recommend resources based on process
mining. In terms of technique for this event mining, although we tested decision
trees, Näıve Bayes and SVM, the results of our tests indicated the Näıve Bayes
as the best choice.

Our approach is oriented to the recommendation of the most appropriate
types of resources to perform the tasks of the process according to what is
available in the organization. We aim to reduce costs, not by optimizing the
use of resources but avoiding the need to redesign the process to choose new
resources. In this context, one natural choice is to address software resources,



Resource Recommendation for Process Execution 121

which is the kind of resource covered in this paper. In fact, according to our
review’s results, this is the first work to address the recommendation of the
needed infrastructure resources to execute the tasks of business processes.

3 The Resource Recommendation Approach

This section introduces the semi-automatic methodology developed to recom-
mend the resources needed to execute a process. The recommendation occurs at
the end of the process redesign phase and is based on other process models of
the organization and on the resources available in the organization.

Our research suggest software applications to be invoked by a BPM System
(BPMS) to support the execution of a to-be process previously modeled. The
recommendation occurs in the redesign phase when the process analyst can verify
whether the organization has the resources needed to execute the process and
then implement it. If the needed resources are not available, the organization
may consider acquiring them or alternative resources need to be considered.
Ultimately, the process model should not follow for implementation.

To recommend the resources, the following items must be defined before:
(i) Resource types: identification of the type of each resource that can be used
to execute tasks, such as browsers, printers, spreadsheet editors etc; (ii) Orga-
nization’s resources: the list of all the resources available in the organization,
accompanied by their types, acquisition cost and attributes. The attributes are
defined at the discretion of each organization; (iii) Organization’s process mod-
els: a set of process models, obtained from a historical base of the organization,
with the definition of the resources used to execute their tasks.

The set of organization’s process models must follow the 7PMG [15] guideline
on task naming, which defines that tasks should be labeled in the verb-object
format (e.g. “create the trip itinerary” instead of “creation of trip itinerary”).

The resource recommendation occurs in two phases: (i) resource type classi-
fication, when process model tasks are classified by the types of resources needed
to execute them; and (ii) resource recommendation, when, based on the types
of resources needed for each task, the resources available in the organization are
analyzed and recommended according to the organization interests.

3.1 Resource Type Classification

The resource type classification is carried out in four steps: (i) reading the process
model and, for each task, extracting its types (e.g. manual task) and labels; (ii)
normalizing task labels; (iii) applying the text classification algorithm; and (iv)
calculating the classification accuracy.

In the first step, the to-be process model, designed in BPMN 2.0, should
be parsed. For this, the model should be exported from the modeling tool to a
format suitable for processing, what is usually done via XML (Extensible Markup
Language). Several libraries can be used to manipulate XML files. File on .bpmn
format is represented using XML, which is structured following specifications
defined in OMG [16].
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As for the second step, the normalization of task labels begins by removing
stop words, which are less useful to index documents. As the process models con-
sidered in this work are in Portuguese, then the stop words are also in Portuguese
in the next list. Two types of stop words can be considered [12]: (i) Frequently
used function stop words: words with little relevance to represent meaning, e.g.,
que (that), é (is) and em (in). (ii) Frequently used content stop words: words
with more semantic information than functional words, but commonly with a
very high incidence, e.g., querer (want) and através (through).

Considering the scenario of this work, we removed only the function stop
words. Since the average number of words in task labels is low (around three
to five words), also removing content stop words could lead to an exaggerated
decrease in the size of the labels. To support the removal of stop words, a natural
language tool, the NLTK library was applied. Therefore, the process is structured
as follows: for each word of task labels, we verified if it belongs to stop words.
Normally, natural language tools already define the most common stop words
of a specific idiom the library NLTK specifies words such as ‘a’ (to), ‘aquela’
(that), ‘aquelas’ (those), as stop words.

Still about normalization, stemming should follow. Stemming refers to the
removal of affixes of words (e.g. gerunds), keeping their stem (i.e. radical), to
reduce a word to its essence It is assumed that a typical word has a stem that
refers to a central idea or meaning and that certain affixes are added to change
the meaning of the word or adjust it to its syntactic role. The morphological rules
of natural languages lead to the use of different stemming algorithms according
to the corresponding language. If applied in document pre-processing, stemming
helps index and search documents, allowing to increase the level of document
retrieval.

Stemming is used here to standardize words with the same stem, indexing
them as equals. For example, the words agenda (schedule), agendar (to schedule)
and agendamento (scheduling) are all indexed as agend (schedul), preventing
text classification algorithms from interpreting them as different words and thus
improving the classification accuracy. We applied the stemming procedure to all
words that make up each task label.

As the third step, the tasks should be classified according to the resource
types. For this, first the type of all tasks should be identified. Only the following
BPMN task types should be considered for classification: user, send, receive,
business rule and abstract tasks. BPMN manual tasks should not be classified
as they are not executed with the support of software applications. BPMN service
tasks should also not be classified as they are executed through web services or
automated applications, which are not within the scope of this work.

Several algorithms for text classification are proposed such as Näıve Bayes,
decision trees and SVM. Näıve Bayes stands out for its high accuracy even though
it is conceptually simple. Depending on the data being processed, the algorithms’
accuracy changes, and hence the choice of the algorithm is strongly related to
the data to be classified [10]. To choose the best algorithm for this approach, we
conducted a comparison among Näıve Bayes, decision trees and SVM in terms
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of classification accuracy. We used 521 task labels related to real-world processes
of an university.

We used Weka to compare the accuracy of the classifiers. We measured the
accuracy using all possible classes (i.e. all possible types of resources) for the
instances. Thus, all the correctly classified samples were checked and split by
the total number of instances that were to be classified.

The three algorithms had accuracy close to 80%. Näıve Bayes presented the
highest accuracy, recall and precision, having, then, been chosen for this work.

As highlighted before, the algorithm execution assumes the existence of both:
(i) pre-defined types of resources (such as spreadsheet, text editor, electronic
agenda etc.) and (ii) a set of organization’s process models with the definition of
which resources (and hence types of resources) were used to execute their tasks,
which is needed for the Näıve Bayes’ supervised learning. As an example, consider
that for a given process, the resource type agenda was used to perform the task
agendar entrevista (schedule interview). The more accurate the classification of
the process models that precede the execution of the algorithm, the better the
training and hence the more accurate the classification of the algorithm.

Therefore, considering the Näıvee Bayes algorithm, first, the tasks of the
set of organization’s process models were used for training. After the training,
the classification was performed on the tasks of another specific process. The
algorithm calculates the probability that a task label word belongs to a given
class (in this case, the class represents a resource type).

In the fourth step, to calculate the accuracy of the resource type classification,
we used k-fold cross-validation, dividing the task labels into ten groups. In each
round of validation, nine groups were used for training and the other for testing.
The mean predictive accuracy was 81.7%.

3.2 Resource Recommendation

Based on the types of resources needed to execute the process tasks according
to the classification carried out in the previous phase, the most appropriate
resources for each type are recommended considering only those available in
the organization. To perform the recommendation, a content-based filtering is
performed, analyzing the resource attributes and the organization’s profile.

The recommendation relies on the organization’s resource profile. To define
the profile of a particular organization, the relevant attributes (e.g. supplier,
platform, license type etc.) of its resources must be identified. Based on the
organization’s profile, it is possible to identify which of its resources are best
suited to support the execution of the process tasks and thus recommend them.

For each resource type identified for the tasks in the process, our approach
recommends the most appropriate resource in the organization’s profile, consid-
ering the similarities between the resource types and the resources available. To
identify these similarities, an N-dimensional space is used to represent the organi-
zation’s profile and the process for which the resources should be recommended.
The organization’s profile is represented by one point in the N-dimensional space
defined as follows: considering all the resources available in the organization, we
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calculate the arithmetic mean for each one of its attributes, generating a point in
the N-dimensional space. Each attribute represents one of the space dimensions.
A similar procedure is followed for the process to receive recommendations, i.e.,
for each task for which a resource type was identified, a point is calculated in
the N-dimensional space for the resources related to the corresponding type.

As an example, consider for training, three resources and their attributes, as
shown in Table 1. In this case, the organization’s profile would be a set of five
points derived from the arithmetic mean of the three values of each attribute,
as presented in the last line of the table. The organization’s profile would be
therefore a point with the coordinates [0.333, 0.333, 0.666, 0.666, 0.000].

Table 1. Example of attribute values for the resources

Resource Attributes

Collabor. Open-sour. Web ver. Cross-plat. Intern

Microsoft Word 0 0 0 0 0

Google Agenda 1 0 1 1 0

Firefox 0 1 1 1 0

Arithmetic mean 0.333 0.333 0.666 0.666 0.000

The similarity for recommendation is then calculated using the Euclidean
distance between the organization’s profile and some resource type of the process
for which the resources are to be recommended. The similarity is, therefore,
calculated through the distance between the point in the dimensional space that
represents the organization’s profile and the points referring to the candidate
resources to be recommended, i.e., related to the resource types of the tasks
in the process. For example, assuming that a candidate resource is identified
by the point [0, 0, 0, 0, 1] in the dimensional space, then, its distance to the
organization’s profile would be:

d(p, q) =
√

(0 − 0.333)2 + (0 − 0.333)2 + (0 − 0.666)2 + (0 − 0.666)2 + (1 − 0)2

We need to compare this result with the results of the other resources candi-
dates for recommendation considering the resource type for the same task in the
process. The resource with the lowest value is recommended (i.e. the one that
represents the shortest distance and hence more similar). The recommendation
should be carried out iteratively, for all the tasks of the process model, until all
the resources needed to execute the process are recommended.

4 Evaluation of the Recommendation Approach

This section presents the results of an experiment conducted to test the proposed
resource recommendation approach. The experiment was based on a set of real
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process models related to one department of a public university. These process
models were developed by students of a BPM course and semantically validated
by actual process users. In addition, the course lecturer verified the robust-
ness properties of the process models. The prototype developed to evaluate the
resource recommendation approach was developed with Python language and
Django framework for development. Python provides a wide variety of libraries
to support natural language processing. Django provides features that facilitate
rapid development, which is useful for proof-of-concept purpose. The resources
available in the university department, as well as a set of other possible resources
for acquisition, were all registered. Thereafter, we defined their types, as fol-
lows: E-mail client (Microsoft Outlook), Browser (Firefox); File manager (Google
Drive), Bank app (Banco do Brasil App), Spreadsheet (Microsoft Excel), Alloca-
tion system (University Room Allocation System), Schedule (Google Agenda),
Text editor (Microsoft Word), E-printer (PDF Printer).

The following attributes were considered to characterize the resources (cf.
Table 1), based on the software features: (i) collaborative (or non-collaborative);
(ii) open-source (or proprietary); (iii) having a web version (or not); (iv) cross-
platform (or specific platform); and (v) internally developed at university (or
not). Further, a cross-validation on the department’s processes was carried out
with 10 folds (k = 10). In each cross-validation round, we created the organiza-
tion’s profile for the university department based on the process tasks used for
training and using the means of the attribute values. As the attributes used are
all binary (i.e., they assume 1 for positive and 0 for negative), then the profile
for each round is composed of five values of 0 and 1.

Considering the test tasks as the recommendation target, the prototype rec-
ommended resources for the tasks in each of the cross-validation rounds. The
resources were related to the resource types that the classifier Näıve Bayes sug-
gested for the tasks. The recommendation was made by similarity between the
organization’s profile of the university department generated in each round and
the resources registered in the prototype. The accuracy of the recommendation
among all 521 tasks of the training processes after cross-validation was 83%.

Although it has been shown the possibility of recommending resources, to exe-
cute process tasks, based on the organization’s profile, there are some remarks:
a higher number of processes and hence tasks for training would tend to improve
the accuracy of classification of resource types by Näıve Bayes; Näıve Bayes does
not consider the relative position of the words on the task label, and we did not
evaluate whether there would be any impact when using a classifier that con-
siders such a relative position; as different students have developed the process
models, there may be a higher linguistic bias than if there was only one modeler;
we did not define the degree of relevance of the attributes; as a result, the weight
was the same for all of them.

5 Conclusion

We have developed an approach to recommend resources aiming to minimize the
problem of the compatibility of process models modeled in the process redesign
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phase and the organization’s infrastructure. The recommendation could support
the process analyst about the resources that are needed to execute a process,
and with to the process owner, can take appropriate action, such as continuing
Process Redesign, by adapting the process to the organization’s infrastructure.
With the implementation of the proposed approach, we can evaluate the accuracy
of the recommendation, using cross-validation, with accuracy resulting as 83%.

The main contributions of this paper are as follow. First, we provide a com-
parative analysis among three text classifier algorithms in the context of process
task labels. We used processes from a federal public university, and the accuracy
of Näıve Bayes stood out compared to the other two analyzed algorithms (Sup-
porting Vector Machines and Decision Trees). Second, we developed an approach
for recommending resources needed to implement a specific process, based on
process models, wherever it is proposed to train with the process task labels.
Third, we conducted a systematic literature review, aiming to obtain the state
of art about approaches to estimate or recommend BPM resources. The litera-
ture review also identifies the characteristics of the resources and the tasks, for
a recommendation. As result, there is a discussion about the use of the term
resource, in the selected publications.

As limitations, we identified that different students modeled the process mod-
els that we used to classifier and to test the recommendation, which can influ-
ence the classification, considering that there is no synonyms normalization, for
example. We performed tests about the approach, realized in a single university
department. This observation implies that meaning that context of the other
organizations and process were not considered in this work.

As future work, we suggest customizing the approach, focusing on using col-
laborative filtering in the recommendation, i.e., recommends based on the orga-
nization with similar characteristics. Also, we suggest investigating the accuracy
of the recommendation for process modeled in other idioms, besides Portuguese.
We indicate to explore a recommendation focused on the most efficient resource
for the organization, based on attributes and the organization’s profile.
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Abstract. Process modeling guidelines are an essential tool to help pro-
cess modelers to create models that are correct and easy to understand.
Many guidelines have been proposed in the literature, but there is lit-
tle empirical evidence to which extent guidelines are effectively used.
This paper addresses this research gap by presenting the results of a
semi-controlled experiment conducted on two occasions with 21 students
from a Business Process Management course. Two successive process
modeling tasks were compared, one before and one after the subjects
were presented to a set of 20 guidelines, which were collected through a
systematic literature review. From the results obtained with the experi-
ment, it was observed that the subjects would be more receptive to the
guidelines if they were easier to understand and use.

Keywords: Process modeling · Process modeling guidelines · BPM ·
BPMN · Experiment

1 Introduction

Business process modeling is a difficult [7] but important task, in which a process
analyst studies the business processes of an organization to create a representa-
tion – graphical, usually – of its activities, events and control flow logic [4]. The
result is a process model, which may be used as a tool for learning, improvement
and communication of the business process. While it is important that process
models have high quality [13], they often have modeling issues, such as control
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flow errors, badly designed structures and layouts, or incorrect labeling [6], which
may significantly impair their understandability.

A frequent cause of these issues is the inexperience of process modelers [9],
which can be lightened by the use of process modeling guidelines [6]. Guide-
lines are simple rules that help in creating more understandable process models
and with fewer errors [7]. For example, a common modeling guideline is to use
fewer modeling elements. Many guidelines are a result of experimental research
that sought to understand what characteristics of process models influence their
quality. Despite this, it is still uncertain whether process modelers, especially
beginners learning to model, can successfully use guidelines to create better pro-
cess models.

In this context, this paper reports an experiment in which the use of process
modeling guidelines is analyzed for a process modeling task. We asked students
of a process modeling course to create two process models, with only the second
modeling task being supported by a set of modeling guidelines we collected
from the literature. The data collected through this experiment was evaluated
via statistical analysis. This experiment was executed twice with two sets of
students and both datasets were merged for analysis and reporting. We present
in this paper the protocol and the instruments designed for this experiment. We
also exhibit the statistical analysis and the discussion of the results.

This paper is organized as follows: Sect. 2 provides background on process
modeling guidelines and discusses other work related to this paper. Section 3
defines the protocol of the experiment, its hypotheses, design and instruments.
Section 4 presents the results of the experiment, the test of the hypotheses and
a discussion of the results. Section 5 concludes this paper with a summary and
an outlook for future work.

2 Background

This section presents the fundamental background of our work. First, we present
the set of process modeling guidelines that was used during our experiment.
Second, we describe the related work on modeling guidelines.

2.1 Process Modeling Guidelines

Prior to our experiment, we have conducted a systematic literature review [1]
in search of insights on important characteristics of high-quality process models
that were interpreted as or transformed into a set of 45 modeling guidelines.
These studies analyzed by the review did not share a common modeling notation
among themselves, so all the extracted guidelines were adapted to the Business
Process Model and Notation (BPMN) [11], which has been rising in popularity
in recent years, as perceived throughout the review.

One characteristic discovered during this review was that not all guidelines
were equally valuable or useful. Some of the guidelines we found were not studied
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in an empirical research to determine if they can improve the understandabil-
ity of process models without changing their underlying behavior. Thus, these
guidelines may be detrimental to the process modeling task, possibly even reduc-
ing the quality of the resulting process model. In our experiment, for example,
they may have made it considerably longer and more difficult for its subjects.
Therefore, we found it necessary to remove these guidelines.

Table 1 shows the set of guidelines we chose to use in our experiment. These
guidelines were selected through a manual analysis, removing those that are
possibly detrimental to the modeling task. We also removed those that were too
similar to the guideline “Use as few elements as possible”, since they could be
considered redundant. The guidelines are arranged in four categories: size, which
related to the size of the process model, topology, which contains guidelines on
how model elements combine with each other, layout, which consists of conven-
tions on how the process model should be visually presented, and labeling, which
has instructions on how to label model elements.

2.2 Related Work

Defining what is process model quality has been a long-standing issue to which
theoretical frameworks such as SEQUAL, SIQ and the Guidelines of Modeling
(GoM) [2,5,13] were created. While insights provided by these frameworks are
invaluable, they often define quality categories overly abstractly to be applied by
novice modelers. In addition, the frameworks do not provide a straightforward
method for their implementation in a process modeling project [7].

Creating more concrete and straightforward guidelines to be used in process
modeling may solve this problem. One well-known work on modeling guidelines
is the “Seven Process Modeling Guidelines (7PMG)” proposed by Mendling et al.
[7]. It is notable for synthesizing a set of guidelines built upon empirical insights
and contributing a ranking of them based on the opinions of expert analysts.
This ranking solves the issue of when modelers have the opportunity to apply
multiple guidelines that guide them to conflicting solutions.

Another important work is from Moreno-Montes de Oca et al. [10], in which a
set of 30 modeling guidelines was presented to students that were asked to eval-
uate each one individually through its perceived ease of use, perceived usefulness
and behavioral intention. The results were then compared against each other to
find the highest scoring guidelines for these variables and their correlations.

Despite these studies, we found none that analyzes one of the main goals of
modeling guidelines, which is to guide inexperienced process modelers to cre-
ate more understandable process models. Thus, in our work, we use the set of
modeling guidelines from Table 1 to evaluate whether this goal can be completed
and what are the main challenges faced by inexperienced process modelers when
using modeling guidelines.
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Table 1. Process modeling guidelines used in this experiment (from literature review)

ID Guideline Category

S-1 Use fewer than 37 modeling elements Size

S-2 Avoid using inclusive (OR) gateways Size

S-3 Do not use implicit gateways Size

S-4 Minimize the degree of all gateways Size

T-1 Model as structured as possible Topology

T-2 Do not create cycles with multiple exit points Topology

T-3 Decompose models that are too large Topology

T-4 Decompose model fragments that occur multiple times or that
benefit from being grouped together or hidden

Topology

T-5 Do not overly decompose the process model Topology

Ly-1 Minimize the drawing area of the model (preferably within a
page)

Layout

Ly-2 Make the process flow from left to right Layout

Ly-3 Minimize the number of bends in sequence flows Layout

Ly-4 Minimize the crossing of sequence flows Layout

Ly-5 Make use of symmetry between elements Layout

Ly-6 Avoid overlapping elements Layout

Ly-7 Keep model elements related to one another close to each other Layout

Lb-1 Label everything necessary Labeling

Lb-2 Use a consistent labeling style, such as: verb-object style for
activity labels; object-particle style for event labels; and
object-particle question style for gateway labels

Labeling

Lb-3 Avoid labels that are vague or ambiguous Labeling

Lb-4 Use short labels Labeling

3 Experiment Protocol

This section presents the research method applied to conduct this study, which
is through an experiment. It displays the protocol used to conduct our exper-
iment, which includes the definition of hypotheses and variables, the design of
the experiment, the selection of subjects and instruments, and how the data
collected was validated.

3.1 Problem Definition and Hypotheses

The influence that modeling guidelines have on process modeling is still an open
issue. Since they are an additional concern to the task of modeling, they pre-
sumably affect cognitive load [14]. As such, they may increase extraneous cogni-
tive load and block cognitive resources, making process modeling more difficult
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by requiring modelers to monitor not only the process being modeled but also
whether the guidelines are being met. Consequently, if modelers believe they
have more difficult modeling while using the guidelines, they may feel discour-
aged from using them again. Another possible effect would be modelers feeling
the need to rely on some method or tool to support the use of guidelines. On
the other hand, if the guidelines are formulated as clear instructions on how to
model correctly, the increased cognitive load might be a germane cognitive load
that helps the modeler in their task.

It is also unclear how effective a modeler can be when using modeling guide-
lines after being introduced to them. Pragmatically, modeling guidelines should
be straightforward and well-founded rules that show how to create a better
quality process model [7]. However, some guidelines found in literature have no
explicit instructions as to when they can be applied; for example, when to use
subprocesses. This imprecision can cause difficulties for modelers. Finally, mod-
elers can perceive their process models with a higher level of understandability
after using modeling guidelines, even though they have not been used correctly
or other modeling issues still remain.

Considering these issues, we formulated three hypotheses in this paper: [H1]
guidelines increase cognitive load, which leads process modelers to a perception of
higher degree of difficulty when modeling with the support of process modeling
guidelines than without them; [H2] process models created with the support
of process modeling guidelines have fewer modeling issues than those without
them; and [H3] process modelers believe their process models have higher level of
understandability when using process modeling guidelines than when not using
them.

Besides these hypotheses, we searched for how receptive the modelers are to
process modeling guidelines. They were specifically asked about how easy to use
and how useful the guidelines are and if they intend to continue using them.

3.2 Experiment Variables

Based on the hypotheses, we defined three dependent variables: for H 1, we mea-
sured the perceived level of difficulty the modelers had during process modeling
through a 5-point Likert scale, ranging from “very easy to model” to “very diffi-
cult to model”; for H 1, we measured the perceived level of difficulty the modelers
had during process modeling through a 5-point Likert scale, ranging from “very
easy to model” to “very difficult to model”; for H 3, we measured the perceived
level of understandability of the process models, from the point of view of their
modelers. This variable was also measured through a 5-point Likert scale, rang-
ing from “very easy to understand” and “very difficult to understand”.

Three additional dependent variables were defined for the modelers’ recep-
tivity to the modeling guidelines: perceived ease of use, perceived usefulness and
future intended use. For each one, the subjects’ opinions were measured using a
5-point Likert scale, ranging from “strongly disagree” to “strongly agree”.

Personal factors, such as experience in modeling, are also a possible influ-
ence on the understanding and performance of subjects interacting with process



134 D. T. Avila et al.

models [3]. Therefore, we measured the subjects’ experience through three inde-
pendent variables: process modeling, BPMN and other process modeling nota-
tions. Each of these variables was measured using a 5-point Likert scale, ranging
from “not experienced” to “very experienced” and their values were averaged
to define the subjects’ overall modeling expertise. Finally, the subjects were
also asked whether they knew some set of process modeling guidelines, as such
knowledge could also be an influence.

3.3 Experiment Design and Subjects

The goal of the experiment was to compare the performance of subjects in two
process modeling tasks based on having or not the support of modeling guide-
lines. We gave the subjects textual descriptions of two processes, one for each
step of the experiment. In the first step, the subjects were asked to model a
first process. In the second step, they were presented to the list of modeling
guidelines and encouraged to use them when modeling a second process. Since
the order of which process would be modeled first could influence the results,
the subjects were randomly separated into two groups, with the order of the
processes alternated. Figure 1 shows the design of the experiment.

Without Modeling Guidelines

Subjects 1 to N/2 Process A

With Modeling Guidelines

Process BSubjects 1 to N/2

Process ASubjects N/2 + 1 to NProcess BSubjects N/2 + 1 to N

Group A

Group B

Fig. 1. The experiment design.

The subjects were students enrolled in an introductory course of business pro-
cess management at a Brazilian public university. We selected students because,
due to their inexperience, they might be more motivated to learn how to model
processes better, which is a goal of modeling guidelines. The subjects were
assumed to be familiar with the basics of process modeling and BPMN. An
overview of the experiment was presented to the subjects, with general goals,
procedures and time limits for each step. They were encouraged to create process
models with quality in mind.

The experiment was executed twice. First, 13 subjects participated (divided
into two groups). Then, the experiment was replicated with eight other subjects.
Each execution was performed in a single laboratory with all subjects at the same
time. The subjects had a limited time to perform each step of the experiment,
whose total took an average of 80 min to complete. In addition, any questions
the subjects might have about the procedure could be answered by the authors
who were controlling the experiment.
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3.4 Experiment Instrumentation

Four instruments were used during the experiment. The first one was the list
of process modeling guidelines presented in Table 1, along with a small descrip-
tion for each guideline detailing how to apply it. The second instrument was the
Bizagi BPM modeler1, a modeling tool that is used during the university’s Busi-
ness Process Management course to learn process modeling. The third instru-
ment was an on-line questionnaire that collected data measuring our independent
and dependent variables. It also had open-ended questions where the students
could provide reasoning for their answers and their opinions about the modeling
guidelines.

The last instrument was the processes that would be modeled during the
experiment. They came from a collection of real-world process models from a
Brazilian public university. We sought in this collection two process models with
complexities similar to each other and that could provide opportunities for the
use of the modeling guidelines. The selected process models are medium-sized
(i.e., over 20 elements), with at least one loop, a potential sub-process and multi-
ple exclusive (XOR) gateways. We also ensured that the subjects had no in-depth
prior knowledge of the selected processes. Finally, the selected process models
were manually transcribed into a textual description.

3.5 Data Validation

All 21 subjects completed the experiment, and data collection through the ques-
tionnaire was successful. Although 42 process models were collected, eight models
were excluded from the analysis of the hypothesis H2 (four from the first part of
the experiment and four from the second part) because they contained serious
syntax errors. These errors occurred because the subjects were unable to finalize
the process modeling in the available time.

4 Data Analysis and Interpretation

This section presents the results of the experiment and its analysis, including
some descriptive statistics, the hypothesis testing, and finally the discussion of
the results.

4.1 Descriptive Statistics

All subjects reported knowledge of the 7PMG guidelines [7], which was expected
by us, as they were introduced in the BPM course from which the subjects
were recruited. The overall experience of both groups of subjects, calculated by
averaging the three modeling experience variables, was similar. Group A had an
average experience of 2.88 and standard deviation of 0.5, while group B had an

1 www.bizagi.com/en/products/bpm-suite/modeler.

www.bizagi.com/en/products/bpm-suite/modeler
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average of 2.97 and standard deviation of 0.67. We have not found any significant
outlier, thus we can assume that these groups are homogeneous.

Figure 2 shows the distribution of the responses to the variables related to
the hypotheses H1 and H3, respectively. After introducing the guidelines, there
was a slight worsening in the perceived level of difficulty, but there was also an
improvement in the perceived level of understandability.
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Fig. 2. Data collected for the perceived level of difficulty and understandability.

Regarding the hypothesis H2, the subjects had an average of 7.35 modeling
issues when modeling without guidelines and 7.94 when modeling with them.
The standard deviation was 2.74 and 2.73, respectively. The increase in the
average when modeling with guidelines goes against our expectations as we had
assumed that the guidelines would help process modelers avoid modeling issues.

Figure 3 shows the responses regarding the receptiveness to the modeling
guidelines. Although all subjects recognize the usefulness of the guidelines and
almost all intend to use them again, some of them do not consider them easy
to use. Through the open questions, some subjects addressed their difficulty in
understanding how to apply some guidelines. One of the subjects argued that
their questions could be clarified with practice and study.
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Fig. 3. Receptiveness to the modeling guidelines.
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4.2 Hypothesis Testing

To address our three hypotheses, we tested if there was statistical difference
between the results of each dependent variable for each step of the experiment,
i.e., the two modeling tasks. To select the type of hypothesis test to apply, we first
used the Shapiro-Wilk test, a powerful normality test [12], to check if the data
collected was normally distributed. Then, the appropriate parametric or non-
parametric test was chosen, depending on the type of the dependent variable.

For H1 and H2, the Shapiro-Wilk test confirmed that data for the perceived
level of difficulty and modeling issues found are normally distributed. Thus, we
applied a one-sided paired t-test [8], which is commonly used when the sample
data comes from experiments with a paired design, such as this one. For H3,
the variable perceived level of understandability was not found to be normally
distributed. Therefore, we applied a one-sided Wilcoxon signed-rank test [15].
For all three hypothesis, the tests showed that there is no significant difference
between the two steps of the experiment. The resulting p-values were 0.6974,
0.2106, and 0.7288 (for H1, H2 and H3 respectively), which are not significant
at a significance level of 0.05.

4.3 Discussion

While all 21 subjects fully performed the experiment, it was not possible to find
statistical support for the hypotheses pursued. The sample size is possibly a
limiting factor for the statistical power of the tests carried out. Nevertheless, the
experiment shows that it is possible to analyze the effect that process modeling
guidelines have on the process modeling task through the protocol established
to investigate our hypotheses.

More detailed information was identified in the responses to the question-
naire’s open-ended questions. We realized through them how difficult it was for
the subjects to effectively deal with and use the modeling guidelines in a quality-
focused process modeling task. Many subjects reported they had to struggle
to model the processes because many modeling elements were required. They
blamed this over-effort mainly on an over-complexity of the processes. Further,
one subject reported that the Bizagi tool impaired their organizational ability
when working with a large number of modeling elements.

Subjects did not blame the difficulty to model processes on the use of (or the
lack of) modeling guidelines. Instead, they reported that the processes per se
were difficult to model. This also holds true for the quality of the process models
they created. Only when asked directly on the modeling guidelines, some of them
reported difficulty also in understanding and using the modeling guidelines.

This analysis is reflected through the data collected to assess the subjects’
receptiveness to the guidelines, in which usability and intent of future use
received good evaluations while ease of use received moderate ones. These results
may mean that modeling guidelines require further refinement to make them
easier to understand and use. One option would be to implement modeling
guidelines directly in a modeling tool to support the process modelers during
their work.
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5 Conclusion

This paper reports on an experiment conducted to analyze the effects of using
process modeling guidelines. These effects were measured based on the level of
difficulty to model and the level of understandability of the resulting process
models, both from the perspective of the modeler, as well as the effect on the
number of modeling issues in the resulting process models. Two process modeling
tasks were compared, one with and one without the support of modeling guide-
lines. Based on the results, it was not possible to provide significant evidence that
the use of process modeling guidelines influences the measured variables. The
best likely reason is the small sample size that may have affected the statistical
conclusion validity.

In future research, this experiment can be improved to address the identified
issues, focusing especially on strengthening the power of the statistical tests.
Other approaches to applying the modeling guidelines should also be investi-
gated, such as using a modeling tool to automatically verify whether a process
model meets them. Finally, to address the issues modelers had related to ease of
use, it seems valuable to analyze which modeling guidelines could be simplified
or would demand further training.
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Abstract. A key contributor to the success of keyword search systems is a
ranking mechanism that considers the importance of the retrieved documents.
The notion of importance in graphs is typically computed using centrality
measures that highly depend on the degree of the nodes, such as PageRank.
However, in RDF graphs, the notion of importance is not necessarily related to
the node degree. Therefore, this paper addresses two problems: (1) how to define
importance measures in RDF graphs; (2) how to use these measures to help
compile and rank results of keyword queries over RDF graphs. To solve these
problems, the paper proposes a novel family of measures, called InfoRank, and a
keyword search system, called QUIRA, for RDF graphs. Finally, this paper
concludes with experiments showing that the proposed solution improves the
quality of results in two keyword search benchmarks.

Keywords: Keyword search � RDF � SPARQL � PageRank

1 Introduction

Keyword search is a well-known and convenient way for users to query large amounts
of data, whether in Web pages or databases. The user simply types some terms, called
keywords, and it is up to the system to retrieve the documents that best match the list of
keywords. Search engines for Web pages popularized this kind of search. More
recently, some of the Information Retrieval techniques used by Web search engines
[17] were adapted to query databases to hide from users unfriendly SQL queries.

In the last decade, RDF emerged as a data model that represents data as a set of
triples, which in turn induces a graph. This kind of modeling adds flexibility to describe
resources and follows W3C standardized formats and ontologies. Considering that
RDF graphs are interesting sources of knowledge that are also queried with unfriendly
SPARQL queries, keyword search over RDF graphs (or briefly RDF-KwS) becomes a
relevant research topic.
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In Web Information Retrieval there are two main tasks: (1) matching keywords
with indexed documents; (2) ranking the retrieved documents by order of relevance.
RDF graphs present a further challenge, when compared to the Web, since the infor-
mation that a user needs may not be in a single triple, but rather it is distributed over the
graph. Hence, an answer for a keyword query over an RDF graph is better formalized
as a minimal subgraph of the RDF graph that covers the keywords.

Summarizing, there are three main tasks in RDF-KwS: (1) finding pieces of
information in the RDF graph; (2) assembling the retrieved pieces of information to
compose complete answers; (3) ranking the complete answers. The main motivation of
this work is how to construct an RDF-KwS system that covers these three tasks.

To achieve a good ranking mechanism, typical information retrieval systems rank
the documents based not only on how well they match the keyword query, but also
based on how important the documents are. The notion of importance for Web pages is
typically computed using centrality measures for graphs created using the hyperlink
structure of the Web. PageRank [6] and HITS [23] are some of the most popular
centrality measures used in Web Information Retrieval. Their main idea is to assign
high scores to pages that are referenced by many other important pages.

Returning to the RDF environment, the majority of the related work test their strate-
gies using some RDF graph that reflects Web pages and their links [12, 15, 18, 21, 26],
such as DBpedia1, or using some dataset about co-authorship of research papers [3, 12,
33], such asDBLP2.We argue that PageRank orHITS variationsworkwell for these types
of RDF graphs because the incoming or outgoing edges indeed indicate the relevance of a
resource. In the Web, it is reasonable that a Web page (or node) with several incoming
edges ismore important than aWeb pagewith a few incoming edges. Likewise, in anRDF
graph about research publications, the importance of an author is proportional to the
number of accepted papers.

However, RDF-KwS operates over full RDF graphs, where the incoming or
outgoing edges of a node do not necessarily indicate the node’s importance with respect
to any existing node relationship or, at least, it may be hard to detect which relationships
would express the notion of importance. Thus, traditional measures may fail to compute
the importance of a node. As an example, in an RDF graph representation of the Internet
Movie Database – IMDb (www.imdb.com), instances of “common classes” (e.g. Genre,
Language, Country, Company) have a high number of incoming edges. Hence, a
traditional PageRank algorithm will assign scores to these common instances that are
higher than the scores of popular movies and actors. Of course, we could manually
assign weights to the object properties in order to capture their semantics, and use a
Weighted PageRank or HITS Algorithm, as in [3, 10, 29]. However, one may argue that
the manual assignment of weights is bothersome and subjective. Thus, other works
focused on strategies to learn weights based on user feedback [1, 24, 27]. In addition to
the difficulty of detecting relationships that express the importance of a graph node, it
would be interesting to eliminate unwanted relationships that would distort traditional
importance measures.

1 http://dbpedia.org/sparql.
2 http://dblp.uni-trier.de.
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Summarizing, the problems addressed in this work are: (1) how to define impor-
tance measures in RDF graphs in which the importance of a node is not directly related
to its degree; (2) how to use these measures to help compute and rank answers of
keyword queries over RDF graphs.

To solve these problems, the first and key contribution of this paper is a novel
family of importance measures for RDF graphs, collectively called InfoRank, that
combine three intuitions: (I) “important things have lots of information about them”;
(II) “important things are surrounded by other important things”; (III) “few important
relations (e.g. friends) are better than many unimportant relations (e.g. acquain-
tances)”. They require neither the manual assignment of weights to object properties
nor a training dataset to use as input to a learning algorithm.

The second contribution is an RDF-KwS system, called QUIRA (QUerying with
InfoRAnk), which uses InfoRank: to narrow the retrieved pieces of information; to
choose the best paths to connect the resources (nodes) in the graph; to rank the
retrieved answers.

Finally, the third contribution of this paper consists of two enriched datasets, IMDb
and MusicBrainz (http://musicbrainz.org), along with keyword search benchmarks
adapted to the RDF environment. We use these datasets in our experiments to assess
the correctness and the performance of InfoRank in the QUIRA system.

The rest of this paper is organized as follows. Section 2 summarizes related work.
Section 3 defines the InfoRank measures. Section 4 describes the QUIRA keyword
search system. Section 5 evaluates the performance of InfoRank in the QUIRA system.
Finally, Sect. 6 contains the conclusions and suggestions for future work.

2 Related Work

Keyword Search over Structured Databases. Tools that implement keyword-based
queries over relational databases [34] and RDF datasets have been investigated for
some time. Since both fields have similar challenges, we discuss them together.

We may distinguish between tools that are schema-based, that use information
about the conceptual schema to compile a keyword-based query into an SQL or
SPARQL query, from those that are graph-based, which operate directly on the data.

BANKS [5] and BLINKS [16] are examples of relational graph-based tools, and
Sindice [28] and Structured LM [11] are examples of RDF graph-based tools.

Relational schema-based tools explore the foreign keys declared in the relational
schema to compile a keyword-based query into an SQL query with a minimal set of
join clauses, based on the notion of candidate networks (CNs). This approach was first
proposed in DISCOVER [19] and DBXplorer [2] and adopted in quite a few tools,
including recent ones [9].

SPARK [37] offers an example of an early RDF schema-based tool. Tran et al. [31]
combine the idea of generating summary graphs for the original RDF graph, using the
class hierarchy, to generate and rank candidate SPARQL queries. QUICK [36] is a tool
designed to translate keyword-based queries to SPARQL queries with the help of the
users, who choose a set of intermediate queries, that the tool ranks and executes.
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The QUIOW tool, our earlier implementation [13, 20], is schema-based and sup-
ports both the RDF and the relational environments by translating keyword queries into
SPARQL or SQL queries. Although the tool proved efficient for an industrial dataset
about petroleum, it had poor performance for an RDF graph representation of IMDb
due to the large size and ambiguity of the domain. The importance measures introduced
in this paper remediate these problems, as shown in Sect. 5.

Importance Measures for Structured Databases. ObjectRank [3] was one of the
first proposals to compute a global importance score for database entities using
PageRank. The authors transformed the structure of a relational database (RDB) into a
graph, using foreign keys as links between entities, and then applied PageRank with
manual weight assignment to different types of links. The authors evaluated their
strategy using the DBLP dataset.

In RDF, other works that manually assign weights to use with PageRank are:
Swoogle [10], which evaluated their strategy using documents crawled from the Web;
Park et al. [29], which performs evaluation using their own small research dataset; and
Beagle++ [7], which adapted ObjectRank to an RDF Graph about activity metadata in
desktops.

TripleRank [12] represented an RDF graph as a tensor. Then, it used the PAR-
AFAC decomposition of the tensor to induce groups of properties and resources, with
authority and hub scores for the particular latent aspect (topic) the group represents. It
showed how to use the result of the PARAFAC decomposition to guide a faceted
browsing application. Finally, it tested the application in several experiments over RDF
datasets with 5 to 55 thousand triples. PARAFAC decomposition proved interesting for
faceted browsing exactly because it induces groups of properties and resources,
together with authority and hub scores. However, it is not clear how to extend this
strategy to the context of keyword search, not to mention the problem of computing the
PARAFAC decomposition of tensors with 200+ million non-zero entries, as in the
experiments described in Sect. 5.

More recently, FORK [24] adapted ObjectRank to Linked Data. The main con-
tribution of the work is a learning algorithm for property weights based on user rele-
vance feedback, instead of the manual assignment of weights. The authors evaluated
their strategy using DBpedia and results showed that FORK achieves the best ranking
method when compared to baseline approaches. Similarly, DBtrends [25] uses query
logs to improve its ranking function.

As mentioned in the introduction, DBpedia and DBLP are highly influenced by link
semantics: DBLP through authorship links, and DBpedia through links derived from
Wikipedia, such as wikiPageRedirects, wikiPageDisambiguates, primaryTopic, etc.
Furthermore, in the LOD cloud (http://lod-cloud.net), DBpedia has many incoming
links from other RDF datasets.

For further references that focus on ranking strategies for degree-dependent data-
sets, such as DBpedia or DBLP, we refer the reader to [4, 30, 35]. We continue our
discussion with some alternative strategies that do not highly depend on node degree.

Graves et al. [14] proposes the use of closeness centrality for undirected graphs and
evaluates the strategy using three small datasets. The authors compare their strategy
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with a ranking using the number of incoming edges. The problem with closeness
centrality is that it is not efficient for large RDF graphs.

Although the work presented in [22] is not specific to RDF graphs, it proposes the
degree decoupled PageRank technique that penalizes or boosts the importance of the
node degree in recommendation graphs, depending on the domain characteristics. They
argue that, in some contexts, the importance of the node can be inversely proportional
to its degree. The authors performed an evaluation using graphs extracted from IMDb,
Last.fm, DBLP and Epinions. From results for the IMDb dataset, they noticed that, for
a movie recommendation graph, traditional PageRank performs better; however, for an
actor recommendation graph, the node degree actually needs to be penalized. They
argue that, when an actor plays in a large number of movies, he probably is a non-
discriminating (“B movie”) actor, whereas, when an actor is associated with relatively
few movies, he may be a more discriminating (“A movie”) actor.

3 The InfoRank Importance Measures

3.1 Background on Importance Measures

Importance measures have as goal to identify the most important or central node in a
graph, depending on what importance means. A simple way to compute the importance
of a node is just to analyze its degree. However, this returns a local measure of
importance, whereas in some contexts a global analysis of the graph is preferable. For
instance, the Betweenness Centrality counts the number of shortest paths going through
a node; hence it is able to identify important connectors in a graph. The Closeness
Centrality measures the average distance from a node to all other nodes, hence the
more central a node is, the closer it is to all other nodes.

Other types of importance measures try to capture the idea that “it is not about what
you know, but who you know”. That is, the notion of importance is given by how well-
connected a node is to other important nodes. PageRank [6] is the most popular
importance measure of this type. Using the hyperlink structure of the Web, the basic
idea is that, if a Web page has links from other high-quality Web pages, then that is an
indication that it is likely to be worth looking at the page.

PageRank can be computed using an iterative method, called Power Iteration. Let
G = (V, E) be a directed graph and PR(r, i) be the PageRank score of a node
r 2 V calculated at iteration i. First, the method initializes all scores with the same
value:

PR r; 0ð Þ ¼ 1=N ð1Þ

where N is the total number of nodes in G. Then, for 0 < i < x, it iterates until the
computation of the score converges or exceeds x, the maximum number of iterations:

PR r; ið Þ ¼ 1� a
N

þ a
X

s2MI rð Þ
PR s; i� 1ð Þ

dO sð Þ ð2Þ
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where a is a dumping factor (usually set to 0.85), MI (r) is the set of nodes that have a
link to r and dO (s) is the number of outgoing links from s.

One variant of PageRank uses link weights to give more importance for certain
types of links. The Weighted PageRank PRW is defined as:

PRW r; 0ð Þ ¼ 1=N ð3Þ

PRW r; ið Þ ¼ 1� a
N

þ a
X

s2MI rð Þ
PRW s; i� 1ð Þ

dO sð Þ � w r; sð Þ ð4Þ

where w(r, s) is a weight between 0 and 1 of edge (r, s) 2 E.

3.2 The Intuitions Behind InfoRank

Following the intuition that “important things have lots of information about them”
and observing the way that RDF graphs are modeled, we notice that more important
nodes are usually associated with more literals (information) through datatype prop-
erties than less important nodes. As an example, in IMDb, a movie with international
projection, such as Titanic (1997), has 205 literals with trivia, 134 literals with quotes
said by the characters, 180 triples with tags, and so on. In fact, there are a total of 1,297
literals describing the movie Titanic. By contrast, a movie with only national projec-
tion, such as the Brazilian movie O Auto da Compadecida, has only 70 literals. Fur-
thermore, in a multilingual dataset, such as DBpedia, Titanic has the label translated in
many languages (e.g. Japanese, Russian, French, Spanish, etc.), while the Brazilian
movie has the label only in Portuguese and English.

The second intuition that we follow is inspired by PageRank and says that “im-
portant things are surrounded by other important things”. For instance, Titanic has
links through object properties with actors Kate Winslet and Leonardo Dicaprio, which
are also important nodes in the graph. As in [14], we agree that, in RDF graphs, the
direction of an object property does not have the same meaning as a Web hyperlink
since a property is often found in its inverse form (e.g. directedBy/hasDirector). Given
that, we treat an RDF graph as undirected and consider all neighbors of a node (i.e. all
other nodes that have an object property linked to it) when propagating the importance
with PageRank.

We further improve this intuition by introducing a third one that says “few friends
are better than many acquaintances”. As discussed in the introduction, the typical
centrality measures are highly dependent on the degree of the node. In our work, we do
not want to boost (or penalize) the degree importance, but we focus on a strategy that
favors the quality of relations, rather than their quantity, that is, we prefer an approach
that captures the notion that “few important relations (e.g. friends) are better than
many unimportant relations (e.g. acquaintances)”.
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3.3 Ranking Resources with InfoRank

Let T be a set of RDF triples. Assume that T contains schema information and that it is
possible to identify the set C of classes defined in T, the set P of object properties
defined in T, the set L of literals defined in T, and the set R of blank nodes and (class)
instances defined in T, i.e., r 2 R iff there is a triple (r, rdf:type, c) 2 T such that c 2 C.

Instance Informativeness. The level of “informativeness” of a resource measures
how informative the resource is. As discussed in the previous section, information is
represented as literals in RDF graphs. However, data resources (instances) usually have
more literals than metadata resources (classes and properties). Hence, we first focus our
strategy on the informativeness of instances.

The informativeness of an instance r 2 R, denoted IW(r), is defined as the number of
triples of the form (r, p, v) 2 T, where v 2 L.

Ranking Schema Elements. Continuing our strategy based on instance informative-
ness, we say that “important classes usually have informative instances” and “important
properties are usually those connecting informative instances”.

The InfoRank of a class c 2 C, denoted IR(c), is defined as the maximum value of
IW(r) of all instances of class c. We will rank classes by descending order of IR(c).

Likewise, the InfoRank of an object property p 2 P, denoted IR(p), is defined as the
maximum value of IW(r) + IW(s) of all triples of the form (r, p, s) 2 T. We will rank
object properties by descending order of IR(p).

Ranking Data. Note that we used only Intuition I in our strategies to rank metadata
resources. However, we propose a combination of the three intuitions to rank data, that
is, the instances and blank nodes.

Let r, s 2 R and p 2 P. Assume that (r, p, s) 2 T or (s, p, r) 2 T, that is, ignore the
direction of the object property p. The normalized weight of (r, p), denoted W(r, p), is
defined as:

W r; pð Þ ¼ IR pð Þ=
X

q2P and r;q;tð Þ2T or t;q;rð Þ2Tð Þ IR qð Þ ð5Þ

Note that the normalized weightW(r, p) does not depend on “who” the neighbors of
v are, but it depends only on how they are connected to r, that is, it considers the
InfoRank scores of properties p and q.

Then, we compute PageRank using W(r, p) as the edge weights:

PRW r; ið Þ ¼ 1� a
N

þ a
X

r;p;sð Þ2T or s;p;rð Þ2T PRW s; i� 1ð Þ �W r; pð Þ ð6Þ

where, as in Eq. (2), N is the total number of nodes in G and a is a dumping factor.
The InfoRank score of an instance r, denoted IR(r), is the final PageRank score of

r after x iterations, PRW(r, x), weighted by the informativeness of r, IW(r):

IR rð Þ ¼ PRW r; xð Þ � IW rð Þ ð7Þ
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4 The QUIRA Keyword Search System

4.1 Overview

Recall that, given a graph G and a set M of nodes of G, a Steiner tree S for M is a tree
whose nodes contain all nodes in M (and perhaps other nodes of G) and whose edges
are edges of G. The Steiner tree S is minimal iff no other Steiner tree for M has fewer
nodes than S.

As stated in the introduction, an answer of a keyword query over an RDF graph
G is one or more minimal subgraphs that cover all keywords. Hence, a naïve approach
to address the three main tasks would be: (1) find a set M of nodes of G that match all
keywords; (2) find a minimal Steiner tree for M; (3) if there is more than one answer,
rank the answers according to some criterion. Note that computing a Steiner tree avoids
including unnecessary edges to connect the nodes.

There are two main problems with this approach that make it infeasible for most
RDF graphs: (1) the set of nodes that match the keywords can be large; and (2) com-
puting a minimal Steiner tree is an NP-complete problem.

Therefore, in previous work [13, 20], we described a tool, called QUIOW, that
explores schema information to minimize these problems. The schema information is
organized as a schema graph, as illustrated in Fig. 1. Without going into the details, in
the first stage, QUIOW groups the keyword matches around classes, that is, QUIOW
identities the properties whose values match keywords and creates groups of properties
that have the same class as domain. In the second stage, QUIOW generates a Steiner
tree for the set of classes found in the first stage over the schema graph (which is
typically a small graph). In the third stage, QUIOW synthesizes a SPARQL query using
the Steiner tree. Finally, the triplestore processes the SPARQL query synthesized to
actually compute an answer to the keyword query.

In this work, we maintain the idea of grouping the matches in classes/properties to
generate SPARQL templates. However, we completely reformulated the strategy to
compute the templates to take advantage of InfoRank, as described in what follows.

4.2 Finding Pieces of Information in an RDF Graph

In this section, we present a greedy algorithm that takes keywords as input and returns
the best set of class/property groups, as defined in Sect. 4.1.

Table 1 shows examples of groups in an IMDb dataset. The count column indicates
that there are five movies named Titanic, one actress named Kate Winslet and four
Episodes also named Kate Winslet. The info_score column is the aggregation of the
InfoRank scores of all resources of a given group. For instance, all resources of group
u1 sum up to 0.0099 of InfoRank scores. Finally, group u4 indicates that there is an
rdfs:Class labeled Movie with score 1,468. We define a function accum_score(J, v)
that simply counts the number of keywords from a set of keywords J = {j1, j2, …, jn}
that occurs in a literal value v. As an example, consider the keyword query K = {kate,
winslet, titanic} and the data in Table 1. The non-zero accum scores are:
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accum score kate;winslet; titanicf g;Kate Winsletð Þ ¼ 2
accum score kate;winslet; titanicf g; Titanicð Þ ¼ 1

Algorithm 1 presents an overview of a greedy strategy to obtain the best groups that
satisfy a keyword query K. The strategy first gives priority to class matches. Then, it
searches the groups looking for properties and data matches (e.g. Titanic, Kate
Winslet).

Input: A keyword query K and the set of groups U
Output: A subset of groups M
J = all keywords in K
M = empty list of groups
While J is not empty 

u = find in U a class group with the highest accum_score given J, use the highest in-
fo_score to disambiguate
If a match is found

add u to M, remove the keywords matched in u from J
Else

u = find in U a property or data group (i.e. class is not rdfs:Class) with the highest 
accum_score given J, use the highest sum_score to disambiguate

If a match is found
add u to M, remove the keywords matched in u from J

If J did not change
break

Algorithm 1. Greedy Strategy to return the best set of groups that match a Keyword Query. 

As an example of the algorithm, consider again K = {kate, winslet, titanic}. In the
first iteration of the while loop, J = {kate, winslet, titanic} and the algorithm chooses
group u2. Although groups u2 and u3 have the same accum_score for J, the info_score
is higher for u2. In the second iteration, J = {titanic} and the algorithm chooses group
u1, and the loop ends. At the end of this step, we generate SPARQL templates that
satisfy the groups retrieved in Algorithm 1. The resulting templates for K = {kate,
winslet, titanic} are shown in Table 2.

Table 1. Example of groups from IMDb.

Group Class Property Value info_score Count

u1 imdb:Movie rdfs:label Titanic 0.0099 5
u2 imdb:Actress rdfs:label Kate Winslet 0.0010 1
u3 imdb:Episode rdfs:label Kate Winslet 0.0000068 4
u4 rdfs:Class rdfs:label Movie 1,468 1
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4.3 Connecting and Ranking

Connecting. The second task of the RDF-KwS process, i.e., connecting pieces of
information, consists of finding a minimal Steiner tree between the classes of the groups
retrieved in the first task. The Steiner tree is computed over the schema graph, a
representation of the schema as in Fig. 1. Since the number of classes in an RDF
Dataset is usually not large, it is feasible to compute a minimal Steiner tree.

Completing our templates example presented in Table 2, this step generates one
more template (?r1 ?p1 ?r2), which says that a movie ?r1 and an actress ?r2 are
connected through some property ?p1.

Ranking. In the third task, i.e., ranking the results, we materialize triples together with
the InfoRank score (e.g. :Kate_Winslet :inforank “0.0010”). Hence, we can generate
templates for these triples (e.g. ?r1 :inforank ?s1, ?r2 :inforank ?s2), and synthesize a
SPARQL query with an ORDER BY clause that aggregates the scores of all instances from
the templates. Finally, the following SPARQL query is synthesized for K = {kate,
winslet, titanic}.

Fig. 1. IMDb schema.

Table 2. Templates generated for K = {kate, winslet, titanic}.

Template Interpretation

?r1 rdf:type :Movie. ?r1 rdfs:label ?v1.
filter(contains(?v1, ‘titanic’))

All movies with label titanic

?r2 rdf:type :Actress. ?r2 rdfs:label ?v2.
filter(contains(?v2, ‘kate winslet’))

All actresses with label kate winslet
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select * where { 
?r1 rdf:type :Movie . ?r1 rdfs:label ?v1 . filter(contains(?v1, ‘titanic’))
?r2 rdf:type:Actress . ?r2 rdfs:label ?v2 . filter(contains(?v2, ‘kate winslet’))
?r1 ?p1 ?r2 . ?r1 :inforank ?s1 . ?r2 :inforank ?s2 . } 

order by desc (?s1 + ?s2)

5 Evaluation

5.1 Setup

In order to evaluate our strategy, we downloaded the relational IMDb dataset (https://
sites.google.com/site/ontopiswc13/home/imdb-mo) in MySQL and used Oracle 12c to
transform it to RDF via R2RML. We used an RDF dump of MusicBrainz as our second
dataset; however, since the given dump was incomplete, we enriched it with DBpedia
information. The IMDb and MusicBrainz datasets have around 200 million triples.
Figure 1 shows an overview of the schemas.

All experiments were conducted using a RESTful Web application developed in
Java. The app ran on a macOS Sierra, 1,7 GHz Intel Core i5 RAM 4 GB. To store and
manage the RDF data, we used Oracle 12c, running on a 2x deca-core Intel(R) Xeon(R)
CPU E5-2640 v4 @ 2.40 GHz, 128 GB RAM, 32 KB Cache L1.

The datasets, benchmarks, and a detailed description of the experiments are
available at the QUIRA Web page (https://sites.google.com/view/quira/).

5.2 Ranking Experiments

This section presents experiments to assess the potential of InfoRank as an importance
measure to be used in a keyword search system over RDF graphs.

Table 3 presents the InfoRank score and the node degree of several classes and
properties (i.e., metadata) from IMDb. We argue that, in an IMDb dataset, the most
important classes are those that represent works (movies, TV series, etc.) and people
(actors, actresses, directors, etc.), which is the result that InfoRank gives. Note that if
we ranked the results using the degree, the order of classes would be Character, Person,
Work; however, a typical IMDb user is likely to be more interested in movies and other
type of works rather than in characters. Furthermore, the top properties are those
connecting movies, such as follows/followed_by, which indicates that a movie is a
sequence of another.

Novel Node Importance Measures to Improve Keyword Search 153

https://sites.google.com/site/ontopiswc13/home/imdb-mo
https://sites.google.com/site/ontopiswc13/home/imdb-mo
https://sites.google.com/view/quira/


Table 4 shows the top 10 instances induced by PageRank and InfoRank. With
PageRank, the top instances are highly connected nodes, such as countries, language
and genres. However, we argue that, when considering a movies dataset, we would
expect as top instances popular movies, series, actors, actresses, etc.

To indicate popularity, Table 4 also shows the users’ rating of works extracted
from the IMDb Web site. In the case of a person, we extracted the most rated work that
she stared, directed, produced, etc. InfoRank results show highly rated work/person,
such as Star Wars, The Wizard of Oz, Titanic and Morgan Freeman. The results show
some TV Series with lower rates because they have a considerable level of informa-
tiveness (General Hospital – 375 literals; Days of Our Lives – 232 literals), and also a
high degree through property :episode_of_series, since they have been on the air for a
long time. Likewise, the results show some hosts from TV Shows that also have been
on the air for a long time. Although InfoRank results show a few less popular
works/people, we argue that InfoRank results correspond better to what users would
expect in an IMDb dataset.

A similar scenario happens with MusicBrainz, in which the PageRank top instances
also include countries. However, the InfoRank top instances include famous musicians,
such as Elvis Presley, Mozart, Beethoven, Bob Dylan, etc.

Table 3. IMDb metadata ranking computed by InfoRank.

# Class Info Degree Property Info Degree

1 imdb:Work 1,619 2,410,207 imdb:follows 2,538 332,551
2 imdb:Person 1,482 3,913,018 imdb:followed_by 2,538 332,548
3 imdb:Character 3 19,419,994 imdb:edited_from 2,538 14,103
4 imdb:Company 3 224,971 imdb:edited_into 2,538 14,103
5 imdb:Language 2 364 imdb:referenced_in 2,509 223,535
6 imdb:Country 2 319 imdb:references 2,509 223,532
7 imdb:Genre 2 46 ….

Table 4. IMDb top 10 instances induced by PageRank and InfoRank.

# PageRank InfoRank
Instance Class User

rating
Instance Class User

rating

1 English Language – Star Wars Movie 8.6
2 USA Country – Dolly Parton Actress 6.8
3 Short Genre – Jay Leno Actor 5.3
4 Drama Genre – Morgan Freeman Actor 8.6
5 Comedy Genre – The Wizard of Oz Movie 8.0
6 Documentary Genre – General Hospital Series 6.7
7 UK Country – Days of Our Lives Series 5.3
8 Spanish Language – Bob Barker Actor 7.7
9 German Language – Titanic Movie 7.8
10 France Country – Around the World in

80 Days
Movie 6.8
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5.3 Keyword Search Experiments

To evaluate the impact of using InfoRank in a keyword search system over IMDb, we
used all 50 queries (adapted to the RDF schema) from Coffman’s IMDb Benchmark
[8]. We ran versions of QUIRA using a variety of ranking measures. Table 5 presents
the Mean Average Precision (MAP) [32], the total elapsed time and the number of
iterations needed to compute the measures.

The measures in Table 5 include InfoRank, a version of PageRank considering the
graph as undirected, the HITS Authorities, which prioritizes nodes with high in-degree,
and HITS Hubs, which prioritizes nodes with high out-degree. We also include the
Degree-decoupled (DD) PageRank [22] with a penalization parameter of 0.5. Note that
we compared InfoRank neither with any approach that uses manually weighted links
due to their subjectivity nor with approaches that learn weights from user feedback
since we face the cold start problem. Moreover, we eliminated measures that are not
computed efficiently in large graphs, such as the closeness centrality.

Analyzing the results (not shown here for brevity), we noted that PageRank and
HITS Authorities fail when choosing class Character, instead of class Work, in queries
where a Steiner tree needs to be computed. They also fail in the ranking step for some
keyword queries due to the high dependency on the degree. For example, Fig. 2 shows
the results for PageRank and InfoRank for the query “actor terminator”, whose
expected results are the movies stared by Arnold Schwarzenegger. PageRank ranks first
the voice actor Jim Cummings because his node has a high degree, since voice actors
are usually cast several times, whereas InfoRank correctly returns the movies Termi-
nator 2: Judgment Day and The Terminator starred by Arnold Schwarzenegger.

Table 5. IMDb results.

Time (min) Iterations MAP

InfoRank 28 24 0.82
PageRank 27 30 0.76
HITS Authorities 25 12 0.73
HITS Hubs 25 12 0.30
DD PageRank p = 0, 5 38 37 0.54

Fig. 2. Result for query K = {actor, terminator} in PageRank and InfoRank.
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The HITS Hubs fails in all queries that refer to a person (e.g. Denzel Washington)
since instances of class Person do not have outgoing edges. Furthermore, the Degree
Decoupled (DD) PageRank fails because it penalizes instances with a high degree,
whereas many important instances (e.g. Star Wars) have a high degree.

To summarize, InfoRank achieves the best MAP result in Coffman’s IMDb
Benchmark queries, since it successfully finds a balance between degree and infor-
mativeness. Furthermore, Table 5 indicates that these type of centrality measures,
based on the Power Iteration method, can be computed in a feasible time.

Finally, we used 25 queries from QALD-2 (https://github.com/ag-sc/QALD) to
evaluate the impact of InfoRank in a keyword search system over MusicBrainz.
InfoRank achieved a MAP of 0.80 and PageRank a MAP of 0.75. For instance,
PageRank gives a priority to music albums that have a higher number of tracks, since
more tracks imply more links. However, we argue that the number of tracks is not
necessarily related to the importance of an album.

6 Conclusions and Future Work

In this paper, we addressed two problems: (1) how to define importance measures in
RDF graphs; (2) how to use these measures to help compute and rank answers of
keyword queries over RDF graphs. To solve these problems, we proposed a novel
family of measures, called InfoRank, and a keyword search system, called QUIRA, for
RDF graphs. QUIRA uses the proposed importance measures: to narrow the retrieved
pieces of information; to choose the best paths to connect the resources (nodes) in a
graph; and to rank the retrieved answers. We concluded with experiments that show
that the proposed solution improves the quality of results in popular keyword search
benchmarks.

As future work, we plan to use InfoRank to improve Entity Linking and Entity
Summarization solutions, to evaluate QUIRA with larger schemas, and to test ranking
functions that take advantage of domain knowledge.

Acknowledgments. This work was partly funded by CAPES under grant 88881.134081/2016-
01, by CNPq under grants 153908/2015-7, 302303/2017-0 and by FAPERJ under grant E-26-
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Abstract. RDF and SPARQL are increasingly used in a broad range of
information management scenarios (e.g., governments, corporations, and
startups). Scalable SPARQL querying has been the main issue for vir-
tually all the recent RDF triplestores. This paper presents WA-RDF, a
middleware that addresses workload-adaptive management of large RDF
graphs. Our middleware not only employs all the most used NoSQL data
models but also provides a novel RDF data partitioning approach based
on a fragmentation strategy that maps RDF data into multiple NoSQL
databases. This workload-aware partitioning scheme provides, in turn,
efficient processing of SPARQL queries over these NoSQL databases.
Our experimental evaluation shows that the solution is promising, out-
performing three recent baselines.

Keywords: RDF · SPARQL · NoSQL · Workload · Triplestore

1 Introduction

In the last decade, RDF, the standardized data model that, along with other
technologies, like RDFS, and SPARQL, grounds the vision of the Semantic Web,
was affected by a wide range of data management problems. The main reason
for that is the current scale of Big Data intensive applications, which generates
very large datasets and need to efficiently store massive RDF graphs that goes
beyond the processing capacities of existing RDF storage systems operating on
a single node. This scenario includes innovations in the frontier of Semantic Web
research fields. For example, semantic technologies can enhance the storage of
moving object trajectories [6], generating huge datasets about traffic, people
behaviour and citizen routine. The scale of this kind of domain raises the need
for new triplestores that can, for instance, take advantage of NoSQL databases
to store and access large volumes of RDF data.

This paper presents WA-RDF, a triplestore composed of a middleware and
multiple NoSQL databases. Our middleware includes a novel RDF data par-
titioning approach with a fragmentation strategy that maps pieces of an RDF
graph into NoSQL databases with different data models. We consider a workload-
aware partitioning approach based on the ideas from Estocada [1] to develop a
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S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 159–173, 2019.
https://doi.org/10.1007/978-3-030-27618-8_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27618-8_12&domain=pdf
https://doi.org/10.1007/978-3-030-27618-8_12


160 L. H. Z. Santana and R. dos Santos Mello

multiformat RDF storage that takes into account the query workload to decide
which NoSQL data model is the best fit for each incoming RDF fragment.

The main contributions of this paper are: (i) a workload-aware RDF data
partitioning approach based on the current graph structure and, mainly, on the
typical application queries; (ii) a query processing mechanism that takes advan-
tage of the partitioning approach to define efficient query planning to access
RDF data; (iii) a set of experiments that evaluate our solution against three
baselines (Rainbow [2], ScalaRDF [4] and S2RDF [8]) by considering the NoSQL
databases MongoDB and Neo4J. Our strong point is the ability to process queries
over large RDF graphs stored on multiple NoSQL database servers with a subtle
amount data joining cost. The experimental evaluation shows that our middle-
ware scales well.

The rest of the paper is organized as follows. Section 2 contains the back-
ground and related work. Sections 3 and 4 detail the WA-RDF approach.
Section 5 reports the experimental evaluation and Sect. 6 concludes the paper.

2 Background and Related Work

The most important pillars of this work are the Semantic Web and the NoSQL
databases movement.

Currently, the Semantic Web is defined mainly in terms of well-established
standards for expressing shared meaning, defined by WWW Consortium
(W3C)1, like Resource Description Framework (RDF) and the Simple Protocol
and RDF Query Language (SPARQL). RDF is expressed by triples that define
a relationship between two resources. RDF triples can be modeled as graphs,
where the resources, called subject and object, are vertexes, and the relationship,
called predicate, is a directed edge from the subject to the object. SPARQL
is a query language for searching and retrieving RDF information. The most
important part of a SPARQL query is the triple pattern, which defines the RDF
subject, predicate and object to be searched. Moreover, sets of triple patterns
define Basic Graph Patterns (BGP), being each BGP a function that transforms
the RDF datasets into the answer of a SPARQL query in the form of RDF triples.
Traditionally, SPARQL queries can be categorized into star, chain and complex
queries [8]. These query shapes depend on the location of the variables in the
triple patterns, which can heavily influence the query performance [8].

There are many works that employs NoSQL systems for scalable RDF data
management [5]. Among the recent works, we highlight Rainbow [2] (a polyglot
NoSQL-based triplestore), ScalaRDF [4] (an in-memory solution) and S2RDF
[8] (a scalable query processor). Rainbow is a distributed triplestore that uses
the HBase columnar database and the Redis key-value database (K/V) as dis-
tributed storages to speed up query processing. Based on a previous analysis
of the dataset and the expected workload, it decides on which NoSQL database
the RDF data will be maintained. ScalaRDF introduces a distributed in-memory

1 https://www.w3.org/.

https://www.w3.org/
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triple store that uses Redis as a fault-tolerant and distributed RDF store. Addi-
tionally, S2RDF proposes a Spark -based SPARQL query processor that offers
very fast response time for star queries by extending the vertical partitioning.
Their partition scheme uses the Apache Parquet2 columnar format to store the
triples excluding unnecessary data from query processing. In order to reduce the
intermediate results, S2RDF maintains statistics about the size of the dataset
tables and places the subqueries corresponding to the smallest tables at the
beginning of a joining in order to reduce the intermediate result size.

WA-RDF represents an advance on the state-of-the-art in sense that it is the
first triplestore that considers the typical workload to decide which is the best
NoSQL database to store an RDF triple.

3 WA-RDF

WA-RDF is a workload-aware middleware for storing and querying RDF data
in multiple NoSQL database nodes. Its inspiration comes from Estocada, which
argues that a mixed-model layer, relying on a set of diverse and heterogeneous
data stores, can provide performance advantages for the applications using this
layer. However, Estocada is neither a workload-aware approach nor a storage
solution for RDF data. Another idea we borrowed from Estocada is a fragment-
based storage that is entirely transparent to the client applications. It means
that the data flow in WA-RDF is most of the time in the format of fragments.
Figure 1 gives an overview of the WA-RDF architecture.

Fig. 1. WA-RDF architecture

An RDF-based application issues store or query requests to WA-RDF, which
is normally deployed into multiple dedicated physical nodes. When an RDF-
based Application submits a store request for a triple to the Fragmenter/Mapper

2 https://parquet.apache.org/.

https://parquet.apache.org/
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component, WA-RDF expands this triple to a fragment FRDFi and maps FRDFi

to the target NoSQL database(s). This process is performed by the Dataset
Characterizer, which is the main component of our middleware. During a triple
storage, it decides on translating FRDFi to a NoSQL document or graph database
(or both) according to the usual query workload, and indexes it with the aid
of the Indexer component. Once FRDFi is created, the Partitioner registers
this fragment into the Dictionary repository - supported by a NoSQL columnar
database - and stores it in the NoSQL databases.

When an RDF-based Application submits a SPARQL query request, the
Query Evaluator component decomposes this query into subqueries and reports
to the Dataset Characterizer about them. In the following, the Query Evaluator
verifies, with the aid of the Dictionary, the partitions on which the triples for
the query are potentially located. Based on this information, it checks which
triples are available in the Near Cache (a data structure in the main memory of
the server) and the Remote Cache (a remote NoSQL key/value database), and
sends the SPARQL subqueries for the missing triples to the Query Processor
component that, in turn, translates them to graph and/or document NoSQL
database queries. Finally, the Query Processor sends back the query results to
the Query Evaluator that translates them back to RDF triples with the aid of
the Dictionary, and returns the result to the RDF-based Application.

The main purpose of WA-RDF is to store large RDF graphs. In such a sce-
nario, the number of RDF triples can easily surpass the performance capacity
(e.g., disk, memory, CPU) of a single server. When it occurs, WA-RDF dis-
tributes the RDF fragments among potentially many NoSQL nodes. A fragment
is our smallest grain of distribution, i.e., during the partitioning process we deal
with fragments instead of triples. Nevertheless, a query can eventually access
data in multiple partitions, forcing WA-RDF to join data from different par-
titions. Since a join operation is very costly, we try to avoid join processes by
replicating fragments that are potentially part of a join. In short, whenever the
typical workload for a fragment spans more than one partition, our partitioning
scheme replicates the boundary fragments of the partition. Boundary fragments
have triples that are connected to triples present in other partitions.

WA-RDF also provides an RDF indexing strategy. In this context, a tradi-
tional approach is to build indexes for the full set of permutations of each triple
component (subject (S), predicate (P) and object (O)). Although this method
has been designed to accelerate joins by some orders of magnitude, the overhead
with large index space limits its scalability and makes it heavyweight. Hence, we
developed a hashmap index with subject and object keys following the patterns
S-PO and O-PS. In WA-RDF, the Indexer component is responsible to manage
these indexes. It is accessed in two situations: (i) during the fragment creation;
and (ii) to process queries with one triple pattern.

WA-RDF is an evolution of Rendezvous [7]. In this version, all the NoSQL
databases are employed. Also, as stated before, a graph database replaced the
columnar database for triple storage, and the dictionary uses now a columnar
database as the main storage.
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4 The Workload-Aware Approach

A workload-aware approach is the cornerstone of WA-RDF. Based on it, WA-
RDF decides where to place each triple, which influences mapping, partitioning
and querying strategies. In order to be aware of the typical workload, WA-
RDF registers information about the triple patterns of each incoming SPARQL
query. We consider triple patterns because they determine BGPs that define
the query shape (star, chain or complex). For instance, in the SPARQL query
SELECT ?x WHERE { ?x p1 B }, the triple pattern is ?x p1 B. WA-RDF reg-
isters historical information about the queries into two hashmaps, as shown in
the example of Figs. 2(iii) and 3(iii) for the RDF graph (i) of both figures. One
hashmap registers all the chain-shaped queries indexed by the predicate, and the
other one all the star-shaped queries indexed by the subject. For example, Fig. 2
(iii) shows that a typical star query around C containing the triple patterns
C p6 G, C p9 I and C p8 H, and Fig. 3(iii) shows a chain query starting on p1
containing the triple patterns A p1 B, B p5 C and C p6 ?.

Fig. 2. Star fragmentation strategy

Fig. 3. Chain fragmentation strategy

4.1 Storage: Fragmentation and Partitioning

When a new RDF triple tnew = (s, p, o) is inserted through WA-RDF, the
hashmaps are checked to decide if tnew is more frequent on star or chain-shaped
queries. Algorithm 1 shows the workload-based triple storage procedure. The
input parameter is tnew, and it generates an RDF fragment f that is stored
in one or more partitions. In Figs. 2(ii) and 3(ii), for instance, we have two new
triples C p10 M and C p2 D, respectively. An RDF fragment represents an expan-
sion of tnew (called core triple) with all of its neighbors according to a n-hop
replication horizon managed by WA-RDF. The n-hop is used to avoid frequent
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joins by wisely expanding the core triple to include its neighbors until a maxi-
mal distance n. The value n is calculated as the mode of the number of triple
patterns in the queries related to tnew. For star queries, it is the most frequent
diameter of the queries. For chain queries, it is the most frequent length of the
queries. For example, the diameter mode for the triple C p10 M is 1 according
to the frequent star-shaped query in the index of Fig. 2(iii).

Algorithm 1: Workload-based triple storage
Input: Triple tnew

1 if !exists(tnew) then
2 f = new Fragment;
3 f.core = tnew;
4 indexSPO.put(tnew.s, tnew);
5 indexOPS.put(tnew.o, tnew);
6 f.shapes = getShapes(tnew);
7 hop = 1;
8 if f.shapes.contains(’chain’) then
9 hop = chainHop(tnew);

10 if f.shapes.contains(’star’) then
11 if(starHop(t) > hop) hop = starHop(tnew);
12 f.triples = expand(tnew, hop, f.shapes);
13 writeToPartitions(f);

14 end

Back to Algorithm 1, if tnew does not exists (line 1), a new RDF fragment
f is generated (line 2) and it initially holds the core triple (line 3). Next, the
core triple is indexed in an SPO and OPS fashion (lines 4 and 5) in order to
reduce response time of queries without joins and facilitate the query expansion.
From line 6 to line 11, Algorithm 1 obtains the shapes and the n-hop size for
the core triple. The n-hop size is defined as the size in terms of triple patterns
of the biggest query in the typical workload for the core triple. It initially finds
the shapes and registers them in the fragment f (line 6). If neither the predicate
nor the subject exist in the chain and star hashmaps, respectively (no shape is
found), it defaults to a star-shaped query with one triple n-hop size (hop = 1)
(line 7). Otherwise, it determines the hop based on the found shapes (lines 8 to
11). In line 12, tnew is expanded to the n-hop size. f.triples is an array with up to
2 positions: one for the chain fragment and another one for the star fragment. In
the example of Fig. 2, the new triple C p10 M is expanded to the RDF fragment
in the left of Fig. 2(iv), and the new triple C p2 D to the RDF fragment in the
top of Fig. 3(iv).

Formally, an RDF Fragment is a set FRDFi = {tRDF } of RDF triples tRDF =
(s, p, o) whose content may overlap with other fragment FRDFj . After the doc-
ument or graph fragment is created, WA-RDF distributes it among potentially
NoSQL nodes (line 13). A NoSQL node can store one or more partitions. We
discuss RDF data partitioning further on in this section.
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It is important to observe here that a core triple can generate two RDF
fragments (graph and document). It happens when the subject of this core triple
is in the star hashmap and its predicate is in the chain hashmap at the same time.
If an RDF fragment is translated to a document fragment, we have a mapping to
a JSON document and it is stored into a NoSQL document database. If an RDF
fragment is translated to a graph fragment, we have a mapping to a NoSQL
graph database.

A document fragment is a tuple fdf = (kd, A) where fdf .kd is the JSON
document key and fdf .A = {(kα : v)} is a set of attributes, being kα the attribute
key and v a value whose domain can be atomic, a list, a set or a tuple. In short,
the core triple tcore in the RDF fragment FRDFi is mapped to a document
whose key is tcore.s, and each outgoing predicate from the subject becomes a
document attribute with a key tcore.p. If FRDFi is 1-hop, the attribute value
of each outgoing predicate is the object tcore.o reached from it. Otherwise, the
predicate value is an inner document that maintains the target object as the
inner document key, and its outgoing predicates as attributes. If any of these
outgoing predicates is, in turn, an n-hop, n > 1, the generation of other inner
documents proceeds recursively. Figure 2(iv) illustrates an RDF fragment (left)
and its corresponding document fragment (right).

A graph fragment is a triple fgf = (sgf, T, ogf) where sgf is a vertex repre-
senting the first subject of a chain, ogf is a vertex representing the last object
of a chain, and T = {tn} denotes an edge that holds a set of triples as property,
i.e., the intermediary triples between sgf and ogf , including the object of the
first triple and the subject of the last triple. A graph fragment summarizes a
chain of triples by transforming this chain into a triple where the subject of the
first triple and the object of the last triple are mapped to two vertexes, and the
edge between these two vertexes is created with a property that maintains all
the triples of the chain. In Fig. 3(iv) we see an RDF fragment (top) and a graph
fragment obtained from it (bottom).

We now explain the partitioning strategy of WA-RDF. Given the RDF graph
of Fig. 4 (the resulting graph after the storage of the triples C p10 M and C p2 D
into the graph of Figs. 2(i) and 3(i)), the fragments are stored in document
partitions (for instance, P1) and/or in graph partitions (for instance, P2 and
P3). In WA-RDF, a fragment is the finest unit for a partition. As defined in the
following, a partition is a set of fragments stored into the same physical NoSQL
node, and a fragment can be replicated in multiple partitions.

An RDF Partition Pm of an RDF graph G, such that G ⊆ P1 ∪ P2 ∪ ...Pn,
is a set of RDF fragments Pm = {FRDFi}, being not required that Pm ∩ Pt =
∅, for m �= t. Also, given SP = {P1, P2, ..., Pn} the set of RDF partitions, the
partition boundary BPi

of a partition Pi ⊂ SP is the set of RDF fragments
BPi

= FbP1 ∪ FbP2 ... ∪ FbPn
, where FbPk

⊂ Pk for any k. Each FbPi
∈ BPi

has
one or more RDF triples tiFPi

= (si, pi, oi) where oi = sj , being sj the subject
of any other triple tjFPj

of a partition Pj where tjFPj
= (sj , pj , oj).

The Dictionary shown in Fig. 4 registers each fragment location. It holds
three hashsets for each partition to keep track of the RDF elements stored in
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Fig. 4. Fragment partitioning

each partition (represented in the tables P1 Fragments and P2 Fragments), so
during a query request we can avoid accessing unnecessary partitions that cannot
answer this query. If a WA-RDF node manages more than one partition of a
NoSQL database type, in face of a new core triple we have to decide which
is the best partition to store its fragments. For doing so, WA-RDF finds out
the typical workload for the triples that belong to the fragment generated by
the core triple. With this information, we can query the partition sets in the
Dictionary to verify in which partition this fragment can be more useful (this
is represented by the line 13 of Algorithm 1) in sense that joins outside the
fragment can be answered within a single partition. In Fig. 4, the size n = 1 for
boundary replication repeats the fragment with core triple C p10 D in partitions
P1 and P2.

Algorithm 2 presents an overview of the query planning and partition pro-
cesses. The input is the set of triple patterns from the query and the output is
the result set R. If the query has only one triple pattern, the result is retrieved
from SPO and OPS indexes (lines 1 and 2). Otherwise, Algorithm2 looks for the
shapes of the query to define its execution plan. Firstly (lines 4 to 6), WA-RDF
loads the triple patterns into two multilevel hash tables mhtSPO and mhtOPS
in order to speedup the further steps. Then, it looks for S-S star shapes (lines
11 to 14), O-O star shapes (lines 15 to 18) and chains (lines 20 to 26). The star
shapes are identified when a subject has more than 2 entries in the mhtSPO
(line 11), or an object have more than 2 entries on the mhtOPS (line 15). In
this case, it expands the star shape with all the entries from the multilevel hash
tables, registers the results in the star hashmap and add it to the query execu-
tion plan stored into the set stars that will be later translated to the document
database query language (line 28). The triple patterns that do not define star
shapes are expanded to chains (line 20). If the expanded chain has size 1 (i.e.,
the triple pattern itself), the indexes are accessed to get the result triples (line
22 and 23). Otherwise, the expanded chain is registered in the chain hashmap
and added to the query execution plan stored into the set chains, which is later
translated to the graph database query language (line 29). Finally, with the aid
of the Dictionary, after the stars and chains sets are processed by the document
and graph databases, the algorithm returns the result set R (line 30).
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Algorithm 2: Workload-based triple querying
Input: SPARQL query triple patterns = {tp1, tp2, ..., tpn}, where

tpi = (si, pi, oi)
Output: Result set R = {t1, t2, ..., tm}

1 if n == 1 then
2 R.add(getFromIndex(tp1));
3 else
4 for i = 1 to n do
5 mhtSPO.put(si, tpi);
6 mhtOPS.put(oi, tpi);

7 end
8 stars = {};
9 chains = {};

10 for i = 1 to n do
11 if mhtSPO.get(si).size() > 2 then
12 expandedStar = expandSubject(mhtSPO.get(si));
13 register(expandedStar, ’star’, expandedStar.hop);
14 stars.add(expandedStar);

15 else if mhtOPS.get(oi).size() > 2 then
16 expandedStar = expandObject(mhtOPS.get(oi));
17 register(expandedStar, ’star’, expandedStar.hop);
18 stars.add(expandedStar);

19 else
20 expandedChain = expandChain(tpi);
21 if expandedChain.horizon==1 then
22 R.add(indexSPO.get(si));
23 R.add(indexOPS.get(oi));

24 else
25 register(expandedChain, ’chain’, expandedChain.hop);
26 chains.add(expandedChain);

27 end
28 R.add(readFromDocument(stars));
29 R.add(readFromGraph(chains));

30 return R;

4.2 Query Processing

From a performance point of view, the most important task accomplished by
WA-RDF is the query processing. The queries analyzed by the Query Evaluator
component are processed by the Query Processor component, which determines
the best way to read data from the NoSQL databases.

The Query Processor usually has many options to process a query. Even so,
its main strategy is to foster the early execution of triples with low selectivity to
reduce the number of intermediate results and, consequently, to boost the query
performance. Our work focuses on selectivity estimation of single BGPs based
on statistics of the queried data.
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Suppose, for example, the query Q in the following. It could be decomposed
into BGPs that define star queries where ?x and ?y are the star shape centers,
or BGPs that define chain queries that starts in ?x, follows to ?y and then goes
to other nodes. However, during the query processing we have to decide if the
process first execute one of the star or chain queries, as there are dependencies
between the queries.

Q: SELECT ?x WHERE { ?x p1 ?y . ?x p2 ?z .
?x p3 ?w . ?y p5 ?k . ?y p6 G . ?k p7 ?l . ?l p8 H . ?l p8 J }
Suppose, for example, that the star-shaped BGP ?x p1 ?y . ?x p2 ?z .
?x p3 ?w potentially returns 100 triples and the chain-shaped BGP ?x p1 ?y .
?y p5 ?k . ?k p7 l . ?l p8 J returns only 10 triples. In this case, we would
process first the chain-shaped BGP.

In short, the selectivity estimation is the number of triples that is returned
for each BGP. This number depends on the shape of the query. For star shapes,
it is calculated by the number of times that the center of the star (subject or
object) is present in the Dictionary. For chain shapes, it is calculated as how
many times the predicates of the chain are presented in the chain.

The selectivity is the input for the query translation processes accomplished
by the Query Processor component into the target databases. The star queries
(O-O or S-S joins) are converted to queries over NoSQL document databases. For
instance, the star queries Q1 (O-O) and Q2 (S-S) in the following are converted
to the access methods D1 and D2, respectively (MongoDB NoSQL database
syntax). The $exists function of MongoDB filters the JSON documents that
have all the predicates of each query. In D2, we also filter by the subject M.

Q1: SELECT ?x WHERE {x? p5 y? . x? p2 z? .}
Q2: SELECT ?x WHERE {x? p9 y? . M p10 y? .}

D1: db.partition1.find({p5:{$exists:true},
p2:{$exists:true}}})
D2: db.partition1.find({p9:{$exists:true},
subject:M}})

The chain queries are converted to queries over NoSQL graph databases.
For example, given the query Q3 in the following, with O-S joins, WA-RDF
translates it to the set of query G1 according to the Cypher3 query language of
the Neo4J NoSQL database.

Q3: SELECT ?x WHERE {x? p1 y?. y? p2 z?. z? p3 w?.}

G1: MATCH (f:Fragment)
WHERE ANY(item IN f.p WHERE item = p1 OR
item = p2 OR item = p3)
RETURN p

3 https://neo4j.com/developer/cypher-query-language/.

https://neo4j.com/developer/cypher-query-language/
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The processing of joins occurs when a query as a whole cannot be executed on
a single partition. In this case, it needs to be decomposed into a set of subqueries,
being each subquery evaluated separately and joined at the WA-RDF node.

For example, if we consider the graph of Fig. 4, the query Q4 in the following
is not able to be completed only querying the partitions P1 or P2 alone. In this
case, the Query Processor divides it into subqueries SQ5 and SQ6, issues it to
the partitions P1 and P2, respectively, and joins the result sets by matching the
predicate p9 (the connection between P1 and P2 ).

Q4: SELECT ?x WHERE {x? p1 y?. y? p5 z?.
z? p9 w?. w? p11 J.}
SQ5: SELECT ?x WHERE {x? p1 y?. y? p5 z?.
z? p9 w?.}
SQ6: SELECT ?x WHERE {z? p9 w?. w? p11 J.}

As explained before, a complex query is a combination of the star and
chain patterns, potentially connected by simple queries. Query Q5 in the
following is an example, where the BGP x? p1 y? . y? p2 z? . z? p3 w?
is a chain pattern, the BGP z? p5 ?k is a simple query, and the BGP
k? p6 G . k? p7 I . k? p8 H is a star pattern. In this case, the decom-
position process works as follows: (i) it first sorts the triple patterns by subject
and object; (ii) if it is identified a subset with two or more patterns with the
same subject or object, it is considered a star subquery, like the subquery P1
in the following. Then, chains are identified in the remaining query patterns,
i.e., (iii) for each triple pattern, we navigate from object to subject creating
chains, and we pick up the longest chain and consider this a chain subquery, like
subquery P2.

Q5: SELECT ?x WHERE { x? p1 y? . y? p2 z? .
z? p3 w? . z? p5 ?k . k? p6 G . k? p7 I . k? p8 H }
P1: {k? p6 G . k? p7 I . k? p8 H }
P2: {x? p1 y? . y? p2 z? . z? p3 w?}
P3: {z? p5 ?k}

We repeat step (iii) until there are no more chains, or there are only simple
patterns, like the subquery P3. Each star and chain subquery is processed sepa-
rately, and the join of the results (along with the simple patterns) is performed at
the WA-RDF node. In case of ambiguity, i.e., a pattern that is presented in more
than one query type, we consider the following priority: (1) subject-based star
query; (2) object-based star query; (3) the longest chain query; and (4) simple
queries. The star queries are processed with high priority for two reasons: star
queries are most common, and the MongoDB translation permits that we query
mostly the document keys, what lets queries over documents much faster when
compared to queries over graphs.
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5 Experimental Evaluation

This section presents an evaluation of the proposed approach. The considered
dataset comes from the Lehigh University Benchmark (LUBM) [3], which fea-
tures an ontology for an University domain, synthetic RDF data, and 14 exten-
sional queries representing a variety of properties. In our experiments, we gen-
erate a dataset with 4000 universities. The dataset size is around 100 GB and
contains around 500 million triples. Regarding query complexity, we have 12
queries with joins, all of them having at least one star join, and 6 of them also
having at least one chain join.

We ran experiments for data insertion and data querying to evaluate the
performance and scalability of WA-RDF. WA-RDF was developed using Apache
Jena version 3.2.0 with Java 1.8, and we use MongoDB 3.4.3 and Neo4J 3.2.5
as the document and graph NoSQL databases, respectively, on considering their
maturity as representatives of these NoSQL data models. All the nodes are
Amazon m3.xlarge spot instances4 with 7.5 GB of memory and 1 × 32 SSD
capacity. For all the experiments, the nodes represent the number of MongoDB +
Neo4J servers, always with half of each database. We also create one partition for
each server, and the WA-RDF servers were installed alone in each node. All the
queries were issued from a server in the same network, so the latency between
the client and WA-RDF was inexpressive.

We reproduce the query processing strategies of Rainbow and ScalaRDF
because we could not find the implementation of these baselines in public repos-
itories. To test S2RDF, we use the version found in GitHub5, with small changes
in the source code so we could use LUBM. The machines we use to run Rainbow,
ScalaRDF and S2RDF are similar to the m3.xlarge of WA-RDF. We considered
only one processing server forRainbow and ScalaRDF, and we deployed an Apache
Spark cluster with one master and 3 workers for S2RDF (the same size of our WA-
RDF installation). The baselines were chosen because they hold different strate-
gies: Rainbow also applies multiple databases by using Redis as a cache, ScalaRDF
use a native storage along with Redis, and S2RDF uses Apache Spark.

Table 1 details the ingestion response time for three different triples. LUBM
is a synthetic benchmark based on the educational domain, creating a model and
data simulating a university with students, courses and professors. We first ran
the queries Q1 to Q5 to provide workload information to WA-RDF and, in the
following, we inserted the fragments F1 to F3. The queries and the fragments
are available at Appendix A. F1 presents the insertion of a university. As shown
in Table 1, the fragmentation is faster and only MongoDB was used. F2 presents
the insertion of a Department in the University of F1. During F2 processing,
the fragmentation phase is slower because the triples are expanded to include
the University and, as the relation ub:subOrganizationOf is part of the chain
in query Q5, it is added to Neo4J. F3 inserts a professor that is also a chair of
the department inserted before. It generates fragments for MongoDB and Neo4J
so the fragmentation and partitioning tasks are slower than the other ones.

4 https://aws.amazon.com/ec2/instance-types/.
5 https://github.com/mxhdev/S2RDF BSBM.

https://aws.amazon.com/ec2/instance-types/
https://github.com/mxhdev/S2RDF_BSBM
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Table 1. Detailed ingestion time (ms)

Work F1 F2 F3

WA-RDF - Parsing 9 12 13

WA-RDF - Fragmenting 13 19 23

WA-RDF - Indexing 5 6 4

WA-RDF - Partitioning 24 39 41

WA-RDF - Inserting MongoDB 102 - 204

WA-RDF - Inserting Neo4J - 300 320

WA-RDF total 153 356 605

Rainbow 201 209 198

ScalaRDF 233 253 208

S2RDF 129 197 291

Table 2. Detailed query response time (ms)

Work Q1 Q2 Q3 Q4 Q5

WA-RDF - Parsing 10 13 20 21 19

WA-RDF - Index access 13 14 11 18 15

WA-RDF - Decomposition - 20 35 33 54

WA-RDF - MongoDB - 70 102 123 132

WA-RDF - Neo4J - - - - 302

WA-RDF - Result set creation 5 20 30 40 60

WA-RDF total 28 144 199 233 582

Rainbow 33 162 203 594 1022

ScalaRDF 34 190 182 602 892

S2RDF 27 98 182 493 921

Table 2 details the querying response time for five different triples. The
queries used here were proposed by Guo et al. [3]. For sake of simplicity,
we discuss only a simple, a star, a chain and two complex queries, instead
of all the queries available in LUBM. Q1 is the most basic query, and it is
solved directed by the WA-RDF OPS index. Q2 is a small star-shape query
around X that causes an access to MongoDB. Q3 is composed of two stars
connected by Y. It takes more time to generate the result set because some
triples have to be cleaned. Q4 is a big star composed of five BGPs. However, it
is very fast to be processed by WA-RDF because we can solve it with only
one MongoDB access. Q5 is a complex query that is decomposed into two
stars and a chain (?X ub:memberOf ?Z . ?Z ub:subOrganizationOf ?Y .
?Y rdf:type ub:University.). It touches Neo4J and avoids multiple calls to
MongoDB. As shown in Table 2, WA-RDF is specially interesting for complex
queries like Q4 and Q5.
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6 Conclusion

This paper presents WA-RDF, a workload-aware RDF partitioning and querying
approach for RDF data stored into NoSQL databases. We based it on a middle-
ware that can, according to the typical shape of SPARQL queries, define RDF
fragments and store them into the document and graph NoSQL databases. Our
experiments show that WA-RDF outperformed three recent baselines in terms
of large queries (Q4 and Q5 ). For most of the other ones, we ran under the aver-
age of the baselines executions. However, there is still room for improvements
regarding data ingestion time and storage size.

In general, WA-RDF is a contribution to the problem of efficient management
of RDF data persisted into NoSQL databases. To the best of our knowledge, this
is the first work that deals with RDF data fragmentation, partitioning and effi-
cient query processing (including optimization issues to deal with intermediate
results) for massive RDF graphs stored in multiple NoSQL databases. Even so,
we have some future works in mind. First of all, we are considering the devel-
opment of an algorithm for triples compression. The lack of this feature lets
WA-RDF uses exponentially more storage space as the n-hop horizon grows.
Moreover, we intend to consider update and delete operations and cluster capa-
bilities in the WA-RDF server. With these improvements, we aim at comparing
it again with the related work. Finally, we intend to evaluate WA-RDF against
other benchmarks, like the Waterloo SPARQL Diversity Test Suite (WatDiv).

A Fragments and Queries

F1 - Insert a university:
University0.edu rdf:type ub:University

F2 - Insert a department for the university:
Department0.University0.edu rdf:type ub:Department
Department0.University0.edu ub:subOrganizationOf University0.edu

F3 - Insert a professor for the department:
Professor0 rdf:type ub:Professor
Professor0 rdf:type ub:Chair
Professor0 ub:worksFor Department0.University0.edu

Q1 - SELECT ?X WHERE {?X rdf:type ub:UndergraduateStudent}

Q2 - SELECT ?X WHERE {?X rdf:type ub:GraduateStudent . ?X
ub:takesCourse Department0.University0.edu GraduateCourse0}

Q3 - SELECT ?X, ?Y WHERE {?X rdf:type ub:Chair . ?Y rdf:type
ub:Department . ?X ub:worksFor ?Y . ?Y ub:subOrganizationOf Univer-
sity0.edu}
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Q4 - SELECT ?X, ?Y1, ?Y2, ?Y3 WHERE {?X rdf:type ub:Professor .
?X ub:worksFor Department0.University0.edu . ?X ub:name ?Y1 . ?X
ub:emailAddress ?Y2 . ?X ub:telephone ?Y3}

Q5 - SELECT ?X, ?Y, ?Z WHERE {?X rdf:type ub:GraduateStudent .?Y
rdf:type ub:University .?Z rdf:type ub:Department .?X ub:memberOf ?Z .?Z
ub:subOrganizationOf ?Y . ?X ub:undergraduateDegreeFrom ?Y}

References

1. Bugiotti, F., Bursztyn, D., Diego, U.C.S., Ileana, I.: Invisible glue: scalable self-
tuning multi-stores. In: CIDR 2015 (2015)

2. Gu, R., Hu, W., Huang, Y.: Rainbow: a distributed and hierarchical RDF triple
store with dynamic scalability. In: Proceedings - 2014 IEEE International Conference
on Big Data, IEEE Big Data 2014, pp. 561–566 (2015). https://doi.org/10.1109/
BigData.2014.7004274

3. Guo, Y., Pan, Z., Heflin, J.: LUBM: a benchmark for OWL knowledge base systems.
Web Semant. Sci. Serv. Agents WWW 3(2), 158–182 (2005)

4. Hu, C., Wang, X., Yang, R., Wo, T.: ScalaRDF: a distributed, elastic and scalable
in-memory RDF triple store (2016)

5. Ma, Z., Capretz, M.A.M., Yan, L.: Storing massive Resource Description
Framework (RDF) data: a survey. Knowl. Eng. Rev. 31(04), 391–413 (2016).
https://doi.org/10.1017/S0269888916000217, http://www.journals.cambridge.org/
abstract S0269888916000217

6. Mello, R.D.S., et al.: Master: a multiple aspect view on trajectories. Trans. GIS
(2019)

7. Santana, M.: Workload-aware RDF partitioning and SPARQL query caching for
massive RDF graphs stored in NoSQL databases. In: Brazilian Symposium on
Databases (SBBD), pp. 1–7. SBC (2017)

8. Schätzle, A., Przyjaciel-Zablocki, M., Skilevic, S., Lausen, G.: S2RDF: RDF query-
ing with SPARQL on Spark. Proc. VLDB Endowment 9(10), 804–815 (2016)

https://doi.org/10.1109/BigData.2014.7004274
https://doi.org/10.1109/BigData.2014.7004274
https://doi.org/10.1017/S0269888916000217
http://www.journals.cambridge.org/abstract_S0269888916000217
http://www.journals.cambridge.org/abstract_S0269888916000217


Reverse Partitioning for SPARQL
Queries: Principles and Performance

Analysis

Jorge Galicia1(B), Amin Mesmoudi1,2, Ladjel Bellatreche1,
and Carlos Ordonez3

1 LIAS/ISAE-ENSMA, Chasseneuil-du-Poitou, France
{jorge.galicia,bellatreche}@ensma.fr
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Abstract. RDF and SPARQL have been widely adopted for modeling
and querying Web objects as facts in the Semantic Web. The amount
of data stored in RDF format has grown significantly pushing RDF pro-
cessing systems to implement efficient query processing techniques in
parallel and distributed architectures. In such environments, the data
partitioning is a pre-condition for query performance. Traditionally, the
graph-based RDF systems store the data using adjacency lists formed
by a vertex and its outgoing edges. Nevertheless, for a certain type
of queries, considering entities and their ongoing edges may speed up
their execution. This point motivates us to present a new partitioning
technique (called reverse partitioning) dedicated to graph-based triple
stores that is complementary to traditional ones. In this paper, we first
detail its main principles by illustrating its functioning. Secondly, the
best classes of queries for which reverse partitioning gives better perfor-
mance are discussed. Finally, we report on intensive experiments using
large RDF datasets that show significant performance improvements for
certain queries in a graph-based triple store and in a relational-based
system.

Keywords: RDF · Partitioning · Distributed computing

1 Introduction

The Semantic Web strives for a worthwhile integration of the data published
on the Web to be exchanged and reused in a variety of applications, communi-
ties and scenarios. Accordingly the W3C promotes standard data formats and
exchange protocols, most fundamentally the Resource Description Framework
(RDF) and SPARQL [11] as its query language. RDF has been widely adopted
for modeling web objects as facts in the semantic web representing data as a
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Fig. 1. RDF example graph G

collection of triples of the form < subject, property, object >. A collection of
RDF triples form an RDF graph as the one shown in Fig. 1.

With the advent of low-cost distributed architectures and the need to scale to
process datasets with several millions of triples, the number of research projects
on distributed RDF systems1 has significantly increased. Indeed, distributed
computing raises other challenges such as data distribution and execution skew-
ness that are less relevant in centralized architectures. In distributed engines, a
correct data placement strategy is a pre-condition to balance the loads and opti-
mize the performance of the processing system. In this context, many algorithms
have been proposed for specific platforms, applications and constraints.

Most of distributed RDF processing systems are based on the relational
model. These approaches map triples to relations and apply partitioning strate-
gies used in relational databases (e.g. hashing functions, vertical partitions). In
our work, we focus in other kind of systems storing the data as graphs, with-
out a relational database layer. We are interested in systems persisting the data
as adjacency lists. This storage model is embraced in the gStoreD [8] system
and also in systems built on top of key-value stores (e.g. Trinity.RDF [12]). In
this representation, each node (generally the subject) is stored together with its
outgoing edges and 1-hop neighbors. This paper explores adjacency lists storing
each node and its ingoing edges. We name our strategy reverse partitioning and
we show that this representation is useful for queries with specific shapes. Then,
we propose and compare three allocation strategies in a distributed RDF system.

The contributions of this paper are: (i) The introduction of the reverse parti-
tioning main principles firstly by means of a motivating example that is used in
the formalization part to clarify the main concepts, (ii) An experimental study
performed in a graph-based parallel RDF engine to evaluate our complimen-
tary partitioning solution, and (iii) The comparison of distinct physical storing
strategies simulating different partitioning schemas in a relational-based system.

The organization of the paper is as follows. In the next section (Sect. 2) we
provide a motivating example to clarify our reasoning. In Sect. 3 we describe and

1 We use the term distributed RDF systems to denote both parallel and distributed
architectures.
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Fig. 2. SPARQL query graphs

formalize our partitioning approach. Section 4 shows our experimental results.
Section 5 gives the study of related work and we conclude and give future per-
spectives in Sect. 6.

2 Motivating Example

Let us consider the RDF graph G of Fig. 1 stored in an adjacency list as shown
in Fig. 3a. Each element of the list is called an entity class depicting a vertex and
its outgoing edges. Generally, the entity labels (eLabel in Fig. 3a) are indexed to
improve the performance of queries seeking for a specific subject. Consequently,
conventional adjacency lists are adept to answer linear and star queries in which
the subject or head is known as it is the case of Q1 in of Fig. 2a. However, in
many cases the query is not selective on the subject and instead its properties
are given to identify the subject vertex (e.g. Q2 in Fig. 2b). In these types of
queries, the index mentioned previously on subject labels cannot be used to
prune based on a known subject, bearing a full scan of the adjacency list to
solve the SPARQL query.

Queries on which the head of the outgoing edge is unknown (e.g. Q2 in
Fig. 2b) are very frequent when exploring RDF graphs to obtain meaningful
information. A vertex is described by its properties, therefore if a node or a set
of vertices are to be identified, their properties should be clearly stated in the
query. An efficient searching process in the adjacency list should be able to prune
irrelevant results and avoid a full scan of the list when possible. We propose the
creation of a reverse adjacency list (illustrated in Fig. 3b) that stores the graph
and groups its vertices in terms of its ongoing edges.

eID eLabel adjList
003 :Prince William (has mother, :Princess Diana),

(has father,:Prince Charles),
(has grandmother,:Elizabeth II),
(lives in, y:Kensington palace),
(has name, “William Arthur”)

008 :Elizabeth Mother (died on date, ”2002-03-30")
006 :Elizabeth II (has mother, :Elizabeth Mother),

(lives in,Buckingham Palace)
005 :Prince Charles (has mother,:Elizabeth II),

(has grandmother,:Elizabeth Mother)

(a) Regular Adjacency List for G

eID eLabel adjList
006 x:Elizabeth II (has grandmother,

x:Prince William),
(has mother,x:Prince Charles)

008 x:Elizabeth Mother (has grandmother,x:Prince Charles)
, (has mother,x:Elizabeth II)

001 ”William Arthur” (has name, x:Prince William)
007 y:Buckingham Palace (lives in,x:Elizabeth II)
... ... ...

(b) Reverse Adjacency List for G

Fig. 3. Adjacency Lists for G
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3 Our Approach

In this section we propose the Reverse Partitioning strategy which formalizes
the intuition presented in Sect. 2.

3.1 Preliminaries

As we have previously mentioned, graph-based triple store engines repre-
sent the data on disk using an adjacency list. Each row of the list repre-
sents the subject and its outgoing edges. For example, x:Prince Charles →
{(has mother, x:Elizabeth II), (has grandmother,x:Elizabeth Mother)}
depicts the entity Prince Charles. The Prince Charles’s entity is described by
its properties and objects. Each row of the adjacency list is named a forward
entity.

Definition 2 Forward Entity: A forward entity denoted as
−→
E is the quadruple

< VR, LR,F(VR), LF(VR) >.
−→
E is a subgraph of G where VR, LR are the root and

label respectively, and F(VR) = {< vr, v
′
r > |∃ < vr, v

′
r >∈ E} (i.e. the set of all

out-going edges from vR and vR’s one-hop neighbors in G) as well as the binding
labels LF(VR).

The forward entities are the base partitioning unit of systems like EAGRE
[13] for example. This partitioning strategy is ideal for star-shaped queries, espe-
cially when the head of the query is known and an efficient index is created on
the adjacency list keys. However, when the head of the query is not known, the
entire adjacency list (of size n) must be read to find the query matches.

Definition 3 Backward Entity: A backward entity denoted as
←−
E is the

quadruple < VR, LR,B(VR), LB(VR) >.
←−
E is a subgraph of G where VR, LR are

the root and label respectively, and B(VR) = {< v′
r, vr > |∃ < v′

r, vr >∈ E} (i.e.
the set of all in-going edges from vR and vR’s one-hop neighbors in G) as well
as the binding labels LB(VR).

Backward entities are ideal to solve queries in which the head of the query is
unknown. Similarly to the Forward Entities, we assume that the adjacency list
is efficiently indexed. In this case, a graph matching is easily found exploring the
index (we assumed an O(1) cost).

3.2 Partition Algorithm

In this section we define the partitioning algorithm used to distribute the data
among the nodes of a distributed/parallel system using Forward or Backward
entities as the distribution units. We represent the number of nodes as P . We
consider the following partitioning strategies.
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Hashing Strategies: These methods apply a hashing function on the node’s
label LR of

−→
E or

←−
E . The hashing value modulo the number of computer nodes

(P ) returns the site to which the adjacency list’s row is assigned. The risk of
applying this method is that since the connectivity between entities is not con-
sidered, two entities (backward or inward) that are highly connected may be
found in two distinct sites making the join operation between them very costly.

Min-Cut Algorithms: In response to the drawback of hashing methods, graph
partitioning methods have been applied to this problem. EAGRE [13] for exam-
ple used the min-cut strategy to distribute forward entities. The first step of
this strategy consists in mapping the forward/backward entities to a weighted
graph that is partitioned with robust heuristics (e.g. METIS [6]). The METIS
heuristic, for example, takes the number of partitions as a parameter; in our
case, the number of partitions equals the number of sites. Other works like [4],
have also explored scalable graph partitioning algorithms on massive graphs. To
reduce the number of nodes to be partitioned, forward and backward entities
are grouped according to their predicates (entity classes).
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Fig. 4. Partition models, P = 2

Definition 4 Entity Class: EC is a set containing only either
−→
E or

←−
E . Two

entities belong to the same entity class set iff they share the same (or almost the
same according to a threshold) set of edge labels LF(VR) or LB(VR).

Let the functions nodes(EC), edges(EC) returning the set of nodes VR and
edges E belonging to all entities in EC respectively.

Definition 5 Compressed Entity Graph: A compressed entity graph denoted
as C(G) = <Vc, wVc

, C(E), wC(E)> is a weighted graph where VC =
{vc|vc is an entity class EC}, wVc

is the node weight equal to the number of
triples contained in EC , C(E) = {< vc, v

′
c > |∃ < vr, v

′
r >∈ edges(vc) where vr ∈

nodes(vc) and v′
r ∈ nodes(v′

c)}, and the weight wC(E) indicates the number of
exchanged tuples.
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Definition 6 Reverse Partitioning: The reverse partitioning algorithm con-
sists in applying a partitioning heuristic to the compressed entity graph C(G)
obtained checking the relationships between the backward entities in the RDF
graph.

An example of both, forward and backward entity graphs are shown in Fig. 4.
In Fig. 4b, the weights of the nodes correspond to the number of triples in the
forward entity, and the weighted edges correspond to the number of triples
exchanged between entities. A graph partitioning heuristic creates partitions
that are balanced according to the node’s weights and that cut the least amount
of weighted edges. The Reverse Partitioning heuristic is shown on Fig. 4c.

4 Experimental Evaluation

In this section we evaluate and compare the performance of the Reverse Par-
titioning strategy in different scenarios. The first scenario, detailed in Sect. 4.2,
compares the reverse partitioning strategy with two physical storage approaches
applied by two state of the art systems. The scenario in Sect. 4.3 evaluates the
performance of the reverse partitioning strategy in a distributed graph-based
system.

4.1 Experimental Setup

– Hardware: The scenario described in Sect. 4.2 was performed on a Dell Tower
Precision 3620 running Windows 10. This computer features an Intel(R)
Core(TM) i7-7700 CPU @ 3.60 GHz processor, 16 GB of main memory and
2TB of hard disk. The experiments on a distributed graph-based triple store
were performed on a 5 machine cluster (i.e. P = 5) connected by a 10 Gbps
Ethernet switch. The cluster runs a 64-bit Linux and each site has a 8 GB
RAM, a processor Intel(R) Xeon(R) Gold 5118 CPU @ 2.30 GHz and 100 GB
of hard disk.

– Software: The reverse partitioning core module is implemented in Scala and
runs in Spark 2.12.2. The translation module from SPARQL to SQL was
implemented in Java and the data were stored on PostreSQL 11. The dis-
tributed version of gStore [8] is the graph-based triple store used to test
partitioning configurations on a cluster.

– Datasets and queries: We tested our approach with the WatDiv framework
for datasets of 1, 10 and 20 million triples. More details are found on Table 1.
For each of these datasets we generated 80 queries (20 of each query type).

4.2 Experiments in a Single-Node Relational Database System

We stored RDF datasets into a relational database using three different strate-
gies: (i) single big table of three columns (subject, predicate, object) similar to
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Table 1. Experimental datasets M: millions, #S #O: number of distinct subjects and
objects

Dataset Size (GB) #S #P #O #Backward Entities

Watdiv1M 0.148 52,505 86 105,492 222

Watdiv10M 1.54 521,585 87 1,003,136 587

Watdiv20M 3.28 1,042,785 87 2,473,723 641

RDF-3X’s strategy [7], (ii) vertical partitioning (one table per predicate) similar
to the strategy applied by SW-Store [1] and (iii) applying our reverse partitioning
strategy gathering the data by incoming edges. We evaluated on each schema
the execution time of queries with different forms2. The results are shown in
Fig. 5. Creating vertical partitions on the predicates gives the most performant
execution times for the majority of queries considering that there was not an
intense intermediary indexing strategy as it is the case for RDF-3X. The major
drawback of the vertical partitioning strategy is that the data are not well dis-
tributed in terms of volume. The Reverse Partitioning strategy performs almost
as good as the vertical partitioning, especially when the dataset size is bigger
and exploring a single table becomes more costly. Reverse partitioning has a very
important overhead for queries with patterns in which the subject and object
are unknown.

1 2 3 4 5 6 7 8 9 10 11 12 13* 14* 15*
0
1
2
3
4

Query #

L
o
g
a
ri
tm

ic
e
x
e
c
u
ti
o
n

ti
m

e
(m

s)

BigT

Vertical

Reverse

(a) Watdiv1M

9 10 11 12
0

1,000
2,000
3,000

Query #

E
x
e
c
u
ti
o
n

ti
m

e
(m

s)

(b) Watdiv10M

9 10 11 12
0

0.5

1
·104

Query #

E
x
e
c
u
ti
o
n

ti
m

e
(m

s)

(c) Watdiv20M

Fig. 5. Performance of partitioning configurations in relational based system

2 The tested queries are available in: bit.ly/2VCi6tL.
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4.3 Experiments in a Distributed Graph-Based Triple Store

We stored the dataset of 20 million triples in the gStoreD [8] system that allows
to choose among different partitioning strategies. The selected partitioning con-
figurations were: (1) simple hashing on the subject, (2) min-cut algorithm applied
to an entity graph and (3) reverse partitioning strategy.

We configured gStoreD to create the adjacency lists on the triple’s objects.
At query runtime, 7 complex queries did not send any result for both the in-
going and the out-going configurations, 13 queries (11 linear and 2 snowflake)
did not send a result either by the ongoing or the outgoing configuration. Our
final SPARQL query set is composed then of 60 queries (9 linear, 13 complex,
18 snowflake and 20 stars).

Data Distribution: Our results show that the technique that is more efficient
in terms of data skew is hashing the data on the subject that distributes the data
almost evenly. Our reverse partitioning strategy sends almost 29.4% of the data
to one machine but distributes nearly evenly in the four other sites. The min-cut
algorithm on the outgoing edges entities has two sites with 28.7% and 27.3% of
the data, and a site with only 12.5% being the one with the worst performance
in terms of data skewness.

Storage Overhead: Considering that our Reverse Partitioning strategy creates
an adjacency list for the node and its in-going edges, the number of individual
entities stored on the list is greater than the number of entities stored in an
adjacency list of the node and its outgoing edges. Therefore, the V*-Tree3 index
size is larger. The sizes of the hashing, mincut and reverse strategies are 1345,
1246 and 1568 MB respectively. In average compared to the other strategies, the
Reverse Partitioning creates an index 21% larger but that benefits in a much
greater percentage some queries.

Query Performance: In general, the Reverse Partitioning strategy improves
the performance to solve SPARQL queries considerably. The majority of star
queries try to find the head based on the value of its properties, following what
was illustrated in the motivating example of Sect. 2, an inverse adjacency list
will provide a much better performance as proven by our experiments in Fig. 6b.
The 4th and 18th star queries of Fig. 6b are both queries having contrarily to
the majority the variable not located in the center of the star, degrading the
performance of a Reverse Partitioning. With the snowflake queries we confirmed
our intuition that queries having the variable in the center, benefit greatly from
a reverse partitioning strategy.

If the workload of the system is composed only of very complex queries, the
reverse partitioning strategy is not the best option. As shown in Fig. 6d, the
performance of the system is not significantly improved, the cost of storing a

3 bit-based B-Tree index on the subjects and predicates used by gStoreD.
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much greater index is not compensated based on the reported performance. We
can represent complex queries as a union of star queries on which the variables
are located on both, the center of star queries, and its on its properties.
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Fig. 6. Individual query results

5 Related Work

Most of distributed RDF processing systems are dependent on a single parti-
tioning strategy. This strategy relies on how the data are physically stored on
the disk or main memory and also on whether the system is built on top of a
distributed computing platform. A few works have explored RDF partitioning,
[2] for example, proposes a strategyusing the query workload. We classify the
existing systems in three categories:

– Cloud-based: The data distribution is performed by the cloud platform on
which the system is built on. For example SHARD [9] and PigSparql [10].

– Specialized systems: This category considers systems specifically built to pro-
cess RDF. We considered two sub-categories of these systems based on their
processing model: (i) Partitioned-query based: At runtime a SPARQL query is
decomposed into several subqueries such that each subquery is solved locally
on a site and the results are finally aggregated (e.g. TriAD [5]), (ii) Par-
tial query evaluation: contrary of partitioned-query based systems, each site
receives the full SPARQL query and executes it on the local RDF graph
fragment to parallelise the execution (e.g. gStoreD [8]).

– P2P systems: Distributed RDF systems in Peer-to-Peer networks. The sys-
tem 3rdf [3], for instance, is built on top of the 3nuts (p2p network).
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6 Conclusions

In this paper we proposed a novel partitioning strategy for graph-based RDF dis-
tributed systems. Our partitioning method, named reverse partitioning, defines
first an adjacency list based on the in-going edges of each node to store the
data. Secondly, the entries in the adjacency list having similar in-going edges
are grouped together and the relations between them are represented in an
undirected weighted graph that is partitioned using graph partitioning heuris-
tics. Experiments confirmed that our partitioning strategy is effective to solve
Linear and Star queries for which the unknown parameters are located in the
center of the star query. Subject hash-based and the min-cut based partitioning
strategies are still more performant to solve a majority of snowflake and com-
plex queries. Our partitioning strategy is therefore complimentary to the ones
already proposed in the literature.

As future perspectives, we consider furthering research in a system that con-
sidering replication to enhance performance and fault-tolerance. Besides, we
acknowledge exploring algorithms to manage highly skewed vertices. Defining
which properties allow breaking groups into smaller pieces is a promising hint.
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Abstract. Federated SPARQL queries allow to query multiple inter-
linked datasets hosted by remote SPARQL endpoints. However, finding
federated queries over a growing number of datasets is challenging. In
this paper, we propose PFed, an approach to recommend plausible fed-
erated queries based on real query logs of different datasets. The prob-
lem is not to find similar federated queries, but plausible complementary
queries over different datasets. Starting with a real SPARQL query from
a given log, PFed stretches the query with real queries from different
logs. To prune the research space, PFed proposes semantic summary to
prune the query logs. Experimental results with real logs of DBpedia and
SWDF demonstrate that PFed is able to prune drastically the logs and
recommend plausible federated queries.

Keywords: Semantic web · Federated SPARQL query · Plausible ·
Joinable

1 Introduction

Following the Linked Open Data cloud (LOD) principles many datasets have
been published. Federated SPARQL query engines [1,15] have been developed
to query multiple interlinked datasets hosted by remote SPARQL endpoints.
However, finding federated queries over a growing number of datasets is chal-
lenging. This requires to fully understand the datasets and find potential joins
among them. In this paper, we propose PFed, an original approach to recom-
mend federated queries for end-users. Instead of using datasets to recommend
federated queries, PFed recommends federated queries using query logs of dif-
ferent SPARQL endpoints. This is not a classical recommendation problem. In
recommender systems [2], the problem is to recommend resources (or items) for
users based on similar ones already seen by the users. In PFed, we start with
a SPARQL query from a given log and we stretch this query with real queries
from other existing query logs. The main advantage of using real logs rather than
using datasets is to produce plausible federated queries, i.e. queries that gener-
ated by combining real queries. This is useful, especially for data portal owners
who can recommend federated queries for end-users. Imagine a data portal such
c© Springer Nature Switzerland AG 2019
S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 184–197, 2019.
https://doi.org/10.1007/978-3-030-27618-8_14
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as Sage1, or LodLaundromat2 hosting thousands of linked datasets. The portal
owner can see that some users are looking for information about “United King-
dom” in DBpedia, others are looking for conferences in SWDF dataset. Using
PFed, the portal owner can suggest to extended conferences with information
about country.

To illustrate, consider queries extracted from real SPARQL query logs of
SWDF (SWDF 2012) and DBpedia (DBpedia 3.5.1)3 presented in Fig. 1.

Fig. 1. SPARQL queries from the logs of SWDF and DBpedia

Consider the Q1S from the log of SWDF, this query can be extended with
the query Q1D from the log of DBpedia. The result is the SPARQL 1.1 federated
Query Q1S1D given in Fig. 2. Q1S1D is generated by joining the variable ?place
of the query Q1S, i.e. the object of the predicate foaf:based near with the variable
?country of the query Q1D, i.e. the subject of the predicates rdfs:label and
dbpedia2:capital. The joined variable ?country has been renamed by ?place, in
the generated query Q1S1D. The execution of this query over a federation of
SWDF and DBpedia produces 1388 results.

The generated query Q1S1D can be recommended as a plausible federated
query. In the same way, we can generate a more complex federated query such as
the query Q2S2D shown in Fig. 2b. Q2S2D is obtained by extending the query
Q2S from the log of SWDF with the query Q2D from the log of DBpedia. The
joining variable ?sameAs is renamed as ?person in Q2S2D.

Recommending plausible federated queries is challenging because the size of
logs. The log of DBpedia contains 217 812 queries, and the log of SWDF contains
64 030 queries [12]. To overcome this problem, we propose a semantic summary
that allows to reduce drastically the size of logs by excluding non joinable queries.
The main contributions of the paper are:

– a new semantic summary for pruning query logs.
– an algorithm to exclude non joinable queries from logs.

1 http://sage.univ-nantes.fr.
2 http://lodlaundromat.org/.
3 All information about logs, and prefixes are available at the project site: https://

github.com/GDD-Nantes/PFed.

http://sage.univ-nantes.fr
http://lodlaundromat.org/
https://github.com/GDD-Nantes/PFed
https://github.com/GDD-Nantes/PFed
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Fig. 2. Plausible federated query generated from logs of SWDF and DBpedia in Fig. 1

– an algorithm for generating plausible federated queries using the pruned logs.
– an experimentation using real queries logs of SWDF 2012 and DBpedia 3.5.1.

This paper is organized as follows. Section 2 summarizes related works.
Section 3 details PFed approach and algorithms. Section 4 presents our experi-
mental results. Finally, conclusions and future work are outlined in Sect. 5.

2 Related Work

Many efforts have been done to automatically generate SPARQL queries, either
for individual dataset [4,12] or multiple datasets as Splodge [7] and Fed-
Bench [14]. Federated queries benchmarks have been proposed for evaluating
the performance of federated query engine. Existing benchmark rely either on
hand-crafted queries or on automatically generated ones.

FedBench [14] rely on hand-crafted queries. The datasets of FedBench are
real datasets preselected from the Linked Data Cloud, e.g. Life Science, Cross
domain. FedBench is commonly used for the evaluation of federated query
engines. FedBench is not designed to recommend plausible federated queries
over a federation of SPARQL endpoints. LargeRDFBench [11] attempts to gen-
erate more realistic federated queries. The benchmark comprises a total of 32
queries for SPARQL endpoint federation. Queries are ranging from simple queries
extracted from FedBench queries and large data queries created by the authors
with the help of the expert domain. As FedBench, LargeRDFBench are designed
for preselected datasets and queries are designed for specific domains and cannot
be used for automatic generation of realistic federated queries.

Splodge [7] proposes heuristics for automatic query generation. Splodge gen-
erates only conjunctive queries of triple patterns, i.e., Basic Graph Patterns
(BGP) with bound predicate, unbound subject and unbound object. Other
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SPARQL operators such as FILTER, OPTIONAL are not considered. However,
recent analytical study of large SPARQL query logs [6] shows that 74.83% of
studied queries have JOIN, FILTER and OPTIONAL and only 7.49% have JOIN
alone (conjunctive queries). Consequently, the queries of Splodge cannot reflect
the reality. Feta [8] is a federated query tracker that computes Basic Graph Pat-
terns from a federated log. It supposes the existence of a federated query log.
In this work, we want to build and recommend federated queries rather than
analyzing federated query logs.

Existing approaches of automatic generation of federated queries do not
reflect reality and hand-crafted federated queries are designed for specific
datasets with the purpose to stress the performance of a federated query engine.
Benchmarks are not designed for recommending plausible federated queries.

3 Generation of Plausible Federated Queries

Intuitively, for generating a plausible federated query over n datasets, we propose
to start by combing (joining) the query logs log1 and log2 of two datasets d1 and
d2, respectively. Then, we generate new federated queries by joining the resulting
queries and the log log3 of the dataset d3. We repeat the same process iteratively
until processing the n query logs.

In the following, for simplicity, we restrict our discussion to the case of two
real query logs. Given two queries Q1 and Q2 belong to different query logs, we
want to build a plausible federated query FQ. We call FQ a plausible federated
query because it is composed of two real queries. Our intuition is FQ is more
likely to be a real query than a synthetic one.

3.1 Datasets Capabilities

We can distinguish different type of join combinations: subject-subject or object-
subject leading to different query structures star-shaped, path-shaped, or hybrid
queries [14]. To find joinable predicates, one can rely on the Vocabulary Of
Interlinked Datasets VoID [3]. This vocabulary describes metadata about RDF
datasets and the linkset. A linkset is a collection of RDF links between two
datasets4. An RDF link is an RDF triple whose subject and object are described
in different datasets. This corresponds to the joinable predicates in the exam-
ple of the Fig. 2. However, we cannot use VoID to detect joinable predicates
because a large number of RDF datasets do not provide VoID [16], only 13.65%
of datasets5 (77/564) present a VoID description.

Another solution is to use the capabilities of data sources as defined in Hibis-
cus [13] to check the possible existence of matching. According to [13], the data
summary of a source d ∈ D is the set CA(d) of all capabilities of that source. In
Hibiscus, this summary is used to remove endpoints during the source selection
during federated query processing.
4 https://www.w3.org/TR/void.
5 http://sparqles.ai.wu.ac.at/.

https://www.w3.org/TR/void
http://sparqles.ai.wu.ac.at/
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Fig. 3. Sample of authorities and classes summaries of logs of SWDF and DBpedia

Definition 1 (Authority Capability). Given a source d, an authority capa-
bility is a triple (p, SA(d, p), OA(d, p)), which contains (1) a predicate p in d,
(2) the set SA(d, p) of all distinct subject authorities of p in d and (3) the set
OA(d, p) of all distinct object authorities of p in d.

The total number of capabilities of a source is equal to the number
of distinct predicates in it. The definition of the authorities of a sub-
ject or an object relies on the analysis of the Unified Resource Identi-
fier (URI) syntax. The URI syntax consists of a hierarchical sequence of
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Fig. 4. Class Capability for foaf:based near predicate in SWDF

Fig. 5. Possible structures for hybrid federated queries

components referred to as the scheme, authority, path, query, and frag-
ment6. For example, the uri <http://dbpedia.org/ontology/Plant> contains
a schema "http", an authority "dbpedia.org" and a path "ontology/Plant".
To compute the set of capabilities for a source, the first two compo-
nents (path, authority) are combined as the authority of the URI. Figure 3
presents a sample of the summary of SWDF 2012 and DBpedia 3.5.1. For
instance, in Fig. 3a, the first capability of SWDF data source is the predi-
cate foaf:based near, its subject authority is <http://data.semanticweb.org>
and its object authorities are <http://dbpedia.org>, <http://www.w3.org>,
<http://sws.geonames.org>, and <http://data.semanticweb.org>.

Authority summary allows to prune the query logs only if many predi-
cates have different subjects or objects authority. However, this not always the
case, especially for the subject authority. For instance, the majority of sub-
jects of DBpedia have the authority <http://dbpedia.org>, only six predicates
out of 39672 predicates of DBpedia 3.5.1 do not have <http://dbpedia.org>
as a subject authority. Therefore, if a query Q1 in SWDF query log is
joinable with a query Q2 in DBpedia query log on the subject authority

6 URI Syntax Components: https://tools.ietf.org/pdf/rfc3986.pdf.

https://tools.ietf.org/pdf/rfc3986.pdf
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<http://dbpedia.org>, then Q1 will be joinable with a large number of queries
in the log of DBpedia. Therefore, for query logs of SWDF and DBpedia, author-
ity summary will prune mostly queries with unbounded predicates.

To further prune the log, we define new data summary that considers seman-
tic of subjects and objects for finding joinable predicates. Intuitively, a subject
or an object from one dataset could be joinable with a subject or object from
another dataset, if they share some common types. More precisely, we define a
new summary called Class summary. A class summary is a set of classes capa-
bilities.

Definition 2 (Class Capability). Given a source d, a class capability is a
triple (p, SC(d, p), OC(d, p)), which contains (1) a predicate p in d, (2) the set
SC(d, p) of all distinct subject classes of p in d and (3) the set OA(d, p) of all
distinct object classes of p in d.

Classes capabilities can be computed using SPARQL queries. But since entities
are reused across datasets, types of the subjects and objects for predicates maybe
not defined locally. Therefore, we need to perform a SPARQL federated query to
compute classes capabilities. We use only the direct classes of subjects and objects
to find common classes, we do not use inferences because schemas information are
not always available [9], and we restrict the computation to only used datasets.
For instance, to compute the object classes of the predicate foaf:based near, we
rely only on SWDF and DBpedia. Figures 3c and d present classes summaries for
SWDF and DBpedia, respectively. Figure 4 presents the SPARQL query for com-
puting the Class Capability of foaf:based near predicate in SWDF.

3.2 Pruning Query Logs

Based on authorities summaries and classes summaries, we can prune the logs
of corresponding datasets by retaining only joinable queries.

Definition 3 (Joinable Queries). Let D be a set of distinct data sources,
d1, d2 ∈ D. Let log1 and log2 are the real query log of d1 and d2, respectively.
For two queries Q1 ∈ log1 and Q2 ∈ log2 with tp1 = (s1, p1, o1) ∈ Q1 and
tp2 = (s2, p2, o2) ∈ Q2, we say that Q1 and Q2 are joinable if p1 and p2 have a
predicate joinable path or predicate joinable star.

Definition 4 (Predicate Joinable Path). joinablePath(p1, p2) = true, if
OA(d1, p1) ∩ SA(d2, p2) �= ∅ and OC(d1, p1) ∩ SC(d2, p2) �= ∅.
Definition 5 (Predicate Joinable Star). joinableStar(p1, p2) = true, if
SA(d1, p1) ∩ SA(d2, p2) �= ∅ and SC(d1, p1) ∩ SC(d2, p2) �= ∅.

The hybrid join pattern is built as a mix of a path join pattern and a star join
pattern. Figure 5 presents possible structures of hybrid federated queries. The
query generated in Fig. 5a is built from the path query of p1 ∈ Q1, Q1 ∈ log1 and
p3 ∈ Q2, Q2 ∈ log2. The query generated in Fig. 5b built from the star query of
p1 ∈ Q1, Q1 ∈ log1 and p2 ∈ Q2, Q2 ∈ log2.
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Algorithm 1: Joinable predicates
Input: AS1, CS1, AS2, CS2 � Authorities and classes summaries for the two

datasets
Output: JPred � Set of joinable predicates

1 Function JoinPred(AS1, CS1, AS2, CS2):
2 JPred ←− ∅;
3 foreach cap1 ∈ AS1 do
4 foreach cap2 ∈ AS2 do
5 if AS1.objAuthority(cap1) ∩ AS2.sbjAuthority(cap2) �= ∅ then
6 if CS1.objClasses(cap1) ∩ CS2.sbjClasses(cap2) �= ∅ then
7 JPred ←− JPred ∪ (cap1.predicate, cap2.predicate);
8 end

9 end

10 end

11 end
12 return JPred;

13 End Function

The objective now is to prune query logs and conserve only joinable queries.
First, the Algorithm 1 uses summaries to conserve predicate joinable (predicate
joinable path), then the Algorithm 2 excludes non joinable queries from logs. For
logs in Fig. 3, the Algorithm 1 keeps the couple (foaf:based near,dbpedia2:capital)
because they share http://dbpedia.org as object and subject authority, respec-
tively, and they share Country, Place and PopulatedPlace as object and subject
classes, respectively.

To compute predicate joinable star, we only need to modify conditions in lines
5–6 of the Algorithm 1 to compare subjects parts of both capabilities. With this
modification, the algorithm will keep the couple (skos:prefLabel,dbo:abstract) as
they share same authorities and classes as subjects. The Algorithm 1 can be
iteratively called to compute predicate joinable path or star for more than two
datasets.

We use the result of the Algorithm 1 to exclude non joinable queries as
shown in the Algorithm 2. After the execution of the Algorithm 2 for joinable
path, Q1S of SWDF and Q2D of DBpedia will be preserved, because they have
the joinable predicates (foaf:based near,dbpedia2:capital) as shown previously.
We exclude Q3S because it cannot be joined with any query from dbpedia,
i.e. no predicate in DBpedia has <http://data.semanticweb.org> as subject
authority. We also eliminate Q3D because the capability of unbound predicate
is undefined.

3.3 Building Plausible Federated Queries

We rely on the results of the Algorithm 2 to build plausible federated queries.
For sake of simplification, we start by illustrating the generating of minimal
federated queries PFedmin. A minimal federated contains one triple from log1
and one triple from log2.

http://dbpedia.org
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Algorithm 2: Joinable queries
Input: log1, log2, JPred � Logs of both dataset and the set of corresponding

joinable predicates
Output: feds � Set of federated queries

1 Function GenFed(log1, log2, JPred):
2 feds ←− ∅;
3 foreach Q1 ∈ log1 do
4 foreach Q2 ∈ log2 do
5 if ∃(p1, p2)|p1 ∈ Q1, p2 ∈ Q2 ∧ (p1, p2) ∈ JPred then
6 feds ←− feds ∪ (Q1, Q2)
7 end

8 end

9 end
10 return feds;

11 End Function

Fig. 6. Minimal federated queries generated from pruned logs of SWDF and DBpedia
in Fig. 3

In order to construct a path (star) join, we substitute the object (subject) of
p1 and the subject of p2 by the same value as given in the Table 1.

Figure 6a presents a minimal path-shaped federated query between
foaf:based near ∈ Q1S and dbpedia2:capital ∈ Q1D in Fig. 3. Figure 6b presents
a minimal star-shaped federated query between skos:prefLabel ∈ Q4S and
dbo:thumbnail ∈ Q4D.

PFedmin are not required to generate plausible federated queries. But they
can help to reduce the number of potential joinable predicates by only keeping
PFedmin producing results. They can also be used to navigate through datasets.

The construction of QPFed is tricky, if the original queries contain
OPTIONAL operator. We have to construct only correct plausible federated
query. A plausible federated query is correct if it is well designed [10] and service-
safeness [5].

Definition 6 (Well Designed [10]). A graph pattern P is well designed if for
every occurrence of a sub-pattern P′ = (P1 OPT P2) of P and for every variable
?X occurring in P, the following condition holds:

if ?X occurs both inside P2 and outside P ′, then it also occurs in P1.
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Table 1. All substitution values possible to create path join. ?x, ?y are variables and
a, b are constants (URIs or literals)

tp1 object tp2 subject Substitution value

?x ?y ?x

?x a a

a ?x a

a b null

Fig. 7. A non well designed federated query

The federated query in Fig. 7c is not well designed because the variable ?o2
occurs in P2 and outside the P′ (i.e. clause SERVICE <dataset2>), but it not
occurs in P1.

The service-safeness provides condition that ensures that a SPARQL query
containing SERVICE operator can be safely evaluated. Our generated queries
ensure service-safeness because each SERVICE clause has only bounded service,
i.e., during the construction the URI of the SPARQL endpoints are known.

The main issue is to build well designed queries to avoid cartesian products
as illustrated in Fig. 7c. If Q2 does not have a mapping for ?o2, a result will still
produced. To avoid this problem, we define the following strategy:

– If Q1 and Q2 are conjunctive queries (a.k.a BGPs) then QPFed = Q1 �� Q2,
QPFed is a simple concatenation of queries (Q1 . Q2), as in Fig. 2, Q1S1D =
Q1S �� Q1D.

– If Q1 contains binary operators like UNION or OPTIONAL, we distinct two
cases:

• If a joinable predicate is outside binary clauses of Q1, we add Q2 in the
BGP part of Q1.

• If a joinable predicate of Q1 is inside the UNION or OPTIONAL clauses,
we append Q2 inside this clause after the substitution of the join variables
(subject or object of the triple) according to Table 1.
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– If a joinable predicate of Q2 is inside an OPTIONAL clause, we make sure
to not generate non well designed queries like query shown in Fig. 7c.

4 Evaluation

The objective of the evaluation is to answer empirically the following questions:
Do authorities summaries prune non joinable predicates? Do classes summaries
prune further non joinable predicates? Does PFed able to generate plausible
federated queries?

All data, codes, and generated query are available at the project web page7.

Table 2. Real datasets and real logs

Dataset |triples| |dataset predicates| |original log| |SELECT queries| |log predicates|
SWDF 242 256 170 64 030 37 592 201

DBPedia 232 542 405 39 672 217 812 127 812 247

4.1 Experimental Setup

Dataset and Queries: We use SWDF 2012 and DBPedia 3.5.1 datasets and
clean queries of Feasible8. We use only SELECT queries to construct plausible
federated queries. Table 2 reports statistics about the datasets and query logs.
It is strange that the query log of SWDF contains more predicates than the
original dataset hosted at the SPARQL endpoint. Some queries in the logs use
predicates that are not defined in the dataset. As they appear inside OPTIONAL
or UNION, they do not stop queries from returning results. Using DBpedia to
generate plausible federated queries is challenging because DBpedia dataset has
a high number of predicates and the log of DBpedia has a high number of queries.

4.2 Experimental Results

Do authorities summaries prune non joinable predicates? Table 3 presents the
results of pruning using authorities summaries. As we can see, the reduction is
62.75% for SWDF query log for path-shaped queries (all path refers to path
from SWDF to DBpedia) and by 42.82% for star-shaped. The reduction is only
2.15% for DBpedia log for both path-shaped queries and star-shaped generation.
This reduction is not significant because most of predicates in DBPedia has the
authority <http://dbpedia.org>.

Table 3. Logs pruning using authorities summaries

path-shaped star-shaped

Dataset |predicate joinable| |pruned log| % reduce |predicate joinable| |pruned log| % reduce

SWDF 6 14 003 62.75 3 21 495 42.82

DBPedia 230 125 078 2.15 229 125 070 2.15

7 https://github.com/GDD-Nantes/PFed.
8 https://github.com/dice-group/feasible.

https://github.com/GDD-Nantes/PFed
https://github.com/dice-group/feasible
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Table 4. Logs pruning using authorities and classes summaries

path-shaped star-shaped

Dataset |predicate joinable | |pruned log| % reduce |predicate joinable | |pruned log| % reduce

SWDF 3 9 355 75.12 3 21 495 42.82

DBPedia 139 36 522 71.42 83 36 449 71.48

Do classes summaries prune further non joinable predicates? We now use our
classes summaries on top of authorities summaries. We observe in Table 4 that
the sizes of logs are reduced. The reduction is impressive for DBpedia, it is about
72%. Therefore, classes summaries are affective for pruning non joinable queries.

We observe also an important reduction in the number of minimal feder-
ated queries PFedmin (Table 5). This reduction is important as each PFedmin

contributes to many federated queries.

Table 5. Number of PFedmin generated using authorities and classes summaries

With authorities With authorities and classes

path-shaped star-shaped path-shaped star-shaped

1 146 687 352 432

Does PFedGenerate Plausible Federated Queries? Due to the size of the pruned
logs, we can generate a large number of plausible federated queries. In our exper-
imentation, we focus on the generation of path-shaped between foaf:based near
from SWDF and dbpedia2:capital from DBPedia. The pruned SWDF query log
contains 2 866 queries that contains foaf:based near. Many of these queries have
the same structure but with different literals and variables. Therefore, instead
of producing 2866 × 14 = 40124 queries where 14 is the number of queries
that contains dbpedia2:capital in pruned DBpedia log, we define patterns for
foaf:based near queries. We differentiate 9 patterns for foaf:based near queries
and we generate 24 queries. All generated queries are executed correctly and 19
of these queries have non empty results set (see Table 6).

We generate star-shaped plausible federated queries based on skos:prefLable
from SWDF and dbpedia:thumbnail from DBPedia (see Table 6). The 42 gener-
ated queries are executed correctly and 28 of these queries produce results.

Table 6. PFed path and star, p1 ∈ SWDF and p2 ∈ DBPedia

p1 |p1| p2 |p2| |PFed| |with result| %

PFed path foaf:based near 9 dbpedia2:capital 5 24 19 79.17

PFed star skos:prefLabel 3 dbo:thumbnail 14 42 14 33.33
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5 Conclusion and Future Work

We presented PFed an approach for automatic generation of plausible federated
queries based on real query logs. PFed starts by pruning the logs to exclude
non joinable queries using data summaries. The first one is based on the author-
ities and the second is based on the type of subjects and objects of predicates.
Experimentations with real query logs of SWDF and DBpedia demonstrate that
PFed is able to prune considerably the logs and generate plausible federated
queries.

As future work, we would like to experiment PFed with more real query logs
and produce plausible federated queries over a large number of SPARQL end-
points. Finally, we plan to extend PFed with statistical information to generate
only queries that return results.

Acknowledgement. This work is part of the multidisciplinary project Sedela,
funded by CominLabs, that brings together three laboratories: LS2N, CREAD and
Lab-STICC.
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Abstract. Temporal data may be precise or imprecise. Representing and rea-
soning about these kinds of data in ontology still needs to be addressed.
A significant number of approaches exist. However, they handle only precise
temporal data and lack imprecise ones. In this paper, we propose a crisp-based
approach for representing and reasoning about temporal data in term of quan-
titative (i.e., time points that can be dates and clocks, and time intervals) as well
as qualitative relations (e.g., “before”) in ontology. It aims to support not only
precise time points and intervals, but also imprecise ones e.g., “The journey
starts by the beginning of June and ends by mid-June”. It relies only on crisp
exiting Semantic Web standards and it is modeled in crisp ontology. Our
approach is based on three blocks. (i) We extend the 4D-fluents approach with
new crisp ontological components to represent the mentioned precise and
imprecise temporal data. (ii) We extend the Allen’s interval algebra to reason
about imprecise time intervals. Compared to related work, our extension is
entirely based on crisp set theory. The resulting interval relations preserve many
of the desirable properties of the original algebra. We adapt these relations to
allow relating a time interval and a time point, and two time points; where time
points and intervals may be both precise or both imprecise. All proposed rela-
tions can be used for temporal reasoning by means of transitivity tables. (iii) We
propose an OWL 2 ontology based on our extensions. It proposes a set of
SWRL rules to infer the proposed qualitative temporal relations. A prototype
based on this ontology is implemented. We apply our approach to the Travel
ontology.
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1 Introduction

Temporal data given by people are often imprecise. For instance, if they give the
information “Holidays start by the end of May”, an imprecise measure is introduced.
Indeed, “by the end of May” could be May 28th, 29th, 30th or 31th. This paper focuses
on representing and reasoning about precise and imprecise temporal data in ontology.

In the Semantic Web field, many approaches have been proposed to represent and
reason about precise temporal data. However, most of them handle only time intervals
and associated qualitative relations i.e., they are not intended to handle time points and
qualitative relations between a time interval and a time point or two time points. Be-
sides, to the best of our knowledge, there is no approach devoted to handle imprecise
temporal data in ontology.

In our previous work [11], we have proposed a fuzzy-based approach for repre-
senting and reasoning about imprecise time intervals in ontology. It is entirely based on
fuzzy set theory and dates and time clocks are not considered. In this paper, we propose
a crisp-based approach for representing and reasoning about concepts evolving in time
in ontology. Quantitative temporal data, i.e., time points (that can be dates or time
clocks) and intervals, as well as qualitative ones (e.g., “before”) are taken into con-
sideration. Our approach supports not only precise time points and intervals, but also
imprecise ones, such as “The journey starts by June 5th and finishes by the end of
July”. We adopt only crisp existing Semantic Web standards. It is modeled in crisp
ontology. Our approach is based on three facets: (i) Representing precise and imprecise
temporal data in ontology by extending the 4D-fluents approach [25] with new crisp
ontological components. (ii) Reasoning about precise and imprecise temporal data by
extending the Allen’s interval algebra [1]. This latter proposes 13 temporal relations
between precise time intervals. However, it is not designed to handle imprecise time
intervals. Moreover, it is not intended to relate a time interval and a time point or even
two time points. We extend this algebra to propose qualitative temporal relations
between imprecise time intervals. Compared to related work, these relations are defined
based on crisp set theory. Properties of reflexivity/irreflexivity, symmetry/asymmetry
and transitivity are preserved. We adapt the resulting interval relations to propose
temporal relations between a time interval and a time point, and two time points that
may be precise or imprecise. All temporal relations that we propose can be used for
temporal reasoning by means of transitivity tables. (iii) Proposing an OWL 2 ontology
based on our extensions. It infers the proposed qualitative temporal relations via a set of
SWRL rules.

This paper is organized as follows. Preliminaries and related work are reviewed in
Sect. 2. We introduce, respectively, our approaches for representing and reasoning
about precise and imprecise temporal data in Sects. 3 and 4. In Sect. 5, we present our
ontology implemented based on our extensions. Section 6 presents some experimen-
tations. Section 7 summarizes our contributions and gives some future directions.
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2 Preliminaries and Related Work

Related work in the fields of temporal data representation in Semantic Web and Allen’s
interval algebra are discussed in this section.

2.1 Representing Temporal Data in the Semantic Web Field

There is a need for representing temporal data in ontology. However, representing
ontology languages such as OWL and RDF provide a minimal support. They are all
based on binary relations that simply connect two instances without adding any tem-
poral data. There is a significant number of approaches for representing temporal data
in ontology. We classify them into two categories: (i) approaches which extend the
OWL or RDF syntax to incorporate temporal data through defining new OWL or RDF
operators and semantics; and (ii) approaches which are implemented directly using
OWL or RDF to represent temporal data without extending their syntax.

One of the approaches that belongs to the first category is the Temporal Description
Logics [3]. It extends the standard description logics with new temporal semantics such
as “until”. This approach does not suffer from data redundancy and retain decidability.
However, extending OWL or RDF, which is a tedious task, makes it an avoidable
solution. Another approach is the Concrete Domains [18]. It requires introducing
additional data types and operators to OWL. Several implementations based on this
approach have been proposed, such as OWL-MeT [8] and TL-OWL [16]. Tempo-
ral RDF [12], which also belongs to the first category, uses only RDF triples. It does
not have all the expressiveness of OWL. It cannot express qualitative relations. In [15],
the authors present a comprehensive framework to incorporate temporal reasoning into
RDF.

The second category includes: Versioning [17], Reification [6], N-ary Relations
[20], 4D-Fluents and Named Graphs [23] approaches. Versioning is described as the
ability to handle changes in ontology by creating and managing different variants of it.
All the versions are independent from each other which require exhaustive searches in
the all versions. Reification is a technique for representing N-ary relations when only
binary relations are allowed. A new object is created whenever a temporal relation has
to be represented. N-ary Relations proposes to represent an N-ary relation as two
properties each related with a new object. It maintains property semantics. These
approaches suffer from data redundancy. Unlike them, 4D-fluents approach which
represents time intervals and their evolution in OWL, minimizes the problem of data
redundancy, as the changes occur only in the temporal parts and concepts varying in
time are represented as 4-dimensional objects with the 4th dimension being the tem-
poral data. The Named Graphs approach represents each time interval by exactly one
named graph, where all triples belonging share the same validity period. Reasoning and
querying are supported in [2, 5, 13, 14, 21].

All the reviewed approaches handle only precise temporal data and neglect
imprecise ones. They are not intended to handle time points and qualitative temporal
relations between a time interval and a time point or even two time points. Based on
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this study, we choose to extend the 4D-fluents approach to represent precise and
imprecise quantitative temporal data and associated qualitative temporal relations in
crisp ontology. Our choice is based on that we need an approach which relies on
existing OWL constructs. Therefore, we exclude the Temporal Description Logic,
Concrete Domain and Temporal RDF approaches. We also exclude the Named Graphs
approach as it does not support OWL and it is not a W3C compliant solution. Com-
pared to the Reification, N-ary Relations and Versioning approaches, the 4D-fluents
approach minimizes data redundancy as the changes occur on the temporal parts and
keep the static part unchanged.

2.2 Allen’s Interval Algebra: Definition and Extensions

13 qualitative relations between precise time intervals are proposed by Allen. Their
definitions are expressed in Table 1. A characteristic of Allen’s algebra is that we can
deduce new relations through the composition of other ones. For instance, “Before(A,
B)” and “Equals(B, C)” gives “Before(A, C)”. Allen’s interval algebra is not dedicated to
represent imprecise time intervals. Furthermore, it does not relate neither a time point
and a time interval nor two time points. Several approaches have been extended this
algebra. Some of them propose temporal relations between precise time intervals [4, 7, 9]
and other ones propose temporal relations between imprecise time intervals [10, 19, 22].
However, these extensions are based on theories related to imperfect data and cannot be
supported in the context of crisp ontology.

3 Our Crisp-Based Approach to Representing Precise
and Imprecise Temporal Data in Ontology

We extend the 4D-fluents approach to represent precise and imprecise quantitative
temporal data as well as associated qualitative temporal relations in ontology.

Table 1. Allen’s relations between two precise time intervals A = [A+, A–] and B = [B−, B+]

Relation(A, B) Relations between interval bounds Illustration Inverse(B, A)
Before A+ < B- After

Meets A+ =B- Met-by

Overlaps (A- < B-)  (A+ > B-)  (A+ < B+) Overlapped- 

Starts (A- = B-)  (A+ < B+) Started-by

During (A- > B-)  (A+ < B+) Contains

Ends (A- > B-)  (A+ = B+) Ended-by

Equals (A- = B-) (A+ = B+) Equals
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3.1 Quantitative Temporal Data Representation

We extend the 4D-fluents approach to represent: (i) precise and imprecise time points
and (ii) imprecise time intervals. Some of the introduced components are already
defined in OWL-Time1 ontology. Some others that we define, do not exist.

Representing Precise and Imprecise Time Points. We introduce a class “TimePoint”
and an object property “TsTimePoint”. The latter relates an instance of “TimeSlice”
and an instance of “TimePoint”. To express the dates and time clocks, we use the class
named “time:DateTimeDescription” defined in OWL-Time ontology.

We present precise time points (dates and time clocks). For the dates, let D, Mo and
Y be, respectively, precise day, month and year. We use three datatype properties from
OWL-Time named “time:day”, “time:month” and “time:year” to relate, respectively,
the “Date” class and D, Mo and Y. For instance, if we have “The journey begins in
June 05th 2019”, “June 05th 2019” is represented as a precise date. “time:day” has the
range “05th”, “time:month” has the range “June” and “time:year” has the range “2019”.
Similarly, for the time clocks, let S, Mi and H be, respectively, precise seconds,
minutes and hours. We use three datatype properties from OWL-Time named “time:
second”, “time:minute” and “time:hour”, to connect, respectively, the “Clock“class
with S, Mi and H. For instance, if we have “The breakfast in the hotel starts at
07:30:00“, “07:30:00” is represented as a precise time clock. “time:second” has the
range “00”, “time:minute” has the range “30” and “time:hour” has the range “07”.

We present imprecise time points (dates and time clocks). For the dates, let D, Mo
and Y be, respectively, imprecise day, month and year. We represent them by dis-
junctive ascending sets {D(1)…D(d)}, {Mo(1)…Mo(mo)} and {Y(1)…Y(y)}. As an
example “The price of the train tickets was much cheaper during the seventies”,
“during the seventies” is represented as the disjunctive ascending set {1970 … 1979}.
We define for each of D, Mo and Y, respectively, two datatype properties: “Has-
DayFrom” and “HasDayTo”, “HasMonthFrom” and “HasMonthTo”, “HasYearFrom”
and “HasYearTo”. They are all connected to the “Date” class. For instance, “The
journey begins by the June 05th, 2019”, “by the June 05th, 2019” is represented as an
imprecise date since the day part is imprecise. “HasDayFrom” has the range “03rd” and
“HasDayTo” has the range “07th”. Similarly, for the time clocks, let S, Mi and H be,
respectively, imprecise seconds, minutes and hours, represented by disjunctive
ascending sets {S(1)…S(s)}, {Mi(1)… Mi(mi)} and {H(1)… H(h)}. As an example “We
should finish the breakfast at most at 10 o’clock”, “at most at 10 o’clock” is represented
as the disjunctive ascending set {07 … 10}. We define for each of S, Mi and H,
respectively, two datatype properties: “HasSecondsFrom” and “HasSecondsTo”,
“HasMinutesFrom” and “HasMinutesTo”, “HasHoursFrom” and “HasHoursTo”. They
are all connected to the “Clock” class. For instance, if we have “We leave the hotel
after lunch before 5 pm. Lunch time is between 12 am and 02 pm.”, “after lunch
before 05 pm” is represented as an imprecise time clock. “HasHoursFrom” and
“HasHoursTo” have the ranges “02 pm” and “05 pm”.

1 https://www.w3.org/TR/owl-time/.
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Representing Imprecise Time Intervals. An imprecise time interval has beginning
and ending bounds. We represent them using instances of “TimePoint”. In our
extension, “time:hasBeginning” and “time:hasEnd” are object properties defining the
beginning and the ending bounds of the interval. They relate an instance of
“TimeInterval” (domain) and an instance of “TimePoint” (range). For example “We
will visit the national park at 14:30 and we will leave in the evening. The national park
closes at 22:00” We represent the time of the park closure “22:00” as a precise time
clock. We represent the duration of the visit as an imprecise time interval. The
beginning bound is represented as a precise time clock. The property “time:
hasBeginning” represents the range “14:30”. The ending bound is represented as an
imprecise time clock. It could be between 19:00 and 22:00. The property “time:
hasEnd” models the range “until the evening”. The properties “hasHoursFrom” and
“hasHoursTo” has the ranges “19” and “22”.

3.2 Qualitative Temporal Data Representation

Four temporal relations may exist between time points and time intervals: Point-Point,
Interval-Point, Point-Interval and Interval-Interval relations. Hence we assign four crisp
object properties. The property “RelationPoints” connects two instances of the
“TimePoint” class to represent Point-Point relations. “RelationIntervalPoint” property
connects an instance of the “TimeInterval” (domain) class and an instance of the
“TimePoint” class (range) to represent Interval-Point relation. “RelationPointInterval”
property connects an instance of the “TimePoint” (domain) class and an instance of the
“TimeInterval” class (range) to represent Point-Interval relation. “RelationIntervals”
connects two instances of the “TimeInterval” class to represent Interval-Interval rela-
tions. Figure 1 represents our 4D-fluents approach extension.

Fig. 1. Our 4D-fluents approach extension
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4 Our Approach to Reasoning About Precise and Imprecise
Temporal Data

Our approach consists of extending the Allen’s interval algebra to: (i) reason about
precise and imprecise quantitative temporal data to infer qualitative temporal relations
and (ii) to reason about the qualitative temporal relations to infer new ones.

4.1 Qualitative Temporal Relations

We define temporal relations in a crisp way. At the beginning, we propose qualitative
temporal relations between imprecise time intervals. Then, we adapt these relations to
relate a time interval and a time point or two time points.

Qualitative Temporal Relations between Time Intervals. The proposed temporal
relations are based on orderings between the time points contained in the intervals.
They may be expressed using time point comparators like the ones proposed in Vilain
and Kautz’s Algebra [24]. When considering precise time intervals, our approach
reduces to Allen’s interval algebra. We redefine the 13 Allen’s relations to propose
temporal relations between imprecise time intervals as shown in Table 2.

Qualitative Temporal Relations between a Time Interval and a Time Point. We
adapt the qualitative temporal relations between time intervals to propose relations be-
tween a time interval and a time point as shown in Table 3.

Table 2. Temporal relations between the imprecise time intervals A and B.

Relation(A, B) Definition Inverse(B, A)

Before(A, B) Precedes (A+(E), B–(1)) After(B, A)
Meets(A, B) Min (Same (A+(1), B–(1)) ^ Same (A+(E), B–(B))) Met-by(B, A)

Overlaps(A, B) Min (Precedes (A–(B), B–(1)) ^ Precedes (B–(B), A+(1)) ^
Precedes(A+(E), B+(1)))

Overlapped-by(B, A)

Starts(A, B) Min (Same (A–(1), B–(1)) ^ Same (A–(B), B–(B)) ^ Precedes
(A+(E), B+(1)))

Started-by(B, A)

During(A, B) Min (Precedes (B–(B), A–(1)) ^ Precedes (A+(E), B+(1))) Contains(B, A)
Ends(A, B) Min (Precedes (B–(B), A–(1)) ^ Same (A+(1), B+(1)) ^ Same

(A+(E), B+(E)))
Ended-by(B, A)

Equals(A, B) Min (Same (A–(1), B–(1)) ^ Same (A–(B), B–(B)) ^ Same (A+(1),
B+(1)) ^ Same (A+(E), B+(E)))

Equals(B, A)
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Qualitative Temporal Relations between Time Points. We adapt the qualitative
temporal relations between time intervals to propose relations between time points, as
shown in Table 4. For example, let N and R be two imprecise time points; represented
respectively using the disjunctive ascending sets {Just before lunch … One hour before
lunch} and {Just after lunch … Just before dinner}. We conclude that: After (R,
N) = 1.

4.2 Transitivity

The Allen’s transitivity table lets us obtain from R1(A, B) and R2(B, C) that R3(A, C)
holds, where A = [A–, A+], B = [B−, B+] and C = [C−, C+] are precise time intervals
and R1, R2 and R3 are Allen’s relations. Based on Table 1, we deduce from “During
(A, B)” and “Meet(B, C)” that “Before(A, C)” holds. “During(A, B)” means “Precedes
(B−(B), A–(1)) ^ Precedes(A+(E), B+(1))”, and “Meet(B, C)” means “Same(B+(1), C−(1)) ^
Same(B+(E), C−(B))”. Considering precise relations, our transitivity table coincides with

Table 3. Temporal relations between a time interval A and a point P

Relation (P, A) Definition Inverse (A, P)

Temporal relations between a precise time interval A and a precise time point P
Before(P, A) Precedes(P, A–) After(A, P)
After(P, A) Precedes(A+, P) Before(A, P)
Starts(P, A) Same(P, A–) Started-by(A, P)
During(P, A) Precedes(A–, P) ^ Precedes(P, A+) Contains(A, P)
Ends(P, A) Same(P, A+) Ended-by(A, P)
Temporal relations between an imprecise time interval A and an imprecise time
point P
Before(P, A) Precedes(P(P), A–(1)) After(A, P)
After(P, A) Precedes(A+(E), P(1)) Before(A, P)
Starts(P, A) Same(P(1), A–(1)) ^ Same(P(P), A–(B)) Started-by(A, P)
During(P, A) Precedes(A–(E), P(1)) ^ Precedes(P(P), A+(1)) Contains(A, P)
Ends(P, A) Same(P(1), A+(1)) ^ Same(P(P), A+(E)) Ended-by(A, P)

Table 4. Temporal relations between time points N and R.

Relation(N, R) Definition Inverse(R, N)

Temporal relations between precise time points N and R
Before(N, R) Precedes(N, R) After(R, N)
Equals(N, R) Same(N, R) Equals(R, N)
Temporal relations between imprecise time points N and R
Before(N, R) Precedes(N(P), R(1)) After(R, N)
Equals(N, R) Same(N(1), R(1)) ^ Same(N(P), R(L)) Equals(R, N)
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the Allen’s one. We introduce three transitivity tables2 to reason about the qualitative
temporal relations between a time interval and a time point and time point relations.

5 Our Ontology for Representing and Reasoning About
Precise and Imprecise Temporal Data in OWL2

Based on our extensions of the 4D-fluents approach and Allen’s interval algebra, we
implement our OWL 2 temporal ontology. We instantiate the crisp object properties
{“RelationIntervals”, “RelationIntervalPoint”, “RelationPointInterval” and “Rela-
tionPoints”} based on our Allen’s extension. Our ontology proposes a set of SWRL
rules to infer missing qualitative temporal relations. For each temporal relation, we
associate an SWRL rule to deduce it from the quantitative temporal data given by the
user. Based on the transitivity tables, we associate an SWRL rule for each transitivity
relation.

6 Experimentations

To validate our approach, we introduce a prototype based on our proposed ontology.

6.1 Our Ontology-Based Prototype

Our ontology-based3 prototype offers user interfaces to explore our approach. It is
implemented based on JAVA language. It uses JENA API4 and SPARQL-DL API5 for
managing and querying crisp ontology. First, the user instantiates our ontology. After
each new temporal data input, the “Qualitative Temporal Data Inference” component is
automatically executed to infer missing data. It is based on the proposed SWRL rules.
The third component allows users to query our ontology via SPARQL queries.

6.2 Application to the Travel Ontology

We apply our work to the Travel ontology6. It needs to be extended to represent and
reason about precise and imprecise temporal data (we merge our temporal ontology and
the Travel ontology). For example: “The journey starts by the end of the school year.
The school year ends by the end of June. The journey lasts 7 days. The program of the
journey contains two main activities. The first one lasts 3 days and the second lasts 2
days”. Let P = {June 27th…June 30th} be an imprecise time point which represents
the end of the school year. Let A = [A–, A+] and B = [B−, B+] be two imprecise time
intervals representing the durations of both activities. Assume that A– = {June 29th…

2 https://cedric.cnam.fr/*hamdif/upload/DEXA19/Transitivity_Tables.pdf.
3 http://cedric.cnam.fr/isid/ontologies/files/CrispTimeOnto.html.
4 https://jena.apache.org/.
5 http://www.derivo.de/en/resources/sparql-dl-api.html.
6 https://protege.stanford.edu/junitOntologies/testset/travel.owl.
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June 30th}, A+ = {01st July … July 2nd}, B− = {July 02nd… July 03rd} and B+= {July
03rd…July 04th}. The associated qualitative temporal relations “BeforeIntervals” and
“AfterIntervals” are inferred based on the second component of our prototype.

7 Conclusion and Future Directions

In this paper, we introduce our crisp-based approach for representing and reasoning
about temporal data in terms of quantitative and qualitative relations in ontology. It
supports precise and imprecise time points and imprecise time intervals in ontology. It
is based only on existing crisp Semantic Web standards.

Our approach is based on three contributions. The first one is about extending the
4D-fluents approach with crisp components to represent precise and imprecise time
points, precisely dates and time clocks, and imprecise time intervals. The second
contribution consists of extending the Allen’s interval algebra in a crisp way to reason
about precise and imprecise temporal data. It preserves reflexivity/irreflexivity,
symmetry/asymmetry and transitivity. We introduce four transitivity tables to reason
about the resulting temporal relations. The third contribution is about creating an
ontology based on our extensions. A prototype is created to explore our approach. Our
Allen’s interval algebra extension can be applied to other research fields such as
databases. Our approach can be implemented with crisp standards and researchers are
not obliged to learn technologies related to fuzzy ontology. Thus, it is suitable for
marketed products.

We plan to extend our work to handle other imperfections such as the uncertainty.
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Abstract. Both multi-criteria recommendation and context-aware rec-
ommendation are well addressed in previous research but separately in
most of existing work. In this paper, we aim to contribute to the under-
explored research problem which consists in tailoring the multi-criteria
rating predictions to users involved in specific contexts. We investigate
the application of simultaneous clustering based on the application of a
spectral partitioning graph method over situational contexts in the one
hand and criteria in the other hand. Besides, we conjecture that even
with similar criteria-related ratings, the importance of criteria might dif-
fer among users. This idea leads us to use prioritized aggregation oper-
ators as means of multi-criteria rating aggregations. Our experimental
results on a real-world dataset show the effectiveness of our approach.

Keywords: Recommender system · Multi-criteria · Context

1 Introduction

The key problem of recommendation is designing the utility function that mea-
sures the usefulness of items to target users. Traditionally, recommender systems
are based on a single-criterion utility function. Some studies have begun employ-
ing multi-criteria recommender systems (MCRS) [1,10,12] that model a user’s
utility of an item as a vector of ratings along several criteria.

Yet, previous recommenders have highlighted the impact of context dimen-
sions (e.g., time, location, etc.) on user’s judgments. In this respect, several
researches have been devoted to context-aware recommender systems (CARS) [2].

However, most of previous CARS still consider single item ratings while either
the item criteria and their strength might evolve while context evolves.

In our work, we attempt to contribute to this under-explored research
area. Specifically, we explore the idea of clustering situational recommendations
c© Springer Nature Switzerland AG 2019
S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 211–221, 2019.
https://doi.org/10.1007/978-3-030-27618-8_16
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embedding users providing similar criteria ratings to target items under similar
contexts. Our assumption is that users in similar contextual situations tend to
have similar interests for similar criteria. Following this assumption, we consider
the joint clustering of two types of entities, where both contextual situations and
criteria are simultaneously assigned to clusters. Then, users’ predicted criteria
ratings from the co-clusters are aggregated based on their personal preferences.
We formulate the recommendation problem in terms of two sub-problems: (1)
Criteria rating prediction: we transform the first sub-problem to a bipartite graph
partitioning problem that we solve using the well known spectral co-clustering
[5]. Then, we exploit the obtained co-clusters with a rating prediction algorithm
for predicting criteria ratings. (2) Overall rating prediction: the key issue within
this second sub-problem is the design of an appropriate aggregation of the cri-
teria ratings resulting from the co-clusters. Therefore, we explore the use of two
prioritized aggregation operators [3,4], where the criteria weights are computed
on the basis of their priority order in accordance with the users’ interests.

2 Related Work

2.1 Multi-criteria Recommender Systems

One of the popular efficient MCRS approaches is the aggregation-based one
[12,14] which builds an aggregation function f (Eq. 1) that represents the rela-
tionship between the overall rating r0 and the criteria ratings (r1, .., rN ):

r0 = f(r1, .., rN ) (1)

In [7,10], a linear aggregation function was applied to predict the overall rating
using criteria preferences. In [12], Zheng used criteria chains for multi-criteria
rating predictions and conditional aggregations by viewing the criteria predic-
tions as contexts. These criteria ratings are predicted and employed in the chain,
which might lead to an accumulated loss while predicting the global rating.

2.2 Context-Aware Recommender Systems

The first category of work in this area, considers context in a single-criterion
based recommendation framework. For example, in [2], a context-aware matrix
factorization (CAMF) was proposed for item rating prediction.

Unlikely, the second category of work which is closest to ours, explores the
exploitation of context information in addition to multi-criteria ratings to pro-
vide more accurate predictions [9,14]. Li et al. [9] defined a 4-order tensor recom-
mendation space, where the contextual information and the multi-criteria rat-
ings are considered besides the users and items. This tensor was then reduced by
using the relevant context to find the closest neighbors based on the multi-linear
singular value decomposition. Recently, Zheng [14] integrated context informa-
tion into four MCRS baselines. The independent and dependent methods were
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used for the multi-criteria rating predictions step, and the linear and conditional
aggregation methods for the rating aggregations step.

Beside the differences in the used prediction methods, what basically differen-
tiates our proposal is considering that criteria are both item and user-dependent.

3 Context-Aware Multi-criteria Recommendation
Framework

3.1 Basic Notation

User’s Situational Context. A user’s situational context refers to the situa-
tion characterized by a user involved in a specific surrounding context. We rep-
resent distinct pairs (user, context) as distinct contextual situations. Let users
set, noted Us is represented by Us = {u1, .., uk}, where k is the total number of
users, and contexts Co are represented by Co = {co1, .., col}, where l is the total
number of contexts. A contextual situation is built up as an entity noted sij ,
represented by a contextual situation that implicitly refers to the pair user ui in
context coj . For care of the simplicity of the notations, sij is noted as si where i
is in the range 1..m leading the whole set of situations noted as S = {s1, .., sm}.

Criteria. The criteria set contains rated item aspects involving in situa-
tional contexts. The set of entities referring to rated item criteria is noted
C = {c1, .., cn}, where n is the number of criteria considered for rating an item.

Situational Bipartite Graph. A situational bipartite graph is a triple G =
(S, C, E) where S, C are the two vertex sets and E is the set of edges that
connect nodes from vertex S to vertex C such as (E = <si, cj> | si ∈ S, cj ∈
C).

3.2 Situational Bipartite Graph Co-clustering

We focus on extending the conventional rating prediction process using a co-
clustering method to find sub-groups of contextually similar users and criteria
that these users are interested in. Our driving hypothesis is the following:

H: “Users in similar contextual situations tend to have similar
interests for similar criteria”.

To solve the partitioning problem, we employ the popular spectral co-
clustering algorithm [5] which approximates the normalized cut of the bipartite
graph to find co-clusters. An approximate solution to the optimal normalized
cut may be found via the decomposition of the normalized m × n rating matrix
R as follows: Rn = D

−1/2
1 R D

−1/2
2 , where D1 is the diagonal matrix with entry

i equal to
∑

j Rij and D2 is the diagonal matrix with entry j equal to
∑

i Rij .
Then, the singular value decomposition of the resulting matrix Rn = UΣV �

provides the desired partitions of the rows and columns of R. U is an m × m
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matrix, Σ is an m × n diagonal matrix, and V T is the transpose of an n × n
matrix. The columns of U and V are called the left and right singular vectors
respectively. A subset of the left singular vectors will give the users’ situational
contexts partitions, and a subset of the right singular vectors will give the criteria
partitions. Later, the singular vectors are used to build the matrix Z.

Z = D
−1/2
1 UD

−1/2
2 V

Finally, the resulting matrix Z is decomposed using k-means++ to obtain the
desired co-clusters to be used as input to the prediction process detailed below.

3.3 Rating Prediction Algorithm

Criteria Rating Predictions. The Algorithm 1 aims to provide, as an out-
put, the criteria predicted ratings for each co-cluster of situational contexts and
criteria. As stated in the algorithm, for each co-clusterk, we can extract a rat-
ing sub-matrix Rk ∈ R

mk×nk from the original rating matrix R ∈ R
m×n, mk

and nk denote respectively the number of users’ situational contexts and criteria
in co-clusterk. Then, we use the Matrix Factorization (MF) [8] as the rating
prediction algorithm on each obtained sub-matrix Rk due to its efficiency and
scalability. In line 2, the algorithm calls the MatrixFactorization function. This
routine applies the MF algorithm where we assume there are F hidden factors,
which capture users’ situational contexts features and criteria features to model
users’ preferences. Matrix factorization algorithm works by decomposing the mk

× nk rating sub-matrix Rk into the product of two lower dimensionality matri-
ces. Users’ situational contexts are represented by a mk × F matrix called P ,
where each row of P would represent the strength of the associations between a
user’s situational context and the features. In order to relate users’ situational
context with criteria, the latter are also represented by a matrix called Q, where
each row of Q would represent the strength of the associations between a cri-
terion and the features. P and Q are learned using stochastic gradient descent
method by minimizing the rating prediction errors. The predicted preference r̂ij
of a user’s situational context si for a criterion cj can be computed as follows:

r̂ij = piqj
T (2)

Overall Rating Prediction. We make the first attempt to apply “Scoring”
and “And” prioritized aggregation operators [3,4] for overall rating prediction.
The criteria weights depend on users’ preference order of criteria extracted on
the basis of their expressed criteria ratings. Besides, regarding the problem of
contextual recommendation at hand, we conjecture that the criteria strength
also varies in accordance with users’ contexts. Hence, the prioritized operators
allow flexible personalization of the overall rating prediction by considering the
criteria weights based on users’ criteria preferences under different contexts.
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Algorithm 1: Criteria Rating Prediction for each Co-cluster
Input: Rating matrix with multicriteria: R ∈ R

m×n, the number of co-clusters:
L, and the number of factors: F .

begin
for each co-cluster k ∈ {1, .., L} do

1 Rk=ExtractSubmatrix (R,co-clusterk)
2 Pk,Qk=MatrixFactorization(Rk,F )

for each i ∈ Pk do
for each j ∈ Qk do

for each t ∈ {1, .., F} do
3 r̂ij= pi,t × qj,t

Output: Criteria predicted ratings

The importance weight computation of a criterion ci, with i �= 1, depends on
users’ preference order of criteria, and depends also on both the weight associated
to criterion ci−1, and the preference of ci−1. The user preference ordering of the
considered criteria is based on computing an average score for each criterion
in accordance with the users expressed criteria ratings. More formally, let C =
{c1, ..., cN} be a set of ordered criteria, where c1 presents the most preferred
criterion and cN is the least one. We indicate by wp the importance weight of
the criterion cp ∈ C for a given item and user’s context. The weights associated
with the ordered criteria are computed as follows:

– The weight associated with the most important criterion c1 is set to be 1.
– The weights of the other criteria cp for p ∈ [2, N], are computed as follows:

wp = wp−1.rp−1 (3)

rp−1 denotes the preference rating given by a user on criterion cp−1 of an item.
We define in the following a new way in which the function f (See Eq. 1) is
defined according to the mentioned prioritized aggregation operators.

– Prioritized “Scoring” operator (Fs): This operator calculates the overall
item rating r0 from several criteria evaluations, where the weight associated
with each criterion depends both on the weights and on the preferences of the
most important criteria. The higher the satisfaction degree of a more impor-
tant criterion, the more the satisfaction degree of a less important criterion
impacts the overall rating. Fs is defined as: Fs : [0, 1]N −→ [0, N]

r0 = Fs(r1, .., rN ) =
N∑

p=1

wp.rp (4)

For example, let us consider that a user is looking for an hotel. His choice
depends on two criteria c1 = “comfort” and c2 = “inexpensiveness” with c1
> c2. An hotel with a “comfort” degree of 1 and an “inexpensiveness” degree
of 0 would have an overall rating of 1.
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– Prioritized “And” operator (Fa): This operator models a situation where
the overall rating r0 strongly depends on the importance of the least satisfied
criterion. If it is the most important criterion, the value of the least satisfied
criterion is considered as the overall rating merely. Fa is defined as follows:
Fa : [0, 1]N −→ [0, 1]

r0 = Fa(r1, .., rN ) = min
p∈[1,N ]

({rp}wp) (5)

Let us come back again to the previous example. c1 = “comfort” and c2 =
“inexpensiveness” with c1 > c2. Here, an hotel with a “comfort” degree of
1 and a “inexpensiveness” degree of 0 would have an overall rating of 0. So
in this case, the under-satisfaction of the inexpensiveness criterion cannot be
compensated by the satisfaction of the “comfort” criterion.

4 Experimental Evaluation

4.1 Experimental Settings

The only suitable dataset with respect to our evaluation purpose is TripAdvisor
data [6] since: (1) user’s context is available based on a contextual dimension
which refers to the season. This contextual dimension is derived from the trip
date expressed in months in the dataset (e.g., March, April and May are the
spring season months). (2) Users’ ratings of seven individual criteria, plus one
overall rating are provided. The used criteria are: value for the money, quality of
rooms, the hotel location, cleanliness of the hotel, experience of check-in, overall
quality of service and business services. There are a total of 22.130 ratings given
by 1502 users on 14.300 hotels. The bipartite graph modeling is built upon
m = 3916 users situational contexts connected to n = 7 criteria.

We measure the performance by mean absolute error (MAE) on this dataset
by adopting a training-testing methodology for both parameter tuning and eval-
uation. For this purpose, we fixed a splitting ratio of training/test of 80/20. For
comparison, we used a single rating approach (BiasMF [8]), multi-criteria rat-
ing approaches (Agg [1], CluAllCrit [10], CIC [12], CCA [12], CCC [12]) and a
context-aware rating approach (CAMF [2]).

4.2 Research Hypothesis Validation

To validate our research hypothesis H (See Sect. 3.2), we perform a statisti-
cal analysis to determine the strength of the relationships between contextu-
ally similar users according to their criteria importance. More precisely, we run
a correlation analysis on all the users providing criteria preferences of simi-
lar items in similar context situations from the real-world TripAdvisor dataset.
First, we compute the importance of each criterion for each user to identify
users preferred criteria according to their contexts [11]. Having computed the
users criteria importance, we examine the strength of the relationship between
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these users with respect to their criteria importance through the computation
of the Spearman’s rank correlation coefficient. To interpret the strength of the
obtained correlation coefficient values, we use the rule of thumb (See Fig. 1). We
can clearly see from Fig. 1, the high percentage of the very strongly correlated
users in similar situations. This result shows that the majority of contextually
similar users achieve a fairly strong positive correlation coefficient with respect
to their interests for similar criteria which represents a good agreement between
contextually similar users on criteria importance order. Hence, we could con-
jecture that the more similar the users contexts, the more these users tend to
have similar criteria importance which provides a strong support for our research
hypothesis H.
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Fig. 1. Distribution of the correlation measures between users’ criteria importance in
similar contexts

4.3 Evaluation of the Prioritized Aggregation Operators

We begin by tuning the latent factor number F which is one of the important
parameters for matrix factorization. As shown in Fig. 2(a), we can observe, when
F is equal to 12 the MAE of our proposal using “And” operator declines to the
lowest in cluster 2 and cluster 3. So, we come to a conclusion that F = 12 is a
better choice for both cluster 2 and cluster 3. For cluster 1 and 4, the MAE of
“And” operator model shows a good prediction accuracy when F = 10. While
the prediction accuracy of “Scoring” operator model in all clusters improves
as the number of latent factors reaches 10 (Fig. 2(b)). Then, we assess in this
experimental scenario, the effectiveness of the “Scoring” and “And” prioritized
operators for improving the overall rating prediction in comparison with the
standard “Average” operator. Particularly, to evaluate the joint effect of the
aggregation operators and the number of co-clusters on rating prediction accu-
racy, we experiment different numbers of co-clusters ranging from 2 to 10. From
Fig. 3, we can observe that the “Scoring” operator (resp. the “And” operator)
achieves an average improvement of 19.9% (resp. 14.6%) over the “Average”
aggregation operator for a number of co-clusters ranging from 5–8. This result
confirms the effectiveness of the prioritized combination of the considered cri-
teria in the co-clusters, which allows flexible personalization of the overall pre-
diction results according to users’ preferences. The “Scoring” operator is the
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best performing operator in these comparisons due to the appropriateness of the
importance order of relevant criteria in accordance with users’ contexts. Fig. 3
also reveals that the prediction accuracy is affected by the number of co-clusters.
We can observe that the accuracy slightly increases as the co-clusters number
increases from 2 to 4 since the information within each co-cluster is more tied to
users. However, when the co-clusters number continues to increase, the predic-
tion accuracy tends to be steady. This observation could be explained by the fact
that increasing the number of co-clusters would lead to divide the rating matrix
into several more small sub-matrices. Yet, the criteria rating prediction using the
MF algorithm requires a sufficient volume data to provide accurate predictions.
Thus, under a reasonable threshold of data provided by the co-clusters, the cri-
teria aggregation process can not achieve good results, which have a downside
effect on the prediction quality. Therefore, we fix the number of co-clusters to 4
for the prioritized operators and 3 for the “Average” operator.
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Fig. 2. F variation on the prioritized operators
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4.4 Comparison Effectiveness Evaluation with Baselines

The multi-criteria baselines results are reported from the published correspond-
ing research papers referenced in Table 1 using their optimal parameters and
using the same dataset we used in our experiments. While the results of the
other categories of baselines are obtained from the toolkit CARSKit [13].

In Table 1, IR Scoring and IR And indicate the improving rate achieved
using the “Scoring” and the “And” operators respectively. According to Table 1,
our proposed approach is able to outperform the baselines by achieving higher
prediction accuracy. More precisely, our model based “Scoring” operator allows
achieving a considerable improvement of +72.1%, +72.9% and +62.4% over Agg,
CIC and CCA models respectively. The same trend of improvement holds for
the model based on the “And” operator. These results could be explained by the
fact that the multi-criteria Agg, CIC and CCA models use either a traditional
way for predicting multi-criteria ratings, a linear aggregation, or both which may
decrease prediction accuracy. The multi-criteria algorithm based on clustering
(CluAllCrit) which uses a linear aggregation degrades the prediction results com-
pared with other multi-criteria algorithms. Therefore, our model allows a huge
improvement over CluAllCrit (+482.4% by the “Scoring” operator and +434.7%
by the “And” operator), this may be because the problem with the automatic cri-
teria coefficients obtained by the linear aggregation function. Even when employ-
ing a clustering technique to enhance prediction results, using such coefficients in
the aggregation process may generate many rating prediction results with nega-
tive values or outside of the [1..5] scale. Comparing with the CCC model, which
considers criteria dependency to predict the criteria ratings and uses conditional
aggregations, there is a little difference in the accuracy results between this lat-
ter model and ours. These results reveal that there might exist complementary
criteria affecting the user’s choice for choosing an item. Meanwhile, using a con-
ditional aggregation may not always be a good choice, since CIC model which
uses a conditional aggregation performs worse than CCA model which uses a
linear function.

For the contextual baseline, CAMF works better than the majority of base-
lines but still outperformed by our model (+46.2% using the “Scoring” operator
and +34.2% using the “And” operator); this may be because it does not take
extra information such as multi-criteria ratings.

Overall, our results indicate that particularly in situations where different
criteria ratings are available, it can be advantageous to consider the criteria
strength with respect to user’s context. This explanation is corroborated by
cross-comparing the results obtained using the prioritized operators in the one
hand versus the average aggregation and the CAMF approach on the other hand.
We can see that the MAE decreased from 0.639 to 0.570 when leveraging context
and decreased more to less 0.480 when additionally applying the prioritized
operators.
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Table 1. Comparison results for the rating prediction task

Category Algorithms MAE IR Scoring IR And

Traditional single BiasMF [8] 0.894 +104.5% +87.8%

Multi-criteria rating approaches Agg [1] 0.752 +72.1% +57.9%

CIC [12] 0.756 +72.9% +58.8%

CCA [12] 0.710 +62.4% +49.2%

CCC [12] 0.460 +5.3% −3.5%

CluAllCrit [10] 2.545 +482.4% +434.7%

Context-aware rating approach CAMF [2] 0.639 +46.2% +34.2%

Our model Average 0.570 - -

Scoring 0.437 - -

And 0.476 - -

5 Conclusion

In this paper, we have proposed a context-aware recommendation approach that
relies on multi-criteria rating predictions. The key characteristics of the proposed
approach consist in jointly clustering users involved in contextual situations while
rating items with respect to multiple facets. For this purpose, we used the spec-
tral graph partitioning method. The obtained co-clusters provide partial user’s
item ratings that are aggregated using prioritized aggregation operators which
allow tailoring the criteria strengths to the user’s preferences.

The experiments shows that: (1) the prioritized operators outperform basic
average aggregation but that improvement is achieved only with a limited num-
ber of co-clusters and that (2) the co-clusters of contextual situations and criteria
provide relevant signals about the users’ perceptions about item aspects.

In the future, we plan to evaluate our recommendation framework on other
datasets allowing a multi-dimensional-based context evaluation. Within this line
of work, we will support our model with an in-depth analysis of the users’ ratings
on item aspects in various contexts and study the correlation between them.
This analysis would give insight into the relevance of extending the bipartite
graph to deal with different context nodes and the usefulness of filtering relevant
interactions between contexts and item criteria before applying the aggregation.
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Abstract. One of the main constructs of graph processing is the two-
level nested loop structure. Parallelizing nested loops is notoriously
unfriendly to both CPU and memory access when dealing with real graph
data due to its skewed distribution. To address this problem, we present
SilverChunk, a high performance graph processing system. SilverChunk
builds edge chunks of equal size from original graphs and unfolds nested
loops statically in pull-based executions (VR-Chunk) and dynamically in
push-based executions (D-Chunk). VR-Chunk slices the entire graph into
several chunks. A virtual vertex is generated pointing to the first half of
each sliced edge list so that no edge list lives in more than one chunk.
D-Chunk builds its chunk list via binary searching over the prefix degree
sum array of the active vertices. Each chunk has a local buffer for conflict-
free maintenance of the next frontier. By changing the units of schedul-
ing from edges to chunks, SilverChunk achieves better CPU and mem-
ory utilization. SilverChunk provides a high level programming interface
combined with multiple optimization techniques to help developing effi-
cient graph processing applications. Our evaluation results reveal that
SilverChunk outperforms state-of-the-art shared-memory graph process-
ing systems by up to 4×, including Gemini, Grazelle, etc. Moreover, it
has lower memory overheads and nearly zero pre-processing time.

Keywords: Graph processing · Parallel scheduling · Chunking

1 Introduction

1.1 Background

Graphs are commonly used to represent interactions between real world entities.
Graph analytics are algorithms that extract information from a graph, which are
widely used in social network analytics, transportation, ad and e-commerce rec-
ommendation systems. As a result, a large number of graph processing systems
are proposed to facilitate graph analytics. Recently there is a rising interest of
building multi-core shared memory graph processing systems on a single machine
because (1) distributed graph systems incur a lot of communication overheads;
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(2) real world graphs, e.g., Twitter’s follower graph, despite its billions of edges,
can still fit into main memory; and (3) memory capacity and bandwidth are
increasing and will keep increasing in the near future. These systems [5,6,8–14]
process a big graph in main memory of a single high-end server with large RAM
space. They provide high level interfaces for programming simplicity and aim at
full utilization of all CPU and memory resources without manual tweaking. For
example, Ligra [9] provides two simple primitives, EdgeMap and VertexMap, for
iterating over edges and vertices respectively in parallel. These simple primitives
can be applied to various graph algorithms which operate on a subset of vertices
during each iteration.

1.2 Problems

Parallel graph processing is nontrivial due to complex data dependencies in
graphs, however, it is essential for efficient graph analytics. In this paper we dis-
cuss two problems of building an high-performance in-memory graph processing
system.

Preliminaries. In-memory graph processing systems often organize outgoing
edges in the Compressed Sparse Row (CSR) format and incoming ones in the
Compressed Sparse Column (CSC) format, as shown in Fig. 1. A frontier is a
subset of the vertices which are active in the current iteration, as shown in Fig. 2.
Graph algorithms visit the destination vertices of the active edges and apply an
algorithm-specific function to propagate the value from each edge’s source to its
destination. This operation is repeated until the current frontier is empty or user
defined condition is met. We refer to this process as frontier-based computing.

0 4 5 5 7

1 2 3 4 2 2 4 1
4

0

21

3

0 1 2 3 4
Index

Dest

Src
CSR

0 0 2 5 6

0 4 0 1 3 0 0 3

0 1 2 3 4
Index

Src

Dest
CSC

0 1 2 3 4 5 6 7 0 1 2 3 4 5 6 7

Fig. 1. Compressed Sparse Row/Column format

The frontier structure may be implemented either as a bitmap (dense format)
or as an array directly storing the vertex IDs (sparse format). Which one is better
depends on the density of the frontier. Frontier-based computing can have two
different execution modes, namely push and pull. Both modes contains a two-
level nested loop. In push mode, frontiers are used in the outer loop and updates
are propagated from active vertices to their neighbors, while in pull mode, the
outer loop is the entire vertex list and each vertex receives updates from its
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Fig. 2. Frontiers in a simple BFS algorithm

in-bound edges by checking if the source vertex is inside the current frontier
or not. There are active researches [1,7] studying whether to push or pull. The
basic principle is to push when the frontier is sparse and to pull if otherwise. As
a result, graph processing engines like Ligra [9] automatically switches between
these two execution modes based on the density of the current frontier.

Problems. We discuss the following two problems:

– In both execution modes, the outer loop is parallelized in order to lever-
age the multiple cores of modern processor chips. Unfortunately, due to the
power-law nature of real world social graphs, only a small fraction of vertices
has a significant large number of neighbors while a major fraction of vertices
has relatively few neighbors. As a result, parallelizing only the outer loop is
insufficient as it can lead to significant load imbalance. One naive approach
is to use traditional parallel schedulers such as Cilk [2] or OpenMP [3] to
parallelize the inner loop. However, this approach can lead to numerous con-
flicting writes and scheduling overhead which completely negates the benefits
of the pull execution mode. Grazelle [5] solves this problem by introducing
a scheduler-aware interface that allows programmers to directly operates on
the internal structure of the execution unit of the underlying scheduler. It
provides thread local storage for local updates and merge buffers for global
updates in order to achieve conflict-free parallelization. However the imple-
mentation is architecture-specific and requires additional efforts to implement
even a simple graph algorithm.

– In push mode, due to the sparsity of the frontier, there is a high probability
that the next frontier will also be sparse, hence building the next frontier as
a sparse array instead of a bitmap is more efficient. However, building sparse
frontiers in parallel is nontrivial. Ligra [9] does this by first allocating a scratch
buffer that is large enough to hold all possible vertices in the next frontier,
and then computing an offset array via parallel prefix summing over the active
vertices’ degrees in the current frontier. When a vertex successfully updates
one of its neighbor, Ligra puts the neighbor into the scratch place pointed
by its corresponding offset and atomically adds one to the offset. Finally it
gathers all the valid vertices inside the scratch buffer into the next frontier.
This process is both CPU and memory unfriendly. It scatters the vertices in
the scratch buffer with random writes and relies on atomic instructions to
synchronize the updates of the offset values.



SilverChunk: An Efficient In-Memory Parallel Graph Processing System 225

1.3 Our Solutions and Contributions

To address these problems, we present SilverChunk, a graph processing system
that enables balanced execution of parallel nested loop and conflict-free frontier
maintenance. SilverChunk consists of two different chunking schemes, namely
VR-Chunk for pull mode and D-Chunk for push mode. It also provides a high level
programming interface with additional optimizations. The main contributions of
our work are summarized as follows:

– VR-Chunk. We show that our VR-Chunk solves the first problem in a clean
way. Instead of tuning the parallel scheduler, we change the scheduling unit
directly from vertices to chunks. VR-Chunk splits the edge list statically into
small chunks and generates additional virtual vertices to ensure conflict-free
updates.

– D-Chunk. To tackle the second problem, we propose D-Chunk, a dynamic
chunking scheme that applies to sparse frontiers. Since the vertices in a sparse
frontier is discrete in memory, we build a list of virtual chunks that contains
the information to help iterate over the edge list one piece of at a time.
A virtual chunk provides a scratch space to aggregate vertices for the next
iteration, which alleviates concurrent conflicts when building sparse frontiers.

– Hybrid Polymorphic Interface and Optimizations. We propose a new
programming interface addressing different execution modes and graph algo-
rithm properties for further optimizations. We design a new execution mode:
AllPull mode, which optimizes the execution when the current frontiers are
very dense.

– Extensive Experiments. We carry out extensive experiments using both
large-scale real-world graphs and synthetic graphs to validate the performance
of SilverChunk. Our experiments look into the key performance factors to
all in-memory systems including the pre-processing time, the computational
time and the effectiveness of main memory utilization. The results reveal
that SilverChunk outperforms the state-of-the-art graph processing systems
in most test cases by up to 4×.

The rest of this paper is organized as follows. Section 2 describes the
main constructs of SilverChunk. Section. 3 shows the high level programming
interface and additional optimizations. Section 4 contains experimental results.
Finally, Sect. 5 discusses the related works and Sect. 6 gives the concluding
remarks.

2 Constructs

The main constructs of SilverChunk are the two chunking schemes: VR-Chunk
and D-Chunk. Both schemes output similar chunk structures which are used to
iterate over the input graphs. As a result, we unfold the nested loop into one
flat loop which is efficient for parallel scheduling.
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2.1 VR-Chunk

In pull-based execution, we always iterate over the entire edge list to pull updates
from the active vertices, thus the chunking scheme is static. Figure 3 shows how
chunks are built from the original CSC array. Due to the dense feature of the
frontier in pull mode, we assume that every edge requires the same amount of
computation. Hence we slice the edge list into several chunks with equal number
of edges, and assign each thread the same number of chunks to process.

Each chunk only needs to maintain five data fields: the starting and the
ending destination vertices, the first edge, the virtual vertex and the last edge.
The first two fields are obvious. As VR-Chunk might break the edge list, we
need to maintain the first edge at each boundary. These fields form the real
part of a chunk. The interesting one is the virtual vertex field, which stores the
virtual vertex’s ID, referring to the virtual part of a chunk. A different approach
of dealing skewed distribution would be directly slicing the giant vertices into
small virtual vertices. However, it cannot generate balanced chunks with respect
to the edge number. VR-Chunk always slices giant vertices if its neighbor size is
greater than the chunk size. Virtual vertices are used as delegates to the real
vertices so that each vertex is assigned to exact one chunk. Virtual vertices are
appended at the end of the vertex array to enlarge the vertex space so that the
application data such as the PageRank value array gets transparently expanded
too. Therefore, every application data gets a dedicated merge buffer which is
appended at the end and there is no need to explicitly maintain a separate one.

2.2 D-Chunk

In push-based execution, since the active frontier is known only at runtime,
VR-Chunk cannot be applied directly. Also the push execution always incurs
random writes, synchronization is unavoidable. However, we can still benefit from
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chunking because it allows the destination vertices be collected in a conflict-free
manner, therefore improving the sparse frontier’s maintenance.
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Fig. 4. D-Chunk

To build a chunk list dynamically in push-based execution, we extend the
sparse frontier construction process used in Ligra [9], which requires calculat-
ing the prefix sum of the degree array. Figure 4 shows the building process of
D-Chunk. An astute reader might notice that we need to rebuild the chunk list
every time when entering push mode. This might sound problematic but actu-
ally building a chunk list for sparse frontier is very fast. Since we already have
the prefix sum of the vertices’ degrees in the current frontier during the original
construction process, the running time of building the chunk list is proportional
to the logarithm of the frontier’s size. The additional work that D-Chunk does is
a binary search to generate chunks with equal number of edges.

Each chunk only needs to maintain four data fields: the starting source vertex,
the first and last edges, and the frontier offset. The first three data fields are used
together with the current sparse frontier to iterate over the active edges. The
frontier offset is a variable that helps collecting the vertices into the next sparse
frontier. Since it is local to each chunk and there is no inter-chunk parallelism,
the collecting process is conflict-free. Moreover, it generates sequential writes for
each chunk. Hence the frontier maintenance is both CPU and memory friendly.
Note that by using chunking in push mode, we can reuse the parallel scheduler
in pull mode, which leads to better thread locality too. The actual scheduler is a
simple thread pool implemented using a user-space thread barrier. Each thread
is bound to a unique CPU core and the scheduler does round-robin work-stealing
over the chunk list.
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3 Implementations and Optimizations

Both VR-Chunk and D-Chunk are computational efficient but may require some
amount of work to implement an actual graph algorithm based on them. As a
result, we provide abstractions to hide the implementation details of the chunk
internals. In this section we discuss the high level API design of SilverChunk
and its optimizations.

3.1 Programming Interface

There are two commonly used APIs for graph processing systems: edge-based and
list-based. Ligra [9] uses an edge-based API which allows users to only implement
edge updating logic without caring about frontier maintenance. However, it also
prevents the application to do customized optimizations since the actual execu-
tion context is limited to only one edge. On the other hand, Gemini [15] exposes
a list-based API for the end users which allows application based optimizations,
such as merging application states locally and doing vectorized processing. How-
ever, it requires the end users to maintain the next frontier in application code
which is nontrivial for sparse frontiers. Therefore Gemini only uses dense fron-
tiers. Moreover, a direct implementation of list-based API can lead to workload
imbalance due to the skewed distribution of a input graph.

As a result, we adopt these two API styles into SilverChunk and propose a
hybrid interface. For push mode, we use the edge-based API similar to Ligra. The
main reason is, since we are already doing random writes in push mode, there
is little chance for a list-based API to provide further optimizations. Instead,
we can hide the nontrivial frontier maintenance from the end users. An actual
implementation of graph algorithms in push mode is instantiated as a push
operator. A push operator accepts a source vertex and a destination vertex.
It requires synchronization when updating to the destination vertex. A push
operator can return a boolean value indicating whether the destination vertex
should be put into the next frontier. It can also return nothing so that any sane
compilers will get rid of unnecessary instructions of the frontier maintenance.

For pull mode, we use the list-based API similar to Gemini. Thanks to our
VR-Chunk scheme, giant vertices are already sliced, so workload balance is guar-
anteed. The running instance is called the pull operator. A pull operator
accepts the starting and ending pointers of a source edge list, a real destina-
tion vertex and a destination vertex that might be real or virtual. Every update
is guaranteed to be conflict-free when the pull operator is executed in parallel.
The destination vertex is equal to the real destination vertex unless the vertex
has its source edge list sliced by VR-Chunk. In that case, it is equal to the cor-
responding virtual vertex. In additional, pull mode also requires a pull reduce
operator to be specified so that at the end of each iteration, all virtual vertices’
states are merged to their corresponding real ones.

Listing 1 shows a vanilla implementation of the PageRank algorithm using
the SilverChunk’s API. The graph argument contains the input graph data and
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is able to run a graph algorithm. The Algorithm class is instantiated with the
aforementioned three operators, written as C++ lambdas.

void PageRankFunction ::run(Graph & graph) {

... // initialization code

Algorithm algo(

[&]( UInt32 s, UInt32 d) {// push

atomicAdd(pr_new[d], pr[s]); },

[&]( UInt32* b, UInt32* e, UInt32 rd, UInt32 d) {// pull

Float y = 0;

while (b < e) y += pr[*b++];

pr_new[d] = y; },

[&]( UInt32 rd, UInt32 d) {// pull reduce

atomicAdd(pr_new[rd], pr_new[d]); }

);

while (! finish) {

graph.run(algo);

... /* other related code */ }}

Listing 1. Page Rank Implementation

3.2 Optimizations

In the previous section we briefly described the polymorphism of the push oper-
ator, which enables optimizations when returning nothing. We call algorithms
having this kind of operators Immutable since the frontier does not change after
each iteration. We also identify other properties of graph algorithms for poten-
tial optimizations, as shown in Table 1. When all vertices are activated, the code
path of propagating updates can be further optimized by removing unnecessary
checks. We refer to this execution mode as AllPull.

Table 1. Algorithm properties

Algorithm Immutable Bypassable Idempotent

PageRank �

BFS � �

Components �

BellmanFord �

An algorithm is Bypassable if every vertex is supposed to be activated only
once. An example is the simple breadth first search algorithm which finds any one
traversing tree from the starting vertex. As shown in Listing 2, the Algorithm
class accepts a Bypassable flag that checks if a vertex is already activated and
can be bypassed for any further updates. When Bypassable is specified, the
frontier maintenance does not interact with the application, hence it can be
optimized statically. Note that the pull reduce operator is not needed in this
algorithm.
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void SimpleBFSFunction ::run(Graph & graph) {

... // initialization code

Algorithm algo(

[&]( UInt32 s, UInt32 d) {// push

parent[d] = s; },

[&]( UInt32* b, UInt32* e, UInt32 rd , UInt32 d) {// pull

while (b < e)

if (graph.isActive (*b)) { parent[rd] = *b; return; }},

Bypassable ());

while (! finish) {

graph.run(algo);

... /* other related code */ }}

Listing 2. Simple BFS Implementation

An algorithm is Idempotent if algorithm correctness is not affected by prop-
agating updates from inactive vertices to their neighbors. An example is the
label propagation algorithm for computing connected components. As shown
in Listing 3, the Algorithm class accepts a Idempotent threshold that switches
to AllPull execution when current frontier’s density is greater than the thresh-
old. The reason of specializing this property is because when frontiers are near
full, AllPull is faster than normal pull mode.

void LabelPropagationFunction ::run(Graph & graph) {

... // initialization code

Algorithm algo(

[&]( UInt32 s, UInt32 d) {// push

return writeMin(id[d], id[s]); },

[&]( UInt32* b, UInt32* e, UInt32 rd , UInt32 d) {// pull

UInt32 m = MAX_UINT32;

while (b < e) if (graph.isActive (*b)) m = min(m, *b);

if (m < id[rd]) { id[d] = m; return true; }

return false; },

[&]( UInt32 rd, UInt32 d) {// pull reduce

writeMin(id[rd], id[d]); },

Idempotent (0.5));

while (! finish) {

graph.run(algo);

... /* other related code */ }}

Listing 3. Label Propagation Implementation

4 Experiments

In this section, we evaluate SilverChunk’s performance using a physical server
with four applications (PageRank, BFS, WCC and BellmanFord) and five
datasets (RMat24, RMat27, Twitter, Powerlaw and USARoad). The physical
server contains two Intel Xeon E5-2640v4 CPUs with 128 GB memory. We synthe-
sized graphs using the R-MAT generator, following the same configuration used by



SilverChunk: An Efficient In-Memory Parallel Graph Processing System 231

the graph500 benchmark. The synthetic power-law graph (PowerLaw) with fixed
power-law constant 2.0 was generated using the tool in PowerGraph [4], which
randomly samples the degree of each vertex from a Zipf distribution and then
adds edges. We also use two types of real-world datasets, a social network graph
(twitter-20101) and a geometric graph (USARoad2). All graphs are unweighted
except USARoad. To provide a weighted input for the SSSP algorithm, we add a
random edge weight in the range [1, 100] to each edge. Following Table 2 shows
the basic information of used datasets .

Table 2. Data set

Dataset Vertex Num Edge Num Avg Deg Max Indeg Max Outdeg Size (CSV)

RMat24 16M 0.3B 16.0 18.0K 17.3K 4.0GB

RMat27 134M 2.1B 15.8 0.90M 0.86M 34GB

Twitter 42M 1.5B 35.3 0.77M 3.0M 25GB

Powerlaw 10M 0.1B 9.2 10 2.1M 1.4GB

USARoad 23M 58M 2.4 9 9 1.3GB

We compare SilverChunk to a number of different in-memory graph engines.
Primarily, we compare SilverChunk with Ligra [9], Polymer [13], Gemini [15],
Grazelle [5] and Galois [8] as these systems achieves state-of-the-art performance
on a single-machine environment using in-memory storage. We run these systems
with four graph algorithms on five different data sets using two different config-
uration of one commodity machine (Dell PowerEdge R730xd). We run iterative
algorithms like Pagerank (PR) as well as traversal algorithms such as Bellman-
Ford (BF) algorithm on these engines. This allows a comparison on how well a
graph engine can handle different kinds of graph algorithms with different graph
data distributions. The detailed information of the evaluated graph algorithms
are as follow:

PageRank (PR) computes the rank of each vertex based on the ranks of its
neighbors. We use the synchronous, pull-based PageRank in all cases and apply
the division elimination optimization to all applications except Grazelle.

Breadth-first search (BFS) traverses an unweighted graph by visiting the
sibling vertices before visiting the child vertices. The source is vertex one for
this test.

Connected components (CC) calculates a maximal set of vertices that are
reachable from each other for a directed graph. All systems adopt label propaga-
tion algorithm except Galois, which provides a topology-driven algorithm based
on a concurrent union-find data structure.

1 http://law.di.unimi.it/datasets.php.
2 http://www.dis.uniroma1.it/challenge9/.

http://law.di.unimi.it/datasets.php
http://www.dis.uniroma1.it/challenge9/
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Table 3. Running times (in seconds) of algorithms over various data sets

System Data set PR (5 iterations) BFS CC SSSP

one cpu two cpus one cpu two cpus one cpu two cpus one cpu two cpus

SilverChunk R-Mat24 1.35 0.84 0.13 0.10 0.79 0.48 3.50 2.49

R-Mat27 9.52 5.86 0.62 0.42 5.56 2.69
��
7.66

��
4.63

Twitter 4.55
��
2.64 0.41 0.30

��
4.49 2.35 7.54 4.59

Powerlaw 0.34 0.21 0.13 0.10
��
0.53 0.27 0.93 0.64

US Road 0.36
��
0.23

��
0.55

��
0.80

���
23.18

���
15.01

����
117.29

���
70.19

Ligra R-Mat24 2.78 1.81 0.23 0.20 1.93 1.03
��
3.84

��
2.51

R-Mat27 19.13 14.80 1.07 1.06 13.32 7.62 7.84 5.08

Twitter 9.18 6.69 0.68 0.61 10.97 6.75
��
7.65

��
5.03

Powerlaw 0.94 0.72 0.18
��
0.12 1.44 0.98

��
1.26 0.93

US Road 0.88 0.65 1.46 1.57 62.42 40.12 169.23 87.26

Polymer R-Mat24 4.71 1.88 0.26 0.22 1.64 0.80 4.23 2.53

R-Mat27 43.98 19.08 1.36 1.04 13.82 6.58 9.48 4.91

Twitter 28.82 12.02 0.79 0.65 16.51 8.61 7.69 5.15

Powerlaw 1.54 0.71 0.18 0.20 1.58 1.02 1.29 0.73

US Road 0.61 0.52 1.21 1.25 82.94 45.59 258.03 180.71

Gemini R-Mat24
��
1.52

��
0.85 0.18 0.14 3.12 1.35 7.06 3.55

R-Mat27
��
9.64

��
6.14 0.86 0.76 18.28 8.77 16.21 8.14

Twitter
��
4.88 2.56 0.56 0.74 19.06 9.84 12.66 6.51

Powerlaw 0.46 0.41 0.15 0.23 1.25 0.54 1.39
��
0.72

US Road 0.61 0.31 20.42 21.64 176.23 123.24 533.04 379.54

Grazelle R-Mat24 2.18 1.42
��
0.14

��
0.13

��
1.02

��
0.63 No Impl

R-Mat27 13.30 9.05
��
0.69

��
0.70

��
7.67

��
4.36

Twitter 6.27 3.81
��
0.54

��
0.44 6.27 4.47

Powerlaw
��
0.45

��
0.33

��
0.14 0.13 0.88 0.43

US Road
��
0.39 0.22 2.91 1.85 26.23 15.66

Galois R-Mat24 5.09 2.72 0.61 0.32 1.04 0.64 4.40 4.18

R-Mat27 36.93 20.48 4.14 2.41 7.87 4.90 7.40 4.48

Twitter 10.47 6.12 2.19 1.55 3.86
��
2.48 90.92 69.74

Powerlaw 1.71 0.86 0.38 0.22 0.51
��
0.35 3.88 4.27

US Road 4.40 2.15 0.33 0.30 0.81 0.45 0.90 1.02

Fastest time is denoted as underline. Second fastest time is denoted as
�������
underwave.

Single-source shortest-paths (SSSP) computes the distance of the shortest
path from a given source vertex to other vertices. The source is vertex one for
this test. All systems implement SSSP based on the Bellman-Ford algorithm
with synchronously data-driven scheduling, while Galois uses a data-driven and
asynchronously scheduled delta-stepping algorithm.

4.1 Graph Algorithm Test

Table 3 gives a complete runtime comparison. Of all the test cases, we report the
execution time of their five runs. For PageRank algorithm, SilverChunk achieves
optimal performance against other systems using only one CPU. Gemini and
Grazellel are the second best. With two CPUs enabled, systems like Polymer,
Gemini and Grazelle scales better than SilverChunk, however SilverChunk
still holds three best results out of five. On the other hand, the graph traversal
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algorithms, including BFS, CC and SSSP, are not sensitive to the memory
accesses of NUMA systems, since they have much fewer active vertices in each
iteration, resulting in fewer memory accesses. Therefore, SilverChunk outper-
forms all other systems except Galois, which either adopts different algorithms
for the problem or uses specialized scheduler for asynchronous execution. In
most test cases, SilverChunk takes a leading position, except the USRoad graph.
For high-diameter graphs like USRoad, the asynchronous scheduling and special
implementations in Galois are able to exploit more parallelism for the graph
traversal algorithms, such as CC and SSSP. In general, our graph chunking
technique achieves 99% of CPU usage without any dynamic coordination in pull
mode. It also gives consistent load balance in push mode.

4.2 VR-Chunk Test

As can be seen from Fig. 5, compared to other systems, VR-Chunk does not intro-
duce pre-processing overheads, while still achieves the best performance. Figure 6
compares the running time of the PageRank algorithm on the twitter graph
with three different implementations: Cilk [2], VR-Chunk and VR-Chunk with
work-stealing. The static execution of VR-Chunk already excels the Cilk sched-
uler. Adding a simple chunk-based work-stealing mechanism gives another 10%
performance gain.

Fig. 5. Comparision among different
systems

Fig. 6. Comparision with hand-written
code

4.3 AllPull Test

We test different thresholds of AllPull execution combined with adaptive Push-
Pull switching. Figure 7 shows the test result of running the Connected Com-
ponents algorithm. With AllPull mode enabled, we get 30% performance gain.
All three different data set achieve the best running time when the threshold
is between 0.3 and 0.5. Therefore it can serve as a proper reference value for
optimizing idempotent algorithms.
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Fig. 7. Connected components execution time with different AllPull thresholds

4.4 NUMA and Cache Optimization Test

Since NUMA based engine Polymer [13] does not reveal proper performance,
and cache based engine Cagra [14] does not open source their code, we imple-
ment both optimization schemes in order to complete our testing. We also
combine NUMA and cache optimizations along with the optimizations used in
SilverChunk. As can be seen from Table 4, both NUMA or cache optimizations
can effectively improve the performance. The last column lists the memory con-
sumption with values related to the lowest one. Cache optimization gives better
running time than NUMA optimization but it introduces a huge amount of mem-
ory consumption and pre-processing time. SilverChunk gives further improve-
ments in all optimization combinations, and it is more effective when there is
no NUMA or cache optimization applied, which suggests that SilverChunk not
only balances workloads, but also optimizes memory accesses. Notice that both
NUMA and cache optimizations in this test have their pre-processing time longer
than the actual running time. As a result, Whether to enable such optimization
needs further considerations.

Table 4. PageRank (5 iters) over Twitter-2010

Nested loop VR-Chunk Pre-processing Peak memory

No NUMA, No Cache 3.13 s 2.64 s 0 s 1.0

NUMA, No Cache 2.28 s 2.08 s 3.83 s 1.05

No NUMA, Cache 1.91 s 1.68 s 6.52 s 1.56

NUMA, Cache 1.67 s 1.55 s 11.84 s 1.64

5 Related Works

The field of single machine graph processing in main memory has seen efforts in
both parallel scheduling and graph partitioning. Ligra [9] proposes an EdgeMap
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interface to hide the inner loop parallelism, however it does not solve the actual
workload imbalance issue. Grazelle [5] adopts a schedule-aware to achieve work-
load balance which however makes graph applications hard to implement. Poly-
mer [13], Gemini [15] and Grazelle [5] are exponents in NUMA optimizations.
They partition graph into subgraphs for each NUMA node, trying to reduce
remote memory access. However it takes more time in pre-processing and its
effectiveness is related to the graph data distribution and the actual running
modes. For sparse frontiers, pre-partitioned graphs are less effective. Systems
like GRACE [12] and Cagra [14] partition the input graph even further, at the
CPU cache level. Cagra manually partitions the graph in order to make sure one
batch of concurrent workload would end up only reading data from CPU’s LLC.
However, this adds a lot of complexity to the initialization process, and similar to
NUMA-aware partitioning, it barely helps when the frontiers are sparse. Graph-
Grind [10] uses partition-based optimization only when the frontier’s density
exceeds certain threshold, which is 50% in their experiments, while still keeps
the vanilla CSR/CSC formats for sparse and medium-dense frontiers. However,
they add one additional copy of the graph data to store the partitioned graph,
resulting in 50% more memory consumption.

6 Conclusion

We present SilverChunk, an efficient in-memory parallel graph processing sys-
tem running on a single machine. SilverChunk solves the workload imbalance
issue of frontier-based computing by unfolding the nested loop into a flat loop
over a chunk list. We extend the chunking scheme to support both pull and
push modes and provide a unified high level API for implementing graph appli-
cations. In addition, we address new optimization opportunities based on differ-
ent execution modes and algorithm properties, and use a policy based API to
automatically apply the corresponding optimizations. Currently SilverChunk
cannot handle graphs too big to fit into main memory. We plan to extend the
ideas presented in this paper to external memory and distributed environment
in near future.
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Abstract. In this work, we propose an approach for efficient question
answering (QA) of simple queries over a knowledge base (KB), whereby
a single triple consisting of (subject, predicate, object) is retrieved from
a KB for a given natural language query. In fact, most recent state-of-
the-art methods exploit complex end-to-end neural network approaches
to achieve higher precision while making it difficult to perform detailed
analysis of the performance and suffering from long execution time when
training the networks. To this problem, we decompose the simple QA
task in a three step-pipeline: entity detection, entity linking and rela-
tion prediction. More precisely, our proposed approach is quite simple
but performs reasonably well compared to previous complex approaches.
We introduce a novel index that relies on the relation type to filter out
subject entities from the candidate list so that the object entity with
the highest score becomes the answer to the question. Furthermore, due
to its simplicity, our approach can significantly reduce the training time
compared to other comparative approaches. The experiment on the Sim-
pleQuestions data set finds that basic LSTMs, GRUs, and non-neural
network techniques achieve reasonable performance while providing an
opportunity to understand the problem structure.

Keywords: Question answering · Knowledge base

1 Introduction

Large scale knowledge bases like Freebase [2], consist of a large pool of informa-
tion with real-world entities as nodes and their relations as edges. Each directed
edge, along with its head entity and tail entity, constitute a triple, i.e., (head
entity, relation, tail entity), which is also named as a fact. Because of their
large volume and complex data structures, it is difficult for non-technical users
to access the substantial and valuable knowledge in them. To bridge this gap,
Question answering over knowledge base (KB) aims at automatically translating
c© Springer Nature Switzerland AG 2019
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the end users’ natural language questions into structured queries and returning
entities from the KB as answers. For example, given a question “where was
Barack Obama born?”, simple Question answering over KB aims at identify-
ing its corresponding triple, i.e., (Barack Obama, people/person/place/of/birth,
Honolulu). Recent developments in deep learning have triggered a line of work
that have attracted many researchers to investigate more end-to-end approaches
together with complex neural network architectures that performs well on a vari-
ety of natural language processing tasks like opinion extraction [10], sentence
classification [11] etc. It is, however, difficult to perform detailed analysis of the
performance in the end-to-end setting and they also suffer from long execution
time when training the networks.

We focus on simple factoid questions based on the simpleQuestions bench-
mark [3], in which answering a question requires the extraction of a single fact
from the knowledge base. We decompose the simple question-answering task
in three different components: (1) Entity detection where standard Recurrent
Neural Network (RNN), and Conditional Random Field (CRF) are applied to
identify entities in the question, (2) We then link the identified entities to there
corresponding nodes in the KB using an inverted index to generate a candidate
list with their respective score and (3) Relation prediction where a question is
classified as one of the relation types in the KB, we apply standard (RNN) plus
standard Convolutional Neural Network (CNN) to do this.

In our work we make the following contributions; (i) Propose a simple yet
effective approach, our approach is faster/efficient to train the network and
performs reasonably well compared to previous complex approaches of Bodes
et al. [3], Golub and He [8], Lukovinikov et al. [14], that apply end-to-end neural
network on a similar task of simple question answering. (ii) Introduce a novel
index that relies on the relation type to filter out subject entities from the can-
didate list so that the object entity with the highest score becomes the answer
to the question.

2 Related Work

For several years, research has been conducted on question answering by directly
parsing the natural language question into a structured query using semantic
parsing [12], more recent work includes designing knowledge specific logical rep-
resentation and grammar parsing [1]. In his work, Bodes et al. [3], proposed
the single-relation factoid question answering. This work introduces a Simple-
Questions data set which has 108,442 questions built on Freebase and proposes
a memory network to solve the simple question answering task. This prompted
a line of work that have led researchers like Golub and He [8], Lukovinikov
et al. [14], Dai et al. [6] to apply even more complex neural network architectures
to address this problem. Golub and He [8] proposed a character-level attention-
based encoder-decoder model, Lukovinikov et al. [14] applies a hierarchical word-
level and character-level question encoder to train a neural network in an end-to-
end manner. Dai et al. [6] proposes a conditional probabilistic framework using
BIGRUs to infer the target relation first and then the target subject associated
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with the candidate relations. Yin et al. [19] used character-level convolutional
Neural Network for entity linking and a separate word-level convolutional Neural
Network with attentive max-pooling that models the relationship between the
predicate and question pattern more effectively. Yu et al. [20] applied a resid-
ual hierarchical BILSTM that performs hierarchical matching between questions
and knowledge base relations for relation prediction, the results were then com-
bined with the entity linking output. The above deep learning approaches, exploit
increasingly complex techniques. Our work builds on a related work by Ture and
Jojic [18] which argues that baseline methods when fully explored can equally
produce competitive results. His work applies simple recurrent neural network
and urges that taking advantage of the problem structure yields accurate and
efficient results compared to complex neural network methods.

With the goal of enhancing the performance of the simple question answering
system using baseline methods, we examine the necessity of complex models for
the simple question answering task as applied by previous related work, and we
do this by exploring the performance of baseline methods both standard neural
network and non neural network techniques that perform reasonably well on a
similar task.

3 Proposed Approach

The task of question answering over knowledge base for simple questions can
be formally represented as follows; Let G = {(si, pi, oi)} be the knowledge base
representing a set of triples where si represents a subject entity, pi a predicate
also denoted as a relation, oi an object entity. Given a simple natural language
question q represented as a sequence of words, q = {w1, w2, ..., wT }, the simple
question answering task is to find a triple (ŝ, p̂, ô) ∈ G such that ô is the intended
answer to the question.

We therefore formulate this task to finding the right subject ŝ and predicate
or relation p̂ referred to in the question q that characterizes a set of triples in
the knowledge base G that contain the answer ô to the question.

3.1 Entity Detection

To identify the entity in the question we formulate this as a sequence labeling
problem where each word or token is tagged as entity or non-entity; I: entity and
0:non-entity. We apply both neural network and non-neural network methods to
this task.

In Fig. 1, Each question word/token is represented with a word embedding,
the input word representation is then combined with the hidden layer repre-
sentation from the previous time step using either BiLSTM [9] or BiGRU [4]
standard RNNs which then applies a non-linear transformation to compute the
hidden layer representation at the current time step. The final hidden represen-
tation at the current time step is then projected to the output dimensional space
and normalized into a probability distribution via a softmax layer.
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Fig. 1. RNN architecture for entity
detection

Fig. 2. RNN architecture for relation
prediction.

Gated recurrent units (GRU) Fig. 3, are commonly used due to their ability
to process longer sequences. As we read the sentence from left to right, the
GRU is going to have a new memory variable called the memory cell C<t>,
so that when the network gets further into the sentence it can still remember
the subject of the sentence. At time step t the GRU will output an activation
function equivalent to the memory cell at that time step. The current memory
cell C<t> at time step t is computed by interpolating between the previous
hidden state C<t−1> at previous time step and the candidate state Ĉ<t> at
the current time step; C<t> = Γu � Ĉ<t> + (1 − Γu) � C<t−1>. With Γu as
the update vector and � the element wise vector product. For interpolation,
the update gate which determines how much of the previous state is leaked
into the current state Γu is computed using the current input X<t> and the
previous state C<t−1> as Γu = σ(Wu[C<t−1>,X<t>] + bu). Where Wu and bu

are parameter metrics to be learned during training and σ the Sigmoid activation
function σ(x) = 1

1+e−x applied element wise to the vector entries. The update
gate can decide to forget the previous state altogether or copy the previous state
and ignore the current input. The candidate memory cell/hidden state at the
current time step Ĉ<t> is computed based on the current input X<t> and the
previous hidden state C<t−1> give by Ĉ<t> = tanh(Wc[Γr � C<t−1>,X<t>] +
bc). Wc and bc are parameter metrics, tanh the hyperbolic tangent activation
function and Γr is the reset gate which determines the parts of the previous
state ignored in computation of the candidate state and it is computed as Γr =
σ(Wr[C<t−1>,X<t> + br]) with Wr and br the parameters.

We also apply Conditional random field (crf) to sequence labeling [13]
to compare the entity detection performance with RNN. CRF, represents the
probability of a hidden state sequence given some observations. Given x; input
sequence, x = (x1, x2, ..., xm) and s = (s1, s2, ..., sm) the output states (crf tags),
the conditional probability cp; is given by cp = p(s1, s2, ..., sm|x1, x2, ..., xm).
We define a feature map as Φ(x1, x2, ..., xm, s1, s2, ..., sm) ∈ Rd. This feature
map, maps x paired with s to d : dimensional feature vector. The probability is
therefore modeled as a log linear p(s|x,w) = exp(w.φ(x,s))

∑
s

′ exp(w.φ(x,s′ ))
with parameter

vector w ∈ Rd. s’ ; ranges over all possible outputs. We estimate the parameter
vector w by assuming that we have a set of n labeled samples {(xi, si)}n, i = 1.
The regularized log likelihood is given by L(w) =

∑n
i=1 log p(si|xi, w)− λ2

2 ||w||22−
λ1||w||1, where λ2

2 ||w||22 and λ1||w||1 forces w to be small in the respective
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Fig. 3. Schematic representation of GRU

norm. The parameter vector w* is estimated as w∗ = argmax(w ∈ RdL(w)).
If we estimate w* the parameter vector, we can then find the most likely tag a
sentence s* for a sentence x by s∗ = argmaxsp(s|x : w∗).

We train crf using Stanford Named Entity Recognizer (NER) [7], a tool that
labels word sequences in the sentence into four classes; person, organization, loca-
tion and non-entity. This tool extracts features such as current/previous/next
word, POS tag, character n-gram etc, and trains a crf model.

We tagged the question into four classes, the first three classes of (person,
organization, and location) were tagged as entity. So we ultimately have two tags
in our experiment of entity and non-entity and trained the stanford NER on the
training set and labeled the test set questions.

3.2 Entity Linking

The generated candidate entities are then linked to the actual knowledge base
node. We use 2M Freebase subset as our knowledge base. For linking the
extracted entity to the actual knowledge base node, we build different indexes
using dictionaries in python. First, a names index which maps all entity machine
identifiers (MID’s) in the Freebase subset to their names in the Freebase names
file [6]. Second, the inverted index to map any entity n-gram to all nodes in the
knowledge base, this association of entity n-grams to nodes in the knowledge
base is computed by term frequency inverse document frequency (tf-idf). For
example; assuming a node referring “Barack Obama” exists in the knowledge
base, the tf-ifd weights would be computed by; I(“Barack”) → {node: ei, score:
tf-idf(“Barack”, “Barack Obama”)} and I(“Barack Obama”) → {node: ei, score:
tf-idf(“Barack”, “Barack Obama”)} We perform this for every n-gram of every
entity node in the KB. We are able to generate a list of candidate entities with
their associated scores. Once we have a list of candidate entities, we use each
candidate node as a starting point to reach candidate answers. We limit our
search to a single hop for the purpose of the current approach and retrieve all
nodes that are reachable from the candidate where the path from is consistent
with the predicted relation.
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3.3 Relation Classification

We classify the question as one of the freebase knowledge base relation types.
There are 1,837 unique relation types in Freebase, And the task is to do a
large scale classification with 1,837 possible labels to assign the relation type
to the question. Assuming we have a question “how old is barack obama”, the
relation type which refers to the date of birth is “people/person/bornOn”. We
examine a model similar to that of entity detection. The difference is that relation
classification is not a tagging task, we therefore base the classification decision
on the output of the last hidden layer for prediction as shown in Fig. 3.

We also apply Convolutional Neural Networks CNN for relation classi-
fication, similar to Kim et al. [11]. We modify the multi-channel model described
in his paper to a single static channel instead, and apply the same model to our
task of relation classification. We adopt CNNs because of their ability to do
extract local features by sliding filters over the word embeddings.

The sentence is represented by concatenating words and padding where neces-
sary as follows; x1:n = x1⊕x2⊕....⊕xn, and we use convolutional filters to gener-
ate new features from a window of words as represented by ci = f(W.xi:i+h−1+b).
We apply the filter to each of the possible window of words in the sentence to
produce a feature map represented by c = [c1, c2, . . . , cn−h+1]. We then use the
max-over-time pool over the filter to take the maximum value as a feature cor-
responding to this particular filter. The idea is to capture the most important
feature, which is basically one with the highest value for each feature map. And
finally these features are passed on to the fully connected softmax layer whose
output is the probability distribution over labels. We are able to come up with a
relation type for each of the questions in the data set from the relation prediction
step.

3.4 End to End Question Answering

After generating the candidate entities with their respective scores, and the
relation types in the previous steps, we come up with all possible (entity, relation)
pairs, from which we believe we can get an answer to the question. The next
step is to filter out those entity nodes that do not seem to have an answer to
the question. For example if we had a question “how old is Barack Obama”
which has a relation type “people/person/bornOn”, to do filtering, we look
at the relation type, and all those candidate entity nodes with a different relation
type leading to another node are filtered out. Only those with a relation type
leading to another node similar to the one generated are kept and the entity
node with a high score in the remaining candidate list has an object entity node
which is the answer to the question.

4 Experiment and Results

4.1 Experimental Setup

We experiment on the SimpleQuestions benchmark [3], with Freebase as the
knowledge base [2]. We experiment on a 2M Freebase subset to be able to
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compare with previous work that applied a similar subset as the knowledge base.
In freebase knowledge base, entities are connected by predefined predicates con-
necting from the subject to the object. A triple (Subject, Predicate, Object)
denoted as (S, P, O) which describe a fact for example (Barack Obama,
people/person.bornOn, 8/4/1961) refers to the fact that Barack Obama’s
date of birth is 8th, April 1961. We use the training, validation and test splits
of 75,910, 10,845 and 21,687 questions respectively as provided by the data-
set in our experiment. We initialize the model word embeddings with a 300-
dimensional pre-trained vectors provided by Glove [15]. The pre-trained word
embeddings implicitly integrate word semantics inferred from large text corpus
based on the distributional hypothesis [17]. The pre-trained word embeddings
allows to find better matches between words in the question and subject labels
or relation URI’s. It also allows to handle unseen words during training when it
comes to testing.

We compute precision, recall and F1 for every sequence tags against the
ground truth for evaluation in entity detection. We evaluate recall for top results
at k (R@k) for both entity linking and relation prediction to see if the correct
answer appears in the top k results. The final prediction is marked as correct if
both entity and relation match the ground truth in end-to-end evaluation. We
follow Bodes et al. [3] to do this and we measure accuracy which is equivalent
to R@1.

We also use the Stanford Named Entity Tagger (NER) [7] a tool for label-
ing word sequences in the sentence to conduct the experiment with conditional
random field (crf).

4.2 Results

In this subsection, we present our results on the SimpleQuestions task and we
begin with the results on each individual component.

Entity Detection: Table 1 shows each models’ results on the task of entity
detection. We evaluate the precision, recall and F1-score on the token span level.
This means that the predicted entity token span exactly matches the ground
truth (a true positive span). The results reveal that RNN (LSTM & GRU)
perform better with F1-score of 92.5% for the GRU. It can also be noticed that
the crf result of 90.2% is comparable.

Entity Linking: Table 2 shows the performance of each model on the entity
linking task. The CRF entity linking results accuracy is comparable to both
LSTM and GRU. Although the crf may have performed slightly lower than the
LSTM and GRU on entity detection, the bottleneck is entity linking because
there are more entities in the knowledge graph with the same label which makes
it difficult to identify the correct entity.
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Table 1. Entity detection results for a
given model.

Model Split P (%) R (%) F1 (%)

LSTM Val 91.89 92.87 92.26

LSTM Test 91.08 91.21 91.53

GRU Val 92.56 93 92.78

GRU Test 92.09 92.92 92.5

CRF Val 90.71 89.92 90.36

CRF Test 90.72 89.8 90.2

Table 2. Entity linking results for a given
model.

Model Split R@1 R@5 R@10 R@20

LSTM Val 0.679 0.827 0.863 0.889

LSTM Test 0.662 0.811 0.849 0.876

GRU Val 0.676 0.825 0.86 0.885

GRU Test 0.661 0.808 0.848 0.876

CRF Val 0.663 0.809 0.845 0.871

CRF Test 0.649 0.796 0.834 0.861

Table 3. Relation prediction
results for a given model.

Model Split P (%) R@3 R@5

GRU Val 82.22 93.75 95.93

GRU Test 81.59 93.68 95.76

LSTM Val 81.76 93.73 95.85

LSTM Test 81.28 93.66 95.47

CNN Val 82.88 93.75 95.86

CNN Test 81.92 93.68 95.64

Table 4. End to end combination of entity
detection and relation prediction models.

Entity Relation Accuracy

BiLSTM BiGRU 74.64

BiLSTM CNN 74.63

BiLSTM BiLSTM 74.59

BiGRU BiGRU 74.54

BiGRU CNN 73.92

CRF CNN 73.42

CRF BiGRU 73.39

CRF BiLSTM 73.34

Model Description Accuracy

Yin et al. 2016 Max-pooling 76.4

Dai et al. 2016 Probabilistic 75.7

Lukovinikov 2017 Neural embedding 71.2

Golub and He 2016 Character-based 70.9

Bodes et al. 2015 Memory network 62.7

Relation Prediction: For the task of predicting the relation type of the ques-
tion, the relation or predicate is given in the data-set. We conduct a large scale
classification with 1,837 possible labels to assign a relation type to the question.
In Table 3 we can see that on precision, CNN out performs both RNN’s (LSTM
and GRUs). We however see that both RNN and CNN retrieval results (R@3)
are essentially similar but RNN better at (R@5).

Table 4 shows end-to-end results for various combinations of entity detec-
tion and relation prediction on test set. The best model combination which
achieves 74.64% accuracy is the BiLSTM for entity detection and BiGRU for
relation prediction. When we replace BiLSTM with CRF for entity detection,
the accuracy decrease by only 1.25 this shows that non neural network baselines
can still perform well. Despite the immense contribution of neural networks to
the meaningful improvements in the state of the art on the simple questions
data set, our results suggest that the improvements directly attributed to com-
plex neural networks are modest than previous researchers may have led the
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readers to believe. We also compare our results with existing state-of-art com-
plex models to examine the necessity of model complexity on this task. Our
results outperform the complex neural network models of Bodes et al.’s [3] mem-
ory network, Golub and He’s [8] attention-enhanced encoder-decoder framework
and Lukovinikov [14] complex character and word-level encoding. Our model is
however comparable to Dai et al. [6] and Yin et al. [19] which apply a separately
trained segmentation. Our best accuracy is less than 2 points away from the next
highest reported result in the literature. It is important to pay attention when
interpreting the results due to non-determinism associated with training neural
networks that can yield differences in accuracy Reimers and Gurevych [16]. It
was also demonstrated that for answer selection in question answering, issues
ranging from software versions, can significantly impact the accuracy Crane [5].

4.3 Training Time

Our observation is that the proposed method is quicker and efficient to train.
Training each of the component of entity detection and relation prediction for
50 epochs, using our PC, takes approximately 8 h. While it takes close to 6 days
to train for example Lukovinikov et al. [14] for the same number of epochs on a
similar PC.

5 Conclusion and Future Work

In this work we explore simple yet effective approach for simple question answer-
ing. We decompose the simple question answering task in sub-problems of entity
detection, entity linking and relation prediction and solve each separately using
simple baseline methods. Our results show that there is need to adequately exam-
ine simple baselines and take advantage of the problem structure before rushing
to sophisticated deep learning techniques at least for the simple question answer-
ing task.
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Abstract. Big data analytics generally rely on parallel processing in
large computer clusters. However, this approach is not always the best.
CPUs speed and RAM capacity keep growing, making small comput-
ers faster and more attractive to the analyst. Machine Learning (ML)
models are generally computed on a data set, aggregating, transforming
and filtering big data, which is orders of magnitude smaller than raw
data. Users prefer “easy” high-level languages like R and Python, which
accomplish complex analytic tasks with a few lines of code, but they
present memory and speed limitations. Finally, data summarization has
been a fundamental technique in data mining that has great promise
with big data. With that motivation in mind, we adapt the Γ (Gamma)
summarization matrix, previously used in parallel DBMSs, to work in
the R language. Γ is significantly smaller than the data set, but cap-
tures fundamental statistical properties. Γ works well for a remarkably
wide spectrum of ML models, including supervised and unsupervised
models, assuming dimensions (variables) are either dependent or inde-
pendent. An extensive experimental evaluation proves models on summa-
rized data sets are accurate and their computation is significantly faster
than R built-in functions. Moreover, experiments illustrate our R solu-
tion is faster and less resource hungry than competing parallel systems
including a parallel DBMS and Spark.

1 Introduction

Machine Learning has become popular and gained a lot of demand in the present
world with the availability of abundant data and abundant processing power.
There are a lot of tools and technologies like Python, R, Scala, Java, C# and
many more which compute these machine learning models. However, data sets
can be so large that they do not fit in the main memory. For these types of
data, Hadoop stack or distributed systems or DBMSs like Vertica, SciDB is a
popular choice to compute the Machine Learning models [10,15]. Contrary to
the popular belief, we propose that the size of the cleaned data set, rather than
its raw counterpart should dictate the data processing platform to be used. Data
cleaning strips off a lot of unwanted and inaccurate data. As a result, the size of
the data set is significantly reduced and with it, the need to use a heavyweight
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data processing platform like Hadoop. Therefore, with a refined data set, data
processing can be limited to a single system environment like, in our case, R.

With a vast package ecosystem coupled with extensive developer support,
R ticks all the right boxes when it comes to being a data analytics platform
[7]. However, R has few shortcomings of which memory management, speed and
efficiency are the most noticeable. While parallelism in R can be achieved by
using packages like parallel, the shortcoming becomes evident with an increasing
number of cores. The language design sometimes poses a great problem when
working with large data sets since the data has to be stored in physical memory.
With the dedicated physical memory, R cannot scale to deal with data sets
larger than the proportion of memory allocated to it and is forced to crash in
such cases. So, the physical memory limitation clearly outweighs the need to
address the issue of parallelization in R. In an attempt to address the above
limitation in R, we used the summarization technique in the first Phase of our
approach. But again, summarization technique can be used only for those models
which accept Gramian Matrix product like Linear Regression (LR), Principal
Component Analysis (PCA), Näıve Bayes (NB), K-means (KM) and few others.
Furthermore, we built upon the parallel database systems algorithm in [10] to
make it work in a serial scalable manner in R. Here, we implemented the models
from [10] and also explored new models like Näıve Bayes and K-means which
require a new gamma matrix, Diagonal Gamma, instead of the old ones stated in
[10]. The environment does not crash even for large data sets, works independent
of the physical memory allocated to the R environment and gives as accurate
results as the existing packages that compute the above models in R.

2 Definitions

This is a reference section which introduces definitions of input data sets and
models from mathematical perspective, R runtime and RCpp package. Each
subsection can be skipped by a reader familiar with the material.

2.1 Mathematical Definitions

First, we define the inputs given to the models. The most obvious one is the
input data set, interpreted as a matrix, which is defined to be a set of n column-
vectors. All the models take a d × n matrix as input. Let the input data set be
defined as X, which is considered to have n points, where each point is a vector
in R. Therefore, we can see X as a wide rectangular matrix. In the case of Linear
Regression (LR) and Principal Component Analysis (PCA), we take an extra
dimension (output variable Y ) resulting a change in the dimensions of X to
(d + 1) × n, which we call X. We use i = 1...n and j = 1...d as matrix subscripts.
We augment X with an extra row of n 1s and call that as matrix Z ((d + 2) × n)
for mathematical convenience. Column-vectors and column-oriented matrices are
used for mathematical convenience because they allow simpler equations.
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We use Θ to represent a statistical model in general. That is, Θ can be a
LR or PCA model as well as any of the clustering and classification models such
as Näıve Bayes (NB) and K-means (KM). PCA is an unsupervised model to
reduce dimensionality. LR is a fundamental supervised model, whose solution
helps in understanding and building other linear models. Näıve Bayes is another
classic supervised model, whose solution assigns a numerical value between 0
and 1 to each class label denoting the probability of data belonging to a specific
class. K-means is a clustering algorithm whose goal is to find k similar groups in
the data. The algorithm works iteratively to assign each data point to one of k
groups based on the features that are provided. Data points are clustered based
on feature similarity. Therefore, for each model, Θ = {list of matrices/vectors},
as follows. For LR: Θ = β where β is the vector or regression coefficients; for
PCA: Θ = U,D where U are the eigen vectors and D contains the squared
eigenvalues obtained from SVD; for NB: Θ = {π, μ, σ}, where π is the vector
of k class priors, μ is a set of k mean vectors and σ are k diagonal matrices
with standard deviations; and for KM: Θ = {W,C,R}, where W is a vector of
k (number of clusters) weights, C is a set of k centroid vectors and R is a set of
k variance matrices.

2.2 R Runtime and RCpp Package

R is a dynamic language for statistical computing that combines lazy functional
features and object-oriented programming [6,12]. In R, vectors are stored as one
contiguous block, matrices are 2-dimensional arrays of real numbers, which are
stored as one block in column major order dynamically allocated, Lists are the
most general ones and can have elements of diverse data types, including atomic
data types and nested data structures. R uses a dynamic interpreter and also it
utilizes C language for matrix and data frame operations and LAPACK library
for linear algebra and numerical methods. When R functions are called, the R
run-time creates nested variable environments, which are dynamically scoped.

The advantage of the RCpp package is its memory management. We can pass
values to and from R and RCpp. When we pass the values, only the reference
gets passed to the other side but not the actual value. So, memory consumption
is very efficient and the runtime is the same. We can even pass matrices, lists,
vectors and similar data to RCpp and return any of those from RCpp.

3 Theory and Algorithm

We present our main technical contribution in this section. First, we propose our
main algorithm and then we discuss it in details. Then we discuss the implemen-
tation of our algorithm in R and RCpp. Finally, we give the run time complexity
of our algorithm.
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3.1 Algorithm

Our main algorithm consists of two steps:

1. Phase 1: Compute summarization matrix: one matrix Γ or k matrices Γj .
2. Phase 2: Compute model Θ based on Gamma martix (matrices).

In phase 1, first, we review the Gamma matrix (Non-Diagonal Gamma) and
the statistics in it which was proposed in [10]. Matrix Γ (Gamma), defined
below, is a fundamental matrix which contains a complete, accurate and sufficient
summary. Then we describe the design and implementation of our main technical
contribution, the Diagonal Gamma matrix. Both Non-Diagonal Gamma and
Diagonal Gamma provides summarization for a different set of models which are
presented in phase 2. For PCA and LR, we need one full Γ matrix assuming
element off-diagonal is not zero. And for NB and KM, we need k matrices Γj

(k classes, or k clusters respectively), where each Γj is “diagonal” meaning we
assume Q is diagonal where off-diagonal elements are assumed to be zero. We
discuss both phases in details in the following sections.

3.2 Phase 1: Computing Summarization Matrices

First we review the sufficient statistics for X which are integrated to form the
Non-Diagonal Gamma Matrix, which are:

n = |X|, (1)

L =
n∑

i=1

xi, (2)

Q = XXT =
n∑

i=1

xi · xT
i (3)

Here, X is the data set, n counts total number of points in the data set, L is a
linear sum of xi and Q is a sum of vector outer product where xi is multiplied by
itself, i.e., Q is simply the “quadratic” sum of xi. As defined earlier in Sect. 2.1,
X is d×n, Z has (d+2) rows and n columns, where row [0] are 1s and row [d+1]
is Y . Hence, zi can be defined as zi = [1, xi, yi]. Then the Z matrix becomes:

Z =

⎡

⎣
1 1 ... 1
x1 x2 ... xn

y1 y2 ... yn

⎤

⎦ (4)

Matrix Γ (Gamma), which is defined below, is a fundamental Gamma matrix
which contains a complete, definite, and sufficient summary of X to efficiently
compute models like LR and PCA that have been previously defined. We define a
complementary Gamma matrix, Diagonal Gamma, in Sect. 3.2 for models assum-
ing variable independence, like Näıve Bayes and K-means.
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Γ =

⎡

⎣
n LT 1T · Y T

L Q XY T

Y · 1 Y XT Y Y T

⎤

⎦ =

⎡

⎣
n

∑
xT

i

∑
yi∑

xi

∑
xix

T
i

∑
xiyi∑

yi

∑
yix

T
i

∑
y2

i

⎤

⎦ (5)

Here, Γ which can be computed in two ways from [10]. Alternative (1) is matrix-
matrix multiplications i.e. ZZT ; Alternative (2) is sum of vector outer products
i.e.

∑
i zi ·zT

i . So, Γ = ZZT =
∑n

i=1 zi ·zT
i . That is, the square of matrix Z gives

us Γ , which is significantly smaller than X. In general, if d << n, Γ comfortably
fits in main memory.

Diagonal Q Matrix Assuming Dimensions Are Independent: From [10],
it is clear that Non-Diagonal Gamma matrix, despite being iterative algorithms,
avoids reading the entire data sets at every iteration. But that approach cannot
be applied on models like Näıve Bayes (NB) or K-means (KM) which require
more than one summarization matrix and may also require to read the entire
data set more than once. For example, Näıve Bayes requires k summarization
matrices for a given data set, where k being the number of unique class labels
in the data set and K-means requires k matrices for summarization of a data
set with k as the number of clusters given by the user, i.e., one for each cluster.
Furthermore, these models do not require the complete computation of the Non-
Diagonal Gamma as described in Sect. 3.2. The reason behind that is, the LR
and PCA are computed in rotated space whereas in NB and KM we assume that
the dimensions are independent, making Gamma diagonal. Due to this reason,
we introduce another matrix, Diagonal Gamma, which helps to compute these
models. Here, we do not require the Y parameter for Naive Bayes and K-means
as used in LR and PCA. The major difference between the two forms of Gamma
is we do not require parameters off the diagonal in Diagonal Gamma matrix as
in Non-Diagonal Gamma matrix. So, we need only a few parameters out of the
whole Non-Diagonal Gamma, namely, n,L, LT , Q. That is, we require only a few
sub-matrices from Non-Diagonal Gamma, which can be visualized as:

Γdiag =

⎡

⎣
n LT 0
L Q 0
0 0 0

⎤

⎦, where Q =

⎡

⎢⎢⎣

Q11 0 0....... 0
0 Q22 0....... 0
0 0 Q33..... 0
0 0 0........ Qdd

⎤

⎥⎥⎦ (6)

Furthermore, if we see the above sub-matrix, we observe that if we compute
the terms in the lower triangle, we can get the whole sub-matrix just by copying
the L to LT , i.e., we need to compute the terms in the lower triangle and copy it
to the upper triangle. This is the major change in definition of the Non-Diagonal
Gamma to that of the Diagonal Gamma. Also, in Non-Diagonal Gamma, the
Q is computed completely. On the other hand, in Diagonal Gamma, the Q is
diagonal. From which we came up with the name of the matrices as Diagonal
and Non-Diagonal Gamma. So, Q is diagonal or non-diagonal but not Γ .
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3.3 Phase 2: Computing Models

Models are computed using the two versions of Gamma. One is with one Non-
Diagonal Gamma Matrix and another one is k-Diagonal Gamma Matrices. Both
of them were introduced previously.

Models Based on One Non-Diagonal Gamma:

Linear Regression (LR): From [10], the standard definition of LR is given
as Y = βTX + ε, where β is the column vector of regression coefficients and ε
represents the Gaussian error. X is a (d + 1) × n augmented matrix where we
have X with a row of n 1s. β can be defined as β̂ = (XXT )−1XY T . From the
discussed Non-Diagonal Gamma, we can rewrite this equation as

β̂ = Q−1(XY T ) (7)

Principal Component Analysis (PCA): PCA is mainly implemented on a
data set to reduce noise and redundancy of dimensions. PCA can be computed
on the covariance matrix (V ), or the correlation matrix (ρ), of the data set
from [4]. This model require two parameters. First is U , which is a set of d
orthogonal vectors, principal components of the data set, ordered in decreasing
order by their variance. Second is the diagonal matrix D2 which contains the
squared eigen values. From [10], we can compute ρ, the correlation matrix, from
the two parameters, D and U as ρ = UD2UT = (UD2UT )T . We can also
compute the covariance matrix as V = Q/n − LLT /n2. Then we compute PCA
by using Eigen decomposition of the ρ, which is a symmetric matrix factorization.
That is, we compute PCA from the correlation matrix by solving Singular Value
Decomposition (SVD) on it. Also, we express ρ in terms of the sufficient statistics
to compute SVD as follows:

ρab =
(nQab − LaLb)

(
√

nQaa − L2
a

√
nQbb − L2

b)
(8)

Models Based on k Diagonal Gammas:

Näıve Bayes (NB): The input for this model is a data set X and the output
is a Näıve Bayes classification model which contains C (mean per dimension),
R (variance per dimension), and W (prior per class). First, we take the data
set X as input in chunks of fixed size. In each chunk, we split the data based
on number of classes in the data set. We compute one gamma for each part
of the chunk and at last add up these Γ matrices with respect to the classes
and arrive at a final list of Γ matrices one for each class. We focus on k = 2
classes for NB. Then finally we have Γ0 for class 0 and Γ1 for class 1. We extract
Ng, Lg, Qg as defined in Sect. 3.2, from this final list of Γ s. So, we arrive at lists
of Ng, Lg, Qg from where we compute π, μ and σ per dimension per item in the
list separately like:

πg =
Ng

n
, (9)
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μg =
Lg

Ng
, (10)

σg =
Qg

Ng
− diag[

LgL
T
g

N2
g

] (11)

Here, Ng = |Xg| and we take the diagonal of L · LT and Q, which can be
manipulated as a 1-dimensional array instead of a 2D array. These are the 3
parameters included in the Näıve Bayes model. Now, we can predict class labels
for new data using this model. For the prediction, for each point in the input
data, we compute a probability value per class using the model parameters and
assign the class with maximum probability. We compute the probability using,
Pxiclass

= (1/
√

2πσ2
gj

)e(−0.5(xi−μxi
)2/σ2

gj
).

K-means (KM): The input for this model is a data set X and the number of
clusters (k) and the output is three matrices C, R, W , containing the means,
the variances and the weights respectively for each cluster of X. For K-means
with k clusters, we have list of matrices as Γ1, Γ2, .., Γk, where k ≥ 2. Following
definitions from Sect. 3.2, we introduce similar model parameters Xj , Nj , Lj ,
Qj as the subset of X which belong to cluster j, the total number of points
per cluster (|Xj |), the sum of points in a cluster (

∑
∀xi∈Xj

xi) and the sum of
squared points in each cluster (

∑
∀xi∈Xj

xix
t
i) respectively. From these statistics,

we compute Cj , Rj , Wj as:

Cj =
Lj

Nj
, (12)

Rj =
Qj

Nj
− diag[

LjL
t
j

N2
j

], (13)

Wj =
Nj

n
(14)

Here Nj = |Xj| and we take diagonal of L · LT and Q, which can be treated as
vectors instead of a matrix. The algorithm iterates executing two steps starting
from random initialization until cluster centroids become stable.

Step 1 determines the closest cluster for each point and adds the point to it.
K-means uses Euclidean distance to determine the closest centroid to each point
xi which is defined as d(xi, Cj) = (xi − Cj)t(xi − Cj).

Step 2 updates all centroids Cj by computing the mean vector of points
belonging to cluster j. The cluster weights Wj and diagonal covariance matrices
Rj are also updated based on the new centroids. The quality of a clustering
solution is measured by the average quantization error q(C), defined in [8] (also
known as distortion and squared reconstruction error). Lower is the value of q(C),
better is the quality of clustering. q(C) = 1

n

∑n
i=1 d(xi, Cj), where xi ∈ Xj .

The K-means algorithm stops when centroids change by a marginal frac-
tion in consecutive iterations which is measured by the quantization error.
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With decreasing q(C) at each iteration, K-means is theoretically guaranteed to
converge, yet a threshold is set on the number of iterations to avoid excessively
long runs.

3.4 Computing Gamma Matrix and Machine Learning Models in R

We discuss how Γ is computed exploiting RCpp and how the models are com-
puted in R itself. Depending on the models, we choose between the Non-Diagonal
or the Diagonal Gamma matrix to compute at first.

Phase 1: This part is computed exploiting RCpp package. From Sect. 3.1, phase
1 takes are of computing the sum,

∑
i ziz

T
i . The main idea is to evaluate this

equation in C++ code instead of R code, following the same UDF idea presented
in [10].

First, we take the input data set (X) and split that into chunks of equal size.
Chunks are a subset of X so that chunk fits in RAM and it has many points.
If there are M chunks, then X is partitioned into X1,X2, ..,XM chunks, where
each chunk XI (uppercase i) fits in RAM. Regarding chunks most libraries in
R use data frames and therefore it is sort of a table, not a matrix. It seems
the conversion from data frame to matrix is done somewhere. We read text
files because they are the most common. However, our program would be more
efficient with binary files.

If the model to be computed is LR or PCA, we compute the Non-Diagonal
Gamma based on the type of data set (whether it is dense or sparse) for each
chunk. So, we have a list of Γ s. If the model is Näıve Bayes, we compute
the Diagonal Gamma, one for each class label for every chunk. If the model
K-means, for the first iteration and first chunk, we initialize the k cluster cen-
troids randomly and for successive iterations, we initialize the k cluster centroids
with that of the first chunk. Then, we assign a cluster number to each data point
and compute the Diagonal Gamma, one for each cluster in every chunk. Hence,
we have a list of list of k Γ s. Since Γ is additive, we can add all the interme-
diate Γ s to obtain a final Γ . This is straightforward for LR and PCA. But for
Näıve Bayes and K-means, since we have list of list of Γ s, we need to add the
Γ s corresponding to a given class/cluster respectively such that we arrive at a
final Γ which is a list of matrices representing each class/cluster.

Phase 2: In this part we compute each model (θ). While Phase 1 is basi-
cally exploiting RCpp, Phase 2 uses R itself “as is” (we use R existing func-
tions and operators). After obtaining the final Γ , we use Non-Diagonal Gamma
to compute LR and PCA and Diagonal Gamma to compute Näıve Bayes and
K-means using the mathematical equations discussed previously. Since the mod-
els LR, PCA, and NB do not need to converge to a best solution like K-means,
that will be the end of Phase 2 for them. On the other hand, K-means is not
trivial to compute as it needs to converge to a best solution by the reduc-
tion of the quantization error to a minimum value. So, we need to repeat the
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Phase 1 and Phase 2 iteratively in order to achieve this. Every time we read the
data set, we take the cluster centroids from the previous pass, which improves
the accuracy of the model. This process terminates when there is no change
in the clusters formed from previous iteration. In summary, for LR, PCA, and
Näıve Bayes, we read each and every point in the data set only once but for
K-means, we read the data set multiple times until a best solution is achieved.
It is beyond the scope of this paper to justify why Γ eliminates the need to read
X multiple times in LR and PCA, but not in KM.

Here, the input data set X, intermediate computations and output model,
everything is a matrix. In summary, the Γ s are computed in Cpp exploiting
RCpp package and the models are computed in R itself. To compute LR and
PCA, we are forced to call R routines. But for NB and KM, we can compute it
ourselves, helped by the fact that diagonal Q simplifies computations in addition
to efficiency.

3.5 Time and Space Complexity Analysis

From [10], it is clear that the time complexity for the Phase 1 of the Non-Diagonal
Gamma with dense data is O(d2n) and sparse data is O(k2n), assuming k entries
in xi are non-zero on an average. In Phase 2, we compute the machine learning
models based on the Gamma from Phase 1. So, time for Phase 2 does not depend
on n and is Ω(d3), which for a dense matrix may approach O(d4), when the
number of iterations in the factorization numerical method is proportional to d.
This Non-Diagonal Gamma is used by models like LR and PCA.

A separate Gamma matrix, Diagonal Gamma, is used owing to the fact that
a major set of the traditional Non-Diagonal Gamma has little-to-no utility for
models like Näıve Bayes and K-means. Time complexity of Diagonal Gamma
computation is O(dn) as we compute only L and diagonal of Q of the whole
Non-Diagonal matrix. This time complexity applies for all the models utilizing
the Diagonal Gamma except K-means. The time complexity of K-means would
be O(kdn), where k is the number of clusters.

When we come to the space complexity, space required by Non-Diagonal
Gamma matrix in main memory with dense representation is O(d2). However,
it is O(kd) for K-means and O(d) for Näıve Bayes. In short, we can state that
Diagonal Γ consumes much less memory than full Γ . However, Diagonal Gamma
does not mean faster algorithms since KM requires multiple iterations.

4 Experimental Evaluation

We present an experimental evaluation of our R package and the machine learn-
ing models based on the Γ matrix. First, we show the models computed by our
R package are accurate, down to almost zero error. Second, we compare the
times from our package in R with those times obtained in three alternatives: a
columnar DBMS (Vertica [5]), well-known R functions computing each model
and the popular Hadoop stack system, Spark.
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4.1 Experimental Setup

Hardware and Software: The system and software configuration used for the
experiments is a four core 2.83 GHz system with Linux Ubuntu as operating
system with 4 GB physical memory and 294 GiB storage space.

Data Sets: The data sets which are used for the experiments are described
in Table 1. All the data sets are taken from the UCI Machine Learning repos-
itory. We also include the information about the models which utilize these
data sets. We replicated each of the data sets in order to get various com-
binations of n and d without altering statistical properties of the data. The
first one was sampled and replicated to get combinations of d = (9, 91) and
n = (0.5M, 1M, 10M), second was replicated to get the combinations of d = 30
and n = (0.2M, 1M, 10M, 100M) and the third one is replicated to get d = 4
and n = (0.1M, 1M, 10M, 100M).

Table 1. Base data sets description

Data set d n Description Used for model

CreditCard 30 285K Predict if there is raise in credit line Näıve Bayes

YearPredictionMSD 90 515K Predict if there is rain or not LR and PCA

Iris 3 150 To distinguish the flower species K-means

4.2 Accuracy Evaluation

Table 2 below shows the results of the experiments that were performed using
the two forms of Gamma. We compared the accuracy of model computations of
our package with similar packages in R, which is a popular language and envi-
ronment for statistical computing. We implemented four models in our package,
namely, LR, PCA, Näıve Bayes and K-means. For each model, we have a differ-
ent way of measuring the accuracy with the common underlying metric being
Relative Error. From Table 2, we understand that the results from the functions
of our package are almost an exact match with the output given by the currently
existing best packages in R.

For LR, we get an intercept and a β per attribute as an output for the model
computed by Gamma matrix. This is similar to the output given by lm(), the
preferred default routine in R for LR, for the same input data set. We then
compute the absolute differences among all the respective values of intercept
and βs, from which we compute the Relative differences. Finally, we report the
maximum of the relative differences among the intercept and the βs in Table 2.

For PCA, we get a diagonal matrix, D, of Eigen values and two ortho-normal
matrices, S and V, which are Eigen vectors of the given input matrix. Unlike
other models, we do not compute PCA completely in Cpp as it gives inaccu-
rate results. Rather we use pure R routines to compute SVD of the correlation
matrix generated from the Gamma matrix. The values in D depict the relative
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importance of each column in S and V matrices. So, we imply on the point
that, for the computation of relative error, we take the values from D whose
value is greater than 1. We first find the absolute differences among the pairs of
corresponding values from the output of the Gamma matrices and that of the
default R routines, from which we compute the relative differences. We report
the maximum of these relative differences in Table 2.

In Näıve Bayes, we build a model to predict the class labels for the test data
set. For that, we compute two separate Näıve Bayes models on the given input
training data set using the default R routine and the aforementioned Gamma
functions. Consequently, we compute the prediction accuracy by finding the
degree to which the predictions made by the functions of our package conforms
to that from standard routine in R.

For K-means, we group the input data into k clusters, where k is pre-defined
by the user. We compute K-means with both the default R routine and the
previously discussed Gamma functions. The output from both the techniques
have three vectors, namely, Centers, Radii and Weights. We take the weight vec-
tors, sorted in decreasing order, from both the models and obtain the respective
absolute errors. We use this absolute error to compute the relative errors with
respect to the weight vector of the model computed from the default R routine.
We report the maximum value of relative error in Table 2.

Table 2. Accuracy of models on respective data sets.

Model Maximum relative error Data set used

LR 5.89E-10 YearPredictionMSD

PCA 4.75E-13 YearPredictionMSD

Näıve Bayes 0 CreditCard

K-means 4.7E-2 Iris

4.3 Time Performance Evaluation and Benchmarking

We compare the performance of the models in our proposed package with the
currently available best packages in R to compute the respective models, a similar
implementation done in Vertica, which is a very fast columnar database [5] and
also popular for big data analytics nowadays [1] and Spark which is the best
representative from the Hadoop world. Since Näıve Bayes and K-means are new
models that we explored in our research, there are no prior implementations of
these in Vertica. So, we made the comparisons with Vertica for LR and PCA only.

Tables 3 and 4 compares the time to compute PCA and LR on YearPrediction
data set with Vertuca, R and Spark. We can see that as the as the size of the
data set increases, the inbuilt R packages crash. One of the main reasons can be
attributed to the fact that it tries to load the whole data set into main memory,
eventually resulting in untimely aborts of the program. However, our package
overcome this problem by not loading the entire data set into the memory,
instead breaking the data set into chunks according to allocated memory. Also,
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though Vertica and Spark are able to compute the models even for large data
sets, they perform slower than our package in R. As n grows, the time complexity
of our method for LR and PCA is shown in Fig. 1.

Fig. 1. Time complexity to compute LR and PCA as n grows.

Table 5 compares the time to compute Näıve Bayes model in our package
with the one given by R. We see that R crashes for large values of n which is
not the case with our package. From Table 6, although the current packages in
R scale well for small data sets, they result in untimely aborts for large data
sets. As the size of data set increases, the performance of our package improves
greatly. Spark, on the other hand, is able to compute the models though it is
much slower than our package.

Table 3. Time to compute PCA on YearPrediction data set (Dense) (in secs)

n d R+ Γnon−diag (dense) R+ Γnon−diag (sparse) Vertica R Spark

0.5M 91 22 33 46 336 67

1M 91 66 80 115 575 130

10M 91 726 800 1290 Crashed 1074

1M 9 9 9 10 21 31

10M 9 91 75 110 205 286

100M 9 1018 1020 1560 Crashed 1780
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4.4 Strengths and Weaknesses

Even though this model works efficiently for data sets with rows in the order of
millions, it does not work as intended with the billion or higher rowed counter-
parts. This issue is magnified with the K-means algorithm as it requires multiple
reads of the data set before returning the final clusters. Notwithstanding the long
execution times, it still gives accurate results in contrast to the existing packages
that result in untimely session aborts. As we see in the experimental results of
K-means, the existing most efficient package for K-means model in R is aborted
for a data set with five million rows or higher. In a similar manner, even for
Näıve Bayes, the most efficient package in R is aborted when a data set with
ten million rows is given as input while our solution returned accurate results
within a reasonable amount of time.

Table 4. Time to compute LR on YearPrediction Data set (Dense) (in secs)

n d R+ Γnon−diag (dense) R+ Γnon−diag (Sparse) Vertica R Spark

0.5M 91 22 36 46 276 67

1M 91 74 74 115 630 130

10M 91 720 828 1290 Crashed 1074

1M 9 6 6 10 24 31

10M 9 91 69 110 285 286

100M 9 941 928 1560 Crashed 1780

Table 5. Time to compute Näıve
Bayes on Credit card data set
(Dense) (in secs)

n d R+Γdiag R

0.2M 30 7 51

1M 30 40 158

10M 30 399 Crashed

100M 30 1132 Crashed

Table 6. Time to compute K-means on
Iris data set (Dense) (in secs)

n d R+ Γdiag R Spark

150 4 0 0 3.2

0.1M 4 6 0 7.5

1M 4 65 6 43.3

5M 4 380 Crashed 1370

10M 4 756 Crashed 3012

Our solution adapts to the local machine and customizes the chunk size
with respect to the available physical memory. The main drawback is that R
cannot be easily parallelized unlike the Hadoop stack or other parallel systems
to completely utilize the cores available in a system thus resulting in a decreased
performance.

5 Related Work

There are many techniques to improve the performance of the models PCA,
Näıve Bayes and K-means few of which are [14], which used decomposition of
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Classes via Clustering to improve Näıve Bayes, [3,13], which used the triangle
inequality and collaboration of compressed sensing theory and K-SVD approach
to accelerate K-means, [8,15], which did Fast PCA computation in a DBMS
with Aggregate UDFs and LAPACK and improved performance on MapReduce
environment. If we observe carefully, LR, Näıve Bayes or PCA does not require
any initialization unlike the K-means model which require the number of clusters
and their respective centroids to be initialized. If the initialization is bad, we
never converge at a solution.

Summarization of scalable Machine Learning algorithms was done in a paral-
lel manner in [10]. The authors of the [10] exploited HP Vertica’s parallelization
feature, similar to [11], to perform summarization on multiple systems simul-
taneously. We adapted the algorithms in [10] and implemented them such that
they are serial, scalable and are 99% accurate in R. We made use of the chunk-
ing ability in R to read the infinite amount of input data which also makes the
process faster. We removed the use of database system completely which is the
main component in [10]. In [9], Näıve Bayes is computed inside the database
with pure SQL queries. We adapted model computation from [9] and imple-
mented it in R. We compared our work with the most efficient ones in R and
have shown that our package is faster and reliable than the former. Alternatively,
there is another technology, Microsoft R Open, which is also designed to include
an updated R engine (R 3.2.2), new fuzzy matching algorithms, the ability to
write to databases via ODBC, and a streamlined install experience. This can
also be used to obtain some optimization in building the models. Computers,
nowadays have more physical memory, more computing power. So, using a single
system, our solution is better for millions of records with all the 4 models. The
algorithms programmed in R and C++ are presented in [2].

6 Conclusions

We introduced a powerful summarization matrix to compute fundamental ML
models in two phases: Phase 1 to compute one summarization matrix or multiple
summarization matrices and Phase 2 to update model parameters based on sum-
marization, where Phase 1 is I/O intensive and Phase 2 is CPU bound. Based
on our summarization matrix we developed an R package capable of computing
ML models with high accuracy, high speed, and no main memory limitations.
Specifically, our R package computes LR, PCA, NB and KM models in one pass
over the input data set, except for KM which requires iterative processing. The
main memory limitation is solved by reading the data set in small blocks (rela-
tive to available RAM) and incrementally updating summarization (with either
one summarization matrix or multiple summarization matrices). High speed is
achieved by computing the summarization matrix in high-performance C++
code, compiled and linked to run inside the R runtime. We introduced several
variants on the Gamma matrix to work with sparse data sets, diagonal and
non-diagonal variance matrices, as well as supervised and unsupervised models.
That is, we cover a wide spectrum of data sets and ML models, thereby offering
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wide applicability. We presented interesting experiments to evaluate accuracy
and time performance. We show our summarization matrix produces practically
the same model, with negligible error, compared to standard R functions. On the
other hand, we show our R algorithms are much faster than R built-in functions,
removing main memory limitations, but preserving the ease of use. Extensive
benchmarks show our package is faster than competing parallel systems: a par-
allel DBMS and the popular Spark system. In short, our R package opens the
possibility of analyzing large data sets on an average personal computer.

Even though our research proves we can get better performance and scalable
computing in the R language beyond RAM limits with single-threaded pro-
cessing, there are many opportunities for future research. We need to explore
non-linear ML models, like logistic regression and Support Vector Machines. We
need to explore mechanisms to parallelize summarization inside the R runtime,
via parallel C or C++ code running on multicore CPUs. Our approach has the
promise to be applied in other high-level languages including Python, Matlab,
and Javascript, being Python our first target. Given extensive past research
work on parallel processing on big data it is worth investigating a data set size
threshold to move processing from a single machine to a parallel cluster.

Acknowledgements. The second author would like to thank the guidance of Simon
Urbanek, from ATT Labs, to understand the R language runtime source code.
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Abstract. Data pre-processing for data analysis usually requires a con-
siderable number of interdependent steps, many of which are liable to
errors or to introduce unwanted biases. Such errors can lead to cases
where predictions for similar data instances differ unexpectedly much.
An important question is then to find out where in the data processing
pipeline the deviation was caused. We present a tool that can help iden-
tify critical data processing steps, allowing to “debug” or improve data
pre-processing and model generation. More generally, the tool gives a
view of how different data instances behave in relation to each other
throughout a pipeline. The task to identify critical steps turns out
to be rather complex, mostly because features of different types and
ranges have to be compared, because required statistical measures must
be obtained from often small samples, and because time series can be
involved.

Keywords: Data analysis · Machine learning · Data pre-processing ·
Data processing pipeline · Debugging

1 Introduction

“Preparing input for a data mining investigation usually consumes the bulk
of the effort invested in the entire data mining process” [10, p. 52]. Probably
everyone engaged in data analysis will agree to this sentence; still, little research
effort is invested in this area. Due to painful experiences in industrial research
projects and lack of explicit tools, we have found it necessary to put considerable
efforts into a debugging tool for data pre-processing, which we present here.

Data pre-processing for machine learning and other data analysis applications
usually requires a considerable number of interdependent steps, many of which
are liable to errors or to introduce unwanted biases. The different pre-processing
steps form a so-called pipeline, which can be modelled as a directed graph that
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represents the dependencies of generated features on raw input features and
other, intermediately generated features. Such a graph can be branched. It could
even contain cycles, though our work currently focuses on acyclic graphs.

In machine-learning applications, we have time and again encountered cases
where apparently similar data instances lead to considerably deviating predic-
tions. The question then arises where in the data processing pipeline that devi-
ation was caused. This, in turn, requires the possibility to trace particular data
instances, and pairs of data instances, through the pipeline in a way that allows
to judge, for each feature, how similar or dissimilar particular values are.

This can best be seen in Fig. 1, which was generated by the tool ML-
PipeDebugger which we present in this paper. Here, two data instances are
followed through a pipeline by depicting their differences, according to some dif-
ference measures, at each feature. The features are given on the x-axis. The first
few features show low differences, while the last three show high differences, with
a considerable jump in between. This can serve as a hint that the 6th feature
may be to blame for the deviation of the prediction (last feature).

Fig. 1. Example of the development of value differences of two data instances through a
pipeline. The first few features show low differences, the last three show high differences.

ML-PipeDebugger (for “Machine-Learning data-processing Pipeline Debug-
ger”) is a software prototype whose primary goal is to help identify exactly where
in a given pipeline unexpectedly deviating predictions by amachine-learning appli-
cation originated. More generally, the tool gives an overview of the behaviour of
particular (pairs of) data instances throughout data processing.

The task turned out to be surprisingly complex, and this paper is to point
out the challenges involved and the solutions we have developed.

The major source of complexity is the need to compare values for features of
different types and data distributions and to find comparable difference measures
for them. Data types may include scalars as well as time series. How can we say
that, say, values (0.21, 0.24) for a scalar feature a are to be considered similar
while two time series like those plotted in Fig. 2 are to be judged as considerably
different in comparison with the values for a?
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Fig. 2. Two time series to be judged as “considerably deviating”.

A related challenge is to obtain significant statistics from often small sam-
ples. As we shall see in Sect. 3, we need certain statistics for computing compa-
rable data differences. However, in modern industrial production, batches can
be rather small, and often only data from tests are available, with even smaller
sample sizes. This situation is even aggravating in the course of tendencies sum-
marised by the slogan “Industry 4.0”, with automation enabling arbitrarily small
batch sizes (cf. e.g. [7, p. 21]). We thought about how to e.g. combine data from
different settings without rendering the resulting statistics irrelevant.

An additional source of complexity is due to time series, which are important
in industrial settings: they arise e.g. in cyclic manufacturing processes and can
represent such diverse data as pressure curves or trends in quality measures.

In the rest of this paper, we first discuss requirements for the presented tool
which we have assembled from concrete needs as well as more general consider-
ations (Sect. 2). Section 3 describes the main challenges for realisation, and how
we dealt with them. Section 4 reports on the results we have obtained with the
tool so far, and Sect. 5 summarises and discusses ongoing work.

1.1 Related Work

We have failed to find a problem setting or approach sufficiently similar to ours
in the literature; we will briefly explain how some similar-looking settings differ
from the one tackled by the tool presented here.

A similarity of our work with delta debugging is rather superficial. Also delta
debugging tries to narrow down the source of a bug from a multitude of pos-
sibilities, but it works in a different way and usually also in different settings.
To give just one example, Gulzar et al. [6] have proposed a debugging tool for
data-intensive scalable computing based on delta debugging; it tries to find sin-
gle records that cause a fault, while we are interested in the relative behaviour of
pairs of records and in identifying problematic vertices in a pipeline. More gen-
erally, typical issues of data provenance are not relevant for our needs. (For an
overview of provenance in the context of data processing workflows, see e.g. [4].)
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Chen et al. [3] tackle a networking problem which is similar to our goal:
Given two similar packages which were differently routed, they want to find
the exact location where they were treated differently. They have developed
a concept for analysing “provenance trees” – not unlike our data processing
pipelines. However, they do not share our particular challenges like comparison
of differently typed and distributed data or the handling of time series, and we
could not draw any lessons from their paper for our work.

Carbin and Rinard [2] have worked to automatically identify “regions” in
complex programme input and corresponding regions of code where small dif-
ferences can lead to big differences in output. But they analyse input on a byte
level, with challenges completely different from those we are concerned with.

Wang et al. [9] have presented “a diagnostic tool for data errors”, whose goal
is to explain “where and how [...] errors happen in a data generative process”.
Their approach is based on “finding common properties among erroneous ele-
ments” to identify systematic causes of data errors. Their respective extraction
of “a hierarchical structure of features” is not relevant for us as we assume a
pipeline to be given; however, we may consider their “Bayesian analysis to esti-
mate the causal likelihood of a set of features being associated with the causes
of the errors” for future work (see Sect. 5).

2 Requirements

We will now list the most important requirements for ML-PipeDebugger, which
were developed in the context of industrial machine-learning projects and sup-
plemented with more general considerations. Some additional requirements will
be discussed in Sect. 5. We start with a glossary of important terms.

2.1 Glossary

Data instance. An array of values, for different data attributes, pertaining to a
single application case.

Data attribute. A variable of a fixed data type which describes one dimension
of a data instance. We distinguish between input, intermediate, and output
attributes. Note that while we used the more general notion of “feature” in
the introduction, we will distinguish between data attributes and data char-
acteristics (see below) from now on.

Data characteristic. A measure of a data attribute which allows for direct
comparison between two data instances. For each data attribute, multiple
characteristics can be defined. An example is the maximum of a time series;
the most simple (and common) example is the identity function. The com-
putation of a data characteristic for a particular data attribute may involve
values for other data attributes as well – e.g. the value of a time series at a
point where another time series attribute is zero.

Data dependency. A data dependency of a data attribute a is any other data
attribute on whose value the value of a depends.
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Pipeline. A data processing pipeline in the form of a directed graph with
data characteristics as vertices and data dependencies of the respective data
attributes as edges. Every data instance is transformed in every vertex along
some path (or multiple paths) until it reaches an output vertex.

Difference measure. A function which takes two values of a data characteris-
tic and returns a scalar. For scalars, the canonical difference measure is the
absolute value of the arithmetic difference.

Difference statistics. Statistics for difference measures over all possible com-
binations of two data instances out of a given set; needed for normalisation.

2.2 Requirements

R1: The Goal of ML-PipeDebugger. ML-PipeDebugger SHALL facilitate
the detection of a step in the data processing pipeline of a machine learning
application where derived features or predictions for similar input data start
diverging considerably. [...]

R8: Visualisation. The relative divergence of values of data characteristics of
two given data instances throughout a given pipeline SHALL be visualised in
order to facilitate visual detection of steps in the pipeline where derived data
for similar instances start diverging.

R25: Time series: Interpolation. It may happen that two time series that
are values of the same data attribute [...] have different time points [...]. In
such a case, [...] ML-PipeDebugger SHALL use linear interpolation along the
time axis to enable comparison of those two time series.

R27: Time series: Comparison. When computing a difference measure for
two time series, it SHALL be possible to define a common starting point
from which on the time series shall be compared. This starting point may
correspond to different time points in each of the time series.

It SHALL be possible to define such a common starting point dynamically
(at runtime), based (e.g.) on values of other data attributes.

3 Challenges and Solutions

Identifying a point in a data processing pipeline where data transformation leads
to unexpected divergence of instances with similar input values requires to define
a notion of similarity for different data types and distributions, but also to make
all these different notions of similarity comparable among each other. In this
section, we describe the different challenges we have encountered in the context
of industrial applications and how we have met them.

3.1 Compare Data Attributes of Different Types and Distributions

In order to be able to compare values from different types or data distributions,
the values must be transformed into the same data type and range. Ideally, the
data of the different data attributes should even have the same distribution. We
achieved this with the following basic steps:
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– The difference is always a real (float) number (which is natural anyway).
– Differences are normalised in the same way, thus are transformed into similar

ranges and distributions.

It may be the case that a data attribute is not relevant for other attributes that
depend on it in its raw form but in a transformed form. For instance, a time
series may not be relevant in its entirety, but its value at a certain time point
may be relevant, or its maximum, etc. However, relevant data transformation
modules may be given in black-box or immutable form. Therefore, a user must
be able to define “data characteristics” that reconstruct such transformations.

3.2 Difference Measures for Different Data Types

For scalar values, the canonical difference measure is the absolute arithmetical
difference. But most of the important data attributes that we have been deal-
ing with are ranging over time series, for which a variety of different similarity
measures has been proposed, with research still going on. See [5] for an overview.

Important for the presented tool is that most of the more advanced measures
only make sense after transformation of the time series – in particular, compres-
sion. Also for compression, various methods have been proposed. In practice, a
suitable combination of transformation and difference measure must be found
through experimentation. Consequently, users must be able to define difference
measures and preceding transformations separately.

3.3 Normalisation

Normalisation of difference measures aims to achieve similar data ranges and
distributions for differently typed and ranged data characteristics, under the
assumption that the characteristics themselves are following similar distribu-
tions.

Normalisation requires statistical measures. Usually we transform the data
such that zero represents the arithmetic mean and the standard deviation is 1,
but ML-PipeDebugger also provides other standard functions.

Statistics like the mean and the standard deviation must be calculated from
a sufficiently large sample of differences. However, in modern industrial produc-
tion, batch sizes can be fairly small, and we have found that relatively small
differences between the batches can already be problematic.

One solution we came up with is to combine data for different but similar
batches (or other input parameters) in the following way: Differences are only
computed within data for the same batch, but differences from different (yet
similar) batches are combined to compute the statistics. This is based on the
assumption that while data attribute values for different batches may vary too
much, their differences within one batch do not vary significantly from differences
within another batch. (This assumption may not always be fulfilled, though.) To
this end, ML-PipeDebugger allows users to either provide structured data sets
for the computation of difference statistics or to provide criteria for partitioning.
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3.4 Additional Pre-processing of Time Series

Certain pre-processing is necessary for time series to make them comparable,
and additional, user-defined pre-processing may be desired. The following steps
have turned out to be necessary in practice:

– Interpolation to align time points;
– Pruning (user-defined, possibly data-dependent); and
– Additional pruning of the longer time series to obtain equal length.

3.5 Compute and Normalise Differences

For the computation of comparable differences of a particular pair of data
instances, we compute the raw difference (including the application of the char-
acteristic function and the transformation of time series) and then apply normali-
sation. Because the computation of the statistics can be quite time-intensive, this
has to be triggered by the user as a separate step. The statistics are then stored
on disk and can be used for all normalisations concerning the same pipeline,
provided the data fall into the same populations as those used for the statistics.

3.6 Implementation and User Interface

ML-PipeDebugger is implemented in Python 3.6. Scripts are provided for:

– Defining a pipeline (including difference measures, normalisation functions,
and pre-processing functions);

– Computing difference statistics;
– Creating difference plots and documents with collections of plots and ancillary

information;
– Automatically scanning large data for anomalies (currently in the test phase).

As an output example, Fig. 3 shows part of a document which includes a differ-
ence plot (top left), a representation of the pipeline (top right), and comparison
plots of all the data characteristics of the pipeline. In the difference plot, the
horizontal lines mark the mean difference (in the data used to compute the
statistics) and +/− the standard deviation.

4 Practical Results

ML-PipeDebugger has been used with industrial production data which, how-
ever, cannot be published. But we have additionally created artificial data, which
also allowed us to purposefully construct good test cases. We have strived to ren-
der the artificial data close to real data, and results are actually similar. Time
series were modelled as splines of different shape types, with separate random
jitter. The scenario presented here simulates machine data generated during pro-
duction and a quality measure for the items produced. Data types include time
series and scalars.
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Fig. 3. Example of a difference plot together with a depiction of the pipeline (top right)
and comparison plots for all data characteristics (only the first two are shown here).

Apart from a number of similar data instances for the statistics, we also
produced, amongst others, a pair of data instances which are intentionally similar
with respect to the first couple of data characteristics but dissimilar with respect
to the some of the last ones. Figure 4 shows two pairs of time series of these
instances. In the first case, the data are to be considered as similar, while in the
second case, as considerably diverging.

Figure 1 (see Introduction) shows the respective difference plot. We can see
how the relative difference jumps from the 5th data characteristic (more than one
standard deviation below the mean) to the 6th (about one standard deviation
above the mean) and further to the 7th data characteristic. The differences of
the time series were thereby calculated with dynamic time warping (DTW) after
simple downsampling. (For a discussion of DTW, see e.g. [1], Sect. 2.6.3.)

Fig. 4. Example of two similar and two considerably diverging time series.
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Results for real industrial data look very similar to these artificially created
examples and could actually be used to identify problematic steps in data pro-
cessing pipelines for real-world machine learning applications.

4.1 Limitations

The most serious problem we have encountered in real-life employment of ML-
PipeDebugger is that we often struggle to get enough data for statistics. Only
expert knowledge in combination with experimentation can show to what degree
data for different batches can be combined for this purpose. Yet we have obtained
interesting results, indicating that the algorithms used are not very sensitive to
the degree of significance of those statistics.

A temporal limitation is given by the need for experimentation and research
to find suitable difference measures for particular time series attributes.

Furthermore, the computation of difference statistics can take a long time for
real industrial data – in our settings, often more than an hour with a single but
relatively powerful workstation. These statistics must be computed separately
for every distance measure that is to be tested. The same holds for other custom
functions such as “characteristic functions” and pruning functions for time series.

5 Conclusion and Outlook

We have presented ML-PipeDebugger, a software tool for debugging data pre-
processing pipelines for data analysis. The importance of such a tool is stressed
by the fact that data pre-processing makes up “the bulk of the effort” in data
analysis (cf. [10]). We have shown how this tool can visualize the development
of relative differences of two data instances as they are processed in a pipeline,
which can be used to analyse unexpectedly diverging predictions. The special
challenges we have tackled include the comparison of features of different data
types and distributions, including time series-type features, and the computation
of significant statistics from partially inhomogeneous data.

5.1 Ongoing and Future Work

The ultimate goal of ML-PipeDebugger is to detect suspicious cases like the
one shown in Sect. 4 automatically. That is, it should be possible to run a batch
process that scans new data instances and flags cases where the pipeline seems to
behave suspiciously. In addition to a pipeline and a data source, the user should
be able to define thresholds for outlier-detection in terms of a percentage of
standard deviation: one below which input attribute values are to be considered
as similar, and one above which output attribute values should be considered as
considerably diverging. Any pair of data instances for which all input attributes
are similar and at least one output attribute is dissimilar in this sense should
be flagged by the script, and the “first” intermediate attribute with respect to
data dependencies where the same threshold as that for output attributes is
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exceeded should be highlighted (if it exists). Alternatively, one might give a
different threshold for intermediate attributes.

As of the time of submission of this paper, this automatic search is in the
test phase. Additionally, a document with difference plot and attribute plots as
presented above should be generated automatically for a flagged pair of instances.

Amongst others, such an automated detection of problematic cases could
contribute to the challenge of “prioritiz[ing] user attention” to “important”
data slices in the course of machine-learning iteration cycles as described in
[8, Sect. 3.2.1].

Bayesian analysis similar to that proposed in [9] might be used to refine the
flagging of suspicious intermediate attributes. This may be useful if there are
several candidates for a suspected cause of divergence.

We are also planning to publish ML-PipeDebugger as a Python package, as
well as the source code, after licensing has been accorded with all stakeholders.
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Abstract. Time-series data analysis is essential in many modern appli-
cations, such as financial markets, sensor networks, and data centers, and
correlation discovery is a core technique for the analysis. In this paper,
we address a novel problem that computes a k-sized time-series dataset
where the minimum Pearson correlation of any two time-series in the set
is maximized. This problem discovers a group of time-series, which are
highly correlated with each other, from a given time-series dataset with-
out any prior knowledge, thus helps many analytical applications. We
show that this problem is NP-hard, and design an approximate heuris-
tic solution that provides a high quality result with fast response time.
Extensive experiments on real and synthetic datasets verify the efficiency,
effectiveness, and scalability of our solution.

Keywords: Time-series · Correlation set

1 Introduction

In the IoT era, many data can be represented as time-series, i.e., sequences
of data points obtained by successive measurements. Time-series analysis is an
important task in many applications, such as financial markets [14] and sensor
networks [25]. In this paper, we focus on correlation discovery, which is also
known to be an important tool for time-series analysis [6,17,20], and address a
novel problem of correlation set discovery from a time-series dataset.

For many data mining and discovery tasks, it is interesting to discover an
unknown pattern from a given time-series dataset [1,8,11], because such a pat-
tern would be a rule and/or feature of the dataset. In this paper, we consider
that a set of time-series, which are highly correlated with each other, indicates
a pattern. Because of the large size of the dataset, it is infeasible to obtain the
set by visual inspection. Efficient extracting such a set from a given time-series
dataset is therefore an interesting problem. Besides, if the obtained set size is
still large, it may be hard to analyze, which requires that user can limit the
result size. Let ρ(t, t′) be the Pearson correlation between two time-series t and
t′. Given a result size k, a user-specified threshold θ, and a set of time-series
data T , our problem is to compute a set A ⊂ T such that |A| = k, for ∀t, t′ ∈ A,
ρ(t, t′) ≥ θ, and the minimum ρ(t, t′) is maximized.
c© Springer Nature Switzerland AG 2019
S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 275–290, 2019.
https://doi.org/10.1007/978-3-030-27618-8_21
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Fig. 1. Time-series datasets provided by our algorithm where k = 25 and θ = 0.8

Our problem can be used in many applications, e.g., pattern (rule) discovery,
feature extraction, data exploration, and scientific observation. For example,
Fig. 1 illustrates two sets of z-normalized time-series (identified by our algo-
rithm).

Figure 1(a) illustrates a set of 25 time-series in Google dataset (the CPU
rate of each machine in Google compute cells) [19]. To achieve high performance
computing in data centers, it is important to take into account the correlation of
resource utilization (correlated machines should be located in different servers)
[9]. By discovering a correlation group (e.g., Fig. 1(a)), administrators can know
the machine group that should be divided for performance tuning. This example
shows that our problem brings benefits to data center applications.

Environmental analysis is also an application of our problem. It has recently
been found that greenhouse gas emissions are spatially correlated (e.g., industrial
region) [10]. Investigating how far each emission affects others is also interesting
from a scientific viewpoint. Correlation set discovery achieves this by identifying
areas where correlated time-series have been observed (e.g., as in Fig. 1(b)).
This result is also important for policy makers to establish new environmental
protection policies in those areas.
Challenge. In fact, this problem is NP-hard, so exact solutions are impractical,
suggesting that approximate heuristic approaches are necessary. To design such
a heuristic algorithm, we have to address the following challenges.

(1) High quality result (effectiveness). Since the optimal result is not obtained
practically, a heuristic algorithm needs to have insights that can be used
to discover a data space where time-series in the space are correlated. An
intuitive approach is to explore such data spaces in offline pre-processing
time. However, thresholds θ are normally different for each user, thus pre-
processing for specific thresholds does not make sense.
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(2) Computational efficiency. In the above applications, users may explore a
correlation set with varying k and θ. To enable interactive explorations, an
algorithm should provide a high quality result with fast response time.

Contributions. We overcome these non-trivial challenges and propose an effi-
cient greedy algorithm. Our contributions are summarized as follows.

– We address the problem of computing a correlation set on time-series data
(Sect. 2). To the best of our knowledge, we are the first to tackle this problem.

– We show that this problem is NP-hard, and propose a heuristic approximate
algorithm (Sect. 3). Our greedy algorithm employs locality-sensitive hashing
to obtain an approximate result with fast response time. Theoretical analysis
shows that the algorithm has linear scalability with respect to |T |, l, and k,
where T is the set of time-series and l is the time-series length. This result
shows a better performance than that of a baseline which employs existing
technique and incurs quadratic time w.r.t. |T |.

– The results of our experiments using real and synthetic datasets demonstrate
the efficiency, effectiveness, and scalability of our solution (Sect. 4).

In addition to the above contents, we discuss related work in Sects. 2 and 5
concludes this paper.

2 Preliminary

2.1 Problem Definition

A time-series t is described as t = (t[1], t[2], ..., t[l]), where t[i] is a real value
and l is the length of t. We assume that the length of each time-series in a
given dataset T is the same [17] and all time-series in T are z-normalized1 in
advance like the real datasets in UCR time-series data archive2. (Note that
normalizing time-series by z-normalization is currently common assumption to
measure time-series similarity and obtain meaningful results [23,24,26].) Let
‖t, t′‖ be the Euclidean distance between two z-normalized time-series t and t′.
The Pearson correlation between t and t′, ρ(t, t′), is obtained as follows [17].

ρ(t, t′) = 1 − ‖t, t′‖2
2l

We here define correlation set Tθ.

Definition 1 (Correlation set). Given a threshold θ and a set of time-
series data T, a correlation set Tθ ⊆ T satisfies that ∀t, t′ ∈ Tθ, ρ(t, t′) ≥ θ.

1 https://en.wikipedia.org/wiki/Standard score.
2 https://www.cs.ucr.edu/∼eamonn/time series data 2018/.

https://en.wikipedia.org/wiki/Standard_score
https://www.cs.ucr.edu/~eamonn/time_series_data_2018/
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The idea for selecting the Pearson correlation as similarity measure is twofold.
First, its computational cost is linear to l, i.e., O(l). The representative simi-
larity measures for time-series are the Euclidean distance (which corresponds to
the Pearson correlation) and dynamic time warping (DTW) [21]. Unfortunately,
DTW incurs O(l2) time to measure the similarity between two time-series. Sec-
ond, ρ(t, t′) ∈ [−1, 1], thereby specifying θ is not a difficult task (although DTW
does not have such a bound).

It is desirable for users to be able to specify a result size k, in order to
obtain a reasonable sized correlation set for easy data exploration and pattern
discovery. One of the most interesting correlation set T ∗

θ is the one of size k
that maximizes the minimum Pearson correlation between time-series in the set,
which is formally described as:

T ∗
θ = argmax

Tθ⊆T, |Tθ|=k

f(Tθ) (1)

f(Tθ) = min
t,t′∈Tθ

ρ(t, t′) (2)

where Tθ is a correlation set. If there is no correlation set of size k in a given
time-series set T , it is reasonable to provide the correlation set of the largest
size, i.e.,

T ∗
θ = argmax

Tθ⊆T
|Tθ|. (3)

Ties are broken by selecting the correlation set that maximizes Eq. (2). Now we
are ready to define the problem in this paper and its hardness.

Definition 2 (Correlation set discovery problem). Given a set of time-
series data T , a result size k, and a threshold θ, this problem is to discover the
correlation set A that follows Eq. (1) if there is a correlation set of size k in T .
Otherwise, this problem is to discover the correlation set A that follows Eq. (3).

Theorem 1 (Hardness). The correlation set discovery problem is NP-hard.

Proof. We first assume that there is at least a correlation set of size k in T .
We show that our problem corresponds to the k-dispersion problem [18] in this
case. The k-dispersion problem is defined as follows: Given a node set V =
{v1, v2, ..., v|V |}, this problem is to find a subset V ′ of V with |V ′| = k such that
minv,v′∈V ′ dist(v, v′) is maximized. This problem is shown to be NP-hard. In
our problem, each time-series t and the Pearson correlation ρ(t, t′) respectively
correspond to a node v and dist(v, v′). This concludes that computing Eq. (1)
is NP-hard. Next, we assume that there is no k-sized correlation set in a given
T . In this case, we have to compute Eq. (3). Consider that a time-series t is a
node v and if ρ(t, t′) ≥ θ, there is an edge between v and v′. Now this problem
corresponds to finding the maximum clique in a graph, which is also well known
to be NP-hard. Theorem 1 therefore holds. �
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Due to Theorem 1, it is not feasible to obtain the optimal answer. Hence, we
need to design a heuristic algorithm that can efficiently provide an approximate
answer set A with high f(A). Note that it is impossible to know in advance
whether or not there is a correlation set of size k in a given T . We therefore
focus on designing an algorithm that can obtain a result set A incrementally to
guarantee that A is a correlation set.

2.2 Related Work

The Pearson correlation is a core similarity function, thereby correlation discov-
ery on time-series data has been extensively studied. Literatures [2,6,17,20,27]
tackled the problem of discovering (all) correlation pairs. Among them, the most
similar to our problem is [17], so we extend the algorithm proposed in [17] for
our problem. We compare our algorithm with the extended algorithm, and con-
firm that computing all correlation pairs does not support efficient correlation
set discovery. Our experimental results show that our algorithm significantly
outperforms the extended algorithm.

One of other related works is motif discovery. The motif of a given time-
series is the most correlated pair of subsequences. Efficient motif discovering
algorithms have been proposed for in-memory data [11,16,22] and disk-resident
data [15]. Matrix profile project, e.g., [12,17,23], achieves fast motif discovery.
However, these works focus only on a single pair, thereby we do not consider
their solutions. This discussion also suggests that our problem is different from
finding some similar, e.g., kNN, time-series to a given query time-series [7].

3 Proposed Algorithm

This section presents our proposed algorithm Greedy-L. This algorithm employs
a novel approach, i.e., greedy heuristic combined with locality sensitive hashing.

3.1 Greedy Heuristic Framework

First, we introduce the framework of the greedy heuristic, and we use the nota-
tions in the proof of Theorem1. Given k and a node set V , this greedy heuristic
computes a result set V ′ as follows.

1. Insert the pair of nodes (v, v′) with the maximum distance into V ′.
2. Consider an objective function f(V ′, v) = minv′∈V ′dist(v, v′). Insert the node

v ∈ V \V ′ into V such that v maximizes f(V ′, v).
3. Iterate the above operation until |V ′| becomes k.

This approach can provide an approximate answer in polynomial time, and
existing experimental results show that it provides a high quality result in prac-
tice [4]. However, straightforward adaptation of this approach to our prob-
lem is not efficient. This is because the first operation needs O(l|T |2) time
and each iteration needs O(kl|T |) time, so the straightforward approach incurs
O(l(|T |2 + k2|T |)) time.
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3.2 Locality Sensitive Hashing

The above approach incurs quadratic time cost. We break this quadratic barrier
by optimizing LSH (locality sensitive hashing) usage. We here define LSH.

Definition 3 (Locality-sensitive hashing). Given a distance r, an approx-
imate ratio c (c > 1), and two probabilities p1 and p2 (p1 > p2), a hash function
h is (r, cr, p1, p2)-sensitive, if it satisfies the following both conditions:

– If ‖t, t′‖ ≤ r, then Pr[h(t) = h(t′)] ≥ p1;
– If ‖t, t′‖ ≥ cr, then Pr[h(t) = h(t′)] ≤ p2.

The LSH function commonly used in the Euclidean space is shown below [3].

h(t) = 	a · t + bw

w

 (4)

Note that a is a random vector with each dimension independently chosen from
the standard normal distribution N (0, 1), and its length is l. b is a real number
randomly chosen from [0,w), and w is a real number that represents the width
of h. Recall that we are interested in time-series t and t′ satisfying ρ(t, t′) ≥ θ,
thus their hash values should be the same (or very close). To this end, we set

w =
√

2l(1 − θ). (5)

Let θE =
√

2l(1 − θ), and let d = ‖t, t′‖. [3] shows that Pr[h(t) = h(t′)] can be
obtained as follows:

p(d) = Pr[h(t) = h(t′)]

=
∫ θE

0

1
d
f2(

x

d
)(1 − x

θE
)dx

= 2norm(
θE

d
) − 1 − 2√

2π

d

θE
(1 − e− θ2

E
2d2 ) (6)

where f2(z) = 2√
2π

e− z2
2 and norm(·) is the cumulative distribution function of

a random variable following N (0, 1). Note that h(t) has the following lemma [5].

Lemma 1. The LSH obtained from Eq. (4) is (θE, cθE, p(θE), p(cθE))-sensitive.

Because h(·) provides the same (or similar) hash values if two time-series
are very similar, it is intuitive that we do not need to compare two time-series
with totally different hash values. However, it is important to note that using
a single h(·) cannot avoid unnecessary computation well, because many time-
series with far distance (i.e., low Pearson correlation) may have the same hash
values. To avoid this, a compound LSH function G(t) = (h1(t), h2(t), ..., hm(t))
is employed, where each component of G(t) is h(t) and independently generated
[3]. We consider that G(t) is a key of t, and two time-series with high Pearson
correlation would have the same or similar keys.

It is important to note that existing studies utilize LSH as indices, i.e., offline
processing, but we utilize LSH for online processing to deal with arbitrary θ, see
Eq. (5).
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3.3 Main Techniques

Assume that each time-series t ∈ T is assigned its key K and is inserted into
the bucket with key K, BK . One may consider the following simple combination
of the greedy heuristic and LSH. We compute a pair of two time-series 〈ti, tj〉,
which is firstly added to A, by using LSH. In other words, if we compute the pair
with the highest Pearson correlation for ∀BK ∈ B, where B is the set of buckets,
we can obtain 〈ti, tj〉. Then we compute t∗ = argmaxt∈T\Af(A, t), where

f(A, t) = min
t′∈A

ρ(t, t′),

by scanning T , and t∗ is inserted into A. This operation is iterated until |A|
becomes k.

Although this seems to reduce computational cost, it is not sufficient. In each
iteration, we compute t∗ based on the intermediate A, so the pair 〈ti, tj〉, which
is firstly added to A, has a large influence on the final quality and size of A. Due
to this property, 〈ti, tj〉 has to satisfy the following requirements.

– ρ(ti, tj) is high as much as possible: Because f(A), which is described in
Eq. (2), has submodularity, i.e., f(A) ≥ f(A ∪ {t}), the first pair should have
high Pearson correlation. Otherwise, the quality of the final result becomes
low.

– 〈ti, tj〉 exists in a large group of time-series which are correlated with each
other: This requirement is necessary to provide A such that |A| = k.

We below elaborate how to discover such a pair. Assume that each time-
series t in T is assigned a key K by G(t). For each bucket BK ∈ B, we compute
the highest Pearson correlation in BK denoted by ρK . Recall that higher ρK

is better due to the submodularity of f(A). We next consider the size of the
adjacent buckets which are defined below.

Definition 4 (Adjacent bucket). Given a set of buckets B and a bucket
BK ∈ B, each bucket BK′ which is an adjacent bucket of BK , satisfies that
|{i |hK

i = hK′
i }| = m − 1 where hK

i (hK′
i ) is the i-th hash value of K (K ′).

Let Bθ be the set of buckets BK such that ρK ≥ θ. We retrieve the adjacent
buckets of BK in Bθ and compute sK which is the summation of their sizes (the
number of time-series in the buckets) and |BK |. More formally,

sK = |BK | +
∑

|BK′ |,

where BK′ is an adjacent bucket of BK . Recall that time-series in the same
bucket or buckets with similar keys tend to be correlated. Therefore, if sK is
large, time-series in BK would exist in a large group of time-series which are
correlated with each other. Based on the above idea, we select the pair of two
time-series with the highest Pearson correlation in BK where ρK · sK

|T | is the
maximum among Bθ. (Because ρK ∈ [θ, 1], sK has to be normalized and |T | is
used to achieve this.) The complexity of this operation is as follows.
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Lemma 2. We can select the first two time-series with O(ml|T |) time.

Proof. Computing G(·) for each time-series needs O(ml) time, thus the hashing
incurs O(ml|T |) time. Let β be the number of buckets ∈ B where |BK | ≥ 2, and
let n be the average number of time-series in BK . To obtain 〈t, t′〉, we need
O(βn2). However, by setting a sufficiently large constant as m, n can be very
small, so we have O(βn2) � O(ml|T |). We can compute the first two time-series
by scanning Bθ, and |Bθ| ≤ |T |. Then, we can conclude that the time complexity
is O(ml|T |). �

Next, we consider how to efficiently find a time-series which has high Pearson
correlation with each time-series in an intermediate result A. Our idea is simple
yet effective. Because two time-series with high Pearson correlation share the
same or similar key, promising time-series, which can be the next result t∗, exist
in the adjacent buckets of the buckets in which the time-series ∈ A exist. We
compute t∗ from the set of the buckets denoted by S, and its time complexity is
O(l|S|).
Lemma 3. We can obtain t∗ = argmaxt∈S\Af(A, t) with O(l|S|) time.

Proof. Assume that a time-series t is in A and A = {t}, and for ∀ti ∈ S\{t},
we compute ρ(t, ti). Assume further that t∗ = t′ and each time-series ti caches
f(A, t). When we find the next t∗, we can obtain the exact f(A, ti) of a given
ti ∈ S\A by comparing ρ(t′, ti) with the cached value, which needs only O(l)
time. Thus we can obtain t∗ with O(l|S|) time. �

Besides, a lower-bound of the existing probability of a time-series t, which sat-
isfies that f(A, t) ≥ θ, in S is obtained as follows.

Lemma 4. We have

Pr[t ∈ S, f(A, t) ≥ θ] ≥ p(θE)m + p(θE)m−1(1 − p(θE))m.

Proof. From Eq. (6) and Definition 4. �

3.4 Algorithm Description

Algorithm 1 details Greedy-L. Greedy-L first obtains the key of each time-series
(lines 1–2). Then Greedy-L computes 〈t, t′〉, where t, t′ ∈ BK and ρ(t, t′) · sK

|T | is
the maximum in Bθ (lines 3–17). The pair 〈t, t′〉 is inserted into A. Greedy-L
retrieves the next result t∗ from S which is the union of BK such that t, t′ ∈ BK

and the adjacent buckets of BK . Also, for each iteration (lines 20–26), after
Greedy-L inserts t∗ = argmaxt∈S\Af(A, t) into A, BK , where t∗ ∈ BK , and its
adjacent buckets are inserted into S (line 24). This is repeated until |A| becomes
k or Greedy-L identifies that �t ∈ S such that f(A, t) ≥ θ.

Now we show our main result: the time complexity of Greedy-L is linear to
each parameter and breaks the quadratic barrier.
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Algorithm 1: Greedy-L
1 for ∀t ∈ T do
2 BK ← BK ∪ {t} where K = (h1(t), h2(t), ..., hm(t))

3 Bθ ← ∅, P ← ∅
4 for ∀BK ∈ B where |BK | ≥ 2 do
5 tK , t′

K ← ∅, ρK ← −1
6 for ∀ti ∈ BK do
7 for ∀tj ∈ BK do
8 if ρK < ρ(ti, tj) then
9 ρK ← ρ(ti, tj), 〈tK , t′

K〉 ← 〈ti, tj〉

10 if ρK ≥ θ then
11 Bθ ← Bθ ∪ BK

12 P ← P ∪ 〈ρK , tK , t′
K〉

13 t, t′ ← ∅, μ = 0
14 for ∀BK ∈ Bθ do
15 sK ← |BK | +

∑ |BK′ | where BK′ ∈ Bθ is the nearest bucket of BK

16 if ρK · sK
|T | > μ then

17 μ ← ρK · sK
|T | , 〈t, t′〉 ← 〈tK , t′

K〉

18 A ← 〈t, t′〉
19 S ← BK ∪ BN

K′ where t, t′ ∈ BK and BN
K′ is the set of the nearest bucket of BK

in B
20 while |A| < k do
21 t∗ ← argmax

t∈S\A

f(A, t)

22 if f(A, t∗) ≥ θ then
23 A ← A ∪ {t∗}
24 S ← S ∪ BK ∪ BN

K′ where t∗ ∈ BK and BN
K′ follows line 19

25 else
26 break

Theorem 2. Greedy-L needs O(ml|T |+kl|S|) time to provide A, where S ⊆ T .

Proof. From Lemma 2, lines 1–17 need O(ml|T |) time. To obtain sK , we need
to find the adjacent buckets of BK . We cache the value range of each LSH hi,
and z-normalization provides the fact that the range is very small as shown in
Fig. 1. Thus sK is obtained by O(m) time, i.e., lines 14–17 incurs O(m|Bθ|) time,
and O(m|Bθ|) � O(ml|T |). Lines 19, 21, and 24 respectively need O(l|S|) time.
As a result, the time complexity of Greedy-L is O(ml|T | + kl|S|). �

Discussion. We exploit the adjacent buckets to effectively select buckets for the
candidates of the result. One may consider about employing near buckets that
share (m − m′) LSHs with a given bucket. If we employ this, Greedy-L loses its
efficiency significantly due to large increase of S (the number of near buckets
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of a given bucket is
(

m
m′

)
). Besides, specifying an appropriate m′ is not trivial.

Greedy-L therefore employs the adjacent buckets.
We next show that Greedy-L is a parallel-friendly framework. Recall that each

LSH in G(·) is independently generated. This computation can be parallelized.
Also, it can be seen that computing ρK , sK , and t∗ is parallelized by dividing
B, Bθ, and |S| into some pieces.

4 Experiments

We present our empirical study that evaluates the performance of Greedy-L.

4.1 Setting

Datasets. In our experiments, we used two real datasets and a synthetic dataset
introduced below.

– GreenHouseGas [13]: This dataset has 46,736 time-series, and each time-series
consists of 327 green house gas concentrations.

– Google: This dataset consists of 10,380 time-series (CPU rates of machines
in Google compute cells) with length 128.

– Rand: This dataset is generated by a random walk technique. When gener-
ating a time-series t, we randomly choose the first value (t[1]) in {−1, 1}.
The subsequent value is generated by t[i + 1] = t[i] + N (0, 1) [16]. We set
|T | = 100, 000 and l = 1, 000 by default.

(We conducted experiments on other datasets but omit their results because
they are consistent.) When we use a dataset, all time-series in the dataset are
memory-resident.
Algorithms. We evaluated the following algorithms.

– Greedy-M: this is an extended version of [17], which is a state-of-the-art
online algorithm to compute all time-series pairs whose Pearson correlation
satisfies θ. Greedy-M employs this technique and the greedy heuristic intro-
duced in the beginning of the proposed algorithm section, to compute A.

– Greedy-L: the proposed algorithm in this paper.
– Greedy-L−: this algorithm utilizes LSH only to obtain the first two time-

series. The greedy heuristic is also employed in each iteration to update the
result set.

– Greedy-L (wobs): this algorithm normally executes the same operations as
those in Greedy-L, but selects the first bucket BK such that ρK is the highest
among B.

All algorithms were implemented in C++, and all experiments were conducted
on a PC with Intel Xeon E5-2687W v4 processors (3.0 GHz) and 512 GB RAM.
Criteria. We measured the average of each metric introduced below. We run
the algorithms 50 times for each experiment.
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– Running time (efficiency). This metric is defined as the time to provide a
correlation set A.

– F (A) = f(A) · |A|
k (effectiveness). Although the above algorithms guarantee

that A is a correlation set, they do not guarantee that |A| = k. It is unfair
to compare algorithms based on f(A), since the algorithms may provide
different result size. We therefore normalize f(A) by |A|

k .

Recall that, as shown in Theorem 1, the exact answer A∗ is not obtained prac-
tically, so comparing F (A), where A is provided by our solution, with F (A∗) is
impossible.
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Fig. 2. Impact of m

Table 1. Tuning m for each algorithm

Algorithm GreenHouseGas Google Rand

Greedy-L 8 6 13

Greedy-L− 13 5 11

Greedy-L (wobs) 6 4 13
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4.2 Result

By default, θ = 0.8, k = 20 in the cases of GreenHouseGas and Google, and
k = 100 in the case of Rand.
Varying m. We first tune m (the number of h(·) in the compound LSH function)
of Greedy-L−, Greedy-L, and Greedy-L (wobs) for each dataset by using the
default parameter setting. Figure 2 illustrates the impact of m. We can see that
m affects the performances of the three algorithms. For example, when m is
small, there is a large number of time-series in the same bucket, so computing
the first two time-series which will be in A needs long time. Figures 2(d) and (f)
show that Greedy-L− and Greedy-L provide stable F (A) (but Greedy-L (wobs)
does not). On the other hand, Fig. 2(e) shows that Greedy-L provides bad result
quality when m is small. When m is small, there are many non-correlated time-
series in the same bucket. In this case, sK cannot reflect data distribution. Based
on the result, we set m as shown in Table 1. (F (A) is prioritized.)
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Varying k. Figures 3(a) and (b) show that all the algorithms are not affected by
k. Since Greedy-M incurs the overhead from computing all pairs Pearson corre-
lation, i.e., O(l|T |2), it is reasonable. The other algorithms have two main com-
putational overheads: hashing and iteration. When k is small, hashing becomes
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a dominant factor, thereby the result is obtained. When k is large, on the other
hand, the running time of the algorithms except Greedy-M increases as shown in
Fig. 3(c). We see that Greedy-L scales better than Greedy-L−, because Greedy-
L− scans the whole dataset in each iteration. Note that Greedy-L runs up to
1,500 times faster than Greedy-M.

Let us focus on result quality, and Figs. 3(d) and (e) show that Greedy-L
provides the best result among the four algorithms. (Because Rand has many
correlated time-series, the four algorithms provide almost the same result, as
shown in Fig. 3(f).) In particular, Greedy-M, Greedy-L−, and Greedy-L (wobs)
fail to return a good result in the case of GreenHouseGas. In this dataset, the
pair of two time-series with the highest Pearson correlation exists in a very
small group. The three algorithm (often) return this set, but Greedy-L can avoid
this situation and provides a larger group by exploiting LSH, which verifies the
effectiveness of our approach. (Recall that the result obtained by Greedy-L is
illustrated in Fig. 1.)
Varying θ. Figure 4 shows the impact of threshold. As shown in Figs. 4(a),
(b) and (c), as θ increases, running time of each algorithm decreases. Even in
this case, Greedy-M is very slow and the other algorithms keep outperforming
Greedy-M significantly.
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Figures 4(d) and (e) show that the Greedy-L (wobs) often returns a worse
result than the other algorithms. As well as Greedy-L, Greedy-L (wobs) finds the
next result (i.e., t∗) only from a subset of T , and the subset is also dependent
on the first two time-series of A. This result implies that ignoring sK misses
identifying a group of time-series, and Greedy-L (wobs) cannot be robust.
Varying |T |, l, and the Number of Cores. We also investigate the scalabil-
ity to the size of a given dataset, the length of a time-series, and the number of
available CPU cores by using Rand. (We used OpenMP to support paralleliza-
tion.) The results are respectively shown in Figs. 5(a), (b) and (c). (We omit the
results of F (A) because they are almost consistent like Fig. 4(f).) Recall that
the time complexity of Greedy-M is O(|T |2l), so its running time is significantly
large, which is shown in Fig. 5(a) (we omit the result of Greedy-M in the cases
of |T | = 250, 000 and |T | = 500, 000). Since the time complexities of the other
algorithms are linear to |T |, the experimental results follow this fact. Impact of
l also has this case.

Figure 5(c) shows that Greedy-L reduces its running time with increase of
available cores. For example, by using 8 cores, its running time becomes approx-
imately 3 times faster than the case of using only 1 core.

Remark. As Theorem 2 also argues, Greedy-L significantly outperforms the
approach using existing techniques. In addition, Greedy-L provides a high quality
result, i.e., A with high f(A), in practice, meaning that Greedy-L satisfies the
two important requirements, effectiveness and efficiency.

5 Conclusion

In this paper, we addressed a novel problem of discovering a correlation set on
time-series data. We showed that this problem is NP-hard, and proposed an
efficient greedy heuristic algorithm, Greedy-L. Greedy-L employs locality sensi-
tive hashing to reduce running time. In particular, we devised a novel technique
that exploits locality-sensitive hashing to discover a large group of time-series
which are correlated with each other. The experimental results demonstrate the
efficiency, effectiveness, and scalability.
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Abstract. Anomaly subsequence detection is to detect inconsistent
data, which always contains important information, among time series.
Due to the high dimensionality of the time series, traditional anomaly
detection often requires a large time overhead; furthermore, even if the
dimensionality reduction techniques can improve the efficiency, they will
lose some information and suffer from time drift and parameter tuning.
In this paper, we propose a new anomaly subsequence detection with
Dynamic Local Density Estimation (DLDE) to improve the detection
effect without losing the trend information by dynamically dividing the
time series using Time Split Tree. In order to avoid the impact of the
hash function and the randomness of dynamic time segments, ensemble
learning is used. Experimental results on different types of data sets ver-
ify that the proposed model outperforms the state-of-art methods, and
the accuracy has big improvement.

Keywords: Time series · Anomaly detection · Local Density

1 Introduction

The time series data is stored in the order of the data generation time, and is
dynamic and massive. We are interested in finding the abnormal subsequence
in complete time series, in other words, anomaly subsequences are inconsistent
with the shape of most other subsequences. Anomaly detection for time series is
an analysis of inconsistent data with normal data, which always represents an
emergency or fault. Itc is applied in many application domains, ranging from
financial data [15,19], Electrocardiogram (ECG) data [1,22] to sensor data [8].
For example, analysis of ECG data can timely monitor patients’ heart health
such as arrhythmia, ventricular atrial hypertrophy, myocardial infarction [13]
before diagnosis process. Therefore, timely detection of abnormal data contained
in the data is of great significance.

A rich body of literature exist on detecting time series anomalies, however,
existing anomaly detection methods [11,17,18,23] still suffer from a lot of prob-
lems. Time series is often high-dimensional data, therefore the calculations in
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the original data storage format often require large storage and computational
overhead. In recent years, the different time series data representation meth-
ods were proposed to achieve the purpose of dimensionality reduction. Discrete
Fourier Transformation (DFT) [5] can convert time series of length n into m
coefficients by discrete Fourier transform method; Discrete Wavelets Transfor-
mation (DWT) [3] is a multi-resolution representation of the data signal but
can only be used in time series of integer powers of length 2; and Piecewise
Aggregate Approximation (PAA) [6] divides the time series into equal length
segments, then takes the average for each segment. As for Symbolic Aggregate
Approximation (SAX) [10], it maps the mean of the segments to a symbolic
representation based on PAA as other variants, ESAX [11] and SAX-TD [23].
All these methods can reduce the dimensionality but losing information on local
time segment. However, there are some problem that the size of the window
needs to be set manually, which requires the relevant expert knowledge [22].
And the average in the sliding window will lose some important information.
In addition, these methods have not pay much attention to time drift problem,
which will get wrong anomaly subsequence if using Euclidean distance, and the
details will be discuss in Sect. 2.

We also need to perform anomaly calculations on the representation of time
series. The simplest and straightforward method of anomaly subsequence detec-
tion is to calculate the similarity between each pair of subsequences by double-
loop violence, and treat the most dissimilar subsequences with most other sub-
sequences as abnormal subsequences [7]. In order to improve the efficiency of the
brute force algorithm, Keogh et al. proposed HOT SAX [7] to construct an index
tree using SAX symbol sequences to optimize the search order of candidate.
Li et al. [9] proposed BitClusterDiscord, who used binary representation to
approximate the trend information then use K-media clustering and two prun-
ing strategies to reduce the number of similarity calculations. Senin et al.
[21] proposed Rare Rule Anomaly to discrete the time series into symbol and
derive context-free grammar to discover algorithmic irregularities associated with
exceptions. Ren et al. proposed PAPR-RW [17] based on PAPR representation
and random walk model [12] to convert time series into similar matrices. All
these method use sliding window to split time series into subsequence while set
the size of window manually. Once the window setting is not good enough to
different kind of data sets, it is easy to detect wrong anomaly subsequence.

In this paper, we propose a novel anomaly subsequence detection of Dynamic
Local Density Estimation (DLDE) where TSTree is used to dynamically divide
the time series, and hash function to improve the efficiency. In order to avoid the
influence of the hash function and the randomness of dynamic time segments,
ensemble learning is used in our method. And this algorithm can improve the
effect of detection without losing the time series trend information by dynamic
segment and has less parameters.

The contribution of this paper can be summarized as follows.

(1) An anomaly detection algorithm is proposed to solve the time drift problem
inspired by the idea of DTW. And the detection effect can be improved
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without losing the trend information because this algorithm does not com-
press the original time series.

(2) We propose a novel data structure named Time Split Tree (TSTree) and
introduce the three techniques in DLDE, Time Split Tree for time series
randomly division, Hash Table for similarity measurement that the data
points with the same hash value are similar data points, and Ensemble
Learning to ensure the stability of algorithm.

(3) Our algorithm is analyzed with solid theoretical explanation and experimen-
tally verified the effectiveness of the algorithm. DLDE outperforms other
state-of-art algorithms on different types of data sets in accuracy.

The rest of paper is organized as follows. Section 2 sets up the problem def-
initions for anomaly detection in time series. Section 3 proposes the Dynamic
Local Density Estimation algorithm. Experimental results are reported in Sect. 4.
Finally, Sect. 5 concludes the paper.

2 Problem Statement

Dynamic time warping (DTW) is a dynamic programming technique which can
handle nonlinear alignments and local drift time [25] with different length subse-
quences caused by timeline scaling, amplitude shift and linear drift. Amplitude
shift is ampliotude baseline is different with two similar time series. Timeline
scaling means time series scaling proportionally on the timeline. Linear drift
shows a trend od linear increasing or decreasing for time series. If the corre-
sponding subsequences in two time series do not represent the same meaning,
it is unreasonable to calculate their similarity by means of Euclidean distance.
In order to reduce the time complexity, warping function [16] was proposed as
shown in Fig. 1(a). After adding the optimization width limit, the most similar
data points can be found only within a certain segment.

(a)

R

(b)

Fig. 1. The (a) is the DTW calculation matrix with adjustment window R (green
window), C and Q are the two time series. The (b) is the example of DTW calculates
schematics in all data sets. (Color figure online)
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The anomaly detection based on DTW needs to calculate the similarity of
any two subsequences and the time complexity is O(mnN2). If adding the search
scope limit window R, the calculation process is shown in Fig. 1(a). In Fig. 1(b),
suppose we should detect whether the time series Q has anomaly or not, and
the other series are T1 ∼ Tn, the adjustment window is R. Take the q5 as an
example, finding the minimum distance in the limited R window from T1 to
Tn. From the perspective of anomaly detection, the larger of distance between
q5 and other data points, the more abnormal the point is. In other words, if
there is no similar data point in the adjustment window, the test point should
be an anomaly. Therefore, inspired by the idea above, we propose a method
to quickly evaluate the similarity of subsequence. Based on this method, an
anomaly subsequence detection algorithm for dynamic local density estimation
is proposed.

3 The Proposed Algorithm

Based on the analysis of dynamic time warping similarity calculation in Sect. 2,
we propose a time series anomaly subsequence detection algorithm, Dynamic
Local Density Estimation(DLDE) to divide the time series randomly and evalu-
ate the degree of anomaly for data points through dynamic local density of each
data point in the subsequence.

3.1 Basic Concept and Definitions

Definition 1 (Time Split Tree (TSTree)). TSTree randomly divides a time
series into several dynamic time segments, each of which is located at the leaf
node.

The process is as follows: there is a time series {t1 ∼ td}, randomly choose time
point st as a split point, and divide all time points before st into Tl while others
in Tr. Recursively the above process until the stop conditions:

(1) The length of the time segment at the leaf node is less than or equal to 3.
(2) The depth of the tree is equal to log2(d).

Give an example of the TSTree. Assuming that the time points of the Q
time series are t1 to t20, and the divided result is shown in Fig. 2. Select t9 as
the split node for root, and divide t1 ∼ t8 to left subtree, and t9 ∼ t20 to the
right subtree.

Definition 2 (Dynamic Time Segment R). Inspired by limit window R in
DTW in Fig. 1, Dynamic time segment refers to a continuous time segment in
a subsequence that is used to find the most similar data points, such as R =
{ts, ts+1, ..., te}(1 ≤ s ≤ e).
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t9

t6 t14

t<t9 t t9

t4 t6~t8

t<t6 t t6

t1~t3 t4~t5

t<t4
t t4

t11 t17

t<t14
t t14

t9~t10 t11~t13

t<t11 t t11

t14~t17 t17~t20

t<t17 t t17

Qt1~t3 Qt4~t5 Qt9~t10 Qt11~t13 Qt14~t17 Qt17~t20

Fig. 2. The structure of TSTree, the circle node represents an internal node, and a
rectangle node represents a leaf node.

Definition 3 (Hash Function). The data set Qt1∼td at d time points can be
mapped to d hash table HashTablet1∼td by hash function (Eq. (1)). If two data
points have the same hash function value, the two data points are similar.

hash(p) = �p + r

w
� (1)

where p is the time point, w is the hash function width parameter randomly
sampled from the range [1.0/log2(N), 1 − 1.0/log2(N)], and r is a parameter
randomly selected from the range [0, w].

Definition 4 (Similarity Time Point Set). Suppose pr is the value of time
point tr and there is a dynamic time segment R = ts, ..., te and the corresponding
dataset Qts∼te with HashTablets∼te . The similarity time point set is calculated
as

N(pr) = {tj |tj ∈ [ts, te], hash(pr) ∈ HashTabletj} (2)

Definition 5 (True Similarity Relation). Due to the randomness of the hash
function, the set N(pr) may contains points that are not true similarity relation-
ship with pr. Therefore, h random hash function are used to find the intersection
of N(pr), which is the true similarity relation set as shown in Eq. (3).

TN(pr) = N1(pr) ∩ N2(pr) ∩ ... ∩ Nh(pr) (3)

Definition 6 (Local Density). Local density density(Qtj , qi) refers to the
number of similar data points qi in the data point set Qtj .

density(Qtj , qi) = count{hash(Qk,tj ) = hash(qi)|k < N,Qk,tj ∈ Qtj} (4)

Definition 7 (Dynamic Local Density). Dynamic Local Density refers to
evaluating the local density of data points qi in corresponding dynamic time
window

Density(qi) =
1

|TN(qi)|
∑

tj∈TN(qi)

density(Qtj , qi) (5)
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3.2 Anomaly Detection Algorithm in Time Series

The above section introduces the proposed definition and data structure, in this
section, we are going to introduce the dynamic local density estimation, which
is the core of the our algorithm. To determine the anomaly of the time series, we
evaluate the local density of time series by evaluating the local density of each
data point within the dynamic time segment.

(1) Divide dynamic time segment.
Dynamic density estimation is to evaluate the local density of data points

through dynamic time segments. Therefore, dividing the time series into multi-
ple disjoint time segments is the first step. We randomly construct TSTrees to
dynamically divide time series and each leaf contains one segment. The pseudo-
code are shown in Algorithm 1.

Algorithm 1. Build TSTree (Init TSTree)
Require:

Time Series Data Set Qt1−td ;
First Time Point, t1, The End Time Point, td;
Hight Limit, hlimit, Size Limit, slimit;
Current tree height, heightcur;

Ensure:
A Time Split Tree, TSTree;

1: if td-t1 ≤ slimit or heightcur ≥ hlimit then
2: Return TreeNode(t1˜td);
3: end if
4: Randomly select a split time point, st
5: Build Left Tree, Init TSTree(t1, st − 1, hlimit, slimit)
6: Build Right Tree, Init TSTree(st, td, hlimit, slimit)
7: Return TSTree;

(2) Build a hash table.
After dividing the time series into dynamic time segments, we need to use

hash function to map data points to hash table in each segment, which can
quickly estimate the local density of data points. Suppose the time segment
on a leaf node in TSTree is ts ∼ te. First, h number of hash functions should
be generate as {hash1(.), hash2(.), ..., hashh(.)} following the Eq. (1). Then, all
these hash functions can map leafs to h number of hash tables. Each hash table
is a two-dimensional array as Eq. (6), and each element in the hash table is
stored in the form of Key-Value, Key (keyi,r) represents the hash value, and
Value (vali,r) represents the number of times this hash value appears in the
data set. The bigger of val1,s, the more data points will be map to key1,s at ts,
and the more likely the corresponding original data point is normal; otherwise,
the smaller of val1,s, the more likely the original data is anomaly. The width
is equal to the length of the time segment contained in the leaf node, and the
length of each column may be different.
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HashTablej =

⎡

⎢⎢⎢⎢⎣

(key1,s, val1,s) ... (key1,r, val1,r) ... (key1,e, val1,e)
... ... ...

(keyk,s, valk,s) ... (keyk,r, valk,r) ... (keyk,e, valk,e)
... ... ...

(keyx1,s, valx1,s) ... (keyxr,r, valxr,r) ... (keyxe,e, valxe,e)

⎤

⎥⎥⎥⎥⎦

(6)
The above process uses one hash function to map one leaf node data. In order

to calculate the true similarity of the data points on the leaf nodes, h hash tables
need to be constructed for each node.

(3) Calculate the dynamic local density of data points
The formula for calculating the dynamic local density of a data point is

described in Definition 7. And the Algorithm 2 describes the detailed calculation
process after a dynamic time segmentation.

Algorithm 2. Calculate the local density at each time point in the time series.
Require:

Time Point, pi,corresponding time ti and TSTree, tree;
Ensure:

The local density of pi, Density(pi);
1: Density(pi) = 0;
2: Query the leaf node where ti located;
3: Leaf node ts contains the start time point of the time period;
4: Leaf node te contains the end time point of the time period;
5: Hash(.) = {hash1(.), hash2(.), ..., hashh(.)};// H hash functions are contained in;
6: TN(qi) ← a collection of all time points from ts to te;
7: for each hashj(.) in Hash(.) do
8: ksyi,j = hashj(qi);// calculate the hash value of pi;
9: for each t = ts to te do

10: if ki,j in HashTablei,t(.) → ksys() then
11: Nj(qi) ← t;
12: end if
13: end for
14: TNqi ← TN(qi) ∩ Nj(qi);
15: end for
16: for t in TN(qi) do
17: for each hashj(.) in Hash(.) do
18: keyi,j = hashj(qi);
19: Density(pi)+ = HashTablej,t → get(keyi,j)
20: end for
21: end for
22: Return Density(pi);

(4) Calculate the local density of the subsequence
Step 3 completes the dynamic local density estimation of a data point; then

the local density of the time series P is estimated as shown in Eq. (7), where d
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is the length of time series P and Density(pi) is calculated by Definition 7. We
can see that if the Density(P ) value is larger, it indicates that the data points
in the time series P are similar to most of the time series data points in the data
set, therefore, the time sequence P is more likely to be a normal time series.

Density(P ) =
1
d

d∑

i=1

Density(pi) (7)

(5) Use Ensemble learning to determine the anomaly
Steps 1 to 4 evaluate the anomaly of each subsequence in the data set by

dividing the subsequences into disjoint dynamic time segments once. However,
since the data stored by TSTree is randomly segmented, if there is only one
TSTree, the algorithm will not get a stable calculation result. Therefore, the
idea of using ensemble learning is proposed to construct m TSTrees to form
TSForest. The score of the subsequence P is calculated by TSForest as the
dynamic density mean of m TSTree evaluations, and the formula for calculating
the score of the subsequence is as shown in Eq. (8). The smaller the subsequence
P is, the more likely subsequence P is an abnormal subsequence.

Score(P ) =
1
m

∑
Density(P ) (8)

Algorithm 3. DLDE anomaly detection algorithm in time series.
Require:

Time Series P , Subsequence Length, s, Hash Table Number h, TSTree Number m;
Ensure:

The anomaly score of each subsequence, Score;
1: n ← The length of P ;
2: Dividing the time series P into a time series set Q according to the subsequence

length s;
3: for i = 1 to m do
4: Build TSTree;
5: Initialize h hash functions for each leaf node of TSTree;
6: Constructing a hash table on each leaf node;
7: end for
8: for each subsequence in Q do
9: for each TSTree in TSForest do

10: Calculating Density(Qi);
11: end for
12: Score ← Mean(Density(Qi))
13: end for
14: Return Score;
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3.3 Analysis

Time Complexity. Suppose the size of time series data set is N , and the length
of subsequence is d. The time to build m TSTree needs O(m ∗ log2(d)) and the
time complexity of h Hash Table is O(N ∗m ∗ d ∗ h), therefore, in the detection
process, the time complexity is O(N ∗m ∗ d ∗ h ∗ log2(d)). It is verified in Sect. 4
that m and h can achieve convergence by taking a small constant algorithm.

Space Complexity. DLDE takes advantage of the data structure of the TSTress
and the Hash Table. The TSForest composed by m TSTrees and the data in every
leaf node needs h Hash Tables to represent. Therefore, the space complexity
required by the algorithm is O(m ∗ h ∗ d ∗ const), where const represents the
number of hash values.

4 Experimental Evaluation

In this section, the data sets and the evaluation metrics are introduced first. For
comparability, we implemented all experiments on our workstation with 2.5 GHz,
64 bits operation system, 4 cores CPU and 16 GB RAM.

4.1 Evaluation Metrics and Experimental Setup

Data Sets: The time series data sets in the experiments are selected from
the UCR Time Series Repository [4] and the BIDMC Congestive Heart Failure
Database [2]. In UCR, the ECG data and the SENSOR data set are typical
time series data sets; MOTION is the sequence data generated by the action,
the IMAGE data can extract the time series data. These data sets are described
in Table 1. In our experiments, we follow the split subsequences as provided by
UCR. For balanced data, we will significantly under-sampling one of two classes
to obtain minority (anomaly class). For example, in ECG5000 2 3 we choose
class 2 as normal and class 3 as anomaly.

Experimental Setup: We select five anomaly detection algorithms, Rela-
tive Density Outlier Score (RDOS) [24], Fast Variance Oulier Angle (FastVOA)
[14], Internal [18] and Piecewise Aggregate Pattern Representation (PAPR) [17].
RDOS is the anomaly detection algorithms based on local density, FastVOA is an
algorithm based on angle variance. Internal and PAPR are two anomaly detection
algorithms based on interval division. The parameter settings of the above com-
parison algorithm are set according to the reference. For RDOS, the neighbors
number will be set to 10. For FastVOA, we will set the hash number to 100. For
PAPR, we will set the three parameters wc = 0.3, wd = 0.4, wr = 0.3. All these
compared algorithms and DLDE are executed for 50 times to get stable results.

4.2 Accuracy

The aim of this experiment is to compare DLDE with other methods in terms
of Area Under Curve (AUC). AUC is commonly used for evaluating anomaly
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Table 1. The description of UCR time series data sets.

No. Data sets Size Length Anomaly rate Type

1 DistalPhalanxOutlineCorrect 876 80 38.47% Image

2 ECG200 200 96 33.50% ECG

3 HandOutlines 1370 2709 36.13% Image

4 Lighting2 121 637 39.66% Sensor

5 MoteStrain 1272 84 46.14% Sensor

6 SonyAIBORobotSurfaceII 980 65 38.36% Sensor

7 ToeSegmentation2 166 343 25.30% Motion

8 ECG5000 2 3 1863 140 5.15% ECG

9 ECG5000 2 4 1961 140 9.89% ECG

10 ECG5000 2 5 1791 140 1.34% ECG

11 StarLightCurves 2 1 427 1024 35.59% Sensor

12 DiatomSizeReduction 2 1 132 345 25.75% Image

13 DiatomSizeReduction 3 1 133 345 25.56% Image

14 DiatomSizeReduction 4 1 125 345 27.20% Image

detection algorithm. The experiment results are recorded in Table 2, and the
best results are highlighted in bold font. NA indicates that this algorithm cannot
be calculated on this data set in the current experimental environment. From
this table, we can find that DLDE has better results than other algorithms on
the most of all data sets (12/14). It is indicated that DLDE is able to detect
anomalies efficiently that other baselines are difficult to detect.

For further analysis of experimental results, the data sets in Table 1 are
divided into four parts according to the length, the average of each four parts
are the final results of each algorithm on different length of data sets. The RDOS
algorithm does not get running results on two data sets which are not be con-
sidered in the condition of more than 1000 part. From the experimental results
in the Fig. 3(a), we can find that the algorithm DLDE can obtain better experi-
mental results on time series data sets of different lengths. The results are shown
in Fig. 3(b), it indicates that DLDE performs better on the first three types of
data sets than other algorithms.

To test the impact of different data types on experimental results, the data
set in Table 1 is divided into four parts: ECG, MOTION, IMAGE, SENSOR.
ECG data and SENSOR data sets are typical time series data sets; MOTION is
sequence data generated by actions; IMAGE data can extract time series data.
The average of the experimental results of each algorithm on the four data sets
is calculated separately as Fig. 3(b). It can be seen from the figure that DLDE
performs better than the other algorithms on the first three types of data sets.
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Table 2. AUC Performance. The best AUC scores are highlighted in bold.

No. DLDE RDOS FastVOA Internal PAPR-RW

1 0.705 0.646 0.702 0.632 0.693

2 0.875 0.658 0.84 0.609 0.788

3 0.815 NA 0.772 0.576 0.734

4 0.764 0.611 0.697 0.599 0.653

5 0.848 0.529 0.730 0.579 0.724

6 0.796 0.52 0.715 0.486 0.571

7 0.736 0.717 0.720 0.671 0.777

8 0.861 0.669 0.861 0.659 0.837

9 0.735 0.591 0.716 0.668 0.714

10 0.870 0.904 0.93 0.823 0.838

11 0.966 NA 0.833 0.769 0.750

12 1.00 0.652 0.970 1.00 0.998

13 0.901 0.774 0.853 0.677 0.761

14 1.00 0.768 0.971 1.00 1.00
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Fig. 3. Comparison of various experiments on AUC.

4.3 Parameter Analysis

Dynamic Window m. In the DLDE algorithm, the dynamic time segment
window is randomly divided, in order to ensure the stability of the algorithm,
we choose to use the idea of ensemble learning. That is randomly divide m times,
and the final test result of the algorithm is the average of the number of runs.
In this experiment, the sensitivity of the DLDE algorithm to the parameter m
will be verified. When m is taken from 1 to 50, the variation of the AUC index
on different data sets is recorded. Parameter m is tested under each parameter
condition, the average value of the program running 50 times is taken as the
final result and recorded in Fig. 4(a). In this figure, it can be noted that the
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experimental results of DLDE are basically in a stable trend on the data set of
all algorithms, that is, the AUC index of the algorithm is basically convergent
when m reaches 10. Therefore, this experiment proves that the algorithm does
not require a lot of random division of dynamic time segments, and the algorithm
has better stability.

Hash Number h. We construct a hash table at the leaf node with h p-stable
local-sensitive hash functions [20]. This hash defines a boundary region, and all
values in this region have the same hash value. To avoid the instability of random
hash functions, we use multiple random hash functions. The intersection of sim-
ilar sets of data points computed by the generated plurality of hash functions
is a final set of similar data points that can more accurately measure similar
relationships between data points. It is proved in the Fig. 4(b) that when h is
taken from 1 to 108, the algorithm can achieve convergence as long as m and h
take a small constant.
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Fig. 4. The parameters analysis of dynamic window m and hash number h.

Computational Time. In order to calculate the consumption time, we selected
8 data sets for testing. We calculate the percentage of calculation time for the
five methods in each data set. As can be seen from the Fig. 5, DLDE has a better
effect on the short length of the subsequence, and PAPR has a better effect on
the long length of the subsequence, and the average performance of other data
sets is relatively nearly.

4.4 Performance on ECG Data

In this section, we will demonstrate the effectiveness of our algorithm on ECG
data selected from BIDMC Congestive Heart Failure Database. We select two
ECG records from this database, chfdb01 275 and chfdb13 45590. These two
ECG data contains two ECG signal, and each record contain one anomaly sub-
sequence.

In this experiment, we use the data of one minute length in two data sets
as experimental data, and divide the whole time series into 15 sub-time series
according to the cycle per second. We will verify the difference between the
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Fig. 5. Comparison results of each algorithm on different length time series data

scores calculated by the method proposed in this paper, and use the line graph
to visualize this difference. Since the results calculated by our methods is the
density of the subsequence, the score should convert into the abnormal score of
the subsequence by using Eq. (9).

anomaly score(P ) = 1 −
∑ pi − min(P )

max(P ) − min(P )
(9)

These two ECG data are shown in Fig. 6, and the anomaly subsequences are
shown in red line. The anomaly scores of each subsequence calculated by DLDE
are shown in the dark red line below. It can be clearly found that the higher
anomaly score is corresponded to true anomaly subsequence, and other score
are around 0.5. We rank the anomaly scores of each subsequence to determine
the anomalies in the data, thus avoiding the occurrence of missed detection.
Therefore, these results can demonstrate the effective of our algorithm.

(a) ECG1 in chfdb01 275 (b) ECG2 in chfdb01 275

(c) ECG1 in chfdb13 45590 (d) ECG2 in chfdb13 45590

Fig. 6. The results on ECG data chfdb01 275 and chfdb13 45590
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5 Conclusion

In this paper, we propose a novel anomaly subsequence detection algorithm based
on dynamic local density estimation (DLDE), which inspired by the idea of the
similarity calculation method of dynamic time warping. The anomaly detection
algorithm divides the time series with TSTree and uses the random hash func-
tion to quickly estimate the local density of the data points in the dynamic time
segment. In order to avoid the randomness of dynamic time segments and hash
functions, the idea of ensemble learning is adopted to ensure that the algorithm
can obtain more stable detection results. Experimental results show that the pro-
posed DLDE method performs better on different types of data sets than other
baselines. In the future work, we need to consider whether can set the automatic
time segmentation method to reduce the process of algorithm ensemble learning.
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Abstract. The trajectory similarity join aims to find similar trajectory
pairs from two large collections of trajectories. This join targets applica-
tions such as trajectory near-duplicate detection, ridesharing recommen-
dation and so on. Extensive works have been conducted on addressing
this join. However, most of them only focus on spatial dimension with-
out combining temporal range together. To address problem, this paper
proposes a novel two-level grid index which takes both spatial and tempo-
ral range into account when processing spatial-temporal similarity join,
and signature based dynamic grid warping (SDGW) approach to evalu-
ate the spatial similarity for trajectory pairs. Some pruning approaches
are developed to improve the query processing. In addition, extensive
experiments are conducted to verify the efficiency and scalability of our
methods.

Keywords: Spatial-temporal database · Two-level grid index ·
Trajectory similarity join

1 Introduction

With the advancement of GPS-based mobile devices and online map-techniques
services (e.g., Google Maps), it is convenient to produce, collect and share trajec-
tories. More and more social network platforms, such as Twitter, Facebook, are
supporting trajectory queries and sharing services. Furthermore, a taxi or Uber
car generate a trajectory from pick-up point to drop-off point. The availability
of massive trajectory data motivates new studies in spatial and temporal data
analysis.

Trajectory similarity join, which, given two sets of trajectories and a simi-
larity threshold θ, returns all the trajectory pairs with similarity above θ. By
recording a series of key points of a trajectory along the road network at a fixed
c© Springer Nature Switzerland AG 2019
S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 306–321, 2019.
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Fig. 1. Example of spatial temporal join query

Fig. 2. Trajectory similarity methods

region, trajectory join can be recorded using in many applications, such as data
cleaning [12], taxi recommending system [10], traffic condition analysis [16]. As
shown in Fig. 1, in order to reduce the redundancy, similarity join can be used
to data cleaning. Given a query trajectory {q}, we may find two highest ranked
similar trajectories {T1, T2}, and only keep the most similar T1 as the represen-
tative trajectory. In the literatures, many studies have been proposed to address
the problem of trajectory similarity join [1,12,18,19], and they have their own
merits. However, they seldom take both spatial and temporal similarity in a
continuous manner.

Example 1. An example depicted in Fig. 1, the query trajectory Q = {q} can
be regarded as a historical trajectory of a passenger. P = {T1, T2, T3} is the
set of Uber1 trajectories. Every trajectory has some sample points associated
with the earliest arrival time and the latest arrival time. If the recommendation

1 https://www.uber.com/.

https://www.uber.com/
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system adopts the traditional trajectory similarity join approaches that do not
take temporal factor into account, it will return (q, T2) and (q, T1) as a result.
Because they are spatially close to each other. If the temporal domain is also
taken into consideration in recommendation, because the departure time interval
of q is (7 : 30, 9 : 01) while that of T2 is (13 : 10, 14 : 26). Thus, T2 is not matched
to q, the system should only return T1 as a top-1 similarity trajectory.

Furthermore, when evaluating spatial similarity between two trajectories,
methods discussed above are inefficient. As shown in Fig. 2a, if adopting point-
to-point similarity method [18,19], we need to evaluate their spatial similarity by
computing the shortest road network distance for each closest point pairs (e.g.,
v1
1 to vq

1, v1
2 to vq

2). However, due to different sampling rates or vehicular speeds,
these points may not be aligned well, thus this method consumes much more
memory and computation time. In order to address this problem, we propose
a Signature based Dynamic Grid Warping (SDGW) method in Sect. 4.3, and
evaluate the similarity between T1 and q by computing the shortest network
distance from a sample point on T1 to the closest signature of the sample point
on q, which is more efficient. To summarize, our contributions can be summarized
as follows.

– We propose a two-level grid index which takes both spatial proximity and time
range into account when processing trajectory spatial-temporal similarity join
queries.

– We develop a time-first searching framework to prune unpromising trajectory
pairs in an efficient way, and then adopt signature based dynamic grid warping
(SDGW) approach to evaluate the spatial similarity for trajectory pairs.

– A set of experiments on real data are conducted to study the efficiency of our
methods.

2 Related Works

A number of trajectory similarity measurement functions have been proposed,
which can be roughly grouped into two types: (1) The spatial based metrics, such
as the Closest-Pair Distance (CPD) [13] and the One Way Distance (OWD) [9].
These metrics directly use the Euclidean distance for corresponding sample
point pairs to define the similarity. (2) The spatio-temporal metrics, such as
the Dynamic Time Warping (DTW) [1,15], the Longest Common Sub Sequence
(LCSS) [21], the Sequence Weighted Alignment model (Swale) [11], the Most
Similar Trajectory (DISSIM) [5], the model-driven assignment (MA) [16], and
the Edit Distance with Projections (EDwP) [14]. Specifically, the One Way Dis-
tance (OWD) [9] focuses on shape similarity for trajectories in grid representa-
tions. OWD of two grid trajectories is the sum of distances from the grids where
one trajectory’s sample points reside in to the grids of the other trajectory. The
Closest-Pair Distance(CPD) [13] is a variation of Euclidean Distance which was
introduced to find closest trajectories for given query in spatial networks. The
Dynamic Time Wrapping (DTW) [1,23] distance allows some sample points to
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repeat in order to achieve the best alignment, i.e., one point in one trajectory
can match multiple points in another trajectory. DTW was claimed to be vul-
nerable to noises since some noise points can introduce large distance between
trajectories. However, the authors of [22] argued and experimentally proved that
DTW on average is comparative to other similarity measurements on large data
sets. The Longest Common Sub Sequence (LCSS) [21] is used to eliminate the
effect of noise points. The LCSS method skips points (taking them as noises) if
their distance exceeds a matching threshold. Edit Distance with Real Penalty
(ERP) [7] uses a threshold θ to quantify a match, and gaps between matched
sub-trajectories are assigned penalties to reveal the dissimilarity. As an improve-
ment, Edit Distance on Real Sequence (EDR) [8] combines the strength of DTW
and ERP. It handles time shifting and computes distance using a constant ref-
erence point.

Trajectory similarity joins can be used such as data cleaning, navigation sys-
tem, and road planning [9,19,21]. In general, in order to measure spatial tempo-
ral similarity between two trajectory sets, people use a time interval threshold
to constrain the temporal proximity of two trajectories (in a fixed manner) and
can be classified into two categories. Studies in the first category (e.g., [3,6–8])
eliminate trajectory pairs that are temporally further apart than a threshold.
We generalize this category of studies and compute temporal similarity by sum-
marizing temporal proximities of sample point pairs from two trajectories in a
continuous manner, thus obviating the need for a time threshold. Studies in the
other category (e.g., [2,24]) utilize a sliding window (such as “ten minutes from
now” or “yesterday between 2 and 3 PM”) for all trajectories and eliminate
pairs of trajectories with times that fall outside the window. For the remaining
pairs, only spatial proximity is considered. Furthermore, unlike existing trajec-
tory similarity joins [2,3,6,24], the trajectory similarity join is applied in spatial
networks because in many practical scenarios, objects (e.g., taxies and passen-
gers) move in road networks rather than in Euclidean space. Considering the
different sampling rates or different vehicular speeds, the sample points in sim-
ilar trajectories may not be aligned, a bi-directional mapping similarity (BDS)
metric is proposed [12], which allows a sample point of a trajectory to align to
the closest location (which may not be a sample point) on the other trajectory,
and vice versa. However, their methods may not work well for the scenarios
where the timestamp is important.

The most relevant work is proposed in TS-Join [17], a two-phase algorithm
was developed based on a divide-and-conquer strategy. The authors proposed
an upper bound and a heuristic scheduling strategy to prune the search space
effectively. In TS-Join, every sample point on each trajectory has a only times-
tamp. However, in our work, every sample point has a time period. Therefore,
TS-Join may not work well in our setting.

3 Problem Definition

Before formulating the problem of spatial-temporal trajectory similarity, some
definitions are given as follows.
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Definition 1. Trajectory. A trajectory T has several sample points, which are
arranged in spatial sequence. Each sample point is marked with an estimated
arrival time, (e.g., Didi Chuxing has estimated arrival time for each destination)
we define T as Ti =

{
vi
1, v

i
2, v

i
3, · · · , vi

n

}
, where vi

nis a sample point on Ti, vi
n =

[pn, (tns, tne)], pn is the spatial location, (tns, tne) indicates the earliest arrival
time and the latest arrival time for pn.

Note that, for a sample point pn, we could set its estimated arrival time to tns,
and assign its real arrival time to tne. Thus, (tns, tne) for pn can be obtained.

Given two trajectories Ti and Tj , a sample point vi
n on Ti, Sdis(vi

n, vj
n) is

the shortest road network distance from vi
n to the sample point vj

n on Tj . sdn
i→j

is defined as follows.

sdn
i→j = min

vi
n∈Ti,v

j
n∈Tj

{Sdis(vi
n, vj

n)} (1)

Definition 2. Bi-Directional spatial Similarity Function. Given trajecto-
ries Ti and Tj, trajectory-spatial similarity function is defined as follows. We
extend Euclidean based trajectory similarity [4] to make it fit into spatial net-
works.

Ssim(Ti, Tj) =

|Ti|∑

k=1

e−sdk
i→j

|Ti| +

|Tj |∑

k=1

e−sdk
j→i

|Tj | (2)

Here, |T | denotes the number of sample points in a trajectory. We use e−x

function to measure the similarity for each sample point on trajectory pair. e−x

is a monotonically decreasing function, if x = 0, e−x = 1. If x > 0, e−x < 1. If
the shortest distance from each sample point on Ti to the corresponding point on
Tj is 0, that is sdk

i→j = 0, they are completely coincident, the similarity of Ti and

Tj reaches maximum. Otherwise,
∑|Ti|

k=1 e
−sdki→j

|Ti| is less than 1, Ssim(Ti, Tj) < 2.
Similarly, temporal distance tdn

i→j denotes the minimum temporal dis-
tance between a sample point vi

n on Ti to Tj , which is defined as Eq. 3, where rt
is the threshold time, and

∣
∣vi

n.tne − vj
n.tns

∣
∣ ≤ rt.

tdn
i→j =

⎧
⎪⎨

⎪⎩

min{|vi
n.tne−vj

n.tns|,|vi
n.tne−vi

n.tns|,|vj
n.tne−vj

n.tns|}∣
∣
∣max

{
vi
n.tne,v

j
n.tne

}
−min

{
vi
n.tns,v

j
n.tns

}∣
∣
∣

if
∣
∣
∣vi

n.tne − vj
n.tns

∣
∣
∣ ≤ rt

+∞ if
∣
∣
∣vi

n.tne − vj
n.tns

∣
∣
∣ > rt

(3)

Definition 3. Bi-Directional temporal Similarity Function. Given tra-
jectories Ti and Tj, trajectory-temporal similarity function is defined as follows.

Tsim(Ti, Tj) =

|Ti|∑

k=1

e−tdk
i→j

|Ti| +

|Tj |∑

k=1

e−tdk
j→i

|Tj | (4)
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The value of Tsim(Ti, Tj) is in [0, 2]. Based on Definitions 2 and 3, we give
a linear combination method to combine spatial and temporal similarities as
follows.

Definition 4. Spatial Temporal Similarity Score.

STsim(Ti, Tj) = λ · Ssim(Ti, Tj) + (1 − λ) · Tsim(Ti, Tj) (5)

Parameter λ ∈ [0, 1] controls the relative importance of the spatial and temporal
similarities.

Definition 5. Spatial Temporal Similarity Joins. Given two sets of tra-
jectories P and Q, a similarity threshold θ, find all similar trajectory pairs
< Ti ∈ P, Tj ∈ Q > such that STsim(Ti, Tj) ≥ θ.

4 Our Solution

4.1 Two-Level Grid Index

In order to efficiently utilize temporal and spatial information to compute trajec-
tory similarity, we build a two-level grid index to organise the trajectories. The
first level of the index mainly stores temporal information, and the second level
stores spatial information. At first, we describe how to organize the temporal
domain in the first level.

Because most movements occur daily, in this work, the value of a temporal
domain is set to be within 24 h and the date is not taken into consideration.
Considering people always go out and work at daytime, while there is a few
activity at night, thus, we partition the temporal domain into m time slots for
the daytime, and a larger time slot for the night, each of which corresponds to
a leaf node. As shown in Fig. 3, we build up a tree structure in a bottom-up
manner.
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Fig. 3. Two-level grid index
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Example 2. Considering T1, T2 and T3 in Fig. 3, suppose their time ranges are
r(T1) = (9 : 07, 10 : 20), r(T2) = (9 : 36, 11 : 10) and r(T3) = (9 : 54, 11 : 52),
respectively, n3 is the only choice because r(T1)∪r(T2)∪r(T3) ⊆ r(n3). Suppose
there is a trajectory T4 and its associated time interval is r(T4) = (5 : 35, 8 : 20),
then T4 should be stored in n12. Because the time range of T4 has already crossed
n1 and n2 and their parent node is n12.

At the second level, inspired by index methods in [9,20], we adopt the grid-
based method to index trajectories.

4.2 Time First Searching Framework

Considering the inefficiency of pruning dissimilarity pairs in spatial domain, we
propose a time-first search framework in Algorithm 1. Specifically, we find all the
trajectories in every leaf node of the first level of our index, if their time periods
are less than the threshold time rt, verify the similarity for each trajectory pair
in this node. Otherwise, we prune this trajectory pair based on following lemma:

Lemma 1. Given a similarity threshold θ and Parameter λ defined in Eq. 5, if
Tsim(Ti, Tj) < θ−2λ

1−λ , the trajectory pair (Ti, Tj) cannot be similar on temporal
domain, we prune it directly.

Proof. Suppose there is a trajectory pair Ti and Tj having maximum similarity,
that is, they are completely coincident, therefore, sdk

i→j = 0 and e−sdk
i→j = 1.

Based on this we have:

max{Ssim(Ti, Tj)} = max{

|Ti|∑

k=1

e−sdk
i→j

|Ti| +

|Tj |∑

k=1

e−sdk
j→i

|Tj | } = 2

Combining with λ · Ssim(Ti, Tj) + (1 − λ) · Tsim(Ti, Tj) ≥ θ, we have

⇒ Tsim(Ti, Tj) ≥ θ − λ · Ssim(Ti, Tj)
1 − λ

=
θ − λ · 2
1 − λ

Therefore, if Tsim(Ti, Tj) < θ−2λ
1−λ , Ti and Tj cannot be similar on temporal

domain. Lemma 1 is proved.

As shown in Fig. 3, not all the trajectories are in the same partitioned time
period in our index, we need to find their public time range through the merging
operation. For example, suppose there are three nodes na, nb and their parent
node nc in the first level-grid, a trajectory pair (Ti,Tj) may has three cases: (i)
one item is in na or nb and the other is in nc (i.e., range(Ti) ⊆ range(na) and
range(Tj) ⊆ range(nc) ); (ii) both of them are in nc (i.e., range(Ti) ⊆ range(nc)
and range(Tj) ⊆ range(nc) ); (iii) one item is in na and the other is in nb (i.e.,
range(Ti) ⊆ range(na) and range(Tj) ⊆ range(nb)). In the first two cases,
because their time intervals have intersection, we compute them direct. For the
third case, although their time intervals have no intersection, reference to Eq. 3,
their time intervals difference is less than the threshold time rt, they may be
similar to each other in temporal domain. Therefore, they should be merged into
their parent node (lines 7–10).
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Algorithm 1. Time-First Searching Framework
Input: two-level grid index Tr, trajectory set T , threshold time rt, λ
Output: A= { (Ti, Tj)| STsim(Ti, Tj) ≥ θ, ∀Ti ∈ T, ∀Tj ∈ T}

1 we adopt pre-order traversal to search leaf node in Tr;
2 for each leaf node in Tr do
3 for each trajectory pair (Ti, Tj) in node do
4 compute their temporal similarity Tsim(Ti, Tj) on Eq.3 and Eq.4

5 if Tsim(Ti, Tj) < θ−2·λ
1−λ

then

6 prune it based on Lemma 1

7 if The temporal distance between n and n.sibling ≤ rt then
8 merge n and n.sibling into n.parent;
9 find qualified trajectories in n.parent;

10 spatial similarity search(T , θ, λ);

11 else if The temporal distance between n and n.parent ≤ rt then
12 find qualified trajectories in n.parent;
13 spatial similarity search(T , θ, λ);

14 else if n.time range ≤ rt then
15 spatial similarity search(T , θ, λ);

16 return A;

4.3 Signature Dynamic Grid Warping

After computed the temporal similarity, it needs to evaluate the spatial similarity
for these candidate trajectories. Before introducing SDGW method, we first
present how to generate signature for a sample point and trajectory respectively.

Giving a sample point vi
n and its influence radius rd, the influence zone of

vi
n is defined with vi

n as the center and rd as the radius. The grids intersected
with the influence zone of vi

n ∈ Ti are stored in the second-level grid index. Let
g denote grid cell. For a sample point vi

n ∈ Ti , its signature is defined in Eq. 6.

Gr(vi
n) = {g|Sdis(vi

n, g) ≤ rd} (6)

Sdis(vi
n, g) =

{
min Sdis(vi

n, l) vi
n /∈ g

0 vi
n ∈ g

(7)

where l is a side of a grid cell g.
As shown in Fig. 4(a), the signature for vi

n is Gr(vi
n) = {g12, g22, g32, g13,

g23, g33}. If any location at trajectory Tj does not fall in any grid in Gr(vi
n), so

the shortest road network distance from vi
n to Tj is large than rd, we can infer Ti

and Tj can not be similar. Next, we discuss how to check whether the trajectory
Tj has a location falling in Gr(vi

n). For a trajectory Tj , its signature is defined
as follows.

Gt(Tj) = {g|g ∩ Tj 	= ∅} (8)
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Fig. 4. Signature for a point and a trajectory (Color figure online)

In Fig. 4(b), all the green grids along Tj compose Gt(Tj). We build a sorted
list for each cell g to store the vertex-IDs of all the vertices located in it.

Lemma 2. For each sample point vi
n on Ti, if Gr(vi

n)∩Gt(Tj) = ∅, the trajectory
pair (Ti, Tj) cannot be a similar pair. We prune it directly.

Proof. If Gr(vi
n) ∩ Gt(Tj) = ∅, the shortest road network distance from vk

n to Tj

is larger than rd. Based on Definition 2, Ti and Tj cannot be similar. Lemma is
proved.

Dynamic Time Warping (DTW) [1,15] is efficient to calculate the distance
between sequences whose lengths and/or sampling rates are different. Specifi-
cally, DTW is a transformation that allows sequences to be stretched along the
time axis to minimize the distance between the sequences. The distance of DTW
is calculated by dynamic programming. Inspired by its idea, we propose a novel
SDGW method based on signature to retrieve the similarity trajectory pairs on
trajectory database.

DTW is feasible of evaluating the similarity of time sequences with dif-
ferent length. Supposed two trajectories Ti = {vi

1, v
i
2, . . . , v

i
m} and Tj =

{vj
1, v

j
2, . . . , v

j
n}, m and n is number of sample points in Ti and Tj respectively.

The shortest road network distance is employed to measure similarity between
Ti and Tj , and the dynamic programming function is given as follows:

DTW (Ti, Tj) = l(m,n) (9)

l(p, q) = sd(vi
p, v

j
q) + min{l(p − 1, q), l(p − 1, q − 1), l(p, q − 1)} (10)

l(0, 0) = 0, l(p, 0) = l(0, q) = ∞
(p = 1, . . . ,m; q = 1, . . . , n)

where sd() denotes the shortest road network distance between sample point vi
p

and vj
q . p and q denotes p-th and q-th sample point in Ti and Tj , respectively.

l(m,n) is the cumulative distance from (0, 0) to (m,n). However, it is expen-
sive to compute the value of sd(). To address this problem, we optimize this
computation process as in Eq. 12.
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SDGW (Ti, Tj) = l(m,n) (11)

l(p, q) = sd(vi
p, G

r(vj
q)) + min{l(p − 1, q), l(p − 1, q − 1), l(p, q − 1)} (12)

Specifically, sd(vi
p, G

r(vj
q)) is employed instead of sd(vi

p, v
j
q) in dynamic pro-

gramming process. As shown in Fig. 4a, the computation cost of sd(vi
p, G

r(vj
q))

is much lower than that sd(vi
p, v

j
q).
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Fig. 5. Example of SDGW method (Color figure online)

Because of sd(vi
p, G

r(vj
q)) ≤ sd(vi

p, v
j
q), so SDGW (Ti, Tj) ≤ DTW (Ti, Tj),

based on Eq. 2, the similarity computed by SDGW method is the upper bound
of Ssim(Ti, Tj).

Figure 5a depicts the detail of SDGW, when reaching the last stage, we get
l(m,n) = 13. If backtracking from last stage, we can obtain the optimal solution.
For instance, let focus on (vi

3, G
r(vj

2)), the number in the center of matrix grid
is the shortest road distance, and the number in the upper right corner means
the cumulative distance from (0, 0) to (vi

3, G
r(vj

2)), i.e., 5. Blue grids represent
the warping path, and red arrows indicate every stage that we find the sum of
the shortest road network distance.

Figure 5b shows the matching process between Ti and Tj . SDGW avoids com-
puting spatial distance point to point, the matching process is transformed to
point to signature without synchronism, and is more efficient similarity measure-
ment.

According to Definitions 2 and 3, the computation cost of Tsim(Ti, Tj) is much
cheaper and easier than that of Ssim(Ti, Tj), thus, we compute it first. Suppose
Tsim(Ti, Tj) is obtained, we propose the following lemmas to prune the dissimilar
trajectory pairs.

Lemma 3. When Tsim(Ti, Tj) is computed, based on sd(vi
p, G

r(vj
q)) and sd(vj

q ,

Gr(vi
p)) obtained at each step of SDGW, if

∑
p e

−sd(vi
p,Gr(vj

q))

|Ti| +
∑

q e
−sd(vj

q,Gr(vi
p))

|Tj | <
θ−(1−λ)·Tsim(Ti,Tj)

λ , this trajectory pair cannot be similar, we prune it.
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Proof. If Ti and Tj are similar, we have Ssim(Ti, Tj) ≥ θ−(1−λ)·Tsim(Ti,Tj)
λ .

Because of sd(vi
p, G

r(vj
q)) ≤ sd(vi

p, v
j
q) = sdp

i→j ,
∑

p e
−sd(vi

p,Gr(vj
q))

|Ti| +
∑

q e
−sd(vj

q,Gr(vi
p))

|Tj | ≥
∑

p e
−sd

p
i→j

|Ti| +
∑

q e
−sd

q
j→i

|Tj | . So, if
∑

p e
−sd(vi

p,Gr(vj
q))

|Ti| +
∑

q e
−sd(vj

q,Gr(vi
p))

|Tj | <
θ−(1−λ)·Tsim(Ti,Tj)

λ , Ti and Tj cannot be similar. Lemma is
proved.

Lemma 4. When Tsim(Ti, Tj) is evaluated, if e
−max

vi
p∈Ti,v

j
q∈Tj

{sdq
j→i} +

∑

vi
p∈Ti,v

j
q∈Tj

e
−sd

q
j→i

|Tj | ≥ θ−(1−λ)Tsim(Ti,Tj)
λ , Ti and Tj are similar.

Proof. Assume that sdp
i→j = Sdis(vi

p, v
j
q), where vj

q is the sample point spatially
closest to vi

p among all sample points in Tj . According to Eq. 1, for the sample
point vj

q , we have that

sdp
i→j ≤ sdq

j→i ≤ max
vi
p∈Ti,v

j
q∈Tj

{sdq
j→i}

By substituting it into Eq. 2, we estimate the following equation

∑

vi
p∈Ti,v

j
q∈Tj

e−sdp
i→j ≥ |Ti| · e

−max
vi
p∈Ti,v

j
q∈Tj

{sdq
j→i} ⇒

Ssim(Ti, Tj) ≥ e
−max

vi
p∈Ti,v

j
q∈Tj

{sdq
j→i} +

∑

vi
p∈Ti,v

j
q∈Tj

e
−sd

q
j→i

|Tj |

(13)

Thus, if e
−max

vi
p∈Ti,v

j
q∈Tj

{sdq
j→i} +

∑

vi
p∈Ti,v

j
q∈Tj

e
−sd

q
j→i

|Tj | ≥ θ−(1−λ)Tsim(Ti,Tj)
λ , we

have Ssim(Ti, Tj) ≥ θ, Ti and Tj are similar. Lemma 4 is proved.

4.4 Trajectory Similarity Search Algorithm

The searching process of trajectory similarity join is shown in Algorithm2, which
is composed of building (Lines 2 to 4) and refinement (Lines 5, 9, 14).

In order to filter out all the unqualified trajectories, we should first generate
the signature sets for all sample points and trajectories (Lines 3 to 4). After
builded these sets, Lemma 2 can be employed to prune the dissimilar trajec-
tory pairs (Line 6). Then, SDGW method is adopted to compute their spatial
similarity. When Tsim(Ti, Tj) is obtained, Lemma 3 is used to further prune
the dissimilar pairs. Next, Lemma 4 can be employed to find a part of simi-
lar pairs (Line 11). At last, for the rest candidate trajectory pairs, we compute
STsim(Ti, Tj) for each of them directly, if its similarity is larger than θ, we add
it into result set A (Line 15).
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5 Experiments

5.1 Experimental Settings

In this section, we evaluate the performance of our methods. All of the algorithms
are implemented in C++. And the experiments are run on a PC with 3.4 GHz
Intel Core I7-6700, 16 GB RAM memory. We use real spatial network, namely
New York Road Network (NRN)2. It contains more than 95,500 vertices and
260,800 edges. The graphs are stored using adjacency lists. In NRN, we use real
taxi trajectory data set from New York (see footnote 2). The trajectories denote
the taxi trips, and their average length (number of vertices) is 80. Because every
sample point has a timestamp in our setting, in order to construct time period
for every sample point, we randomly add or subtract its time stamp within [0, 15]
minutes. In experiments, we mainly examine our proposed techniques in filtering
and refinement steps. At first, we evaluate candidate set generation techniques
in filtering step. Our method is named Two-level. Two classic methods are
reproduced as our control groups. Specifically, we name TF-matching [17] as
TF-Match, this method searches the trajectory join with every sample point
having a timestamp, we extend it to our time setting. The other one employing

Algorithm 2. Trajectory Similarity Search
Input: Two trajectory sets Ti and Tj , similarity threshold θ, maximal

trajectory distance rd, parameter λ
Output: A= { (Ti, Tj)| STsim(Ti, Tj) ≥ θ}

1 A← ∅;
2 for each (Ti, Tj) in Candidate do
3 build Gr(vi

n) and Gr(vj
n) for all vi

n and vj
n on Ti and Tj respectively;

4 build signature set Gt(Tj) for Tj ;

5 if Gr(vi
n) ∩ Gt(Tj) = ∅ then

6 prune it based on Lemma 2

7 compute SDGW (Ti, Tj) and SDGW (Tj , Ti) by SDGW method;
8 compute temporal similarity Tsim(Ti, Tj) by Eq.4

9 while
∑

k e
−sd(vi

k,Gr(vj
k
))

|Ti| +
∑

k e
−sd(vj

k
,Gr(vi

k))

|Tj | ≥ θ−(1−λ)·Tsim(Ti,Tj)

λ
do

10 if e
−max

vi
k

∈Ti,v
j
k

∈Tj
{sdk

j→i}
+

∑
k e

−sdkj→i

|Tj | ≥ θ−(1−λ)Tsim(Ti,Tj)

λ
then

11 A.add(Ti, Tj) based on Lemma 3 and Lemma 4;
12 else
13 compute STsim(Ti, Tj) by Eq.5;
14 if STsim(Ti, Tj) ≥ θ then
15 A.add(Ti, Tj);

16 return A;

2 https://lab-work.github.io/data/.

https://lab-work.github.io/data/
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Strain-Join in [12] is called Strain, we use this method to do spatial similarity
search. We compare the number of searched trajectories and runtime by varying
the four parameters: CR threshold θ, influence radius rd, grid width w and the
number of candidate trajectories |P |. At second, we evaluate the methods in
refinement step. The method proposed in Sect. 4.3 is called SDGW method
and the approach based original DTW is named DTW method. We compare
their memory cost by varying the four parameters: CR threshold θ, preference
parameter λ, influence radius rd, grid width w. Due to space limitation, only
parts of experiment results are listed in the following subsection.

5.2 Various Testing

As shown in Fig. 6a, as the threshold increases, the number of searched trajec-
tories grows fewer. The reason is obvious, a lager threshold θ helps us to filter
more dissimilarity trajectory pairs. In Fig. 6b, as rd increases, the number of
searched trajectories is rising. This is mainly because: (i) a lager rd means more
trajectories need to be computed and (ii) influence grid set in Eq. 6 depends on
rd, with the increasing of rd, Gr(vi

n) covers more grids. As in Fig. 6c, the number
of the searched trajectories are growing as w is increasing. A larger |P | causes
more trajectory pairs to be searched in Fig. 6d. Figure 7a–d show the runtime
on NRN dataset when varying four parameters. It is easy to see that the more
trajectories we search, the more time we spend. The variation trend on runtime
keeps broadly consistent with the number of the searched trajectories in Fig. 6.
However, as w and Rd increase, the runtime reduces. This is because larger w
leads to fewer grids which saves processing time for constructing signature set,
and larger Rd helps reduce the computation cost of spatial similarity.
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Fig. 6. Evaluating filtering: number of searched trajectories on NRN

The results of evaluating refinement on memory cost are shown in Fig. 8.
In each figure, DTW consumes more memory than SDGW. The reason is that,
DTW employs the point-to-point method in dynamic programming process to
measure the similarity for the trajectory pairs, the computation of the spatial
distance between a sample point on Ti to the other trajectory Tj is expensive.
However, SDGW computes sd(vi

p, G
r(vj

q)) instead of sd(vi
p, v

j
q) in dynamic pro-

gramming process, its cost is much lower than that sd(vi
p, v

j
q). As a result, SDGW

has better performance than DTW in this experiment.
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Fig. 7. Evaluating filtering: runtime on NRN
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Fig. 8. Evaluating refinement: memory cost

6 Conclusion

In this paper, we study a novel trajectory similarity join in road networks. To
process the trajectory similarity efficiently, a novel index, searching algorithm
and pruning method are developed. Experimental results show that our meth-
ods can gain good performance. Our future work will study how to extend our
methods to various distributed environments.
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Abstract. The cosine similarity is a similarity measure useful for docu-
ment clustering. The cosine similarity between two points is determined
by the angle between their corresponding vectors observed from the sin-
gle reference viewpoint, the origin. Recently, Nguyen et al. [6] proposed a
new similarity measure called MVS (MultiViewpoint-based Similarity) in
which the vectors are observed from multiple viewpoints. They incorpo-
rated MVS into some non-hierarchical clustering algorithm and showed
that MVS outperforms the original cosine similarity. This paper proposes
an agglomerative hierarchical clustering which couples the average-link
method with MVS. Despite MVS is more complex than the cosine simi-
larity, our clustering algorithm achieves the same time complexity as the
average-link method with the cosine similarity by computing the inter-
cluster similarity smartly. Interestingly, our algorithm can be expanded
to control the size fairness among clusters. Experimentally in document
clustering, our algorithm outputs more accurate clustering results than
the average-link method with the cosine similarity almost without length-
ening the running time.

Keywords: Hierarchical clustering · Multiview · Similarity measure ·
Time complexity

1 Introduction

Clustering is a powerful tool for unsupervised data analysis; it provides an insight
into the characteristics of the given data by classifying them into several groups.
Because of its usefulness, clustering has been used in various application areas
such as biology, multimedia analysis and natural language processing. The pri-
mary principle of clustering is to make similar data belong to the same cluster.
Therefore, the similarity measure between two data is significant for cluster-
ing. The cosine similarity is a representative similarity measure for points in a
multi-dimensional space and judges the similarity between two points di and dj
from the angle between their associated vectors starting from the origin. The
cosine similarity is suitable for classifying high-dimensional sparse vectors which
emerge in document analysis, market basket analysis, and so on.

Recently, Nguyen et al. [6] noticed that the cosine similarity observes all
the vectors from the single reference viewpoint, i.e., the origin and proposed a
c© Springer Nature Switzerland AG 2019
S. Hartmann et al. (Eds.): DEXA 2019, LNCS 11707, pp. 325–340, 2019.
https://doi.org/10.1007/978-3-030-27618-8_24
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new similarity measure using multiple viewpoints chosen from the dataset to be
analyzed. They named this similarity as the MultiViewpoint-based Similarity
(MVS). Then, they designed a non-hierarchical clustering algorithm exploiting
MVS which resembles the k-means and showed that their clustering algorithm
outputs more adequate clustering results than the spherical k-means [2] which is
a variant of the k-means based on the cosine similarity. Hereafter, we abbreviate
the cosine similarity as CS.

Conventionally, clustering methods are categorized into two types: hierarchi-
cal and non-hierarchical clustering. The agglomerative hierarchical clustering has
an advantage over most non-hierarchical clustering algorithms that the number
of clusters need not be specified in advance. On the other hand, its computational
complexity tends to be large.

Our main contribution is to incorporate MVS into the agglomerative hierar-
chical clustering. In particular, we propose an agglomerative hierarchical clus-
tering algorithm which couples the average-link method [9] with MVS. Multiple
viewpoints in MVS are expected to slow down the running speed of the average-
link method. Nonetheless, our algorithm achieves the same time complexity as
the average-link method with CS, supported by our novel means to compute the
inter-cluster similarity efficiently. Remarkably, our clustering algorithm can be
easily expanded, so that the size fairness among clusters may be controllable. In
the task of document clustering, our algorithm outputs more accurate cluster-
ing results than the average-link method with CS almost without increasing the
running time.

This paper is organized as follows. Section 2 describes (1) MVS proposed in
[6] and (2) the average-link method both of which are components of our new
algorithm. Then, Sect. 3 presents our algorithm. Section 4 reports the experimen-
tal evaluation. Section 5 reviews related works. Section 6 concludes this paper.

2 Preliminaries

2.1 MVS (MultiViewpoint-Based Similarity Measure)

This subsection explains the MVS proposed in [6]. Similarly to CS, MVS treats
points on the surface of the unit hypersphere. Let di and dj be such points.
The cosine similarity CS(di, dj) between di and dj equals their inner product
dTi dj = (di −0)T(dj −0), where 0 is the origin. Thus, CS measures the similarity
between di and dj , while specifying the origin as the only reference viewpoint.

By contrast, MVS moves the reference viewpoint to various points in the
dataset S to be analyzed, thereby obtaining a similarity value adaptive to S.
[6] defines MVS as a similarity measure for two points in the identical cluster.
Concretely, MVS between di and dj belonging to the same cluster r is defined
as the average of inner products between their associated vectors starting from
multiple viewpoints in S outside r. See Eq. (1). In (1), dh symbolizes the view-
point and n denotes the number of points in S. Throughout this paper, for a
cluster r, we denote the set of members in r by Sr and nr = |Sr|.
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MVS(di, dj | di, dj ∈ Sr) =
1

n − nr

∑

dh∈S\Sr

(di − dh)T(dj − dh). (1)

MVS considers it reasonable that di and dj belong to the same cluster r, if
they look similar from the viewpoints outside r. In this way, MVS evaluates the
validness to categorize two points in the dataset S into the same cluster based
on their similarity value observed not from the origin which is independent of S,
but from the viewpoints in S itself.

As dh ∈ S\Sr is a unit vector, Eq. (1) is rewritten as Eq. (2), where CS\Sr

is the centroid of the points in S\Sr.

MVS(di, dj | di, dj ∈ Sr) = dTi dj − dTi CS\Sr
− dTj CS\Sr

+ 1. (2)

From Eq. (2), it holds for two points dj and dl that MVS(di, dj) > MVS(di, dl)
iff CS(di, dj) − dTj CS\Sr

> CS(di, dl) − dTl CS\Sr
. Therefore, even if CS(di, dj) <

CS(di, dl), MVS(di, dj) can be greater than MVS(di, dl), if dl is close to the outer
centroid CS\Sr

enough to leave r. Thus, MVS is a similarity measure which adds
to CS a new term which evaluates if the two points should group together.

Nguyen et al. [6] proposed a non-hierarchical clustering algorithm MVSC
based on MVS. MVSC tries to minimize the objective function F =

∑C
r=1 nr[∑

di,dj∈Sr
MVS(di,dj)

n2
r

]
, where C is the number of clusters. In [6], MVSC outper-

formed the spherical k-means based on CS [2] in document clustering. Thus,
MVS could improve the clustering quality by being adaptive to the dataset S.

On the other hand, MVS has a drawback that it is heavier to compute than
CS. Since vector inner products must be computed (n − nr) times in (1), the
time complexity of MVS is as n times large as that of CS in the worst case, if
MVS is implemented straightforwardly.

2.2 Average-Link Method

The average-link method is a well-known agglomerative hierarchical clustering
algorithm and widely used in many practical applications because of its robust-
ness against outliers. The agglomerative hierarchical clustering initially regards
every point in S as a single cluster. Thus, there exist n clusters in the beginning.
Then, in the agglomeration step, it repeats merging the most similar cluster
pair. This agglomeration step continues until only one cluster remains. Then,
this history of cluster merging is outputted as the clustering result. From this
history, we can extract the clustering results for any number of clusters.

In the average-link method, the similarity value Simab between two clusters
a and b is defined as the average similarity value between all the point pairs one
of which comes from a and the other of which comes from b, as in Eq. (3).

Simab =
1

nanb

∑

di∈Sa

∑

dj∈Sb

sim(di, dj). (3)
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1: Initialize the similarity matrix A whose size equals n× n
2: while the number of cluster > 1 do
3: Find the most similar cluster pair a, b
4: Merge a and b to form a new cluster c
5: for cluster k other than c do
6: Update the cluster similarity between c and k

Fig. 1. Average-link Method

Figure 1 outlines the average-link method. In the initialization step, each point
forms a single cluster and the similarity values between all the points (i.e., clus-
ters) are kept in the similarity matrix A whose size equals n×n. In the agglom-
eration step, the most similar pair of clusters are found from the matrix A and
merged into a new cluster. Suppose that the most similar pair of clusters a and
b are merged into a new cluster c. After c is formed, we must update the matrix
A to memorize the similarity value Simkc between c and every other cluster k
which is currently registered to A. It is known that Simkc is represented by a
weighted sum of Simka and Simkb in Eq. (4). Since Simka and Simkb have been
already stored in A, Simkc is computable in O(1) time.

Simkc =
na

nc
Simka +

nb

nc
Simkb. (4)

Now, consider the time complexity of the average-link method in Fig. 1, when
CS is used. Let m be the dimensionality of vectors. Since the initialization of A
computes CS between all the point pairs and it takes O(m) time to calculate an
inner product between two m-dimensional vectors, the initialization of A finishes
in O(mn2) time.

As for the agglomeration step, the most similar cluster pair is found in
O(n log n) time at the third line, by using heap structures. Then it costs O(n)
time to update A about a new cluster c at the 5th and 6th lines, since the FOR
statement there evaluates Eq. (4) less than n times. Because the average-link
method performs the cluster merging just n−1 times, its whole time complexity
grows O(mn2 + (n log n + n) × (n − 1)) = O(mn2 + n2 log n) together with the
initialization of A.

3 Multiviewpoint-Based Hierarchical Clustering

MVS realized more accurate clustering than CS for non-hierarchical clustering
[6]. It is natural to expect that MVS is superior to CS also for hierarchical
clustering. Hence, this paper designs a clustering algorithm which introduces
MVS to the average-link method. As will be explained later, our algorithm has
the next two merits.

– Supported by MVS, our algorithm excels to the average-link with CS in terms
of classification accuracy. In addition, despite MVS is more complex than CS,
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our algorithm theoretically achieves the same time complexity as the average-
link method with CS.

– Our clustering algorithm can be easily expanded, so that the size fairness
among clusters may be controllable.

Hereafter, our average-link method with MVS is named as MVS-AVE, while the
standard average-link method with CS is referred to as CS-AVE.

3.1 Similarity Measure Between Clusters

To apply MVS to the average-link method, it seems at a glance that we have
only to replace the function sim(,) with MVS in the definition of inter-cluster
similarity in Eq. (3) like Eq. (5) below.

Simab =
1

nanb

∑

di∈Sa

∑

dj∈Sb

MVS(di, dj). (5)

However, Eq. (5) is not well-defined, because MVS is computed between di and
dj which come from different clusters. Recall that MVS in Eq. (1) is originally
defined for two points belonging to the same cluster. To solve this problem, we
consider a virtual big cluster which includes both the two clusters a and b and
formalize MVS(di,dj |di ∈ Sa, dj ∈ Sb) inside the big cluster. See Eq. (6). Note
that Sa ∪ Sb expresses the members in the virtual cluster and its cardinality
equals na + nb.

MVS(di, dj |di ∈ Sa, dj ∈ Sb) =
1

n − na − nb

∑

dh∈S\(Sa∪Sb)

(di−dh)T(dj−dh). (6)

3.2 Operations to Be Modified in Average-Link Method

To introduce MVS, operations in the average-link method must be corrected,
if they compute the inter-cluster similarity. The average-link method contains
two such operations: (I) the initialization of the similarity matrix A and (II) the
update of A after merging the most similar cluster pair. First, let us review how
large the time complexity of MVS-AVE grows if the above operations are naively
implemented.

To initialize A, MVS must be computed between all the point pairs. Thus,
MVS is to be computed O(n2) times. Here, a single MVS computation between
two single-point clusters consumes O(mn) time, since the inner product between
m-dimensional vectors is calculated just n−2 times in Eq. (6). After all, O(n2 ×
mn) = O(mn3) time is necessary to initialize A.

Second, consider the update of A after merging the most similar cluster pair
into the new cluster c: Unfortunately, MVS-AVE cannot rely on the similarity
update formula (4) any more, because Eq. (4) presumes that the similarity does
not depend on the cluster membership, which is not the case for MVS. For
example, if di ∈ Sa and dj ∈ Sb, MVS(di, dj) = 1

n−na−nb

∑
dh∈S\(Sa∪Sb)

(di −
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dh)T(dj − dh). However, if the cluster a is merged with another cluster c at
this moment. Then, MVS(di, dj) changes to 1

n−na−nb−nc

∑
dh∈S\(Sa∪Sb∪Sc)

(di −
dh)T(dj − dh). Thus, MVS(di, dj) depends on the members of the two clusters
holding di and dj .

Without Eq. (4), if we calculate Simkc according to Eq. (5), the time to
compute Simkc increases up to O(mn3) in the worst case, since MVS whose
time complexity equals O(m(n − nk − nc)) are to be computed nk × nc = O(n2)
times. Since MVS-AVE merges a pair of clusters just n − 1 times and Eq. (5)
is evaluated at most n times at each cluster merging, it takes O(mn5) time for
MVS-AVE to update A during the whole running period.

3.3 How to Shrink the Running Time

The previous subsection concluded that, if naively implemented, MVS-AVE runs
by far slower than CS-AVE. This subsection explains our novel techniques to
accelerate the initialization and the update of the similarity matrix A, which
reduce the time complexity of MVS-AVE to O(mn2 + n2 log n) and make it
comparable to CS-AVE.

3.3.1 Initialization of Similarity Matrix A

Here, we introduce a technique to initialize A in O(mn2) time like CS-AVE.
When MVS-AVE initializes A, there are n single-point clusters. Then, based on
Equations (5) and (6), the similarity between the i-th clusters with di and the
j-th cluster with dj is described as Eq. (7). Note that |di| = |dj | = |dh| = 1. Let
D =

∑
di∈S di symbolize the vector sum of all the data in S.

Simij = MVS(di, dj) =
1

n − 2

∑

dh∈S\(di∪dj)

(dTi dj − dTi dh − dTj dh + 1)

=
1

n − 2
{
(n − 2)dTi dj − dTi (D − di − dj) − dTj (D − di − dj) + (n − 2)

}

=
1

n − 2
(ndTi dj − dTi D − dTj D + n). (7)

If the value of D is known, Eq. (7) is obtained in O(m) time by calculating
the inner product between m-dimensional vectors three times. By processing all
the elements in the n × n matrix A in this way, we can initialize A in O(mn2)
time. Although it takes O(mn) time to compute D, we may compute D only
once at the very beginning. Thus, MVS-AVE can initialize the matrix A in
O(mn2 + mn) = O(mn2) time, which is the same time complexity as CS-AVE.

Further Reduction of Inner Product Computation: Though we have
shown that both MVS-AVE and CS-AVE initialize A in O(mn2) time, strictly
speaking, MVS-AVE runs as three times slowly as CS-AVE, because the inner
product is computed three times in deriving MVS(di, dj) and once in deriving
CS(di, dj). Because the dimensionality m is enormous in document clustering,
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the O(mn2) term often dominates the running time of the average-link method.
Thus, it is problematic to neglect this constant-time gap.

Therefore, we devise a novel technique for MVS-AVE which initializes A by
computing the inner product just

(
n
2

)
times. Note that CS-AVE also computes

the inner product just
(
n
2

)
times to fulfill A whose size is n × n. Therefore,

MVS-AVE performs exactly the same number of m-dimensional inner product
computations as CS-AVE. The main idea of our technique is to precalculate dTi D
and dTj D in Eq. (7). Our technique executes the 3 next steps in order.
(Step 1): It first computes the cosine similarity between all the point pairs.
(Step 2): Then, for 1 ≤ i ≤ n, dTi D is calculated by summing up CS(di, dj) for
1 ≤ j ≤ n. That is, dTi D =

∑n
j=1 CS(di, dj).

(Step 3): For any pair of i and j, MVS(di, dj) is instantly obtained by subtracting
dTi D and dTj D from nCS(di, dj) + n.

In (Step 2), because CS(di, dj) is known for any j, dTi D is computed in O(n)
time. Thus, (Step 2) finishes in O(n × n) = O(n2) time which is by far less than
O(mn2). (Step 3) also terminates in O(n2) time, because each MVS(di, dj) is
computed in O(1) time.

The m-dimensional inner product is computed only in (Step 1) and never
computed in (Step 2) nor (Step 3). Since (Step 1) simply computes the cosine
similarity between all the point pairs, the inner product is computed just

(
n
2

)

times. Thus, MVS-AVE performs exactly the same number of inner product
computations as CS-AVE. The whole time complexity for MVS-AVE to initialize
A remains O(mn2 + n2) = O(mn2).

3.3.2 Update of Similarity Matrix A after Merging Clusters
From now on, we first present a new similarity update formula specific to MVS-
AVE and then prove that the new formula can be efficiently computed.

Consider the situation in which the two clusters a and b are merged into
a new cluster c in MVS-AVE’s running. Theorem 1 below states that Simkc

between the clusters k and c can be described with Simka and Simkb. Here, Da

and na denote the vector sum and the number of vectors in the cluster a.

Theorem 1. Simkc is described with using Simka and Simkb as Eq. (8).

1
(na + nb)(n − nk − na − nb){
na(n − nk − na)Simka + nb(n − nk − nb)Simkb + 2

(
DT

a Db − nanb

)}
. (8)

Proof. Due to space limitations, we outline the proof here. Because MVS(di, dj |
di ∈ Sk, dj ∈ Sc) = 1

n−nk−nc

∑
dh∈S\(Sk∪Sc)

(di − dh)T(dj − dh), we have

Simkc =
1

nknc(n − nk − nc)

∑

di∈Sk

∑

dj∈Sc

∑

dh∈S\(Sk∪Sc)

(di − dh)T(dj − dh). (9)
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In Eq. (9),
∑

di∈Sk

∑
dj∈Sc

∑
dh∈S\(Sk∪Sc)

(di − dh)T(dj − dh) is equivalent with

∑

di∈Sk

⎧
⎨

⎩
∑

dj∈Sa

∑

dh∈S\(Sk∪Sa∪Sb)

(di − dh)T(dj − dh)

+
∑

dj∈Sb

∑

dh∈S\(Sk∪Sa∪Sb)

(di − dh)T(dj − dh)

⎫
⎬

⎭ . (10)

By rewriting the first term of Eq. (10) as
∑

di∈Sk

∑
dj∈Sa

∑
dh∈S\(Sk∪Sa)

(di −
dh)T(dj −dh)−∑

di∈Sk

∑
dj∈Sa

∑
dh∈Sb

(di−dh)T(dj −dh), it can be represented
as a term including Simka along with the residual. In the same way, the second
term of Eq. (10) is represented as a term including Simkb combined with the
residual. These two residuals correspond to 2

(
DT

a Db − nanb

)
in Eq. (8). ��

Given Eq. (8), one may think that MVS-AVE can be easily realized by mem-
orizing the vector sum Da for each cluster a. Although this approach is surely
feasible, it will make MVS-AVE slower than CS-AVE, because it takes O(m)
time to evaluate the update formula Eq. (8) owing to the inner product DT

a Db.
This is in contrast to the fact that CS-AVE computes the update formula Eq. (4)
in O(1) time. Since the agglomerative hierarchical clustering evaluates the sim-
ilarity update formula O(n2) times during the agglomeration phase, MVS-AVE
consumes O(mn2) time to update A in total, whereas CS-AVE consumes O(n2)
time. Under the condition that both MVS-AVE and CS-AVE initialize A in
O(mn2) time, if MVS-AVE only spends O(mn2) time to update A, the running
time of MVS-AVE will become substantially longer than that of CS-AVE.

To escape from the above undesired situation, we develop a more refined
method to update A in O(n2) time rather than O(mn2) time. This refined
method maintains an n×n matrix B such that Bij memorizes the inner product
value between the vector sum of the i-th cluster and that of the j-th cluster. The
matrix B is initialized at no cost because our MVS-AVE has already computed
dTi dj for 1 ≤ i, j ≤ n, i �= j in the middle of initializing A.

In the agglomeration step, if a new cluster c is formed by merging two clus-
ters a and b, we must update B by computing DT

c Dk for every remaining cluster
k �= c. We would emphasize that DT

c Dk is notably computed in O(1) time
by summing up DT

a Dk and DT
b Dk, because DT

c Dk =
∑

di∈Sc

∑
dj∈Sk

dTi dj =∑
di∈(Sa∪Sb)

∑
dj∈Sk

dTi dj =
∑

di∈Sa

∑
dj∈Sk

dTi dj +
∑

di∈Sb

∑
dj∈Sk

dTi dj =
DT

a Dk + DT
b Dk. DT

a Dk and DT
b Dk were saved in B before this cluster merg-

ing and taken out in O(1) time. In the same way as A, the matrix B is updated
at most n2 time in MVS-AVE’s running. Thus, the total time necessary to main-
tain B grows O(n2).

Now that the update formula Eq. (8) is computed in O(1) time by looking
up DT

a Db in B, the total time to update A does not go beyond O(n2).
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3.4 Time Complexity of MVS-AVE

Here, let us confirm our MVS-AVE completes in O(mn2 + n2 log n) time in the
same way as CS-AVE. First, MVS-AVE initializes the matrix A in O(mn2 +n2)
time, as explained in Sect. 3.3.1. Next, as for the cluster merging,

– The most similar cluster pair is sought from A in O(n log n) time per clus-
ter merging, which does not differ from CS-AVE at all. Because MVS-AVE
iterates the cluster merging n−1 times, the total time incurred in the agglom-
eration phase gets O((n − 1) × n log n) = O(n2 log n).

– The two matrices A and B are both updated in O(n2) time during the agglom-
eration phase, as discussed in Sect. 3.3.2.

As a whole, MVS-AVE achieves the time complexity of O(mn2 +n2 +n2 log n+
n2) = O(mn2 + n2 log n).

3.5 Balancing the Cluster Size

In general, a clustering result is not favored by practical data analysts, if it
contains too large clusters and too small clusters simultaneously. The analysts
implicitly expect that generated clusters are similar in size. In fact, some clus-
tering algorithms use mechanisms to prevent too small clusters. For example,
the famous Normalized Cuts [8] adjusted the definition of graphcut size not to
form isolated single-point clusters. The conventional hierarchical agglomerative
clustering does not provide any means to prevent too small clusters.

Uniquely and interestingly, our MVS-AVE can be expanded to balance the
cluster size. What has to be done is to subtract a constant λ from all the elements
in A, when A is initialized, as shown in Eq. (11). Here, λ is a positive real
parameter specified by the user. As λ increases, the cluster size is more balanced.

Simij = MVS(di, dj) − λ. (11)

Why the above mechanism balances the cluster size is explained in the next
way. In the update formula specific to MVS-AVE in Eq. (8), the coefficients for
Simka and Simkb are na(n−nk−na)

(na+nb)(n−nk−na−nb)
and nb(n−nk−nb)

(na+nb)(n−nk−na−nb)
respectively.

The point is that the sum of these two coefficients becomes

(na + nb)(n − nk − na − nb) + 2nanb

(na + nb)(n − nk − na − nb)

and strictly greater than 1. Therefore, every time Eq. (8) is called, the term of
−λ is amplified. As the result, the similarity values in A have a tendency to
become lower when they are related to large clusters which have experienced
cluster merging many times than to small clusters which have undergone cluster
merging few times. Thus, small clusters have more chances to be chosen as the
objective of cluster merging than large clusters. In this way, a balanced cluster
partition is created.
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We remark that the conventional average-link method does not possess this
interesting property, because, in the similarity update formula Eq. (4), the sum
of coefficients of Simka and Simkb equals na

nc
+ nb

nc
= 1. Therefore, if we subtract

λ from all the elements in A, Eq. (4) does not amplify the term of −λ.

4 Experimental Evaluation

This section compares our MVS-AVE with CS-AVE in the task of document
clustering and shows that our MVS-AVE achieves a higher classification accuracy
than CS-AVE almost without increasing the running time.

The experimental platform is a PC (CPU: Intel Core i7 3.6 GHz, OS: Ubuntu
16.04, memory 16 GB). The program codes are compiled with g++ accompanied
by the O2 optimization option. In the program codes, we optimize the module to
compute vector inner product for high-dimensional sparse vectors having many
0 coordinate values, since the document clustering needs to handle them: Let
x = (x1, x2, · · · , xm) and y = (y1, y2, · · · , ym) be two m-dimensional vectors.
Then, xTy =

∑m
i=1 xiyi. Here, if xi = 0 or yi = 0, xiyi trivially does not

influence xTy. Therefore, our module accelerates the inner product computation
for sparse high-dimensional vectors by skipping the multiplication xiyi and the
addition of xiyi to

∑i−1
j=1 xjyj , if either xi = 0 or yi = 0.

4.1 Dataset

Our experiments use the 18 datasets in Table 1 all of which are publicly available
at the web site for the CLUTO clustering toolkit [4]. They have been utilized in
many previous researches including [6] from which MVS originates.

In Table 1, the symbols c, n, and m represent the class number, the number
of objects and the dimensionality of feature vectors in order. m is determined
from the word vocabulary, after removing the stop words and discarding too
frequent words which appear in more than 99.5% of the documents and too
rare words which appear in only one document. After m is fixed, a document is
transformed to a feature vector each of whose coordinate values expresses the
TF-IDF value of the word responsible for the single dimension. In the last, all
the feature vectors are normalized to unit vectors.

4.2 Comparison with CS-AVE

Now, let us compare MVS-AVE with CS-AVE in terms of classification accu-
racy and running time: The classification accuracy for a clustering algorithm
is measured by how consistent the clustering result is with the data parti-
tion induced from the ground-truth class labels assigned to the dataset, under
the setting that the cluster number equals the the class number c. The consis-
tency degree is measured with NMI (Normalized Mutual Information) defined as
NMI(X,Y ) = I(X,Y )√

H(X)H(Y )
, where X corresponds to the clustering result and Y
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Table 1. Dataset for experiments

Dataset Source c n m

fbis TREC 17 2,463 2,000

hitech TREC 6 2,301 13,170

k1a WebACE 20 2,340 13,859

k1b WebACE 6 2,340 13,859

la1 TREC 6 3,204 17,273

la2 TREC 6 3,075 15,211

re0 Reuters 13 1,504 2,886

re1 Reuters 25 1,657 3,758

tr31 TREC 7 927 10,127

reviews TREC 5 4,069 23,220

wap WebACE 20 1,560 8,440

la12 TREC 6 6,279 21,604

new3 TREC 44 9,558 36,306

sports TREC 7 8,580 18,324

tr11 TREC 9 414 6,424

tr12 TREC 8 313 5,799

tr23 TREC 6 204 5,831

tr45 TREC 10 690 8,260

corresponds to the ground-truth data partition. H(X) = −∑
i P (xi) log P (xi)

is an entropy of the variable X and I(X,Y ) =
∑

i

∑
j P (xi, yj) log P (xi,yj)

P (xi)p(yj)
is

the mutual information between X and Y . NMI takes a value in the range from
0 to 1. Intuitively, the NMI reflects the correlation of the clustering result X to
the distribution Y of the ground-truth class labels.

The left half of Table 2 summarizes the classification accuracy for MVS-AVE,
CS-AVE and BMVS-AVE which will be discussed later in Sect. 4.4 for various
datasets. MVS-AVE defeats CS-AVE for 13 out of the 18 datasets. Moreover, the
gap of NMI tends to be larger when MVS-AVE exceeds CS-AVE than when CS-
AVE defeats MVS-AVE. The average NMI value becomes 0.456 for MVS-AVE
and 0.409 for CS-AVE.

Next, the right half of Table 2 presents the running time of MVS-AVE and
that of CS-AVE with their ratio, where the running time is the average over three
trials. Remarkably, MVS-AVE augments the running time by at most 2.3% as
compared with CS-AVE for any dataset.

Thus, MVS-AVE successfully incorporates the high preciseness of MVS into
the average-link method with very little overhead.



336 Y. Fujiwara and H. Koga

4.3 Effect of Precalculating dT
i D and dT

j D

Section 3.3.1 developed a technique to speed up the initialization of the matrix
A by precalculating dTi D and dTj D and reducing the frequency of vector inner
product computations to 1

3 . We investigate if this technique helps to shrink the
running time by comparing the next two methods to initialize A:

Table 2. Classification accuracy and running time: The bold figures show which of
MVS-AVE or CS-AVE is better with regard to classification accuracy.

Dataset Accuracy Running time (sec)

MVS-AVE CS-AVE BMVS-AVE MVS-AVE CS-AVE Ratio (MVS-AVE
CS-AVE

)

fbis 0.570 0.561 0.584 21.25 21.13 1.006

hitech 0.250 0.059 0.255 17.03 17.02 1.001

k1a 0.556 0.550 0.556 21.90 21.74 1.007

k1b 0.710 0.666 0.710 17.65 17.52 1.007

la1 0.383 0.316 0.376 42.96 42.27 1.016

la2 0.374 0.390 0.466 37.14 36.90 1.007

re0 0.312 0.296 0.312 4.427 4.394 1.008

re1 0.540 0.568 0.540 6.165 6.078 1.014

tr31 0.670 0.527 0.670 1.493 1.470 1.016

reviews 0.410 0.034 0.420 85.97 85.10 1.010

wap 0.554 0.539 0.554 5.676 5.661 1.003

la12 0.367 0.381 0.426 291.4 291.3 1.000

new3 0.535 0.487 0.535 984.8 979.1 1.006

sports 0.242 0.106 0.238 692.8 679.8 1.019

tr11 0.645 0.633 0.645 0.180 0.176 1.023

tr12 0.472 0.523 0.553 0.096 0.094 1.021

tr23 0.252 0.223 0.260 0.045 0.044 1.023

tr45 0.363 0.495 0.558 0.663 0.649 1.022

Ave. 0.456 0.409 0.481

– Method 1 which precalculates D, i.e., the vector sum of all the points. Method
1 computes the three inner products dTi dj , dTi D and dTj D to obtain Simij =
MVS(di, dj) in Eq. (7).

– Method 2 which precalculates dTi D and dTj D after computing the cosine sim-
ilarity between all the point pairs. Method 2 has only to compute the one
inner product dTi dj to obtain MVS(di, dj).

Table 3 shows the running time necessary for the two methods to initialize
A for every dataset.Though we imagined that Method 1 is three times slower
than Method 2 due to the frequency of inner product computations, Method 1
is much slower than we expected. For example, for the new3 dataset, Method 1
spent about 40 times longer time than Method 2.

We consider that this result is caused by the optimization to compute the
inner product for high-dimensional sparse vectors. Although each di is sparse,
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D =
∑

i di is not sparse any more. Therefore, the optimization technique works
effectively in computing dTi dj but not in computing dTi D or dTj D. Thus, it ben-
efits Method 2 much more than Method 1. Obviously, MVS-AVE cannot run as
fast as CS-AVE with Method 1. Therefore, precalculating dTi D and dTj D abso-
lutely helps MVS-AVE to achieve the running speed comparable to CS-AVE.

Table 3. Time necessary to initialize A

Dataset Running time (sec) Dataset Running time (sec)

Method 1 Method 2 Method 1 Method 2

fbis 21.2 3.329 reviews 387.2 12.91

hitech 72.61 3.025 wap 22.64 1.180

k1a 77.77 2.750 la12 846.2 24.17

k1b 57.18 2.753 new3 3214 81.59

la1 69.19 5.511 sports 1328 42.87

la2 152.4 5.01 tr11 1.531 0.129

re1 11.33 0.576 tr23 0.376 0.036

tr31 10.60 0.688 tr45 5.132 0.397

4.4 Evaluation of Function to Balance Cluster Size

In the last, we evaluate the function to balance the cluster size in Sect. 3.5. MVS-
AVE exploiting this function is referred to as BMVS-AVE (Balanced MVS-AVE).
We examine if BMVS-AVE improves the size fairness among clusters against the
standard MVS-AVE.

Given a clustering result, we judge the balance of the cluster size from the
fairness index n2

C
∑C

i=1 n2
i

. Here, C is the number of clusters and ni is the number
of points in the i-th cluster (1 ≤ i ≤ C). The fairness index takes a value in the
range [0,1] and becomes the maximum value of 1, if the C clusters evenly hold
n
C points.

Table 4 shows the fairness index for BMVS-AVE and MVS-AVE. In this
experiment, we change the parameter λ in BMVS-AVE in the range from 2

n to
10
n . When λ = 2

n , as compared with MVS-AVE, the fairness index of BMVS-AVE
becomes higher for 9 datasets and lower for only one dataset “reviews”. For the
rest of the datasets, BMVS-AVE outputs the same clustering result as MVS-
AVE. As λ increases up to 10

n , we observed that the fairness index also has a
tendency to increase, though it does not augment monotonically. When λ = 10

n ,
BMVS-AVE attains a higher fairness index than MVS-AVE for 15 datasets.
These results show that our function to balance the cluster size works well.

As a side effect, for λ = 2
n , BMVS-AVE yielded an average classification

accuracy of 0.481 which is higher than MVS-AVE and outperforms CS-AVE for
17 out of the 18 datasets as summarized in Table 2.
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5 Related Works

In the past decade, multi-view clustering has been intensively studied [1,10].
The multi-view clustering treats data characterized by multiple heterogeneous
features acquired through distinct sensors. In this context, a view means a sen-
sor or a feature detector. The multi-view clustering aims to ensemble multiple
clustering results each of which is for a single view and to get a clustering result
more refined than the single-view counterparts.

Table 4. Fairness index: The bold figures indicate that BMVS-AVE has a higher
fairness index than MVS-AVE.

Dataset Fairness index Dataset Fairness index

MVS-AVE BMVS-AVE MVS-AVE BMVS-AVE

λ = 2/n λ = 10/n λ = 2/n λ = 10/n

fbis 0.299 0.322 0.325 reviews 0.385 0.382 0.385

hitech 0.483 0.492 0.567 wap 0.291 0.291 0.297

k1a 0.254 0.254 0.251 la12 0.272 0.373 0.372

k1b 0.343 0.343 0.467 new3 0.314 0.314 0.314

la1 0.373 0.377 0.526 sports 0.189 0.191 0.368

la2 0.285 0.384 0.395 tr11 0.507 0.507 0.510

re0 0.453 0.453 0.474 tr12 0.232 0.297 0.878

re1 0.258 0.258 0.356 tr23 0.465 0.472 0.651

tr31 0.561 0.561 0.577 tr45 0.156 0.291 0.487

Multiviewpoint-based similarity (MVS) in this paper is very different from
the above multi-view clustering. MVS does not care about the sensors. Rather,
MVS aims to produce a similarity measure adaptive to the given dataset by
migrating the reference point from the origin to the points in the dataset. Speak-
ing of MVS, Yan et al. [11] developed a semi-supervised clustering based on MVS.
The previous work which is the most related to our work is by Ravoori et al. [7]
which claimed that they embed MVS into the average-link method. However, [7]
does not mention how they incorporated MVS into the average-link method at
all. In other words, the contents in Sect. 3 of our paper is completely missing. In
fact, the standard average-link method in Fig. 1 in our paper is treated as their
proposed method. As a result, neither Eq. (6) which extends MVS to measure
the similarity between two points coming from different clusters nor the similar-
ity update formula in Eq. (8) is presented. They never discussed the theoretical
time complexity nor evaluated the running time experimentally.

Some researches pursued effective similarity measures for document cluster-
ing. For example, the pairwise-adaptive similarity [3] picks up some dimensions in
the feature vectors and computes the cosine similarity from the chosen dimen-
sions only. Here, the chosen dimensions change, depending on the two points
between which the similarity is to be calculated. The similarity measure in [5]
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penalizes the dimensions for which one of the two points solely takes a non-
zero value and assigns a minus constant for such dimensions. These similarity
measures enhance the clustering accuracy as compared with CS, though they
sacrifice the running speed due to their intricacy.

Our research is novel in that, under the framework of hierarchical cluster-
ing, we succeeded in outperforming CS in terms of clustering accuracy without
sacrificing the running speed.

6 Conclusion

This paper proposes an agglomerative hierarchical clustering named MVS-AVE
which couples the average-link method with the multiviewpoint-based similarity
(MVS) [6]. Because MVS is a complex similarity measure, it has some risk of
increasing the running time of clustering. Nonetheless, by elaborating the pro-
cedures to initialize and update the similarity matrix, our MVS-AVE cluster-
ing algorithm achieves the computational time complexity of O(mn2 + n2 log n)
which is exactly the same as CS-AVE, the standard average-link algorithm with
the cosine similarity. Experimentally, in the task of document clustering, MVS-
AVE yields a better classification accuracy than CS-AVE with increasing the
running time by at most 2.3%. Interestingly, MVS-AVE can be expanded to
control the size fairness among clusters simply by subtracting a constant λ from
all the elements in the similarity matrix at the beginning.
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JP18K11311, 2019.
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Abstract. In real-world applications, image classes are often imbalanced,
which result in detection performance decline and quite different misclassifi-
cation costs. In order to deal with these issues, cost-sensitive learning based on
manually designed features has been studied for many years. With the rapid
development of Deep Learning, more comprehensive methods, such as CNN
and RNN, have proven their strength on feature extraction and classification. In
this paper, we develop triplet-sampling CNN to automatically obtain a great
many in-depth features from images. Cost-sensitive SVM (CSSVM) is applied
to deal with the classification performance degradation caused by imbalanced
image dataset. Furthermore, two techniques are integrated as Triplet-CSSVM
for classifying images accurately even over imbalanced image set. This
approach can overcome the disadvantages of the conventional features extrac-
tion and improve the overall classification performance comparing with several
other related schemes.

Keywords: Imbalanced image data � Image classification � Triplet loss CNN �
Cost-Sensitive SVM

1 Introduction

Image classification has become one of the research hotspots because of the increase of
multimedia data. However, one big issue influences the performance of image classi-
fication, i.e., image data is imbalanced in many cases, where the size of majority class
is much bigger than that of minority class, for example, spammed images detection,
cancer patients identification based on MRI (Magnetic Resonance Imaging) images. In
such cases, applying traditional classification algorithms will result in serious problems
as follows.

Decision Performance Decline: Most of conventional classification methods like
SVM perform well based on the balanced datasets. When the data set is imbalanced,
their performance, especial on the minority class, may lower down greatly.

Misclassification Cost: In a scenario of medical diagnosis of a certain cancer, there
are only 10 cancer patients as positive samples, and 90 healthy persons as negative
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samples. Using a normal classification method to identify the cancer patients, the
overall accuracy rate will be higher than 90% when 90 healthy persons are correctly
identified, even though only one cancer patient out of 10 is detected. Such accuracy is
illusory and the good chance for saving many cancer patients’ life may be lost due to
misclassification. Therefore, misclassification of the minority class usually leads to
“small data, big trouble”.

In traditional machine learning, there are two kinds of methods to solve the
problems of imbalanced classification. One is rescaling methods, including threshold
usage, re-sampling and weighting-based methods. Another is cost-sensitive algorithms,
which directly assign the much higher cost as a punishment factor to the minority class
than to the majority one, if the misclassification appears.

Threshold methods use a threshold value to classify samples into positive or
negative if the cost-sensitive classifiers can produce probability estimations. Zhou and
Liu studied the training effect of sampling and threshold-moving in cost-sensitive
neural networks [1]. Their experiments showed that threshold-moving is a good way in
training cost-sensitive neural networks. Re-sampling [2] is a common method to deal
with imbalanced data classification at the dataset level. Wolf and Martin [3] proposed
Feature KO and applied it to GentleBoost for solving the problem of imbalanced class
size. Ting [4] introduced an instance-weighting method to induce cost-sensitive trees,
which is simple and effective in implementation. Rescaling methods change the dis-
tribution of data set and can improve the classification.

Cost-sensitive classification algorithms can tackle performance degradation over
imbalanced data set without rescaling, such as cost-sensitive support vector machine
(CSSVM). C4.5CS and Metacost [5] are the earliest cost-sensitive learning methods.
Ali et al. [6] developed an effective cost-sensitive classifier with Gentleboost ensemble
(Can-CSC-GBE) for finding breast cancer using protein amino acid features. This
method has effectively reduced the misclassification costs and thereby improved the
overall classification performance. In traditional machine learning, e.g. [5, 6], data is
usually represented as hand-craft features or shallow features, which are easily inter-
fered by human factors. Deep learning can solve such a problem well.

Deep learning is an advanced area of machine learning and it has recently achieved
great success due to its high learning capacity. It has been increasingly applied to
multimedia classification, Natural Language Processing (NLP) and so on. Convolution
Neural Networks (CNN) is a kind of deep learning methods based on multilayer neural
network which is specially designed for image classification and recognition. There are
many famous CNN models, such as LeNet, AlexNet, VGG-Net, and GoogLeNet.

As to the classification of imbalanced data, there are a few researches based on
CNN. Huang et al. [7] extended triplet loss [8] to Quintuplet loss to learn the in-depth
features. Their method is more conducive to the minority class and shows good per-
formance on several imbalanced datasets. However, this method cannot directly extract
in-depth features from images.

In this paper, we combine deep learning approach with cost-sensitive classification
to obtain the in-depth features automatically and to deal with imbalanced image
classification problem. The image features are extracted from the training model by
triplet-sampling CNN, which is modified by integrating triplet-sampling technique and
triplet loss from [8] with CNN. Based on the extracted rich features, cost-sensitive
SVM (CSSVM) is applied to complete the imbalanced image classification.
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The rest parts of the paper are organized as follows: in Sect. 2 the relevant tech-
niques including triplet-sampling CNN and CSSVM are introduced. Section 3 dis-
cusses our approach. The experiments are conducted in Sect. 4 for comparing our work
with other relevant methods. Section 5 summarizes the research and point out the
future work.

2 Discussion on Relevant Techniques

Two key problems must be addressed as to the imbalanced image classification. One is
how to obtain the rich and prominent features; another is how to reduce the impact of
data imbalance on detection. Triplet loss CNN is developed in this paper to learn the in-
depth features of image data. Cost-sensitive classification is applied to improve
detection performance over imbalanced image set.

2.1 Triplet Loss CNN

Several CNN techniques can deal with classification problem well with tens of thou-
sands of iterations. Taking VGG-16 as an example, it consists of five convolution
groups for feature learning, and two fully-connected layers for classification. Behind
the fully-connected layer is softmax layer which is the error function to optimize the
CNN model. For example, the input picture is expressed as a vector V and vi is the i

th

element. When it is classified as class k, the softmax value of this picture is as follows:

Sk ¼ evkP
i e

vi
ð1Þ

The loss is: Loss ¼ � ln Sk ð2Þ

Schroff et al. [8] proposed a novel error function, triplet loss, which is based onmetric
learning for CNN. In this method, images are mapped to the Euclidean Space. If the
distance of two images is closed in the Euclidean Space, the two images are very similar.
The intra-class distances are reduced and the inter-class distances are extended by the
triplet loss. The other parts of triplet loss CNN are as same as the traditional CNNs.

The structure of triplet loss CNN is shown in Fig. 1. This network consists of batch
input layer, deep CNN and L2 normalization. L2 normalization produces an embedding
f(x). The network is optimized by triplet loss during training.

Fig. 1. Triplet loss CNN structure [8].
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Figure 2 shows the triplet sampling which comes with triple loss. Each triplet
consists of three samples: anchor, positive and negative. For standard triplet, the
positive sample ðxpÞ and the anchor ðxaÞ are in the same class and the negative one ðxnÞ
is in the different class of the anchor ðxaÞ. The triplet loss minimizes the distance
between the positive and the anchor and maximizes the distance between the anchor
and the negative. The mathematic expression is shown in Eq. (3).

xai � xpi
�� ���� ��2

2 þ a\ xai � xni
�� ���� ��2

2; 8 xai ; x
p
i ; x

n
i

� � 2 T ð3Þ

In Eq. (3), a is the margin between positive and negative pairs. T denotes all triplet
tuples in the training data set. In the embedding space, the goal is to minimize the
Euclidean distance. Although the aim of triplet loss is to get a better performance of
image recognition, it also cannot avoid the negative effect from imbalanced dataset.

loss ¼
XN

i
f xai
� �� f xpið Þ�� ���� ��2

2� f xai
� �� f ðxni Þ

�� ��2
2 þ a

h i
þ

ð4Þ

2.2 Quintuplet Loss CNN

To solve the problem of imbalanced data, Huang et al. [7] extended triplet loss to
Quintuplet loss. Based on this structure, the in-depth features obtained are more con-
ducive to the minority class and can help classifiers to perform very well on several
imbalanced data sets.

Compared with triplet loss, Quintuplet loss CNN needs some preparations, such as,
clustering based on k-means using the learned features from the previous round of
alternation [7], hand-crafted features in the first round. A quintuplet (See Fig. 3)

Fig. 2. Triplet sampling [8].

Fig. 3. Quintuplet sampling [7].
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consists of five samples: anchor ðxiÞ, the most distant neighbor of anchor within-cluster
ðxpþi Þ, the nearest neighbor of anchor within-class but between-clusters ðxp�i Þ, the most
distant neighbor of the anchor within-class but between-clusters ðxp��

i Þ and the nearest
neighbor of the anchor between-class ðxni Þ. Quintuplet loss wants to obtain a rela-
tionship as follows.

f xið Þ � f x pþi

� ��� ���� ��2
2\ f xið Þ � f x p�ið Þj jj j22

\ f xið Þ � f x p��
ið Þj jj j22\ f xið Þ � f x ni

� ��� ���� ��2
2

ð5Þ

Quintuplet loss CNN minimizes both distance within-class and within-cluster to
build a clear demarcation between classes with most discriminative samples. Strictly
speaking, Quintuplet loss CNN is a kind of re-sampling method. However, Quintuplet
loss CNN cannot be used to train images directly, because it actually is applied on the
clusters, which are built based on the feature set obtained from the image preprocessing.

2.3 Cost-Sensitive SVM

Support Vector Machine (SVM) is a popular machine learning method. Many studies
focus on improving its performance, such as [9]. To deal with the imbalanced data
classification, the most widely researched approach is to modify the SVM algorithm to
be cost sensitive [10]. This consists of different penalty factors Cp and Cn for the
misclassification cost of positive and negative samples. Assumed that the training set is
as RN ¼ xi; yið Þf gi¼1;...;n and the hyper-plane is as wT:xð Þþ b ¼ 0;w 2 RN; b 2 R. The
cost-sensitive SVM can be represented as,

argmin
w;b;d

1
2 wj jj j2 þC Cp

P
ijyi¼pf g di þCn

P
ijyi¼nf g di

h i

ðsubject to yi wTxi þ bð Þ� 1� di: i ¼ 1; 2. . .lÞ
ð6Þ

In Eq. (6) the misclassification cost Cp and Cn are given by domain knowledge and
appear as precise values. While in many real-world applications, it is difficult to get the
precise value of Cp and Cn.

3 Our Method Triplet-CSSVM

The proposed method is divided into two modules: Triplet-sampling CNN is used for
learning feature, and CSSVM is for detecting images based on imbalanced data set.

3.1 Feature Extraction Based on Triplet-Sampling CNN

Because Quintuplet loss CNN is not suitable to produce features, we combined triplet
loss CNN with re-sampling method to learn the in-depth features from images directly,
which is named as triplet-sampling in this paper.
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The triplet-sampling method is explained with Fig. 4. A triplet is chosen from the
imbalanced dataset. If the selected triplets are not appropriate, it will result in a rather
slow convergence. To solve this problem, re-sampling method is applied for selecting
triplet, where the number of anchors selected from the majority-class must be equal to
that selected from the minority-class in one batch. For example, if five triplets are built
and their anchors are taken from the minority-class samples, the other five triplets
should be built with the anchors taken from the majority-class samples in the same
batch. Therefore the training data set of CNN could be balanced by building triplets.

The aim of triplet loss is to learn an embedding f(x) to minimize the Euclidean
distances between xa and xp and also to maximize the Euclidean distances between xa

and xn over the iterations. We discard the margin a between positive and negative pairs
to save the calculation time. So Eq. (4) is changed to Eq. (7).

loss ¼
XN

i
f xai
� �� f xpið Þ�� ���� ��2

2� f xai
� �� f ðxni Þ

�� ��2
2

h i
þ

ð7Þ

Given an imbalanced training dataset, the same number of anchors is selected from
the minority and the majority class. The corresponding triplets are constructed in the
batch according to the anchors. The selected triplets are fed into CNN to obtain an
embedding f(x), which then is normalized by L2. The triplet loss is computed by
Eq. (7) afterwards. After hundreds of thousands of iterations, features are extracted
from image training dataset.

The procedure is shown in Fig. 5 and the extraction method is described in Pro-
cedure 1. Firstly, the CNN is pre-trained to initialize parameters in the network. Then
the softmax layer of CNN (error function) is replaced by triplet loss layer and the
triplets are selected from the batches to fine-tune the triplet-sampling CNN. The feature
vectors generated by using triplet-sampling CNN only have 512 dimensions.

Fig. 4. Embed triplet sampling in terms of binary classification.

Fig. 5. The feature extraction module.
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Procedure 1 Feature Extraction

Algorithm: Triplet-Sampling CNN
Input: Imbalanced image training dataset
1: Pre-training model with softmax loss. Initialize the parameters of CNN
2: Replace softmax layer with triplet loss layer
3: for each iteration do
4: Generate triplets equally from majority and minority classes of the dataset
5: Encoding embedding f(x) from image x into Euclidean Space
6: L2 normalization for embedding
7: Optimize f(x) by minimizing the loss (Eq (7))
8: end for

Output: The embedding model f(x)

3.2 Image Classification in Terms of CSSVM

Cost-sensitive support vector machine (CSSVM) algorithm is conducted to classify
images based on the features extracted in Sect. 3.1. CSSVM aims to reduce the mis-
classification cost and improve the performance.

The cost model of Eq. (8) is adopted from paper [11]. The cost of correct classi-
fication is set to 0, i.e., C (1, 1) = C (0, 0) = 0. And the value of misclassification cost
of the minority class depends on the imbalanced ratio.

Cp ¼ number of yi ¼ n
number of yi ¼ p

; Cn ¼ 1 ð8Þ

Where yi represents the class label of a sample i. Cp and Cn denote the cost of the
positive class (the minority) and negative class (the majority), respectively.

Procedure 2 shows the procedure of cost-sensitive classification based on CSSVM.

Procedure 2 Cost-Sensitive Classification
Algorithm: CSSVM
Input: Image features; misclassification cost: Cp, Cn; slack penalty C.
1 for each iteration do
2 train dataset to get hyper-plane 
3 Optimize by minimizing Eq (6) 
4 end for
Output: Classification result 
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4 Experimental Results and Discussion

Two groups of experiments are conducted to comparing Triplet-CSSVM with the other
different combinations of CNN and SVM, and with Quintuplet as well.

All experiments are carried out on Caffe [12] which is one of the most famous deep
learning frameworks in recent years. Our experiments ran on GeForce GTX 960.

Evaluation Criteria: Precision and Recall based on Confusion Matrix are used as the
criteria. Besides, the Receiver Operating Characteristic (ROC) curve and the Area
Under the ROC Curve (AUC) are commonly used for assessing the performance of a
classifier, as ROC curve and AUC can treat the minority class and the majority class
fairly. We have to omit the results based on ROC and AUC due to the space limitation,
but their results are similar to that based on Precision, Recall and F-Score.

Imbalanced Dataset: FaceScrub is used as the training dataset in our experiments,
which is a large face dataset containing over 100,000 face images of 530 people, about
200 images per person. Two classes of images are chosen to conduct binary classifi-
cation. For example, 141 images of “AaronEckhart” and 47 images of “AdamBrody”
are used to build an imbalanced dataset. The cost of “AaronEckhart” is 3 and the cost
of “AdamBrody” is 1 in terms of Eq. (8).

4.1 Comparison with the Different Combinations of CNN and SVM

The comparison results between our method and VGGNet-SVM, VGGNet-CSSVM
and Triplet-SVM are shown in Table 1. When the classification method is the same (1
vs 3, 2 vs 4), the learning capability of triplet-sampling CNN is obviously better than
that of VGGNet. Our approach shows a sharp contrast with conventional VGGNet-
SVM, where the precision has increased by 31% and the recall has increased by 71%
with 1:3 imbalanced rate. When investigating the effectiveness of cost-sensitive
algorithm, our approach outperforms Triplet-SVM.

4.2 Comparison with Quintuplet

A comparison experiment between Quintuplet [7] and our approach is performed on
MNIST-rot-back-image dataset [13]. The results (the mean of the per-class accuracy in
percentage) are shown in Table 2. MNIST dataset is a balanced dataset with 10 digit

Table 1. The comparison results.

Method Imbalanced image dataset
Precision Recall F-Score

1. VGGNet-SVM 0.21 0.22 0.22
2. VGGNet-CSSVM 0.41 0.61 0.49
3. Triplet-SVM 0.47 0.57 0.52
4. Triplet-CSSVM (our approach) 0.52 0.93 0.67
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classes. We construct a Gaussian-like imbalanced sample set by randomly removing
data from the original data set using different percentages, such as 20% or 40% (ref.
Data Remove in Table 2).

The results show that Quintuplet and Triplet-CSSVM have similar performance
when the dataset is balanced (Data Remove = 0). If the dataset is imbalanced (Data
Remove = 20% or 40%), Triplet-CSSVM outperforms Quintuplet. Besides, Triplet-
CSSVM can perform similarly with it, if the combination of Quintuplet, resampling,
and cost is applied [7]. The advantage of Triplet-CSSVM is that the rich features can be
obtained directly from the original images. But Quintuplet should be applied only after
features have been extracted and clusters have been built in other stages.

5 Conclusion

In a lot of real world applications, the size of different data classes has clear distinction
which is the problem of the imbalanced dataset. Many conventional classification
algorithms perform well on the balanced image dataset, but decline greatly on the
imbalanced one. One of main reasons is that they do not consider different costs
(damages) when incorrectly classifying the images. Integrating the misclassification
costs with the detection algorithms is a feasible way to improve the performance.

In this paper, we tackle two problems by using Triplet-CSSVM approach. On the
one hand, in-depth image features are extracted from imbalanced dataset by integrating
triplet-sampling and CNN. On the other hand, the detection performance in terms of
imbalanced image set is improved clearly based on the learnt features with triplet-
sampling CNN and by using Cost-Sensitive SVM. Our method outperforms several
relevant techniques, such as VGGNet-CSSVM, Triplet-SVM, and also Quintuplet loss
CNN.

In the future, an integrated deep learning approach for feature learning and cost-
sensitive classification should be studied.
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Abstract. High Utility Itemset Mining (HUIM) is an important model
with many real-world applications. Given a (non-binary) transactional
database and an external utility database, the aim of HUIM is to discover
all itemsets within the data that satisfy the user-specified minimum util-
ity (minUtil) constraint. The popular adoption and successful industrial
application of HUIM has been hindered by the following two limitations:
(i) HUIM does not allow external utilities of items to vary over time and
(ii) HUIM algorithms are inadequate to find recurring customer purchase
behavior. This paper introduces a flexible model of Partial Periodic High
Utility Itemset Mining (PPHUIM) to address these two problems. The
goal of PPHUIM is to discover only those interesting high utility item-
sets that are occurring at regular intervals in a given temporal database.
An efficient depth-first search algorithm, called PPHUI-Miner (Partial
Periodic High Utility Itemset-Miner), has been proposed to enumerate
all partial periodic high-utility itemsets in temporal databases. Experi-
mental results show that the proposed algorithm is efficient.

Keywords: Data mining · Pattern mining · Utility Itemset Mining ·
Periodic itemsets

1 Introduction

High Utility Itemset Mining (HUIM) is an important model in data mining.
HUIM algorithms discover all interesting itemsets whose utility (profit) in a
transactional database is no less than the user-specified minimum utility (minU-
til) constraint. The utility of an itemset is the summation of its utilities in all
the transactions. The classic application of HUIM is market-basket analysis.
HUIM has many other applications, such as website click stream analysis, cross-
marketing and bio-medical applications [3]. HUIM has also inspired several other
important data mining tasks such as high-utility occupancy pattern mining [4]
and high-utility periodic pattern mining [1].
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The popular adoption and successful industrial application of HUIM has been
hindered by the following two obstacles: (i) Most previous studies on HUIM
implicitly assume that the external utilities of the items do not change over time
in the entire database. However, this is the seldom in real-world applications.
In many applications, items’ external utilities can vary with respect to time.
For example, the prices of items in an eCommerce application can raise and/or
fall depending on supply and demand. (ii) In many applications, high utility
itemsets that are occurring at regular intervals can provide useful information
to the users. For instance, in an eCommerce store, customers buy certain items
(e.g. diapers and soaps) on a weekly or monthly basis. The knowledge pertaining
to such periodically purchased high utility itemsets can facilitate an eCommerce
application to improve its sales. Unfortunately, most studies on HUIM fail to
discover such periodically occurring high utility itemsets in the data.

This paper makes an effort to address the above mentioned two issues. This
paper introduces a novel model of Partial Periodic High Utility Itemset (PPHUI)
in temporal databases. A temporal database not only facilitate multiple trans-
actions to appear the same timestamp, but also facilitates irregular time gaps
between the consecutive transactions. Partial Periodic High Utility Itemset Min-
ing (PPHUIM) allows items’ external utility values to vary overtime. Thus,
addressing the first obstacle of HUIM. The PPHUIM tries to address the second
obstacle of HUIM by finding partial periodically occurring high utility item-
sets in temporal databases. A fast algorithm, called Partial Periodic High Util-
ity Itemset-Miner (PPHUI-Miner), has been introduced to discover all PPHUIs
by proposing new pruning techniques. Experimental results demonstrate that
PPHUI-Miner is not only memory and runtime efficient, but also highly scalable
as well.

The rest of the paper is organized as follows. Related work is presented
in Sect. 2. Section 3 introduces the proposed model of PPHUIM. The proposed
is presented in Sect. 4. Experimental results are reported in Sect. 5. Section 6
provides conclusions.

2 Related Work

High Utility Itemset Mining: Yao et al. [12] described HUIM by taking
into account the importance of items and their occurrence frequency in every
transaction. Since then, several algorithms have been proposed to discover high
utility itemsets in transactional databases [2,7–9,11] and sequence databases
[14]. To circumvent the fact that the utility is not anti-monotonic and to find
all high utility itemsets, several HUIM algorithms (e.g. Two-Phase [9] and UP-
Growth+) have employed Transaction Weighted Utilization (TWU) to reduce
the search space. The TWU measure represents an upper bound on the utility
of itemsets. Recently, algorithms like EFIM [13] introduced by proposing tighter
measures to calculate upper bound on the utility of itemsets than TWU .

Periodic High Utility Itemset Mining: Tanbeer et al. [10] have intro-
duced a model to find periodic-frequent itemsets in transactional databases.
Philippe et al. [1] have extended the model [10] to discover full periodic high
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utility itemsets in a transactional database (i.e., a database in which transac-
tions occur at a fixed time interval). This model discovers all periodic item-
sets within the transactional database that satisfy the user specified minimum
utility (minUtil), minimum average periodicity (minAvgPer), maximum aver-
age periodicity (maxAvgPer), minimum period (minPer) and maximum period
(maxPer). This model suffers from the following limitations: (i) If an itemset has
one instance where period (or inter-arrival time) is more than the user-specified
maxPer, the corresponding itemset is considered as an uninteresting itemset.
(ii) This model assumes time gap between two consecutive transactions is con-
stant, which is not the case in real-world databases and It requires too many
input parameters from the user.

A model has been proposed in [6] to find partial periodic itemsets in temporal
databases. It can overcome limitations of model proposed in [1]. However, the
model [6] disregards the importance of the items and their occurrence frequency
in every transaction.

The proposed model of PPHUI mining does not suffer from any of the above
mentioned limitations. A part from extracting PPHUI from a given transactional
database, the proposed model is different from the model proposed in [1] as that
model employs different measures to find periodic high utility itemsets.

3 Proposed Model

Let I = {i1, i2, · · · , im}, m ≥ 1, be a set of items. Let X ⊆ I be an itemset. An
itemset containing k items is known as k-itemset. A transaction Ttid = (tid, ts, Y )
is a triplet, where tid ∈ R+ represents the transactional identifier, ts ∈ R+

represents the timestamp of corresponding transaction and Y ⊆ I is an itemset.
A temporal database, denoted as TDB, represents a set of transactions. That
is, TDB = {T1, T2, · · · , Tn}, 1 ≤ n. Let p(ij , tid) denote the external utility of
an item ij ∈ I in a transaction whose transaction identifier is tid. Let P (ij) =
{p(ij , 1), p(ij , 2), · · · , p(ij , n)} denote the set of all external utility values of ij
in the data. The (external) utility database, UD, is the set of external utility
values of all items in I. That is, UD =

⋃

ij∈I

P (ij). Every item ij ∈ Ttid has

a positive number q(ij , tid), called its internal utility. The internal utility of
an item generally represents its frequency in a transaction and external utility
represents cost/profit of item in a transaction.

Example 1. Let I = {a, b, c, d, e, f, g, h, i, j} be the set of items. The set of items
‘d’ and ‘f ’, i.e., {d, f} (or df , in short) is an itemset. This itemset contains
two items. Therefore, it is a 2-itemset. A temporal database generated from I is
shown in Table 1. This database contains 8 transactions. The minimum and max-
imum timestamps of the transactions in this database are 1 and 12, respectively.
It can be observed that temporal databases not only allow multiple transactions
to share a common timestamp, but also encourage irregular time gaps between
the consecutive transactions. Thus, a temporal database generalizes a transac-
tional database by taking into account the temporal occurrence information of
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Table 1. Temporal database

tid ts items

1 1 (a, 1), (b, 2), (c, 1)

2 3 (a, 2), (b, 2), (e, 2), (h, 1)

3 4 (c, 1), (d, 3), (f, 2)

4 6 (b, 1), (d, 2), (e, 3), (f, 1), (g, 2), (h, 3)

5 7 (c, 3), (f, 1), (g, 1)

6 7 (i, 1), (j, 3)

7 9 (a, 1), (b, 1), (d, 2), (f, 1), (g, 2)

8 12 (c, 3), (d, 1), (e, 1), (f, 2), (g, 2)

Table 2. External utility database

tid a b c d e f g h i j

1 200 100 50 0 0 0 0 0 0 0

2 50 100 0 0 100 0 0 100 0 0

3 0 0 200 200 0 200 0 0 0 0

4 0 200 0 200 150 300 100 200 0 0

5 0 0 100 0 0 150 50 0 0 0

6 0 0 0 0 0 0 0 0 40 20

7 150 300 0 200 0 300 200 0 0 0

8 0 0 50 200 300 50 200 0 0 0

the transaction. Table 2 shows the external utilities (or prices/profit) of all items
in every transaction. Let the currency of these prices be Japanese Yen (�). The
external utility of an item d in the third transaction, i.e., p(d, 3) = 200�. The
internal utility of an item d in the third transaction T3, i.e., q(d, 3) = 3.

Definition 1 (Utility of an item in a transaction). The utility of an item
ij in a transaction Ttid denoted as u(ij , Ttid) = p(ij , Ttid) × q(ij , Ttid).

Definition 2 (Utility of an itemset in a transaction). The utility of an
itemset X in a transaction Ttid, denoted as u(X,Ttid) = Σi∈Xu(i, Ttid).

Definition 3 (Utility of an itemset in a database). The utility of an item-
set X in the database TDB, denoted as u(X) = ΣTtid∈g(X)u(X,Ttid), where
g(X) is the set of transactions containing X.

Example 2. Continuing the previous example, the utility of ‘d’ in third trans-
action T3, i.e., u(d, T3) = p(d, T3) × q(d, T3) = 200 × 3 = 600�. The utility of
itemset df in T3, u(df, T3) = u(d, T3) + u(f, T3) = 600� + 400� = 1000�. In
Table 1, the itemset df has appeared in the transactions T3, T4, T7 and T8. There-
fore, g(x) = {T3, T4, T7, T8}. The utility of df in each of these three transactions:
u(df, T3) = 1000�, u(df, T4) = 700�, u(df, T7) = 700� and u(df, T8) = 300�.
Therefore, the utility of df in the database, u(df) = 2700�.

Definition 4 (Periodic appearance of X). Let TSX = {tsXa , tsXb , · · · , tsXc },
tsmin ≤ tsxa ≤ tsxb ≤ tsxc ≤ tsmax, be an ordered list of timestamps in which
X appeared in TDB. The terms tsmin and tsmax represent the minimal and
maximal timestamps in TDB. Let tsXj , tsXk ∈ TSX , tsmin ≤ tsXj ≤ tsXk ≤ tsmax,
denote any two consecutive timestamps in TSX . The time difference between
tsXk and tsXj is referred to an inter-arrival time of X, and denoted as iatXp ,
p ≥ 1. That is, iatXp = tsXk − tsXj . Let IATX = {iatX1 , iatX2 , ..., iatX|TSX |−1},
be the list of all inter-arrival times of X in TDB. An inter-arrival time of X
is said to be periodic (or interesting) if it is no more than the user-specified
maximum-inter arrival time (maxIAT ). That is, an iatXk ∈ IATX is said to
be periodic if iatXk ≤ maxIAT .
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Example 3. In Table 1, the itemset df has appeared in the transactions T3, T4,
T7 and T8. Therefore, the set of timestamps of these four transactions, i.e.,
TSdf = {4, 6, 9, 12}. The inter-arrival times of ‘df ’ are: iatdf1 = 6−4 = 2, iatdf2 =
9 − 6 = 3, iatdf3 = 12 − 9 = 3. Thus, IAT df = {iatdf1 , iatdf2 , iatdf3 } = {2, 3, 3}. If
the user-specified maxIAT = 3, then iatdf1 is considered interesting (or periodic)
occurrence of df within the database because iatdf1 ≤ maxIAT . Similarly, iatdf2
and iatdf3 are also periodic occurrences of df .

Definition 5 (Periodic-Support of itemset). Let IATX ⊆ IATX be the
set of all inter-arrival times that have value no more than maxIAT . That is,
IATX ⊆ IATX such that if ∃iatXk ∈ IATX : iatXk ≤ maxIAT , then iatXk ∈
IATX . The periodic-support of X, denoted as PS(X) = |IATX |.
Example 4. Continuing with the previous example, IAT df={iatdf1 , iatdf2 , iatdf3 }.
Therefore, the periodic support of ‘df ’, i.e., PS(df) = |IAT df | = 3. In other
words, the itemset ‘df ’ has appeared 3 times periodically within the data.

The periodic-support, as defined above, determines the number of periodic
occurrences of an itemset in the database. An inter-arrival time of an item-
set can be expressed in percentage of (tsmax − tsmin). The periodic-support of
an itemset also can be expressed in percentage of |TDB| − 1, where |TDB| − 1
represents the maximum periodic-support an itemset can have in the database.

Definition 6 (Partial Periodic High Utility Itemset X). An itemset X
is a Partial Periodic High Utility Itemset (PPHUI) if u(X) ≥ minUtil and
PS(X) ≥ minPS, where minUtil and minPS represent the user-specified min-
imum utility and minimum periodic-support, respectively.

Example 5. If the user-specified minUtil = 1500�, maxIAT = 6 and minPS =
2, then the itemset ‘df ’ is a PPHUI because u(df) ≥ minUtil and PS(df) ≥
minPS. All PPHUIs generated from Table 1 are shown in Table 4.

Problem Statement: Given a temporal database (TDB), an external utility
database (UD) and the user-specified minUtil, maxIAT and minPS, the prob-
lem of finding PPHUIs involve discovering all itemsets in TDB whose utility
and periodic-support is no less than the user-specified minUtil and minPS,
respectively.

4 Proposed Approach

The problem is to develop an efficient approach for discovering partial peri-
odic high utility itemsets (PPHUIs) in Temporal Database subject to minUtil,
minPS and maxIAT constraints. Given n data items, a näıve way to find
PPHUIs is to mine set of all possible 2n − 1 combinations of items and test
for minUtil, minPS and maxIAT constraints. Notably, such an approach suf-
fers from exponential complexity. The basic idea is to define pruning techniques
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Table 3. TWU values of items in Table 1

Item f d g b e c a h i j

TWU 6750 6250 5550 4950 3900 3300 2800 2750 100 100

PS 4 3 3 3 2 3 2 1 0 0

Table 4. PPHUIs generated from Table 1 at minUtil = 2000, PS = 2, maxIAT = 6

Itemset d f g ab cf dg df fg dfg

Utility 1600 1250 1250 1150 1300 2200 2700 2100 2900

PS 3 4 3 2 2 2 3 3 3

based on Transaction Weighted Utilization (TWU), Periodic Support (PS) and
Remaining Utility and proposed efficient approach to mine PPHUI. We briefly
explain these techniques and discuss the proposed approach.

i. Pruning using TWU :
We carry out the pruning based on TWU [9]. The notion of TWU is defined

as follows.

Definition 7 (Transaction Weighted Utilization (TWU)). The transac-
tion utility (TU) of a transaction Ttid is the sum of the utility of all items in Ttid.
i.e. TU(Ttid) = Σx∈Ttid

u(x, Ttid). The transactional-weighted utilization (TWU)
of an itemset X is defined as the sum of the transaction utility of transactions
containing X, i.e. TWU(X) = ΣTc∈g(X)TU(Tc).

Example 6. Consider the first transaction in Table 1. The transaction utility of
T1, denoted as TU(T1), is the total revenue generated by all its items. That is,
TU(T1) = u(a, 1)+u(b, 2)+u(c, 1) = 200+200+50 = 450�. In other words, the
first transaction has generated the revenue of 450�, Similarly, the transaction
utility of T2, T3, T4, T5, T6, T7 and T8 are 600, 1200, 2150, 500, 100, 1750 and
1150 respectively. Consider the item ‘d,’ which is appearing in the transactions
T3, T4, T7 and T8. The TWU of d, i.e., TWU(d) = TU(T3)+TU(T4)+TU(T7)+
TU(T8) = 6250�.

The pruning rule based on TWU is as follows. It can be observed that the
TWU of item conveys the crucial information that it is equivalent to atmost
utility that an item can generate by combining with other items in the database.
TWU measure can be used to identify the items, whose supersets may generate
PPHUIs. We ignore the extensions of items ij ∈ I whose TWU(ij) < minUtil.

ii. Pruning using PS:
We prune the itemsets based on the value of PS. Periodic-Support has

anti-monotonic property that is an itemset cannot have PS greater than PS
of its subsets. So, we can ignore extensions of those items/itemsets X, whose
PS(X) < minPS.
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iii. Pruning using Remaining Utility:
We carry out the pruning based on the notion of Remaining Utility. We define

the notion of Remaining Utility and define the notion of utility list.

Definition 8 (Remaining utility). Let � be any total order on items from
I and X be the itemset. The remaining utility of X in a transaction Ttid is
defined as rU(X,Ttid) = Σi∈Ttid∧i�x∀x∈Xu(i, Ttid).

Definition 9 (Utility-list). Let � be any total order on items from I. The
utility-list of an itemset X in a database D is denoted as UL(X) and defined
as a set of tuples such that there is a tuple < tid, ts, iutil, rutil > for each
transaction Ttid containing X. The iutil element of a tuple is utility of X in
Ttid. i.e., u(X,Ttid). The rutil element of a tuple is the remaining utility (see
Definition 8).

Example 7. For this example � be lexicographical order i.e. (i � h � g � f �
e � d � c � b � a) Remaining utility of df in T4 is rU(df, T4) = u(g, T4) +
u(h, T4) = 2 × 100 + 3 × 200 = 800.

For pruning, we use Remaining utility measure to overestimate the utility
value of itemset. Let X be an itemset. If Σiutil + Σrutil < minUtil, where
iutil, rutil ∈ ul(X), X and its extensions are low utility. So, such patterns can
be pruned. The proof that the sum of iutil and rutil values of utility list an
itemset X is an upper bound on the utility of X and its extensions is provided
in [8].

The proposed PPHUI-Miner employs depth-first search of set enumeration
tree and prunes patterns based on preceding pruning techniques.

Algorithm 1. PPHUI-Miner
1: Input: TDB: a temporal database; UD: a external utility database; minUtil: a

user-specified minimum utility constraint; maxIAT : a user-specified period con-
straint; minPS: a user-specified periodic-support constraint.

2: Output: A set of partial periodic high-utility itemsets.
3: Let α denote the itemset that needs to be extended. Initially, set α = ∅;
4: Scan TDB to compute TWU({ij}), PS({ij}) for each items ij ∈ I;
5: I∗ = {ij |ij ∈ I ∧ TWU(ij) ≥ minUtil ∧ PS(ij) ≥ minPS};
6: Let us call I∗ as candidate items;
7: Let � be the total order of TWU descending values on candidate items;
8: Scan TDB to build the utility list(UL) of each item ij ∈ I∗;
9: Primary(α) = {ij |ij ∈ I∗ ∧ ∀x ∈ α, ij � x};

10: Search (UL, α, Primary(α), minUtil, maxIAT , minPS);

The Approach: PPHUI-Miner presented in Algorithms 1 and 2. We first scan
the database to measure TWU and PS values for all items within the database.
Table 3 shows the TWU amd PS values determined for all items after scanning
the database. Next, we prune the items in the list that have PS value less
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than minPS and/or TWU value less than minUtil. The remaining items in the
list are considered as candidate items and sorted in TWU descending order
of items. After finding candidate items and establishing � total order (i.e.,
TWU descending order of items), the utility list (refer Definition 9) by scanning
the database second time. The Primary(α) contains the candidate items, which
are � than every item in α.

After building the utility lists of candidate items, we call recursive search with
α and UL utility list of candidate items. Next, we expand search by combining
α with Primary(α) one by one using DFS technique. If ix ∈ Primary(α), we
build utility list of β(α∪ ix). We check utility and periodic support of β from the
above utility list. Then we have two cases: (i) if β is PPHUI, then Primary(β)
is generated and β is further extended by calling recursive search (ii) if β is not
PPHUI, it may fail to satisfy either minPS or minUtil values. In the former
case (i.e., when β fails to satisfy minPS), we stop performing depth-first search
on α. In the latter case (i.e., when β fails to satisfy only minUtil), we calculate
its remaining utility value. If this value is greater than minUtil, we continue
exploring β same as in first case. If remaining utility of β is less than minUtil,
then we stop exploring that branch in the DFS tree.

Algorithm 2. The search procedure
1: Input: α: an itemset; UL: utility lists of candidate items; UL(α): utility list of α;

Primary(α): Extension items of α; minUtil; maxIAT ; minPS.
2: Output: A set of periodic high-utility itemsets.
3: for ∀ itemsets β=α ∪ ij , ij ∈ Primary(α); do
4: Calculate utility list of β from utility lists of α and ij ;
5: Calculate utility and periodic support of β from utility list above;
6: if U(β) + rU(β) ≥ minUtil ∧ PS(β) ≥ minPS then
7: if U(β) ≥ minUtil then
8: Output β;
9: end if

10: generate itemset Primary(β);
11: Search(β, UL, UL(β), Primary(β), minUtil, maxIAT , minPS);
12: end if
13: end for

5 Experimental Results

Since there exists no algorithm to find PPHUIs in temporal databases, we only
evaluate the proposed PPHUI-Miner algorithm using both synthetic and real-
world databases. Please note that we are not comparing the proposed PPHUI-
Miner algorithm against the Periodic High Utility Mining (PHM) algorithm. It
is because PHM employs different measures to find interesting itemsets.
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Fig. 1. PPHUI generated in Retail and T10I4D100k databases.
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Fig. 2. Time taken by PPHUI-miner for Retail and T10I4D100k databases.

The algorithms, PHM and PPHUI-Miner, were written in C++ and exe-
cuted on i5 1.5 GHz processor, with 16 GB ram. The experiments have been con-
ducted using both synthetic (T10I4D100K) and real-world (Retail) databases.
The Retail and T10I4D100K databases are available on SPMF toolkit.

The maxIAT value for Retail database is fixed at 500 and for T10I4D100K
database is fixed at 1000. We are not reporting results by varying maxIAT
value due page limitation. But in general, we observed that increase in maxIAT
increases number of PPHUIs generated [5].

Figure 1(a) and (b) show the number of PPHUIs generated by PPHUI-Miner
in different databases at different minUtil and minPS values. It can be observed
that increase in minUtil and/or minPS results in the decrease of PPHUIs
as many itemsets fail to satisfy the increased minUtil and/or minPS values.
Figure 2(a) and (b) show the runtime requirements of PPHUI-Miner in dif-
ferent databases at different minUtil amd minPS values. It can be observed
that increase in minUtil and/or minPS results in the decrease of runtime for



360 T. Yashwanth Reddy et al.

PPHUI-Miner algorithm. It is because many itemsets fail to satisfy the increased
minUtil and/or minPS values. Similar behaviour is observed in case of memory
consumption, but due page limitation we are not including graphs of memory
consumption. Overall, it can be observed from the results that PPHUI-Miner
algorithm can efficiently discover PPHUIs in very large databases even at low
minUtil and minPS values.

6 Conclusions and Future Work

In this paper, we have studied the problem of finding partial periodic high utility
itemsets in temporal databases. A fast algorithm has also been presented to find
all PPHUIs. The proposed approach employs pruning techniques to improve
efficiency (or computational cost). As a part of future work, we looking to develop
more efficient algorithms to discover Partial Periodic High Utility itemsets in
other databases like uncertain database.
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Abstract. A data scientist could apply several machine learning
approaches in order to discover valuable knowledge from the data. While
applying several techniques, he might discover that some pieces of knowl-
edge are invariant, what ever the technique he used. We consider such
knowledge as mandatory concepts, i.e., unavoidable knowledge to be dis-
covered. As interesting property, a mandatory concept is characterized by
a non-shared isolated point, that relates pieces of data, e.g., an object to
a property, a document to specific words, an image to a specific topic, etc.
Hence, the isolated points allow to make the distinction between the con-
cepts. In this paper, we present a new approach for mandatory concepts
extraction by making a level-based properties composition. Hence, the
N-Composites isolated points are identified and constitute a key element
for mandatory concept localization. We experiment our new algorithm
by considering the coverage quality metrics.

Keywords: Mandatory formal concepts ·
N-Composites isolated points · Conceptual coverage

1 Introduction

Mandatory concepts (MC) play an important role in data mining as they allow
to discover regular structures from data, based on Formal Concept Analysis
(FCA). They are qualified as mandatory because they belong to any conceptual
coverage of a formal context (FCT) [3]. From Relational Algebra (RA) perspec-
tive, a MC contains at least one isolated point as introduced by Riguet [17]. As a
mathematical background, FCA and RA have been already combined and used
to discover regularities in data [11]. In fact, a FC represents the atomic regular
structure for decomposing a binary relation (BR). Riguet’s difunctional relation
[17], whose elements are defined as isolated points, describes invariant regular
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structures that could be used for database decomposition and Textual Features
Selection (TFS) [4]. Furthermore, an isolated point belongs to a unique formal
concept (FC) that should exists in any conceptual coverage. Any FCA-based
knowledge discovery process considers necessarily such concepts. As a matter of
fact, several approaches have been proposed to locate the mandatory concepts in
a formal context and have proposed strategies to build the conceptual coverage.
In this paper we present alternatives for the conceptual coverage construction
and we discuss their main characteristics and features. Nevertheless, finding the
most efficient strategy remains a challenging perspective. As our main contri-
bution, we introduce the mathematical properties related to isolated points and
we propose a new approach for locating them while ensuring, level by level, the
FCT coverage. The remainder of this paper is organized as follows: In Sect. 2,
we present the mathematical background related to FCA and RA. In Sect. 3,
we present the related work for conceptual coverage building, particularly based
on isolated points. Our main contribution is thoroughly described in Sect. 4,
in which we present the N-composites isolated points properties as well as the
extraction algorithm. The results of the experimental evaluation are discussed
in Sect. 5 before concluding and sketching some issues of future work in Sect. 6.

2 Mathematical Background

FCA is a mathematical tool for analyzing data and formally representing concep-
tual knowledge [6]. FCA helps forming conceptual structures from data. These
structures such as: Closed itemset, Generic bases, Minimal Generators, etc., are
very useful for data mining [2]. In the following, we recall the basic concepts of
this theoretical framework.

2.1 FCA Background

Definition 1. Formal Context: A formal context (FCT) is a triplet K =
(X ,Y,R), where X represents a finite set of objects or transactions, Y is a
finite set of attributes (or items) and R is a binary (incidence) relation (i.e.,
R ⊆ X × Y). Each couple (x, y) ∈ R expresses that the object, or transaction,
x ∈ X contains the item y ∈ Y.

Example 1. Let’s consider the FCT presented in Table 1 where X =
{o0, o1, o2, o3, o4, o5, o6} is a set of objects and Y = {a, b, c, d, e, f, g, h} is a set
of properties.

Definition 2. Itemset: An itemset is a set of items included in Y and repre-
senting an object or a transaction. In the sequel, we denote by I the power set
of Y.

Definition 3. Galois Connection: We define two functions, f and g, sum-
marizing the links between subsets of objects and subsets of properties induced by
R. Thus,
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Table 1. A Binary relation illustrating a Formal Context

a b c d e f g h

o0 1 1 1 1 0 0 0 0

o1 0 0 0 1 1 0 0 0

o2 0 0 1 0 0 0 0 0

o3 1 1 0 0 0 1 1 0

o4 0 0 1 0 0 1 1 0

o5 0 0 0 0 0 1 1 0

o6 0 0 0 0 0 0 0 1

– f : P(X ) → (P(Y) = I), f(X) = {y ∈ Y|∀x ∈ X, (x, y) ∈ R,X ⊆ X},
– g : (P(Y) = I) → P(X ), g(Y ) = {x ∈ X |∀y ∈ Y, (x, y) ∈ R, Y ⊆ Y}.

The operators f and g form a Galois connection between the sets I and P(X )
[1]. Consequently, both compound operators f ◦g and g ◦f are closure operators
defined respectively on P(X ) and I. The operator f ◦ g generates closed subsets
of objects and g ◦ f generates closed subsets of properties or items called closed
itemsets [14]. Operators f and g satisfy for any subsets A,A1, A2 ⊆ X , and
B,B1, B2 ⊆ Y:

A1 ⊆ A2 ⇒ f(A2) ⊆ f(A1),
B1 ⊆ B2 ⇒ g(B2) ⊆ g(B1),
A ⊆ g ◦ f(A),
B ⊆ f ◦ g(B).

Definition 4. Formal Concept: A formal concept C = (A,B) is a pair where
A ⊆ X , B ⊆ Y/A = g(B) and B = f(A). Set A is called the extent of C, and
set B is called its intent [6]. A formal concept is also called maximal rectangle
or a non-enlargeable rectangle [10,11].

Example 2. From the BR presented in Table 1, the following pair (A,B) =
({o3, o4, o5}, {f, g}) is a FC since we have f(A) = B and g(B) = A. The set
B is a closed itemset.

2.2 Difunctionality

In the sequel, we recall some important definitions related to the difunctionality,
as a closed notion to an uniformity aspect, that we may find or extract from
binary relations. We focus on difunctional and fringe relations. Let us consider
two sets X and Y, a BR R as subset of the Cartesian product of X and Y. We
start by presenting the following definitions:

Definition 5. Difunctional Relation [6]: Let R be a BR. R is said to be
difunctional iff R ◦ R−1 ◦ R = R where ◦ stands for the relative product and
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R−1 is the inverse of R. R can be written in block diagonal form by suitably
rearranging rows and columns. This means that a difunctional relation presents
uniformity of the association of objects and properties.

Even though a BR is not always uniform as a difunctional, Riguet proved that
there is an interesting difunctional embedded in it, which is generally not empty
[17]. This relation is called a fringe relation defined as follows.

Definition 6. Fringe Relation [17]: A fringe relation is a difunctional rela-
tion embedded in a BR R and computed by R ◦ R−1 ◦ R ∩ R. It is denoted Rd.
Moreover, a fringe relation is composed by a set of points contained in just one
maximal rectangle inside the relation R which can play an important role in
different applications.

Example 3. In Table 2, we present the fringe relation corresponding to the BR R
illustrated in Table 1. The difunctionality aspect is observed in the fringe relation
as a sparse sub-relation.

Table 2. The Fringe relation corresponding to the BR presented in Table 1

e c f g h a b d

o0 0 0 0 0 0 0 0 0

o1 1 0 0 0 0 0 0 0

o2 0 1 0 0 0 0 0 0

o3 0 0 0 0 0 0 0 0

o4 0 0 0 0 0 0 0 0

o5 0 0 1 1 0 0 0 0

o6 0 0 0 0 1 0 0 0

The elements belonging to a fringe relation are called isolated points and their
usefulness are shown in extracting optimal coverage of formal contexts [4].

3 Related Work

The first attempt to define a lattice theory as a mathematical model was made
by Birkhoff [8] in the 1940s. An underlying deep concept is the notion of the
Galois connection that emerged in the early 40s after a long period of gestation
that started at the beginning of the previous century. Later, the researches have
demonstrated how concept lattices formalize conceptual structures by coding any
kind of duality, such as the duality between the intent and the extent of a con-
cept. Application in data analysis using this duality for analyzing questionnaire
data was done by Barbut and Monjardet in the domain of social sciences [1].
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The concept lattice, also named the “Galois lattice”, was promoted by Wille,
and then extended to FCA [6]. FCA mathematical settings have recently been
shown to provide a theoretical framework for the efficient resolution of many
practical problems, e.g., data mining, conceptual reasoning, software engineer-
ing and information retrieval, to cite but a few. The reader is referred to [16]
to a critical overview of the myriad of applicative cases of FCA. An interesting
problem is to find a representation of a formal context by a minimal number of
concepts. By considering only the isolated points, we may obtain an optimal, or
a reduced formal context representation reflecting the potentially most relevant
knowledge that might be discovered. In this respect, finding optimal coverage of
a binary relation is known to be NP-hard problem [7]. Nevertheless, we witness
a large number of work interested in tackling such a problem. Belkhiter et al.
[13] introduced an optimal rectangular decomposition of a binary relation as well
as an application to documentary databases. The introduced decomposition is
based on the election of optimal maximal rectangles (or equivalently formal con-
cepts) that achieve a maximal gain in storage space terms. Later Kcherif et al.
[11] introduced a rectangular decomposition approach based on the Riguet’s
difunctional relation [17]. The computation of this difunctional is reduced to
the determination of a set of isolated points allowing the determination of the
minimal set of rectangles covering a given binary relation. An extended isolated
points based version, called genCoverage, was proposed in [4] by considering the
extended context notion. Belohlavek and Vychodil [3] tackled the same issue
by attempting to solve the Boolean factor analysis problem by proposing a new
method of decomposition an n×m binary matrix I into a Boolean product A◦B
of an n × k binary matrix A and a k × m binary matrix B with k as small as
possible. Mouakher and Ben Yahia [12] have introduced a new approach, based
on a greedy algorithm, for the extraction of an optimal covering of a binary
relation. The latter approach relies on the formal concept lattice representation.
The guiding idea of Mouakher and Ben Yahia’s approach is that the cov-
erage should not be extracted regardless of the quality of knowledge that may
be drawn from it. That’s why the authors introduced a gain function based on
the assessment of the correlation of the intent part of pertinent formal concepts.
Generally, the number of formal concepts grows exponentially with the size of
the matrix (i.e. binary relation) [9]. Fortunately, the use of mandatory concepts,
allows to select an information with minimal loss set of few relevant concepts in
polynomial time. The extraction of the coverage of a binary relation R relies on
the use of the Fringe relation. It has the advantage of helping discover isolated
properties, e.g. those single properties belonging to only one concept. Moreover,
from the given coverage, we may regenerate any concept belonging to the lattice
of concepts. We may also generalize Galois Connection operators to be applied
on any conceptual minimal coverage. In this way, for information retrieval pur-
poses, it is possible to use parallel processing or cloud computing to make fast
cooperative algorithms. In the following, we introduce our new approach for
conceptual coverage construction based on N-composites isolated points.
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4 Conceptual Coverage Based on N-Composites Isolated
Points

As our main contribution, we propose to use the isolated points for producing
progressively the conceptual coverage. More specifically, we propose to discover
the FC for different levels (l1, l2 . . . , lN ) of i properties combinations, where
i ∈ [1, N ] and N is the maximal number of properties to be combined together.
In practice, N = 2 means that the properties in the formal context are combined
2 by 2 in order to locate the 2-composite isolated points. For each level li we
show how the i-composite-isolated points are located and their corresponding FC
is extracted. In the following, we present necessary definitions related to isolated
points. We recall some of their useful properties and we present a novel approach
for obtaining N-composite ones.

Definition 7. Isolated Point [11]: Let R be a BR and Rd its associated fringe
relation. If p = (x, y) ∈ Rd then p is called an isolated point. An isolated point
belongs to only one formal concept and the latter is called an isolated concept.

Example 4. With respect to the BR presented in Table 1, the FC C = (A,B) =
({o3, o4, o5}, {f, g}) is an isolated one since (o5, g) is an isolated point.

Proposition 1. Let p = (x, y) be an isolated point in a FC C = (A,B). The
following properties are satisfied [5]:

g({y}) = A
f({x}) = B
f ◦ g({y}) = B
g ◦ f({x}) = A

Remark 1. From Proposition 1, particularly the expression f◦g({y}) = B means
that if an object o in X contains the property y, then it contains necessarily
all properties in B. Hence we have the implication y → B\{y}. The property
y could be selected as an interesting candidate representing all properties in B
since they are implied by y.

Definition 8. Composite Properties [5]: Let (X ,Y,R) be a FCT, and let
SP ⊆ Y, i.e., a subset of properties such that |SP | ≥ 2. A composition of
the properties of SP defines a new composite property, denoted by CPSP =
p1.p2 . . . pn, n = |SP |, pi ∈ SP, i = 1 . . . n, which can be added to the set Y. This
new property CPSP can be used to define an extended context as well as to select
a composite label for a formal concept when a single label cannot be assigned.

Definition 9. N-Composite Property: Let N be a positive integer and SP ⊆
Y. A N-Composite property denoted by NCPSP is a CPSP such that |SP | = N .
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Table 3. Composite properties extracted for different levels

N-composites properties Examples

1-composite {a}, {b}, {f}, {g}
2-composite {a, b}, {f, g}{d, e}
3-composite {a, b, c}, {f, g, h}

Definition 10. Expanded context: Let FCT = (X ,Y,R) be a Formal con-
text, and let NCPSP be a N-Composite property. NCPSP can be added to the
set Y to define an expanded context: EXP(FC,SP ) = (X ,Y ∪NCPSP ,R′) where
R′ = R ∪ {(x,NCPSP )|(x, y) ∈ R,∀y ∈ SP}.
Definition 11. N-Composite property isolated point: Let FC = (X ,Y,R)
and NCPSP be a N-Composite property. NCPSP is a N-composite Isolated point
if there exists x ∈ X |(x,NCPSP ) is an isolated point in the expanded context
EXP(FC,SP ).

Remark 2. Why it is important to make properties composition?
There are two main reasons:

– Discover the hidden regularity in the data implied by the N-composite isolated
points.

– Discover additional isolated concepts in order to cover more objects in a
FCT. Note that for some applications, the coverage criteria is not the most
important aspect. We are more focusing on extracting FC without having
necessarily 100% of coverage percentage.

Remark 3. How could we make properties composition?
The isolated points have some important properties that would prevent any ran-
domized properties combination. In particular, we would check whether some
properties combinations are useless or not, mainly when isolated points are
involved. As depicted in Fig. 1, we distinguish three cases for isolated points
combination as illustrated by y1.y2:

– Case 1: The isolated points belong to two distinct concepts. Therefore the
intersection between the concepts is empty and it is useless to make the
isolated points composition. The Proposition 2 formalizes the case 1.

– Case 2: The composition y1.y2 is not empty and we would check if some
additional isolated points might be derived.

– Case 3: Even if y1.y2 is not empty, the composition is useless. In fact, the
isolated point (x2, y2) belongs to an already covered concept.
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Fig. 1. Three cases for Isolated points compositions

Proposition 2. Let p1 = (x1, y1) and p2 = (x2, y2) be two isolated points in
two distinct concepts C1 = (A1, B1) and C2 = (A2, B2). Let SP = {y1, y2}
and 2CPSP its corresponding 2-composite property. The following property is
satisfied:

– If A1 ∩ A2 = ∅ then 2CPSP is empty, i.e., g({SP}) = ∅. Roughly speaking,
no 2-composite isolated point is derivable.

Remark 4. Two points worth noting need to be outlined:

– The previous proposition is important in properties composition algorithm.
Indeed, it shows that it is useless to make a composition between two isolated
points when they belong to two distinct formal concepts.

– As long as we increase the value of N, for the N-Composite properties, we
got, normally, new FC covering additional elements in the FCT. It depends
on how the algorithm considers the properties combination. Furthermore, in
practice, when the size of the data is high, it could be recommended to limit
the value of N to a small value (e.g., 2 or 3) even in the case of non-covering
the whole FCT.

4.1 Main Algorithm

The pseudo-code presented in Algorithm 1 reflects the steps we follow to compute
the N-composite isolated properties and to derive the conceptual coverage. First,
we identify the set of isolated points and their corresponding concepts. If the
formal context is not covered and the composition level N is not reached, then we
iterate on the remaining set of composite words and only keep those representing
the isolated points.

– In lines 2–8: we prepare the closures sets related to objects and properties
respectively.

– In lines 9–13: we locate the current level-composite isolated point w.r.t the
properties presented in Proposition 2. We update the coverage Cov and we
remove the covered elements from ListNonCovered.

– In lines 16–19: we combine (i+1) properties as new composite isolated points
candidates. We relate this part to the Remark 3 and to Proposition 2.
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Input: - FCT: Formal Context , N: Max Level
Output: - Cov: Coverage represented as a set of Formal Concepts

1 begin
2 Cov ← NULL
3 //Phase 1: prepare the hMaps OL and PCLosure (or dictionaries as

presented in Python )
4 OL ← {objId : [properties] for objId in FCT.objects }
5 PClosure ← {p: [g(p), f ◦ g(p)] for p in FCT.properties }
6 //Phase 2:
7 level ← 1
8 ListNonCovered ← OL while (level ≤ N) and

NotEmpty(ListNonCovered) do
9 composites ← ExtractCompositeIsolated(PClosure,level)

10 //For level 1, the composites correspond to the isolated points in the
Fringe relation

11 Cov ← Cov ∪ f ◦ g(composites)
12 ListNonCovered.Remove(Concepts(composites))
13 level ← level+1
14 PClosure.addNewLevel(level)
15 i ← 0
16 while (i ≤ PClosure.level ) do
17 ListComposites ← Combine(i,PClosure,level)
18 PClosure.add(ListComposites)

19 return Cov

Algorithm 1: N-Composites Coverage Algorithm

Complexity Analysis. Regarding the complexity analysis, let n = |X | and
m = |Y| be respectively the number of objects and the number of properties in
the FCT.

– In phase 1, the hMaps preparation require n × m operations in to build OL
and PClosure.

– In phase 2, the algorithm performs the PClosure traversal and locates the
level-composite isolated points. In the worst case, we have M = max(N,T )
where N is the ‘Max Level’ specified by a user and T is the traversals num-
ber. Let us consider a composition level i for which |PClosure| = mi. The
PClosure property composition requires mi +(mi − 1)+ (mi − 2)+ . . .+1 =
mi(mi+1)

2 operations. Hence, there are
M∑

i=1

mi(mi+1)
2 operations.

4.2 Illustrative Example

Let us consider the FCT given by Table 1. Figure 2 depicts the different phases
of Algorithm 1. In phase 1, ‘PClosure’ and ‘OL’ were built. PClosure contains
the properties, their closures and their associated objects obtained by Galois
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connection. OL indicates the properties for each object. In phase 2, we have two
levels. At level 1, the “ExtractCompositeIsolated()” routine returns the set of
1-Composite isolated points. Since, with the obtained formal concepts from the
isolated points, we do not cover the initial formal concepts, we move to combining
at Level 2. At that level, the “combine()” routine combines 2 properties, w.r.t the
Remark 3 and the Proposition 2, and returns the “ListComposites”. The latter
represents the new composite isolated points candidates. In the second iteration,
the “ExtractCompositeIsolated()” returns the 2-composite isolated points and
the context is entirely covered. The N-composite Algorithm output represents
the set of isolated concepts. Hence, we have a partial-total FCT coverage, so it
informs about the coverage percentage; As we can see in Fig. 2, at level 1, the
1-composite isolated points {(o2, c), (o1, e), {(o5, g), (o5, f)}, (o6, h)} are associ-
ated, respectively, to the formal concepts {C1, C2, C4, C6}. They cover 12/17 or
(70.58%) elements in the FCT given by Table 1. At level 2, the 2-composite iso-
lated points are associated to the additional concepts {C0, C3, C5}. Hence, we
achieve 100% coverage.

Fig. 2. Illustrative example
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5 Experimental Results

Our results show the efficiency of the proposed algorithm. The implementation
of the solution was realized and executed on a laptop i7-3610 QM 2.3 GHz, 8 GB
of RAM, and Windows 7. The results concern some Benchmark datasets
furnished by the UC Irvine Machine Learning Database Repository1. They are
used extensively within the data mining and machine learning communities.
Moreover, they are considered dense (i.e., yielding a large number of formal con-
cepts even for a small number of objects and attributes). In Table 4, we present
the number of N-composite isolated points, the execution time and the coverage
percentage while increasing the composition level for different data sets. At level
1, the number of N-composite isolated points varies from 0 to 10. This reduced
value reflects the absence of isolated points in the dense data sets. As long as
we make the properties composition by 2 up to 5, the hidden data regularity is
discovered and the concepts number increases. In most cases, starting from the
level 3, more than 80% of the data is covered. In terms of temporal complexity,
we remark that the time increases as the level does. This is due to the multi-
ple combinations between properties to be considered in order to discover the
N-composites isolated points. At level 1, the execution time reflects one data
set traversal which corresponds to the results cited in the MingenCoverage [4].
Starting form level 2, the execution time obtained for 100% coverage is slightly
reduced which is explained by the reduction of the combination between prop-
erties as indicated in Proposition 2. In terms of coverage quality compared with
kcherif [11] and genCov [5] approaches, Fig. 3 shows the number of formal
concepts (for 100% coverage), the execution time, the number of concepts and
the coupling-cohesion [15] Fig. 3 shows that the number of generated concepts
of N-composites is slightly less great rather than that flagged out by GenCov
[5] except for the post-operative dataset. This result matches the predicted
one since both approaches build the coverage by considering the isolated points.
The difference between them is caused by the traversal strategy of the composed
properties, to be identified as elements in isolated points. In the GenCov pro-
cedure, the composed properties were generated according to the sorted matrix
rows elements. Nevertheless, in N-composites the composed properties were
incrementally generated as isolated points candidates, level by level. Regard-
ing the concepts number, we observe that the N-composites and GenCov
are much close to each other. However, N-composites outperform the other
approaches for different datasets in terms of execution time. The coupling and
cohesion might reflect the robustness of different methods. At a glance, we can
see that most values are overlapping for reduced density datasets. As long as
the density is rising N-composites slightly outperforms the other approaches
in terms of cohesion. Besides, the obtained values for the coupling are still the
same except for the operative datasets known for its high density. It is important
to mention that the obtained results may not outperform all those reported in
the surveyed literature, yet they appear to be adhering to acceptable standards.

1 http://archive.ics.uci.edu/ml/.

http://archive.ics.uci.edu/ml/
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Fig. 3. Comparison between N-Composites and the other approaches

Table 4. Feature evolution w.r.t. the coverage percentage

Level #N-Composites Time (ms) Coverage percentage

Lenses 1 0 - -

2 4 29 16.66%

3 11 34 45.83%

4 24 33 100.00%

Car 1–3 0 - 00.00%

4 1724 668 100.00%

Hayes-Roth 1 0 - -

2 52 70 50.75%

3 78 79 100.00%

Lung-Cancer 1 10 160 31.00%

2 32 1154 100.00%

Dermatology 1 0 - -

2 155 2470 42.62%

3 332 26493 91.25%

4 363 35268 99.72%

5 364 36899 100.00%

Zoo 1 4 79 19.60%

2 33 94 61.71%

3 47 119 74.70%

4 52 133 99.65%
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Nevertheless, the proposed approach often gives the minimal coverage of the
binary relation. It also provides labels for all formal concepts, which could be
elementary or composite ones.

6 Conclusion and Perspectives

We have introduced the notion of N-composites isolated points as a key element
for discovering mandatory concepts and building a formal context conceptual
coverage. Since the mandatory concepts should exist in any conceptual cover-
age, naturally we proposed to locate them at first. We proposed to locate these
mandatory concepts while increasing the composition level. From the experimen-
tal results, we have concluded that a reduced value of N (between 1 and 4) allows
extracting a high FCT coverage percentage, e.g., more than 90% for N = 4. The
main challenge for this approach is to reduce the algorithm complexity by mini-
mizing the properties combination while ensuring a high coverage quality. For the
near future, we started implementing a parallel version of N-composites within
the spark framework and we are investigating its application in Text Analytics.
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170346 from the QNRF (Qatar) and to the Astra funding program Grant 2014-
2020.4.01.16-032.
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Abstract. Topological data analysis computes and analyses topological
features of the point clouds by constructing and studying a simplicial rep-
resentation of the underlying topological structure. The enthusiasm that
followed the initial successes of topological data analysis was curbed by
the computational cost of constructing such simplicial representations.
The lazy witness complex is a computationally feasible approximation of
the underlying topological structure of a point cloud. It is built in refer-
ence to a subset of points, called landmarks, rather than considering all
the points as in the Čech and Vietoris-Rips complexes. The choice and
the number of landmarks dictate the effectiveness and efficiency of the
approximation.

We adopt the notion of ε-cover to define ε-net. We prove that ε-net,
as a choice of landmarks, is an ε-approximate representation of the point
cloud and the induced lazy witness complex is a 3-approximation of
the induced Vietoris-Rips complex. Furthermore, we propose three algo-
rithms to construct ε-net landmarks. We establish the relationship of
these algorithms with the existing landmark selection algorithms. We
empirically validate our theoretical claims. We empirically and compar-
atively evaluate the effectiveness, efficiency, and stability of the proposed
algorithms on synthetic and real datasets.

1 Introduction

Topological data analysis computes and analyses topological features of gener-
ally high-dimensional and possibly noisy data sets. Topological data analysis
is applied to eclectic domains namely shape analysis [6], images [2,22], sensor
network analysis [8], social network analysis [3,24,25,27], computational neuro-
science [21], and protein structure study [19,30].

The enthusiasm that followed the initial successes of topological data anal-
ysis was curbed by the computational challenges posed by the construction of
an exact simplicial representation, the Čech complex, of the point cloud. A sim-
plicial representation facilitates computation of basic topological objects such
as simplicial complexes, filtrations, and persistent homologies. Thus, researchers
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devised approximations of the Čech complex as well as its best possible approxi-
mation the Vietoris-Rips complex [7,10,26]. One of such computationally feasible
approximate simplicial representation is the lazy witness complex [7]. The lazy
witness complex is built in reference to a subset of points, called landmarks. The
choice and the number of landmarks dictate the effectiveness and efficiency of
the approximation.

We adopt the notion of ε-cover [18] from analysis to define and present the
notions of ε-sample, ε-sparsity, and ε-net (Sect. 4) to capture bounds on the
loss of topological features induced by the choice of landmarks. We prove that
an ε-net is an ε-approximate representation of the point cloud with respect to
the Hausdorff distance. We prove that the lazy witness complex induced by an
ε-net, as a choice of landmarks, is a 3-approximation of the induced Vietoris-
Rips complex. ε-net allows us to provide such approximation guarantees for lazy
witness complex (Sect. 4.2) which was absent in the literature. Furthermore,
we propose three algorithms to construct ε-net as landmarks for point clouds
(Sect. 5). We establish their relationship with the existing landmark selection
algorithms, namely random and maxmin [7]. We empirically and comparatively
show that the size of the ε-net landmarks constructed by the algorithms varies
inversely with ε and agrees with the known bound on the size of ε-net [20].

We empirically and comparatively validate our claim on the topological
approximation quality of the lazy witness complex induced by the ε-net land-
marks (Sect. 6). Furthermore, we empirically and comparatively validate the
effectiveness, efficiency and stability of the proposed algorithm on representative
synthetic point clouds as well as a real dataset. Experiments confirm our claims
by showing equivalent effectiveness of the algorithms constructing ε-net land-
marks with the existing maxmin algorithm. We also show the ε-net landmarks
to be more stable than those selected by the algorithms maxmin and random
as ε-net incurs narrower confidence band in the persistent landscape topological
descriptor. We conclude (Sect. 7) with the theoretical and experimental pieces
of evidence that validate the ε-nets constructed as a stable and effective way to
construct landmarks and to induce lazy witness complexes.

2 Related Works

Applications of TDA. TDA is applied in different domains mostly on rela-
tively small datasets and up to dimension 2 due to computational intractability of
the popular Čech and Vietoris-Rips complexes. [6] computed homology classes at
dimension 0 for their proposed tangential filtration of point clouds of handwritten
digits for image classification (dataset size ∼69–294). [28] used the persistence
pairs at dimension 0 for segmenting mesh on benchmark mesh segmentation
datasets (size ∼50000). Researchers applying TDA to network analysis focus
on characterising networks using features computed from persistence homology
classes. [3] and [25] computed persistence homology at dimension 0,1 and 2 of
the clique filtration to study weighted collaboration networks (size ∼36000) and
weighted networks from different domains (size ∼54000) respectively. In bio-
logical networks, [11] clustered gene co-expression networks (size ∼400) based
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on distances between Vietoris-Rips persistence diagram computed on each net-
work. In molecular biology, persistent homology reveals different conformations
of proteins [19,30] based on the strength of the bonds of the molecules.
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Fig. 1. Components of topological data analysis.

Topological Approximation. Computational infeasibility of the Čech complex
and Vietoris-Rips complex motivates the development of approximate simplicial
representations such as the lazy witness complexes, sparse-Rips complex [26]
and graph induced complex (GIC) [10]. Sparse-Rips complex [26] perturbs the
distance metric in such a way that when the regions covered by a point can be
covered by its neighbouring points, that point can be deleted without changing
the topology. Given a graph constructed on a point cloud as input, the graph
induced complex is a simplicial complex built on a subset of vertices, where
the vertices of a k-simplex are the nearest neighbours of a clique-vertices of a
k-clique [10]. Due to their computational benefits, lazy witness complex and
graph induced complexes have found applications in studying natural image
statistics [7] and image classification [9].

Applications of ε-net. The concept of ε-net is a standard concept in analysis
and topology [18] originating from the idea of (δ, ε)-limits formulated by Cauchy.
Nets have been used in nearest-neighbor search [20]. [15] proposed the Net-tree
data structure to represent ε-nets at all scales of ε. Net-tree is used to construct
approximate well-separated pair decompositions [15] and approximate geometric
spanners [15]. The simplicial complexes in the graph induced complex are nets.
Sparse-Rips filtration constructs a net-tree on the point-cloud to decide which
neighbouring points to delete. [14] used ε-net for manifold reconstruction.

3 Topological Data Analysis

Topological data analysis is the study of computational models for efficient and
effective computation of topological features, such as persistent homology classes,
from different datasets, and representation of the topological features using dif-
ferent topological descriptors, such as persistence barcodes, for further analysis
and application [12,23]. In this section, we represent the computational blocks
of topological data analysis in Fig. 1 and further describe each of the blocks.
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Topological data analysis computes the topological features, such as per-
sistent homology classes, by computing the topological objects called simpli-
cial complex for a given dataset. A simplicial complex is constructed using
simplices. Formally, a k-simplex is the convex-hull of (k + 1) data points. For
instance, A 0-simplex [v0] is a single point, a 1-simplex [v0v1] an edge, and a
2-simplex [v0v1v2] a filled triangle. A k-homology class is an equivalent class
of such k-simplicial complexes that cannot be reduced to a lower dimensional
simplicial complex [12]. In order to compute the k-homology classes, a practi-
tioner does not have direct access to the underlying space of the point cloud and
it is combinatorially hard to compute the exact simplicial representation of Čech
complex [31]. Thus, different approximations of the exact simplicial representa-
tion are proposed: Vietoris-Rips complex [17] and lazy witness complex [7].

The Vietoris-Rips complex Rα(D), for a given dataset D and real num-
ber α > 0, is an abstract simplicial complex representation consisting of such
k-simplices, where any two points vi, vj in any of these k-simplices are at dis-
tance at most α. Vietoris-Rips complex is the best possible (

√
2-)approximation

of the Čech complex, computable with present computational resources, and is
extensively used in topological data analysis literature [23]. Thus, we use the
Vietoris-Rips complex as the baseline representation in this paper. In the worst
case, the number of simplices in the Vietoris-Rips complex grows exponentially
with the number of data points [23,31]. Lazy witness complex [7] approximates
the Vietoris-Rips complex by constructing the simplicial complexes over a sub-
set of data points L, referred to as the landmarks. Formally, given a positive
integer ν and real number α > 0, the lazy witness complex LWα(D,L, ν) of
a dataset D is a simplicial complex over a landmark set L where for any two
points vi, vj of a k-simplex [v0v1 · · · vk], there is a point w whose (dν(w) + α)-
neighborhood1 contains vi, vj . In the worst case, the size of the lazy witness
complexes grows exponentially with the number of landmarks. Less number of
landmarks facilitates computational acceleration while produces a bad approx-
imation of Vietoris-Rips with loss of topological features. Thus, the trade-off
between the approximation of topological features and available computational
resources dictates the choice of landmarks.

As the value of filtration parameter α increases, new simplices arrive and
the topological features, i.e. the homology classes, start to appear. Some of the
homology classes merge with the existing classes in a subsequent simplicial com-
plex, and some of them persist indefinitely [12]. In order to capture the evolution
of topological structure with scale, topological data analysis techniques construct
a sequence of simplicial complex representations, called a filtration [12], for an
increasing sequence of α’s. In a given filtration, the persistence interval of a
homology class is denoted by [αb, αd), where αb and αd are the filtration val-
ues of its appearance and merging respectively. The persistence interval of an
indefinitely persisting homology class is denoted as [αb,∞).

Topological descriptors, such as persistence diagram [12] and persistence
landscapes [1] represent persistence intervals as points and functions respectively

1 dν(w) is the distance from point w ∈ D to its ν-th nearest point in L.
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in order to draw qualitative and quantitative inference about the topological fea-
tures. Distance measures between persistent diagrams such as the bottleneck and
Wasserstein distances [12] are often used to draw quantitative inference. The
bottleneck distance between two diagrams is the smallest distance d for which
there is a perfect matching between the points of the two diagrams such that any
pair of matched points are at distance at most d [12]. The Wasserstein distance
between two diagrams is the cost of the optimal matching between points of the
two diagrams [12].

4 ε-net

As we discussed in Sect. 3, topological data analysis of a dataset begins with
the computation of simplicial complex representations. Though Vietoris-Rips is
the best possible approximation of the Čech complex, it incurs an exponential
computational cost with respect to the size of the point cloud. Thus, lazy wit-
ness complex is often used as a practical solution for scalable topological data
analysis. Computation of lazy witness complex is dependent on the selection of
landmarks. Selection of landmarks dictates the trade-off between effectiveness,
i.e. the quality of approximation of topological features, and efficiency, i.e. the
computational cost of computing the lazy witness complex.

ε-cover is a construction used in topology to compute the inherent proper-
ties of a given space [18]. In this paper, we import the concept of ε-cover to
define ε-net of a point cloud. We use the ε-net of the point cloud as the land-
marks for constructing lazy witness complex. We show that ε-net, as a choice
of landmarks, has guarantees such as being an ε-approximate representation of
the point cloud, its induced lazy witness complex being a 3-approximation of its
induced Vietoris-Rips complex, and also bounding the number of landmarks for
a given ε. These guarantees are absent for the other existing landmark selection
algorithms (Sect. 5) such as random and maxmin algorithms.

4.1 ε-net of a Point Cloud

ε-cover is a set of subsets of a point cloud in an Euclidean space such that these
subsets together cover the point cloud, but none of the subsets has a diameter
more than ε.

Definition 1 (ε-cover [18]). An ε-cover of a point cloud P is the set of Pi’s
such that Pi ⊆ P , P = ∪iPi, and diameter2 of Pi is at most ε ≥ 0 for all i.

When the sets in the 2ε-cover of P are Euclidean balls of radius ε, the set of
centres of the balls is termed as an ε-sample of set P .

Definition 2 (ε-sample [14]). A set L ⊆ P is an ε-sample of P if the collection
{Bε(x) : x ∈ L} of ε-balls of radius ε covers P , i.e. P = ∪x∈LBε(x).
2 The diameter diam(Pi) of a set Pi ⊆ P is defined as the largest distance d(x, y)

between any two points in x, y ∈ Pi.
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According to the definition of ε-sample, P is an ε-sample of itself for ε = 0. For
decreasing further computational expense, it is desirable to have an ε-sample is
sparse that means it contains as less number of points as possible. An ε-sparse
subset of P is a subset where any two points are at least ε apart from each other.

Definition 3 (ε-sparse). A set L ⊂ P is ε-sparse if for all x, y ∈ L, d(x, y) > ε.

An ε-net of set P is an ε-sparse subset of P which is also an ε-sample of P .

Definition 4 (ε-net [18]). Let (P, d) be a metric space and ε ≥ 0. A subset
L ⊂ P is called an ε-net of P if L is ε-sparse and an ε-sample of P .

4.2 Properties of ε-nets

ε-net of a point cloud comes with approximation guarantees irrespective of its
algorithmic construction. An ε-net of a point cloud of diameter Δ in Euclidean
space RD is an ε-approximation of the point cloud in Hausdorff distance. The lazy
witness complex induced by an ε-net is a 3-approximation of the Vietoris-Rips
complex on that ε-net. Furthermore, the size of an ε-net is at most (Δ

ε )θ(D) [20].
Here, we establish the first two approximation guarantees of ε-net theoretically.

Point-Cloud Approximation Guarantee of an ε-net. We use Lemma 1 to
prove that the ε-net of a point cloud P is an ε-approximate representation of
that point cloud in Hausdorff distance.

Lemma 1. Let L be an ε-net of point cloud P . For any point p ∈ P , there exists
a point q ∈ L such that the distance d(p, q) ≤ ε.

Theorem 1. The Hausdorff distance between the point cloud P and its ε-net
L ⊆ P is at most ε.

Proof. For any l ∈ L, there exists a point p ∈ P such that d(l, p) ≤ ε, by defini-
tion of Bε(l). Hence, minl∈L d(l, p) ≤ ε, and thus, maxp∈P minl∈L d(l, v) ≤ ε.
For any p ∈ P , there exists a landmark l ∈ L such that d(l, p) ≤ ε, by
Lemma 1. Thus, maxl∈L minp∈P d(l, p) ≤ ε. Hence the Hausdorff distance
dH(P,L) between P and L, defined as the maximum of maxl∈L minp∈P d(l, p)
and maxp∈P minl∈L d(l, p) is bounded by ε.

Topological Approximation Guarantee of an ε-net Induced Lazy Wit-
ness Complex. In addition to an ε-net being an ε-approximation of the point-
cloud, we prove that the lazy witness complex induced by the ε-net landmarks
is a good approximation (Theorem 2) to the Vietoris-Rips complex on the land-
marks. This approximation ratio is independent of the algorithm constructing
the ε-net. As a step towards Theorem 2, we state Lemma 2 that follows from
the definition of the lazy witness complex and ε-sample. Lemma 2 establishes
the relation between 1-nearest neighbour of points in an ε-net.
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Lemma 2. If L is an ε-net landmark of point cloud P , then the distance d(p, p′)
from any point p ∈ P to its 1-nearest neighbour p′ ∈ P is at most ε.

Theorem 2 shows that the lazy witness complex induced by the landmarks in
an ε-net is a 3-approximation of the Vietoris-Rips complex on those landmarks
above the value 2ε of filtration parameter.

Theorem 2. If L is an ε-net of the point cloud P for ε ∈ R
+, LWα(P,L, ν = 1)

is the lazy witness complex of L at filtration value α, and Rα(L) is the Vietoris-
Rips complex of L at filtration α, then Rα/3(L) ⊆ LWα(P,L, 1) ⊆ R3α(L) for
α ≥ 2ε.

Proof. In order to prove the first inclusion, consider a k-simplex σk =
[x0x1 · · · xk] ∈ Rα/3(L). For any edge [xixj ] ∈ σk, let wt be the point in P
that is nearest to the vertices of [xixj ] and wlog, let the point corresponding
to that vertex be xj . Since wt is the nearest neighbour of xj , by Lemma 2,
d(wt, xj) ≤ ε ≤ α

2 . Since [xixj ] ∈ Rα/3, d(xi, xj) ≤ α
3 < α

2 . By triangle
inequality, d(wt, xi) ≤ α

2 + α
2 ≤ α. Hence, xi is within distance α from wt.

The α-neighbourhood of point wt contains both xi and xj . Since d1(wt) > 0,
the (d1(wt) + α)-neighbourhood of wt also contains xi, xj . Therefore, [xixj ] is
an edge in LWα(P,L, 1). Since the argument is true for any xi, xj ∈ σk, the
k-simplex σk ∈ LWα(P,L, 1).

In order to prove the second inclusion, consider a k-simplex σk =
[x0x1 · · · xk] ∈ LWα(P,L, 1). Therefore, by definition of lazy witness complex,
for any edge [xixj ] of σk there is a witness w ∈ P such that, the (d1(w) + α)-
neighbourhood of w contains both xi and xj . Hence, d(w, xi) ≤ d1(w)+α ≤ ε+α
(by Lemma 2) ≤ 3α/2. Similarly, d(w, xj) ≤ 3α/2. By triangle inequality,
d(xi, xj) ≤ 3α. Therefore, [xixj ] is an edge in R3α(L). Since the argument is
true for any xi, xj ∈ σk, the k-simplex σk ∈ R3α(L).

Discussion. Theorem 2 implies that the interleaving of lazy witness filtration
LW = LWα(L) and the Vietoris-Rips filtration R = Rα(L) occurs when α > 2ε.
As a consequence, the weak-stability theorem [4] implies that the bottleneck dis-
tance between the partial persistence diagrams Dgm>2ε(LW ) and Dgm>2ε(R)
is upper bounded by 3 log 3. In Sect. 6, we empirically validate this bound.

Size of an ε-net. The size of an ε-net depends on ε, the diameter of the point-
cloud and the dimension of the underlying space [15,20]. If a point cloud P ⊂ R

D

has diameter Δ, the size of an ε-net of P is (Δ
ε )θ(D) [20]. The size of an ε-net

does not depend on the size of the point cloud. In Sect. 6, we empirically validate
this bound for the ε-net landmarks generated by the proposed algorithms. The
framework of ε-net along with its approximation guarantees lead to the question
of its algorithmic construction as landmarks.

5 Construction of an ε-net

The näıve algorithm [16] to construct an ε-net selects the first point l1 uniformly
at random. In i-th iteration, it marks the points at a distance less than ε from
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the previously selected landmark li−1 as covered, and selects the new point
li from the unmarked points arbitrarily until all points are marked [15]. The
fundamental principle is to choose, at each iteration, a new landmark from the
set of yet-to-cover points such that it retains the ε-net property. We propose
three algorithms where this choice determines the algorithm.

5.1 Three Algorithms: ε-net-rand, ε-net-maxmin, and (ε, 2ε)-net

The algorithm ε-net-rand, at each iteration, marks the points at a distance
less than ε from the previously chosen landmark as covered and chooses a new
landmark uniformly at random from the unmarked points. The algorithm ε-
net-maxmin, at each iteration, marks the points at a distance less than ε from
the previously chosen landmark as covered and chooses the farthest unmarked
point from the already chosen landmarks. It terminates when the distance to
the farthest unmarked point is no more than ε. The algorithm (ε, 2ε)-net, at
each iteration, marks the points at a distance less than ε from the previously
chosen landmark as covered, and chooses a landmark uniformly at random from
those unmarked points whose distance to the previously chosen landmark is at
most 2ε. If there are no unmarked points at a distance in-between ε and 2ε from
the previous landmark, it searches for unmarked points at a distance between
2ε and 4ε, 4ε and 8ε, and so on, until it either finds one to continue as before or
all points are marked. The pseudo-code for (ε, 2ε)-net is in Algorithm 1.

(ε, 2ε)-net attempts to cover the point-cloud with intersecting balls of radius
ε, whereas ε-net-maxmin attempts to cover the point-cloud with non-intersecting
balls of radius ε. ε-net-rand does not maintain any invariant.

ε-net-rand and (ε, 2ε)-net have the time-complexity of O( 1
εD ) and

O( 1
εD log(1ε )) respectively. Their run-time does not depend on the size of the

input point cloud. On the other hand, the run-time of ε-net-maxmin depends
on the size of the point-cloud as it has to search for the farthest point from
the landmarks at each iteration. On a point cloud of sinze n, ε-net-maxmin has
O( n

εD ) time-complexity.

5.2 Connecting ε-net to Random and Maxmin Algorithms

De Silva et al. [7] proposed random and maxmin algorithms for point clouds.

Random. Given a point cloud P , the algorithm random selects |L| points uni-
formly at random from the set of points P . This algorithm is closely related to
ε-nets. Given the number of landmarks K > 1, the set of landmarks selected
by random is δ-sparse where δ is the minimum of the pairwise distances among
the landmarks. However, the same choice of K may not necessarily make the
landmarks a δ-sample of the point cloud.

The ε-net-rand algorithm is a modification of random that takes ε as a param-
eter instead of K and use ε to put a constraint on the domain of random choices.
It continues to select landmarks until all points are marked to ensure the ε-
sample property. The proof sketch of the fact that the constructed landmarks
are ε-sparse and ε-sample is as follows:
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Algorithm 1 Algorithm (ε, 2ε)-net
Input: Point cloud P = {p1, p2, · · · , pn}, n × n Distance matrix D, parameter ε.
Output: Set of Landmarks L.
1: Select the initial landmark l1 uniformly at random from P .
2: Initialize L = {l1}.
3: Let N1

(ε,2ε) be the set of points at a distance between ε and 2ε from l1.

4: Initialize candidate landmarks C1 = N1
(ε,2ε).

5: i = 1.
6: repeat
7: Let N i

≤ε be the set of points at a distance less than ε from li.
8: Mark all the points in N i

≤ε as covered.
9: Let Cu

i be the set of unmarked points in Ci.
10: if Cu

i is empty then
11: Find the first δ = [1, 2, · · · , log(�Δ/2ε�)] for which N i

(2δε,2δ+1ε) contains any
unmarked point.

12: Set Ci = Ci ∪ N i
(2δε,2δ+1ε).

13: end if
14: Select li+1 uniformly at random from Cu

i .
15: Insert li+1 to L.
16: Ci+1 = Ci ∪ N i+1

(ε,2ε).
17: i = i + 1.
18: until all points are marked

Proof. The ε-net-rand algorithm does not terminate until all points are marked
as covered. Hence the set of landmarks selected by ε-net-rand is an ε-sample,
since otherwise, there would have been unmarked points. The pairwise distance
between any two landmarks cannot be less than ε; otherwise, one of them would
have been marked by the other and the marked point would not be a landmark.
Hence the set landmarks selected by ε-net-rand is ε-sparse.

Maxmin. The maxmin algorithm selects the first landmark l1 uniformly at
random from the set of points, P . Following that; it selects the point which
is furthest to the present set of landmarks at each step till a given number of
landmarks, say |L|, are chosen. If Li−1 = {l1, l2, . . . , li−1} is the set of already
chosen landmarks, it selects such a point u ∈ P\Li−1 as the ith landmark that
maximises the minimum distance from the present set of landmarks Li−1. Mathe-
matically, li � arg maxu∈P\Li−1

minv∈Li−1 d(u, v). The maxmin algorithm selects
landmarks such that the point cloud is covered as vastly as possible.

The maxmin algorithm is closely related to ε-net. Given the number of land-
marks K > 1, the set of landmarks selected by maxmin is δ-sparse where δ
is the minimum of the pairwise distances among the landmarks chosen. How-
ever, that choice of K may not necessarily make the landmarks a δ-sample of
the point cloud. The ε-net-maxmin algorithm is a modification of maxmin that
takes ε as a parameter instead of K and uses ε to control sparsity among the
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landmarks. It terminates when the minimum of the pairwise distances among
the landmarks drops below ε to ensure the ε-sample property of the landmarks
chosen. The proof sketch of the resulting landmarks being ε-sparse and ε-sample
is as follows:

Proof. The ε-net-maxmin algorithm, at each iteration, selects only that point
as a landmark whose minimum distance to the other landmark points is the
largest among all unmarked points. If such a point’s minimum distance to the
other landmark points is no more than ε, the algorithm terminates. Hence the
set of landmarks selected by ε-net-maxmin must be ε-sparse. A point that is not
a landmark must be covered by some landmark point already. Otherwise, its
minimum distance to the landmark set would have been at least ε, and hence
would have been the only unmarked point available to be selected as a new
landmark by ε-net-maxmin. Therefore the set of landmarks selected by ε-net-
maxmin is also ε-sample of the point cloud.

6 Empirical Performance Evaluation

We implement the pipeline illustrated in Fig. 1 to empirically validate our theo-
retical claims and also the effectiveness, efficiency, and stability of the algorithms
that construct ε-net landmarks compared to that of the random and maxmin
algorithms. We test and evaluate these algorithms on two synthetic point cloud
datasets, namely Torus and Tangled-torus, and a real-world point cloud dataset,
namely 1grm. On each input point cloud, we compute the lazy witness filtration
and Vietoris-Rips filtration induced by the landmarks, as well as the Vietoris-
Rips filtration induced by the point cloud.

On each dataset, as we vary parameter ε of the algorithms constructing ε-
nets, we study the relationship between ε to the number of landmarks, the quality
of the topological features approximated by the lazy witness filtration induced
by those landmarks, as well as the stability of those approximated features. As
the algorithms maxmin and random require the number of landmarks a priori,
for the sake of comparison, we use the same number of landmarks as that of the
corresponding ε-net algorithm for a given ε.

We compute the quality of the features approximated by an algorithm in
terms of the 1-Wasserstein distance between the lazy witness filtration induced
by the landmarks selected by that algorithm to those of a Vietoris-Rips filtration
on the same dataset. As there are elements of randomness in the algorithms, we
run each experiment 10 times and compute distances averaged over the runs.

We compute the stability of the features approximated by the algorithms in
terms of the 95% confidence band corresponding the rank 1 persistence landscape
using bootstrap [5]. We use persistence landscape to validate the stability of
the filtrations because unlike persistence diagrams and barcodes, two sets of
persistence landscapes always have unique mean and by strong law of large
numbers the empirical mean landscapes of sufficiently large collection converge
to its expected landscapes [1].
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6.1 Datasets and Experimental Setup

Datasets. We use the datasets illustrated in Fig. 2 for experimentation. The
dataset Torus is a point cloud of size 500 sampled uniformly at random from
the surface of a torus in R

3. The torus has a major radius of 2.5 and minor
radius of 0.5. The dataset Tangled-torus is a point cloud of size 1000 sampled
uniformly at random from two tori tangled with each other in R3. Both tori
has a major radius of 2.5 and minor radius of 0.5. The dataset 1grm is the
conformation of the gramicidin-A protein. It has a helical shape. Gramicidin-A
has two disconnected chains of monomers consisting of 272 atoms.

Fig. 2. (left) Torus, (middle) Tangled-torus, and (right) 1grm Dataset

Experimental Setup. We implement the experimental workflow in Matlab
2018a (with 80 GB memory limit). All experiments are run on a machine with
an Intel(R) Xeon(R)@2.20GHz CPU and 196 GB memory. We use the Javaplex
library [29] to construct lazy witness filtrations and to compute their persistence
intervals. We use the Ripser library to construct the Vietoris-Rips filtrations
and to compute their persistence intervals. We use R-TDA package [13] to com-
pute bottleneck and Wasserstein distances, and 95% confidence band for the
landscapes. We set the lazy witness parameter ν = 1 in all computations.

6.2 Validation of Theoretical Claims

Number of Landmarks Generated by the ε-net Algorithms. In Fig. 3, we
illustrate the relation between the number of landmarks generated by the ε-net
algorithms and ε on Torus dataset. Each algorithm is run 10 times for each ε,
and the mean and standard deviation are plotted. We observe that the number
of landmarks decreases as ε increases. We also observe that, for a fixed ε, the
average number of landmarks selected by the ε-net algorithms is more or less
stable across different algorithms. We use the number of landmarks of an ε-net-
maxmin to fit a curve with values Δ = 5.9 (the diameter of Torus) and coefficient
θ(D) = 1.73 (found from fitting with 95% confidence). This observation supports
the theoretical bound of (Δ

ε )θ(D).

Topological Approximation Guarantee. In order to validate Theorem 2
on dataset Torus, we compute the bottleneck distance between the persistence
diagram of the lazy witness filtration and that of the Vietoris-Rips filtration
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Fig. 3. Number of landmarks gener-
ated by the ε-net algorithms vs. ε on
Torus dataset.
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Fig. 4. Topological approximation
guarantee of ε-net constructed by the
algorithms on Torus dataset.

induced by the ε-net landmarks for different values of ε. For each ε and algorithm,
we generate 10 sets of ε-net landmarks, compute their corresponding persistence
diagrams and plot the mean and standard deviation of the bottleneck distances
in Fig. 4. Since the theorem is valid for α ≥ 2ε, we exclude the homology classes
born below 2ε before the distance computation. The algorithms satisfy the bound
as the distances are always less than the theoretical bound of 3 log 3. Since the
plots on the other datasets support these claims, for the sake of brevity, we omit
them.

6.3 Effectiveness and Efficiency of Algorithms Constructing ε-nets

For each ε, we compute the 1-Wasserstein distance between the persistent dia-
grams of the lazy witness filtration induced by each ε-net landmarks and that of
the Vietoris-Rips filtration induced by the whole point cloud. We compute the
mean distance and mean CPU-times across 10 runs. Unlike ε-net algorithms, the
existing landmark selection algorithms take the number of landmarks as input.
Since the average number of landmarks selected by the ε-net algorithms does not
vary much across different algorithms (Fig. 3), for each ε, we take the same num-
ber of ε-net-maxmin landmarks as parameters to select the random and maxmin
landmarks. Figure 5 illustrates result on Torus dataset.

We observe that maxmin performs well in dimensions 0 and 2 whereas (ε, 2ε)-
net has competitive effectiveness. In dimension 1, we observe that ε-net-maxmin
achieves the lowest minimum, whereas random achieves the highest minimum.
All the ε-net algorithms has two local minima, the first of which at around ε = 0.5
and the second in between ε = 2 to ε = 4. The first local minimum is due to the
minor radius. As for the explanation of the second local minimum, it is sufficient
to either cover the inner diameter of 5 or the outer diameter of 6 to capture
the cycle. A 2.5- to 3-sparse sample suffices to do so. The performance of the
maxmin and random landmarks is not as explainable as the ε-net landmarks.
In terms of efficiency, we observe that that (ε, 2ε)-net algorithm has the lowest
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(a) Effectiveness and Efficiency of the ε-net algorithms on Torus
dataset.
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(b) Effectiveness and Efficiency of the existing algorithms on Torus
dataset.

Fig. 5. Torus dataset.

run-time among all the ε-net algorithms. The (ε, 2ε)-net algorithm has competi-
tive effectiveness and better efficiency among the proposed algorithms. Figure 6
illustrates the results for 1grm dataset. We observe that (ε, 2ε)-net achieves the
smallest loss in dimensions 0 and 1. In dimension 2, maxmin achieves the small-
est loss. ε-net-rand takes the smallest CPU-time among all the ε-net algorithms.
We observe that the effectiveness of (ε, 2ε)-net and efficiency of ε-net-rand in the
results on Tangled-torus dataset. We omit the plots due to space limitation.

Despite providing better efficiency and equivalent effectiveness on the
datasets under study, the performance of the maxmin algorithm is less pre-
dictable and less explainable than the ε-net algorithms. Among the ε-net algo-
rithms, (ε, 2ε)-net has better effectiveness at the expense of little loss in efficiency,
whereas ε-net-rand has better efficiency than the others with effectiveness com-
parable to ε-net-maxmin.
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(a) Effectiveness and Efficiency of the ε-net algorithms on 1grm dataset.
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(b) Effectiveness and Efficiency of the existing algorithms on 1grm dataset.

Fig. 6. 1grm dataset.
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Fig. 7. 95% confidence band of the rank one persistence landscape at dimension 1 of the
lazy witness filtration induced by the landmark selection algorithms on Tangled-torus
dataset.

6.4 Stability of the ε-net Landmarks

In Fig. 7, we vary ε and plot the rank 1 persistence landscape at dimension 1
and its 95% confidence band corresponding to the lazy witness filtration induced
by the different landmark selection algorithms. For maxmin and random, we
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take the same number of landmarks as that in the corresponding ε-net-maxmin
landmarks. The rank 1 persistent landscape is a functional representation of
the most persistent homology class, which we observe from Fig. 7 in the form
of a peak for all the algorithms. The x-axis represents the value of filtration
parameter and y-axis represents function values. We observe that the ε-net-
maxmin has similar confidence bands as maxmin, whereas the confidence bands
of ε-net-rand and (ε, 2ε)-net are often narrower than both maxmin and random.
Random has the widest confidence band among all. The confidence bands of
maxmin are in-between these two extremes. This observation implies that the ε-
net algorithms are more stable than the existing algorithms. We observe similar
stability results on other datasets that we omit due to space limitation.

7 Conclusion

We use the notion of ε-net to capture bounds on the loss of the topological
features of the induced lazy witness complex. We prove that ε-net is an ε-
approximation to the original point cloud and the lazy witness complex induced
by ε-net is a 3-approximation to the Vietoris-Rips complex on the landmarks
for values of filtration parameter beyond 2ε. Such quantification of approxima-
tion for lazy witness complex was absent in literature and is not derivable for
algorithms limiting the number of landmarks.

We propose three algorithms to construct ε-net landmarks. We show that the
proposed ε-net-rand and ε-net-maxmin algorithms are variants of the algorithm
random and maxmin respectively, which ensures the constructed landmarks to be
an ε-sample of the point cloud. We empirically and comparatively show that the
sizes of the landmarks that our algorithms construct agree with the bound on the
size of ε-net. We empirically validate our claim on the topological approximation
guarantee by showing that beyond 2ε filtration value, the bottleneck distances
are bounded by 3 log 3. Furthermore, we empirically and comparatively validate
the effectiveness, efficiency and stability of the proposed algorithms on repre-
sentative synthetic point clouds as well as a real dataset. Experiments confirm
our claims by showing equivalent effectiveness of the algorithms constructing
ε-net landmarks at the cost of a little decrease in efficiency but offering better
stability.
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Abstract. Sequential pattern mining (SPM) is widely used for data
mining and knowledge discovery in various application domains, such as
medicine, e-commerce, and the World Wide Web. There has been much
work on improving the execution time of SPM or enriching it via consid-
ering the time interval between items in sequences. However, no study
has evaluated the sequence pattern variant (SPV) that is the original
sequence containing frequent patterns including variants, and studied the
factors that lead to the variants. Such a study is meaningful for medical
tasks such as improving the quality of a disease’s treatment method. This
paper proposes methods for evaluating SPVs and understanding variant
factors based on a statistical approach while considering the safety and
efficiency of sequences and the relating static and dynamic information
of the variants. Our proposal is confirmed to be effective by experimen-
tally evaluating the electronic medical record system’s real dataset and
feedback from medical workers.

Keywords: Sequential pattern mining · Sequence pattern variant ·
Electronic medical record system

1 Introduction

Sequential pattern mining (SPM), which discovers frequent patterns in the
sequence database is an important data-mining algorithm with various appli-
cation domains, such as medicine, e-commerce, and the World Wide Web [3,
7,8,10,12,15,16]. Given a database based on a set of sequences, the problem
is extracting frequent patterns in which the percentage of sequences contain-
ing them is greater than the predefined minimum support value, i.e., MinSup.
For example, from the electronic medical record system that contains a set of
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medical treatment order sequences, SPM can extract the frequent patterns auto-
matically to generate clinical pathways, which can be used to review and improve
medical tasks at hospitals. SPM can also be used to generate frequent flows of
buying books and accessing websites; hence, it is useful for the recommended
applications.

There have been many works on improving the speed of discovering frequent
patterns [7,11] or considering the time interval between each item [4,5,14]. How-
ever, to our knowledge, studies on the sequence pattern variants (SPVs) have not
been performed yet. The SPV is the sequence that contains the frequent patterns,
and the frequent patterns include a number of variants. For example, in sequences
of medical treatment orders, the variant indicates branched medical treatment
in the clinical pathway. When there are two sequences, (EnterHospital →
BodyTest → Surgery → Injection → LeaveHospital) and (EnterHospital
→ NurseTask → Surgery → Prescription → LeaveHospital), (Surgery →
Injection → LeaveHospital) and (Surgery → Prescription → LeaveHospital)
are two frequent patterns, Injection and Prescription are called the variants
and the above two sequences are considered as SPVs. Studying the two SPVs
greatly benefits the medical tasks because SPVs can be quantitatively compared
between each other from the perspectives of safety and efficiency. Moreover,
understanding the reason that leads to the variants also helps improve the qual-
ity of medical treatment, such as in determining the optimal treatment to a
specific group of patients.

As a result, this paper aims to propose methods for quickly evaluating SPVs
and understanding the factors of variants in SPM and verifying their effective-
ness by experiments on an actual electronic medical record system dataset. To
reach the research goal, we chose a statistical analysis approach to quantify
the indicator score of each sequence based on safety and efficiency perspectives.
Specifically, we consider the complication and severity of the disease for safety
and the cost and average length of stay for efficiency. Moreover, to understand
the factors of the variants, we extract relating static and dynamic information of
the items in sequences and identify variants with significant differences by multi-
variate analysis. Additionally, because the task of mapping the frequent pattern
to its original sequences is very inefficient in current SPM, we also propose a new
SPM algorithm that mines the frequent patterns while retaining the sequence’s
identifier (SID). Last but not least, in the conventional visualization method [6],
there is a problem that SPVs which do not exist also were generated as results
of SPM. In this research, we propose a new visualization method to solve this
problem and enrich the information for better grasp the analyzed results.

The contributions of this paper are as follows.

– We proposed a new SPM that mines frequent patterns while maintaining
the sequence SID. It is confirmed through an experiment on a real dataset
that using the new SPM decreased the execution time compared with using
a method based on T-PrefixSpan.
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– We proposed methods for evaluating SPVs by defining and calculating SPV’s
indicators, for understanding factors leading to variants by multivariate
analysis.

– When applying our proposed methods on real medical dataset, it is statisti-
cally confirmed that complication risk, severity risk, length of stay, and cost
can be used to quantitatively evaluate the safety and efficiency of SPVs. More-
over, the patient’s age and hospitalized period are two important factors of
variants. We gained positive feedback from medical workers regarding these
results.

– Visualization showing the results obtained positive feedback from medical
workers.

The remainder of this paper is organized as follows. Background knowledge
and related works are summarized in Sect. 2. The proposed methods and exper-
imental evaluation are described in Sects. 3 and 4. Conclusion and future works
are discussed in Sect. 5.

2 Background Knowledge and Related Works

This section gives a brief review of background knowledge about sequential pat-
tern mining, related works to improve the performance, and detect the variants
of extracted sequential patterns.

2.1 Sequential Pattern Mining (SPM)

A well-known SPM algorithm is a Priori-based frequent pattern-mining algo-
rithm [12]. However, it is very time-consuming with large data sets and gener-
ates many irrelevant patterns among its results. To exclude irrelevant patterns,
PrefixSpan [7] was proposed to mine the complete set of patterns while reduc-
ing the effort of candidate pattern generation by exploring prefix projection. To
improve efficiency further, CSpan [11] was proposed for mining closed sequential
patterns. This algorithm uses a pruning method called occurrence checking that
allows the early detection of closed sequential patterns during the mining.

2.2 Time Interval Sequential Pattern Mining

Initially, the proposed method of Agrawal et al. [12] did not consider the time
interval between items. For example, the injection was performed on January 1,
2019, the sequence for performing surgery the next day, and the sequence for per-
forming surgery three days after the injection was regarded as the same sequence.
Chen et al. proposed a mining method called TI-SPM for sequences where the
time interval is important, such as medical instructions, which should treat
the above two sequences as different things [16]. TI-SPM outputs TI-frequent
sequences by using sequence database, including a time interval, minimum sup-
port MinSup (0 ≤ MinSup ≤ 1), and a preset time interval TI-set.
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T-PrefixSpan [14] is a method to extract frequent sequential patterns from
EMR logs that considers time intervals and the efficacy of medicines. T-CSpan [8]
further improves the speed performance by applying the idea of mining only
closed patterns. Based on T-CSpan, a study on the privacy protection during
mining has been performed [9].

2.3 Sequential Variant Extraction Visualization

As a method of detecting SPV, Honda et al. detected the common part of the
closed frequent pattern with the same number of items for each relative treatment
day [6]. For example, A,B,C,D,E are items then e = [[A], [B], [C,D], [E]] is the
set of frequent patterns with variants C and D (Fig. 1).

Fig. 1. Set e of frequent patterns that consider variants

3 Proposal

In order to evaluate the Sequential Pattern Variants (SPVs) and to discover
the factors of the variants, we propose several methods summarized in Fig. 2. At
first, from sequence database, we apply a SPM with retaining sequence ID (SID)
information for better analyzing time. Then, from the variants detected by the
existing method in [6], we generate SPVs and then calculate their indicator val-
ues using the information from the original sequences and other open national
databases. Next, we evaluate SPVs by using statistical approach to enable com-
paring the SPVs. Moreover, we also utilize statistical methods to detect the
factors of the variants. Finally, we visualize the evaluation for better grasp the
results.

3.1 SPM Retaining SID Information

It is necessary to obtain from the original sequence database (SDB) the original
information of the extracted frequent sequences for analyzing them using statis-
tical methods by comparing each sequence. However, the calculated cost to map
the extracted sequence to the original ones in SDB is very high. If the number
of sequences in SDB is N , the number of extracted frequent sequences is M , and
the sequence’s average length is L, then the cost becomes N ×M ×L. Hence, to
decrease the calculation cost, we propose a method to mine sequential sequences
while retaining the SID information in the mining sequences. Hence, we can get
the mapping information from the extracted frequent sequences. The costs of
the proposed method are just the space cost for M sequences and the cost for
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Fig. 2. An overview of our proposed methods

Table 1. Sequence Database D with time information

SID T-sequence

1 <(A, 1), (B, 3), (C, 7), (E, 10)>

2 <(A, 1), (B, 4), (E, 7)>

3 <(A, 2), (B, 6), (B, 9)>

4 <(A, 2), (B, 5), (F, 10)>

5 <(A, 2), (B, 7)>

adding SIDs to the mining sequences. The proposed method becomes more effec-
tive when the SDB or the number of frequent sequences is large. Algorithm 1
shows the detailed algorithm that applies the idea of retaining SID during mining
in PrefixSpan. postfix(s, β) is the postfix of β in sequence s.

Consider an example of mining an SDB with time information as shown
in Table 1 with minimum support MinSup = 0.4. The number after the item
is the time that the item occurs in the database. According to T-PrefixSpan,
the extracted closed frequent sequences are <A>, <B>, <A, (2, 3, 3, 3, 5), B>,
and <A, (2, 2, 2, 2, 3), B, (3, 5, 5, 5, 7), E>. The five values between each item are
the minimum, maximum, average, median, and most frequent value of time
intervals between successive items. However the outputs of Algorithm 1 are
{<A>,<1, 2, 3, 4, 5>}, {<B>,<1, 2, 3, 4, 5>}, {<A, (2, 3, 3, 3, 5), B>,<1, 2, 3, 4,
5>}, and {<A, (2, 2, 2, 2, 3), B, (3, 5, 5, 5, 7), E>,<1, 2>}. The last set of num-
bers including in <> of the outputs are the SIDs of the original sequences that
contain the patterns. E.g., Sequence 1 and 2 contain the pattern of {<A,B,E>}.
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Algorithm 1. SID-PrefixSpan
Input: SDB D, minimum support MinSup
Output: Frequent sequence P and a union of SetsidP {P, SetsidP }
Call: SID-PrefixSpan(<>, D, <>)
Procedure: SID-PrefixSpan(α,D |α,Setsidα)

1: B ← {{β, Setsidαβ } | (< sidα, s >⊆ D |α, β ∈ s) ∧ (Sup(β) ≥ Size(D) ×
Minsup), Setsidαβ ← ∀sidα such that β ∈ s}

2: for {β, Setsidαβ } ∈ B do
3: R ← {αβ, Setsidαβ }
4: return R
5: D |αβ← {< sidα, s′ >∈ D |α| s′ = postfix(s, β)}
6: Call SID-PrefixSpan(αβ, D |αβ , Setsidαβ )
7: end for

3.2 Sequence Pattern Variant Indicator Calculation

Sequence Pattern Variant Indicator. In Sect. 3.1, the SID information can
be obtained; however, the derived SIDs from the original frequent sequences may
be duplicated. We remove such duplicated SIDs for precise statistical analysis.
We propose the Indicator calculation of a frequent sequence shown in Eq. (1).
Here, the number of original sequences of the analyzing frequent sequence s is N ,
and indicator(k) is the aggregated value of information of an original sequence k.

Indicator(s) =
∑N

k=1 indicator(k)
N

(1)

Calculating Indicators in Electronic Medical Record System. In this
paper, we focus on safety and efficiency which are medically required when ana-
lyzing SPVs. As safety indicators, the complication risk (CR) that considers the
possibility of concurrently having more than one disease during the treatment.
Moreover, the severity risk (SR) is the safety indicator that discriminates the
seriousness of diseases. For the cost evaluation, we calculate the average cost for
gaining the treatment from the sequent variant and the average length of stay.
Therefore, indicator may be one of CR, SR, cost or length of stay.

Complication Risk (CR). Equation (2) calculates the CR indicator by using
the number of patients that received the treatment from analyzing the frequent
pathway N and the number of patients that had the complicated diseases NC .

CR =
NC

N
(2)

To calculate CR, we need SID information Setsid and the patient classifica-
tion open database called Diagnosis Procedure Combination (DPC). Here, DPC
is the Japanese comprehensive method based on diagnosis group classification,
contains the main disease and co-morbid complicated diseases.
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Severity Risk (SR). SR can be calculated using Eq. (3). Here, N is the number
of patients receiving the treatment of the frequent path, and Sev(Xi) is the
aggregation of the severity of all the complicated diseases of a patient Xi. Severity
is considered by the average length of stay needed to treat the complicated
disease.

SR =
∑N

i=1 Sev(Xi)
N

(3)

The method calculates SR from DPC and the electronic score sheet of DPC.
The electronic score sheet of DPC defines the severity of each diseases by the
standard length of stay in the hospital for treatment, which is managed by
Japanese Ministry of Health, Labour and Welfare.

Average Cost (Costave). Assume that a patient Xi(i = 1, ..., N) receives a medi-
cal order Oj(j = 1, ..., k) with the cost of cost(Oj). Then, Cost(i) =

∑k
j=1 cost(j)

and the average cost that the patient Xi that receives the k medical orders is
defined in Eq. (4).

Costave =
∑N

i=1 Cost(i)
N

(4)

To calculate Costave, the necessary information can be obtained from the
medical order database of the hospital and the basic master database [2]. The
basic master database contains the unit cost for medical order and medicine
managed by national electronic receipt systems.

Average Length of Stay (Losave). The average length of stay (Losave) can be cal-
culated by using the dates of entering (InDate) and leaving (OutDate) the hos-
pital. Such information can easily be extracted from the medical order database.
Assuming that there are N patients of Xi(i = 1, ..., N), the average length of
stay of the sequent variant is derived from Eq. (5).

Losave =
∑N

i=1(OutDateXi
− InDateXi

+ 1)
N

(5)

3.3 Sequential Pattern Variant Evaluation

In this research, to evaluate the SPV in relation to safety and efficiency, we
applied the statistical method to perform the test of significant difference. CR
is a name variable; SR, Costave, and Losave are continuous variables; and the
distribution of every indicator is non-parametric. The detailed methods used for
the evaluation of each indicator in two-group and multigroup comparisons are
summarized in Table 2. In the multigroup comparison, if the test is performed
n times with a significance level of 0.05, then a multiplicity issue with α =
1 − (1 − 0.05)n would occur. Thus, only indicators that have a significance level
(p − value) lower than 0.05 is considered meaningful in comparisons.
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Table 2. Statistical method using indicator evaluation

Indicator Two-group comparison Multigroup comparison

CR Fisher exact test Fisher exact test and Holm test

SR Mann–Whitney test Steel–Dwass test

Costave Mann–Whitney test Steel–Dwass test

Losave Mann–Whitney test Steel–Dwass test

3.4 Variant Factor Inference

At first, we extract the static and dynamic information of sequences as candidate
factors of the variants. Then, we identify which information is the factor by
multivariate analysis.

Fig. 3. Sequence information table

Extraction of Static and Dynamic Information Necessary for Mul-
tivariate Analysis. To infer the factors of variants, the static and dynamic
information of the sequences are considered. The static information is the infor-
mation in the sequence that always refers to the same value regardless of which
attribute is referenced. In contrast, the dynamic information is the information
that refers to different values when different attributes are referenced. We per-
formed multivariate analysis on both static and dynamic information to identify
the background factors of variants.

In this section, the method of representing sequence information and the
extract method are described. Sequence information is presented in a table
where the attributes are present in rows and attribute classifications are pre-
sented in columns. Figure 3 shows an example of a sequence information table.
The sequence information classification is the division when the elements of the
sequence are divided so the values of all the sequence information of all the ele-
ments belonging to the information division become equal. The value of static
information is constant regardless of the sequence information division; therefore,
the same value is shown in each row (attr1 and attr2 in Fig. 3). In contrast, the
value of the dynamic information varies depending on the information division,
as shown in attr3 and attr4 in Fig. 3.
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To use sequence information (especially dynamic information) as explanatory
variables for multivariate analysis, it is necessary to determine the information
classification of the original sequence at the time of branching. Such informa-
tion classification can be derived as follows. First, for all sequences, a common
reference attribute is established. Next, the distance from the information clas-
sification of the reference attribute and the variant position on the frequent
sequence is calculated. Lastly, the information classification in the sequence that
is branched from the original sequence is inferred by using the information clas-
sification of the reference attribute on the original sequence and the calculated
distance (Fig. 3).

Fig. 4. Analyzed information table

Identification of Variants with Significant Differences by Multivari-
ate Analysis. By performing multivariate analysis using the sequence infor-
mation obtained in the previous section, it is possible to identify branches with
significant differences. First, an analysis information table is created from the
sequence information table of all original sequences, the information of the orig-
inal sequences, and their corresponding frequent sequences (Fig. 4). By selecting
the objective variable and explanatory variable set for each branch from the
analysis information table, multivariate analysis is performed.

In multivariate analysis, a frequent sequence corresponding to the original
sequence is used as an explanatory variable. This intuitively is an indicator
representing the direction of the variant. The sequence information is obtained
by using the information classification at the time of branching obtained from
the previous part. By performing this multivariate analysis on each variant in
the sequence, variants with significant differences and their factors are identified.
In Fig. 4, the red box is the objective variable, and the green box is the set of
explanatory variables.

For inferring the variant factor as a multivariate analyzing method, we
adapted the logistic regression analysis method, which has been widely used
for analyzing medical information. The significance level was also set to 0.05.
Patient’s age and hospitalized period were used as static information. The
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weight, body temperature, and systolic blood pressure values of patients were
chosen to be dynamic information. We considered age as static information
because it mostly remained constant while the patients received treatment in
the hospital.

3.5 Visualization

In the conventional method [6], there is a problem that SPVs which do not exist
in the database also generated as results by SPM. For example, SPV is detected
and extracted from <A,B,C,D,E> and <A,F,C,G,E> and visualized as in
Fig. 5. However, <A,B,C,G,E> and <A,F,C,D,E> are also visualized even
they do not exist. Although it is meaningful from the viewpoint of discovering
new sequences, they cannot be considered in evident-based evaluation.

Fig. 5. Non-existing sequences also are visualized in traditional method

Therefore, in addition to this method, we introduce the concept of applying
Sanky diagram, which is an expression method for visualizing the flow of things
along with the progress of the process and time together. Thus, not only being
able to distinguish between frequent patterns extracted by SPM and those that
are not, but also only information of priority between items of the SPVs can
be represented by the size of the directed path. Moreover, accurate numerical
values of priorities, indicator values can be displayed through mouse operation,
by which enabling accurate and smooth grasp of SPV evaluation results.

Examples of our visualization method can be viewed at Experimental Eval-
uation section.

3.6 Handling of Medical Treatment Data

We represent an item in the form of a set of four elements of text (Type, Descrip-
tion, Code, and Name). Type is the type of medical treatment, Description is
the detailed record of the treatment, Code is a medicinal code representing the
unique efficacy of the medicine used, and Name is the name of the medicine. For
the treatment without using medicine, Code and Name are null. Moreover, we
delete the sequences that are not medically meaningful because they do not have
the surgeon treatment, which is considered an important order in our cases.

4 Experimental Evaluation

The effectiveness of our proposal described in Sect. 3 is verified by experiments
using real datasets from the University of Miyazaki Hospital. First, we check
whether performing SPM while retaining SID can reduce the execution time of
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mining the sequential patterns and looking for the SIDs. Then, we check that
the proposed indicators are meaningful regarding the evaluation of an SPV from
the perspectives of safety and efficiency. Lastly, we verify whether the proposed
method can infer the background factor of an SPV.

4.1 Experimental Method and Environment

From the medical order database, we applied the SPM to obtain frequent pat-
terns. Then, we extracted the original SPVs, the variants existing at each pat-
terns and calculated their four indicators as described in Sect. 3.2. Next, we
applied statistical methods to conclude which indicators are meaningful when
evaluating the SPVs with regard to safety and efficiency. Lastly, we discuss the
analyzed results of inferring background factors for each variant. We only took
the original SPVs which consider the longest length because they contain the
maximum number of medical orders that are medically meaningful.

We used an Intel Core i7-7700 3.60 GHz CPU, 8 GB Memory, Windows 10,
Java 1.8 machine for measuring the execution time of extracting SPVs with SID.

4.2 Dataset

Our target data were medical treatment data coded as clinical pathways and
recorded from November 19, 1991, to October 4, 2015, in the EMR system
WATATUMI [13] in the Faculty of Medicine, University of Miyazaki Hospital.
The data do not include information that could uniquely identify a patient to
ensure patient privacy. When we extracted medical treatment data from patient
records, we used anonymous patient IDs that do not allow the recovery of patient
identification. In our research, the use of data from this EMR system for the
support of medical treatments is described in [1], which is the website of the
University of Miyazaki. Our research was approved by the Ethics Review Board
of the University of Miyazaki and the Research Ethics Review Committee of the
Tokyo Institute of Technology.

The target data for our experiments involved medical treatment pathways
for Transurethral Resection of a Bladder tumor (TUR-Bt). We chose TUR-Bt
because it is a clinical pathway for which the flow is not well defined. Table 3
shows the characteristics of the dataset.

Table 3. Characteristics of TUR-Bt datasets

The number of patients 394

The maximum clinical orders for each patient 179

The average clinical orders for each patient 49.79

The maximum length of stay (days) 20

The average length of stay (days) 7.40



404 H. H. Le et al.

Fig. 6. Execution time of extracting SPVs with SID

4.3 Experimental Results

SID-Retaining SPM. Figure 6 shows the execution time for extracting SPVs
with their SIDs with variable minimum support values (MinSup). The base
method is performing T-PrefixSpan to extract frequent clinical paths and then
looking for the SIDs of the original sequences that contain the extracted frequent
clinical paths. In contrast, the proposal performs T-PrefixSpan while retaining
SID information.

These results show that our proposal always reduces execution time. Espe-
cially, when MinSup was 0.1, the proposal significantly reduced by approxi-
mately 170 s (30%). With smaller MinSup values, a higher number of frequent
pathways are extracted, so the computation cost becomes higher.

SPV Safety and Efficiency Evaluation with Visualization. Figure 7 shows
an example of extracted SPVs with useful information such as medical orders,
type of order, and explanation of order. Because the compared SPVs are too long
to be fit in a figure, we focused only on the important parts. Table 4 summa-
rizes the statistical analysis results of the two SPVs. The statistically significant
results show that Seq2 has the lower average cost, compared with Seq1, because
the prescription of Cefazolin Na in Seq2 occurs one time higher than in Seq1
(3 vs. 2 times). Cefazolin Na is an antibiotic and more expensive than other
medicines. It was also confirmed in other results that CR, SR, and Losave also
had statistically significant results when comparing other SPVs. Due to the page
limitation, we do not include them it this paper.

The visualization of the results as shown in Fig. 7 has received positive feed-
back from medical workers that it can be used for quickly understanding the
differences of the compared SPVs.
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Variant Factor Inference. There were totally six variants, and the back-
ground factors of two of them were identified through our proposed method.

Figures 8 shows the result relating to urgent test and verification test. Relat-
ing to urgent test, 75 patients received the urgent test, while seven patients did
not receive such orders during the treatment. The results show that because
of medical reasons, the doctors might discontinue such tests during treatment.
From this result, it is interesting that the proposal has a high potential for
extracting the timing when the clinical pathway has been changed in the past.

Relating to validation test, ten patients got the Cefazolin Na without receiv-
ing the body test. Typically, old patients should take this test from this result,
which agrees with the results, as the average age of the patients who received
this test was 58 years old.

Fig. 7. An example of extracted SPVs to be compared

Table 4. Evaluation of the two SPVs Fig. 7

Indicator Seq1 (#patients = 63) Seq2 (#patients = 55) p-value

CR 0.18 0.09 0.28

SR 6.94 7.44 0.25

Losave

(Lossd)
8.08
(2.46)

7.95
(2.80)

0.64

Costave

(Costsd)
6.60 × 106

(3.00 × 107)
4.29 × 106

(2.55 × 107)
0.0012
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Fig. 8. An evaluation results of the two variants

5 Conclusion and Future Work

In this paper, we aimed to propose methods for evaluating sequential pattern
variants (SPV) and identifying the background factor of variants. We proposed
the SPM algorithm with retaining the original sequence identifier for shorter exe-
cution time; and the determination and calculation of SPVs’ indicators. More-
over, to understand the factor of variants, we introduced a multivariate analysis
method that analyzes the static and dynamic information, which was extracted
as candidate factors.

When applying the proposed methods to Electronic Medical Record Systems,
we take into consideration the complications, severity of diseases, cost of medical
orders, and length of stay of patients as indicators for SPVs from the perspectives
of safety and efficiency. We also chose patient’s age, hospitalized period, weight,
body, systolic blood pressure values as information of variants.

We used real datasets from the University of Miyazaki Hospital to verify
the effectiveness of our proposed methods. The experimental results show that
our methods were effective in evaluating the safety and efficiency of the SPVs
because all the proposed indicators were found to be meaningful. By analyzing
the background factors leading to the variants, the patient’s age and hospitalized
period were important to understand the SPVs. The results show a high potential
that our method can be used to discover the changes in past typical pathways
in treating diseases over multiple hospitals.

In future work, we will apply our proposed methods to larger datasets, such
as those from other hospitals, to increase the number of patients. Moreover,
other static and dynamic information such as gender and disease history will be
studied. We also want to verify the proposed effectiveness with other diseases.
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Abstract. Web services are fundamental elements of distributed com-
puting and allow rapid development of distributed applications. Data-
intensive Web services handle an enormous amount of data created by
different companies. Data-intensive Web service compositions (DWSC)
must fulfil functional requirements and optimise Quality of Service (QoS)
attributes, simultaneously. Evolutionary Computing (EC) techniques
allow for the creation of compositions that meets both requirements.
However, current approaches to Web service composition have overlooked
the impact of data transmission and the distribution of services, ren-
dering them ineffective when applied to distributed data-intensive Web
service composition DWSC. Especially, those approaches failed to con-
sider important information from the problem that enables us to quickly
determine the suitability of any solution. In this paper, we propose an
EC-based algorithm with novel crossover operators to effectively address
the above challenges. An evaluation is carried out and the results show
that our proposed method is more effective than the existing methods.

Keywords: Web Service Composition (WSC) · Distribution ·
Data-intensive · Problem-specific crossover

1 Introduction

Various service providers in different parts of the world prepare Web services,
i.e. software modules accessible by other programs over the Web to accomplish
a task [5]. Web services require some inputs and subsequently generate a set
of outputs after execution. In most cases, individual Web services are further
composed together through a Web Service Composition (WSC) process to create
new composite Web services, which consequently provide some new and complex
functionality [7]. Although many Web services deliver the same functionality,
non-functional properties, i.e. Quality of Service (QoS), such as response time
and cost (including communication time and cost), are discriminating factors
which must be considered explicitly for effective composition.
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Regarding the increasing quantities of available data on the Web, data-
intensive Web services are crucial requirements for many companies to facili-
tate performing large-scale data analysis. They generate a high volume of new
data as output. Therefore, Data-intensive Web Service Composition (DWSC)
will be heavily influenced by massive data transmission and present new chal-
lenges since the quality of a composite service is affected not only by the QoS of
component services but also by the locations of these Web services and the quan-
tity of data transferred among them. However, existing composition approaches
neglect the distribution of services over the network, i.e. they ignore the com-
munication among services and just consider moving data from a data centre
to a Web service, assuming that services are located in close proximity to each
other [6,7,20]. Such assumptions have been frequently and significantly violated
in practice. Specifically, it is highly desirable for a service composition system
to automatically compose selected services from a large service repository and
establish various service-oriented workflows. Unfortunately, this automated ver-
sion of the DWSC problem is NP-hard in nature [18]. It is therefore very hard (or
impossible) to solve large-scale DWSC problems by optimising the corresponding
QoS metrics within a limited time frame [9].

Evolutionary Computing (EC) is widely demonstrated to be capable of
automatically composing services with high quality, [2,6,7], to efficiently find
“good enough” composite services that meet users’ requirements [8]. Many EC
algorithms, such as Genetic Algorithm (GA) [10], Genetic Programming (GP)
[13] and Particle Swarm Optimisation (PSO) [11] have been used for WSC
[6,7,15,16]. In GA, operators can be applied without restrictions since the func-
tional correctness of the composition will be ensured through a decoding process.
Additionally, GA is more capable of maintaining a desirable balance between
solution quality and algorithm efficiency than PSO and integer linear program-
ming methods in [7] and [4], respectively. To further enhance the effectiveness
of EC algorithms, researchers hybridise EC with local search techniques [14].
This idea is called the Memetic Algorithm (MA) [14] and have been successfully
applied to finding high-quality solutions for WSC [7,19]. MAs were also shown to
clearly outperform simple EC on DWSC problems [15,17,20], where GA locates
the regions where the global optimum exists, and local search enables the popu-
lation to converge quickly to the optimum [17]. Therefore, in this paper, we will
utilise a GA-based memetic algorithm to solve the distributed DWSC problem.

In spite of the recent success in some of the GA-based memetic algorithms
for WSC and DWSC, only primitive forms of crossover, such as single-point
crossover, have been exploited [15,20]. Apparently, such crossover operators may
fail to effectively utilise solution structures in order to build high-quality solu-
tions, making it challenging for GAs to evolve composite services with consis-
tently increasing QoS. Therefore, new approaches, in particular, new crossover
operators must be developed to successfully tackle large-scale DWSC problems.
To fulfil this goal, in this paper, we will design crossover operators to generate
new offspring composite services that eliminate the bottleneck communication
links, i.e. the longest link between two adjacent services in a composite service.
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In DWSC, bottleneck links determine to a large extent the QoS of a compos-
ite service. We will further develop an MA-based service composition algorithm
that not only resolves bottleneck links but also preserves promising common
sub-components in existing solutions while using them to build new composite
services. Driven by those two ideas, the contributions of this paper are as follow:

(1) We will develop a new memetic algorithm armed with carefully designed
crossover operators which will help to build new and high-quality composite
services; (2) We will investigate the effectiveness of utilising domain knowledge,
in the MA through crossover operators; (3) We will investigate the effectiveness
of preserving promising sub-solutions among existing composite services in order
to pass valuable information through generations by crossover operators; (4) We
will conduct empirical comparisons between our proposed MA and several state-
of-the-art MA methods proposed for composition problems.

A summary of this work has been previously accepted as a poster paper.

2 Related Work

Some of the existing approaches have focused on fully-automated DWSC [15,20].
However, those approaches have utilised blind recombination methods. For
instance, [6,7,15,20] assign crossover points randomly and do not define which
part of the solution should be maintained unchanged and passed to the next
generation. A crossover where a random crossover point for each parent is deter-
mined (i.e., indices are independently chosen for the two parents) in [7]. After-
wards, each parent is split from the index point into a prefix and a suffix.
In order to generate offspring, a parent is embedded within the prefix and the
suffix of the other parent. Figure 3 illustrates an example of this crossover
operator.

Different from existing WSC problems, the data size and the location of ser-
vices are of great importance to DWSC due to their strong influence on the
communication cost and time. As far as we know, the only existing approach
which has considered communication characteristics for fully-automated DWSC
is a clustering-based GA algorithm [15], where the information regarding the
distribution of services is exploited to cluster existing services in a given repos-
itory. The clustered services are further used to generate the initial population
of candidate composite services. In fact, this paper only used service location
information when building the initial GA population. In this paper, however, we
will explicitly and continuously use service location information to build new and
better composite services with the help of newly designed crossover operators.

3 Problem Definition and Objective Function

In this section, first, we present the definition of the DWSC problem includ-
ing basic concepts and terminology. Afterwards, we will present the objective
function of the DWSC problem. First, we define the basic concepts involved in
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understanding the DWSC problem. These concepts have been introduced previ-
ously in [15], and described in more details in [17].

A data-intensive Web service is a tuple Si = ( Ii, Oi, QoSi, Di, li), where
Si is the ith service in a repository R. Ii is a set of inputs, and Oi is a set of
outputs of service Si. QoSi is the set of quality attributes of the service which
describes non-functional properties that are important to the DWSC problem.
In this paper, for each Web service, we consider Ti and Ci, which refer to the
total time and cost required for executing service Si. Di is the set of m data
items dj , j ∈ {1, ...,m} required by service Si and li is the location of Si.

A service repository R consists of a finite collection of Web services Si, i ∈
{1, ..., n}. A service request (also called a composition task) is a tuple T =
(IT , OT ) where IT is a set of inputs provided by a user, and OT is a set of task
outputs expected by the user to be produced by the composite service.

For a given task T , we need to find a composition that fulfils IT and produces
OT . A composite service is often represented as a Directed Acyclic Graph (DAG)
which includes a set of n services that could jointly accomplish the required task,
where two special services can be used to represent the overall composition’s
inputs and outputs: a start service S0 with I(S0) = ∅ and O(S0) = IT , and an
end service Sn+1 with I(Sn+1) = OT and O(Sn+1) = ∅. In a composite Web
service, there is a communication link between S and S′ if there is a direct edge
in the DAG that connects S and S′ together. In this paper, composite services
can support both parallel and sequential constructs.

Transferring and accessing data during the execution of a composite data-
intensive Web service requires a significant amount of time, which, along with
the quality of single Web services, affect the performance of the composite ser-
vice. The following components will be utilised in the definition of the objective
function. To further understand those components, Fig. 1 illustrates an example
of a composite service and the time and cost involved in executing it, where
for simplicity all associated time and cost components are shown only for one
Web service, one connection link and one data item. In the following, we list the
variables that contribute to the total cost and total execution of a composite ser-
vice. For more information about the definition of these components refer to [17]:
Server access latency (Tsal), Data execution time (Tproc), Service cost (Cs),
Data cost(Cprov), Data transfer time (Tt), Propagation delay (Tp) (including
Tpd and Tps), and Communication cost (Cc) (including Ccs and Ccd).

Correspondingly, the total execution time and cost of a Web service Si, i.e.,
Ti and Ci, (including data-related time and cost) are calculated in Eqs. (1) and
(2), respectively.

Ti =
m∑

j=1

(Tpddj
+ Tsaldj

+ Tprocdj
+ Tt) (1)

Ci =
m∑

j=1

(Ccddj
+ Cddj

+ Cs) (2)

In the above functions, m is the total number of data items in Di.
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The overall cost is obtained by summing up the costs of all services in the
composition, i.e., nodes (services) and associated costs for edges (communication
links) in the graph, as shown in Eq. (3):

Ctotal =
NODE∑

i=1

Ci +
EDGE∑

i=1

Ccsi (3)

Ccs is the communication cost. NODE and EDGE are the total numbers of
nodes (Web services) and edges (links between services) included in that com-
position, respectively.

Response time Ttotal is the time of the most time-consuming path in the
composition. Assuming h is the number of paths in a composite service, Np and
Ep are the number of nodes and edges in a path p, respectively. The overall time
is defined as in Eq. (4):

Ttotal =
h

max
p=1

(
Np∑

i=1

Ti +
Ep∑

i=1

Tpsi) (4)

The goal is to minimise the objective function in Eq. (5) by producing a
suitable composite service constructed from the repository R. Accordingly, the
best solution will be a composition with a minimum value of F . for a detailed
description of computing the objective function refer to [17].

F = wT̂total + (1 − w)Ĉtotal (5)

where T̂total and Ĉtotal are normalised values of Ttotal and Ctotal, respectively.
w is a positive weight to be determined by users who requested for a service
composition to be performed. Therefore, the DWSC problem formulated in this
section explicitly considers both the distribution of data and services over distant
locations. During the process of building high-quality composite services, we
must carefully manage the cost and delay caused by massive data communication
among data centres and services, which is the central focus of this paper.

4 Representation of Solutions and the Decoding

We will utilise indirect representation, i.e. sequences, for representing chromo-
somes of GA (each individual solution in GA is called a chromosome). It is
shown that the indirect representation outperformes other representations, such
as graph and tree, both in efficiency and effectiveness for WSC [7], because it
allows the optimisation to be carried out without any restrictions and functional
constraints are enforced easily through a separate decoding step to transform
sequences into an executable composite service in form of DAGs, i.e., a feasible
workflow [7,15]. An example of the backward decoding of a service sequence
(where the solution is built gradually from the end service, Sn+1 to the start
service S0) is illustrated in Fig. 2. Redundant services, which have not been used
in the solution, will be removed from the sequence after the decoding. Addition-
ally, duplicated services added to the sequence through our EC operators which
will be removed during the decoding process.
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Fig. 1. A composite service and its
components.

Fig. 2. Backward decoding (note that
the sequence is traversed as many times
as possible).

5 Distance-Guided Memetic Algorithm for DWSC

GAs employ the current population to locate a promising region [10], where the
function F calculated in Sect. 3 will be used as the fitness measure. The initial
population is created by randomly ordering all the services in the repository to
form sequences. GAs rely heavily on crossover operators to derive an offspring
population by combining parts of existing solutions. New solutions may also
be modified by other operators, such as mutation, before being added to the
new population. Algorithm1 presents the pseudocode of our new algorithm. To
investigate the potential of crossover operators, we will design three crossover
operators. The relative distance of services is clearly important information to
DWSC that we will on a continual basis throughout the full evolutionary process.

Algorithm 1: Memetic Algorithm for DWSC
Input : Service Repository (R ), Task (T ), Number of Generations (G)
Output: A Service Composition Solution

1: Generate sequences with randomly ordered services in R;
2: Apply decoding to sequences to create a composite service for each sequence, and

calculate their fitness;
3: Update sequences by removing redundant services not used during the decoding;
4: while number of iterations < G do
5: Use tournament selection to select individuals based on their fitness values;
6: Apply a distance-guided crossover operator to the tournament winners;
7: Apply mutation operator to the tournament winners;
8: Apply local search operator to the tournament winners;

9: end
10: return SequenceWithBestFitness;

In this paper, efforts will be put into the development of new crossover opera-
tors to improve the performance of MAs. In fact, three distance-guided crossover
operators will be developed to utilise domain knowledge in the form of bottle-
neck, i.e. the longest communication, links. It is expected that the integration
of MA and our crossover operators will enable us to build new algorithms that
will significantly outperform several state-of-the-art algorithms in terms of both
solution quality and efficiency [7,16].
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The new crossover operators will be created from a baseline operator, (B-
MA), which has been widely used in recent MAs for WSC [7], which has been
explained in Sect. 2. To design three new crossover operators, we focus on the
bottleneck link. Since the distance of every communication link is the deciding
factor in obtaining the crossover point, we call it distance-guided crossover. We,
therefore, set the crossover point based on the longest distance between any
two consecutive services in the service sequence. Following this idea, we first
introduce distance-guided single-point crossover operators. We will then enhance
it either with the LCS heuristic so as to preserve good sub-solutions (or building
blocks) in the offspring solutions or with distance-guided two-point crossover.

Distance-Guided Single-Point Crossover: this crossover uses the location of ser-
vices as the key decision factor. As illustrated in Fig. 4, this crossover is very simi-
lar to B-MA; however, distance-guided single-point crossover picks the crossover
point based on the distance of services to each other. For example, in Fig. 4,
the largest distance in Parent1 is 150 km which is between service b and ser-
vice c, and 140 km for Parent2 between service e and service g. The aim of this
crossover is to enhance the fitness of the offspring by eliminating the bottleneck
links of parents. To achieve this goal, parents are broken apart from the longest
communication distance point.

Distance-Guided Two-Point Crossover: different from the crossover operator
above, for this two-point crossover operator, the crossover points in each parent
are chosen based on the first and second longest distances between any pair of
consecutive services. Using these two crossover points, each parent is split into
three parts. In order to produce offspring, portions of the first parent are com-
bined with those of the second parent, one in between. An example of distance-
guided two-point crossover is illustrated in Fig. 5. Two offspring differ from each
other in the order of combination. The diversity between children and parents
is expected to be increased through a three-part combination mechanism.

Distance-Guided LCS Crossover: as illustrated in Fig. 6, a heuristic is incor-
porated in this crossover operator to preserve the promising part of each par-
ent, which will be inherited directly by their children without any change. This
new heuristic is called the longest common sub-sequence (LCS), i.e. the longest
sequence of services which appears in both parents. To avoid any change to LCS,
the crossover point is selected in the same way as the distance-guided single-point
crossover operator except that this point cannot be inside the LCS. In that way,
children can easily preserve good sub-solutions embedded in the LCS.
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Fig. 3. Index crossover Fig. 4. Distance-guided single-point
crossover

6 Evaluation and Experiment Design

In this section, we will conduct experimental evaluations to examine the effec-
tiveness of all the three newly developed crossover operators in the context of
an MA-based algorithm for DWSC. A set of experiments is carried out using
WSC-2008 [3] and WSC-2009 [12] benchmark datasets. WSC-2008 contains eight
service repositories of varying sizes, while WSC-2009 has five repositories with
the number of services in a repository up to 15211. The total number of services
for each dataset is presented in Table 1. One associated composition task per
repository of services are also given in advance [3,12]. These datasets were cho-
sen because they are the largest benchmarks that have been broadly exploited
in the WSC literature; however, the original WSC datasets did not include all
required information. Therefore, we further obtain QoS settings from the QWS
dataset [1], and the location information of the servers hosting Web services from
WS-Dream open dataset [21].

The data-intensive information such as Tsal and Ccd are obtained using
the distance between two Web services which is estimated by the same method
as proposed in [15] based on the location information in the WS-Dream open
dataset [21]. Specifically, the network bandwidth used in our experiments is ran-
domly sampled from a normal distribution. Network bandwidth and data size
are utilised to calculate Tt, for each connection link in the interval (0,1]. Addi-
tionally, each data item has its own Tsal and Cprov, which are both generated
randomly in the interval (0,1]. Since the data size has been considered the same
(i.e. 3) for all methods, the values of Cc, including Ccs and Ccd, and Tp only
depend on the distance between relevant services which is calculated from the
WS-Dream dataset. Values of Tproc and Cs are obtained from datasets WSC-
2008 and WSC-2009, and then normalised within the range 0 and 1. Two recent
approaches, i.e. B-MA [7] and Cluster-guided MA [15], will be evaluated as
baselines. Each method will be run 30 independent times. For the algorithm,
number of generations and population size are 100 and 30, respectively. Local
search, crossover and mutation operators probability are 0.05, 0.95 and 0.05,
respectively. Tournament selection with size 2 is used to select individuals for
the operators. Therefore, all methods share the same parameter set which fol-
low the common practice in the literature [13]. The user can set the weight
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(w in Eq. (5)) to specify the relative importance of total time and cost according
to their preference. Since we do not have access to the real preferences from
any users in our experiments, following other WSC research works [6,7], we set
w = 0.5, which means that the time and cost have same importance to the fit-
ness (Note that since the value of w = 0.5 is normally provided by service users,
it will not affect the generality of the algorithm.).

Fig. 5. Distance-guided two-point
crossover

Fig. 6. Distance-guided LCS crossover
(the longest common sub-sequence is
identified with grey).

7 Results and Discussions

Table 1 shows the average solution fitness and standard deviation for 30 inde-
pendent runs of each approach. Distance-MA-I and distance-MA-II represent
the MA algorithms that use respectively the distance-guided single-point and
distance-guided two-point crossover operators. We performed ANOVA statisti-
cal analysis on the average of these values at 0.05 significance level. For dataset
08-2 the fitness achieved by distance-MA-II was significantly better in all com-
parisons against other approaches. On the other hand, for dataset 08-1 there was
no significant difference between distance-MA-LCS and distance-MA-II. Results
show that utilising distance-guided crossover operators in general performed bet-
ter than B-MA and Cluster-MA. Table 1, therefore, clearly demonstrates the
importance of using domain knowledge and preserving good sub-solutions in
crossover operators. Distance-MA-LCS method has performed the best out of
the five methods, thanks to its capability of maintaining valuable sub-solutions
embedded in the LCS. Additionally, distance-MA-II performed mostly better
than distance-MA-I. This implies that increasing the diversity between offspring
chromosomes and their parents can improve the effectiveness of MAs.

Figure 7 illustrates the mean fitness values over 30 runs for the tasks 09-4
and 08-5, where, for both tasks, Cluster-MA outperformed B-MA even in the
early stages of the evolutionary process. Additionally, Cluster-MA marginally
outperformed distance-MA-I on task 09-4, which might be due to the substan-
tial number of local search evaluations in it. Task 09-4 includes more services
resulting in longer service sequences to be evaluated by GAs which need more
evaluations during the local search process. According to Table 1, the fitness can
be improved much faster by using our algorithms with newly designed crossover
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Table 1. Mean fitness values and standard deviations per 30 runs. Significantly better
values in all four comparisons are highlighted. (Note: the lower the fitness the better)

Task (size) B-MA [7] Cluster-MA [15] Distance-MA-I Distance-MA-II Distance-MA-LCS

WSC08-1 (158) 0.54 ± 0.04 0.46 ± 0.04 0.45 ± 0.01 0.42 ± 0.04 0.41 ± 0.12

WSC08-2 (558) 0.51 ± 0.09 0.44 ± 0.14 0.46 ± 0.03 0.42 ± 0.05 0.42 ± 0.02

WSC08-3 (604) 0.55 ± 0.18 0.53 ± 0.03 0.52 ± 0.04 0.48 ± 0.01 0.44 ± 0.02

WSC08-4 (1041) 0.52 ± 0.03 0.5 ± 0.09 0.49 ± 0.02 0.45 ± 0.06 0.4 ± 0.01

WSC08-5 (1090) 0.55 ± 0.09 0.53 ± 0.041 0.51 ± 0.01 0.5 ± 0.17 0.47 ± 0.09

WSC08-6 (2198) 0.58 ± 0.13 0.56 ± 0.08 0.57 ± 0.01 0.55 ± 0.02 0.46 ± 0.2

WSC08-7 (4113) 0.57 ± 0.01 0.55 ± 0.236 0.59 ± 0.01 0.58 ± 0.04 0.53 ± 0.02

WSC08-8 (8119) 0.54 ± 0.08 0.49 ± 0.04 0.53 ± 0.02 0.44 ± 0.09 0.45 ± 0.05

WSC09-1 (572) 0.59 ± 0.03 0.54 ± 0.23 0.55 ± 0.03 0.57 ± 0.07 0.53 ± 0.02

WSC09-2 (4129) 0.56 ± 0.01 0.51 ± 0.04 0.5 ± 0.002 0.46 ± 0.1 0.47 ± 0.02

WSC09-3 (8138) 0.55 ± 0.09 0.54 ± 0.04 0.52 ± 0.06 0.52 ± 0.09 0.49 ± 0.06

WSC09-4 (8301) 0.539 ± 0.08 0.515 ± 0.04 0.525 ± 0.01 0.48 ± 0.01 0.47 ± 0.16

WSC09-5 (15211) 0.58 ± 0.09 0.46 ± 0.04 0.49 ± 0.02 0.51 ± 0.02 0.42 ± 0.03

Fig. 7. Mean fitness values over 30 runs. (Cluster-MA evaluation is truncated at 5000
instead of displaying up to 10,000 as the variation in values is minimal after this point.)

operators. Particularly, distance-MA-LCS finds high-quality composite services
much faster than all other algorithms. Based on the results of the experiments we
can finally conclude that our new crossover operators open a promising avenue
of research with the potential to generalise to similar problems in other domains.

8 Conclusions

In this paper, we proposed an MA-based approach with novel crossover operators
designed to utilise information from the problem and preserve good sub-solutions
from the parents. We applied an appropriate fitness function to the distributed
DWSC to include quality of services, properties of data items and communica-
tion attributes between services. We consequently implemented our method on
DWSC and made comparisons with other existing works. Our experimental eval-
uations using various benchmark datasets confirmed that our proposed method
were able to effectively produce better quality results. In the future, our pro-
posed method should be applied to other problems in this domain. Appropriate
attention should be given to user preferences to specify the value of parameters.
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Abstract. To assist system engineers in efficiently constructing
mashups, the keyword search based approach is proposed recently, which
finds the optimal mashup of services with respect to QoS. However, we
claim that the diversity of mashups should be taken into account due
to the ambiguity of input keywords, so that the returned diverse set of
mashups can improve user satisfaction by covering various possible user
demands behind the keywords. For that, we present a novel keyword
search based service composition approach that finds the top-k mashups
dissimilar to each other. Specifically, our approach firstly searches for
specific subtrees that contain all given keywords in a service connection
graph as candidate mashups, and then uses an efficient graph-based algo-
rithm to select the final diverse top-k set without evaluating the similarity
between each pair of mashups. We conduct the evaluations of our app-
roach on a real world data set crawled from the ProgramableWeb.com.
The experimental results demonstrate that our approach outperforms
the previous work on two selected metrics.

Keywords: Diversification · Service composition · Keyword search ·
Web service · Quality of service

1 Introduction

Web services are stand-alone, modular applications described by standardized
web protocols and provide publishing and discovery in a standardized way. They
can be composed loosely for building complex distributed software systems under
a framework called Service Oriented Architecture (SOA). Due to the advantage
of SOA, there has been a rapid growth of demands of constructing mashups by
composing web services. A web mashup is a programming environment which
allows end-users to integrate information and web services. In mashups, a ser-
vice is regarded as a black-box component. The traditional service composition
approaches consist of three key tasks, namely, system planning, service discovery
and service selection. These traditional approaches (e.g. [2,6,8]) are too compli-
cated and thereby not efficient enough for ordinary system engineers without
comprehensive and in-depth knowledge of the three tasks.

The original version of this chapter was revised: the acknowledgement section was
updated. The correction to this chapter is available at https://doi.org/10.1007/978-3-
030-27618-8 34
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Fig. 1. An example from ProgrammableWeb.com.

To help system engineers construct mashups efficiently, He et al. [5] propose
KS3, a keyword search based service composition approach, which integrates and
automates the procedures of system planning, service discovery and service selec-
tion. By leveraging the studies of keyword search over graphs (e.g. [4]), the keyword
search based service composition approach can automatically produce prototype-
like solution with respect to a given set of keywords describing the mashup.

However, only the optimal solution may not satisfy the real user requirements
underlying the given keywords, because a same set of keywords may represent
different user requirements due to the inherent ambiguity of keywords. For exam-
ple, a user inputs two keywords “book” and “map” into ProgrammableWeb.com
(abbr. PW)1 for a system that interacts with a map to find books in nearby
public libraries as shown in Fig. 1. However, most of the search results offer the
functionality of booking something like hotels. In contrast, only several search
results in the category “Book” are really used for deriving the information of
books. As a result, we only get a few of compositions that help travelers plan
and book personalized holiday experiences, but not the mashup “CodexMap”
that lets the user find books graphically on a map.

Therefore, the diversity should be taken into account in keyword search based
service composition. In contrast, the existing service diversification works just
exploit the users’ query history for disambiguation of keywords and are not
devised to find a set of diverse service compositions. Mei et al. [9] proposed
DivRank based on a reinforced random walk, which automatically balanced the

1 http://www.programmableweb.com/.

http://www.programmableweb.com/
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Fig. 2. An overview of our proposed system

prestige and the diversity. Kang et al. [7] used expansion ratio to evaluate the
diversity of web services. However, they can only diversify individual services but
not compositions of services. Naim et al. [10] first achieved the diverse functional
web services and then leveraged web service dependency network to diversify the
compositions. Although they try to diversify service compositions, they actually
have a totally different definition of “diversity”. Their diversity is the scalability
of compositions, which means measuring how many dependent services of its
services exist for each single composition. In contrast, we focus on find a set of
service compositions that are dissimilar enough to each other.

In this paper, we propose a novel keyword search based approach that finds
the diversified top-k mashups with different optimization goals of QoS, such
as reliability, throughput and cost. As shown in Fig. 2, our approach has two
phases, namely, offline and online. In the offline phase, we build a service con-
nection graph from a library of web services crawled from a given web service
portal. Moreover, we build an inverted index from keywords to the nodes on
the graph by parsing the service descriptions. In the online phase, the system
engineers can input a few keywords describing their demands or the main func-
tionality of expected mashups. The nodes/services matched by the keywords will
be retrieved from the index and be passed to the search algorithm. The search
algorithm will return the results of composition on the service connection with
QoS better than a given threshold. The diversification algorithm will gradually
build a similarity graph by adding the results as nodes in the descending order
of QoS, and meanwhile, incrementally compute the maximal independent sets
of the similarity graph until convergence, namely, a maximal independent set
of k results have been found. Lastly, the diversified top-k results will be post-
processed as in [5] to generate the final prototype-like service compositions.

The main contributions of this paper are as follows.

– We formalize a diversified keyword search based service composition problem,
which is to find the top-k mashups that are dissimilar to each other with
respect to QoS.
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– We present the search and diversification algorithms to address the problem.
– We perform experiments on a real world data set. The experimental results

show that our approach can reveal more diverse mashups compared with the
previous method.

The rest of this paper is organized as follows. Section 2 describes our graph
data model and formalizes the research problem. Section 3 presents our algo-
rithms in detail. Section 4 evaluates our approach with experimental results.
Lastly, Sect. 5 concludes the paper.

2 Problem Statement

2.1 Preliminaries

In the scenario of service composition, we can generally model a library of web
services as a service connection graph (scgraph). A scgraph is a node-labeled
directed simple graph, where the nodes represent the web services and the edges
between them represent the service connection, namely, whether the two corre-
sponding web services can be composed in the order specified by the direction
of the edge. Due to limited space, it is not specifically introduced here. More
details can be found in e.g., [3].

2.2 Problems

Following the definition of [5], we define a mashup as a result tree generated
by keyword search on a scgraph. Given a scgraph G and a keyword query Q =
{t1, ..., tl} containing l (l ≥ 2) keywords, we denote the set of result trees of Q on
G as Q(G), which are subtrees of G and contain all keywords in Q. To formalize
this concept, let us consider the following definitions.

Definition 1 (Search Path). Given a graph G = (V,E) and a keyword t, a
search path P in G is a sequence of nodes v1/v2/ · · · , where (1) v1 contains t,
(2) vi ∈ V , (3) e(vi, vi+1) ∈ E, with i ≥ 1.

Definition 2 (Result Tree). Given a graph G = (V,E) and a query Q, a
result tree T is comprised of a set of search paths from each keyword in Q on G,
whose last nodes are a same node, namely, the root of T .

In order to rank the result trees, we need to measure the goodness of mashups
represented by them. There could be various measurements like QoS, relevance
to queries, etc. In this paper, we consider reliability, throughput and cost as the
metrics of result trees respectively. These structure-independent system qualities
[5] are calculated independently of the structure and dynamics of mashups, and
only based on the quality of their component services. Since the topology of the
result trees will change in the postprocessing [5], it is difficult to consider the
structure-dependent system qualities.
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Let qrb(T ), qtp(T ), qc(T ) be the reliability, throughput and cost of the
result tree T . They can be calculated by the following equations: qrb(T ) =∏

v∈V T qrb(v), qtp(T ) = minv∈V T qtp(v), qc(T ) =
∑

v∈V T qc(v). For conciseness,
we assume the cost of all services is equal to 1.

In order to identify the diverse sets of the result trees, we need to be able to
compute the similarity between each pair of result trees. For that, let the services
be categorized. We assume the more common service categories two result trees
have, the more similar they are. Formally, given two result trees T and T ′, we
compute their Jaccard similarity as

simjsc(T, T ′) =
|C(T )

⋂
C(T ′)|

|C(T )
⋃

C(T ′)| (1)

where C(T ) is the set of all distinct categories of services contained by T .
Different from the previous work [5] that finds only the optimal (i.e., top-1)

connected tree in scgraphs, we aim to find the top-k diverse result trees, so that
the result set could satisfy different user demands. Formally, the problem to be
addressed in this paper is as follows.

Definition 3 (Diversified Top-k Mashups). Given a scgraph G, a keyword
query Q, an objective function F (e.g., qc, qrb or qtp), a diversity function D
(e.g. similarity), a positive real number α ∈ [0, 1] as diversity threshold and a
positive real number β as quality constraint, find a set of result trees R ⊆ Q(G)
such that |R| = k, minT,T ′∈R D(T, T ′) � α and minT∈R F (T ) � β is maximized.

Note that α is a parameter for adjusting the diversity of results, and β is a
threshold for excluding the results with poor QoS.

3 Diversified Search

In this section, we address the problem of finding the diversified top-k result
trees on a scgraph. Our diversified search approach is divided into two phases.
The first phase is to search the results with objective values greater than β, and
the second phase is to derive the diversified top-k result set.

3.1 Result Generation

Following the line of backward search [1], our result generation algorithm decom-
poses the problem of finding result trees of a keyword query Q into |Q| indepen-
dent subproblems, each of which is to iteratively enumerate search paths from
one of the query keywords by heuristics. Once a set of search paths from all
keywords meet at a same root node, a result tree is generated by joining the
paths.

Algorithm 1 presents the pseudo-code of the function result generation algo-
rithm. Let R be a priority queue of intermediate result trees in descending order
of their objective values, PQt be a priority queue of search paths from t ∈ Q that



428 H. Cheng et al.

have not been traversed yet, and Ht,v be a container that records the traversed
search paths from t to a specific node v ∈ V . Firstly, all PQt for each keyword
in query will be initialized (line 1–3). This algorithm traverses the scgraph G
iteratively, until the upper bounds are lower than β or all search path queues
are empty (line 4–20). At each iteration, a nonempty queue PQt is chosen in a
round-robin way (for avoiding search stagnation), and a search path Pt whose
end node is v is dequeued from PQt and is added into Ht,v (line 5–8). Then,
the newly found search paths from t through appending a neighbor edge of v
at the end of Pt will be generated and enqueued into PQt (line 9–12). Each
combination of traversed search paths from other keywords t′ ∈ Q in Ht′,v will
be joined with Pt to generate a new result tree, and all new result trees will be
enqueued into R if their objective values are higher than β (line 13–18). At the
end of iteration, the upper bounds of objective values of results that have not
been generated yet are estimated (line 19). Lastly, the result trees in R will be
returned (line 21).

In addition, we explain the sorting of search paths in PQt and the estimation
of upper bounds η(v) as follows.

A search path can be considered as a special result tree with only one branch.
Thus, we can use the equations in Sect. 2 to calculate the objective value F (Pt)
of a search path Pt respectively. Heuristically, a search path Pt takes precedence
over another search path P ′

t in PQt if and only if F (Pt) is better than F (P ′
t ).

For each node v ∈ V , we denote by η(v) the upper bound of objective values of
result trees rooted at v (including unknown results). Let η(v)c, η(v)rb and η(v)tp
be the upper bound of correlation, reliability and throughput respectively. They
can be estimated by using the following equations.

η(v)c = min
t∈Q

(
∑

t′∈Q,t′ �=t

min
Pt′∈Ht′,v

qc(Pt′) + PQt.peek) (2)

η(v)rb = max
t∈Q

(
∏

t′∈Q,t′ �=t

max
Pt′∈Ht′,v

qrb(Pt′) · PQt.peek) (3)

η(v)tp = max
t∈Q

min
t′∈Q,t′ �=t

{ max
Pt′ ∈Ht′,v

qtp(Pt′), PQt.peek} (4)

where PQt.peek is the peek value of qc(Pt), qrb(Pt) or qtp(Pt) for Pt ∈ PQt.

3.2 Result Diversification

In order to find the sets of diverse top results, we find maximal independent sets
(MISs) in a specific similarity graph like [11].

Algorithm 2 presents the pseudo-code of the result diversification algorithm,
which can incrementally find the new MISs on a similarity graph that is updated
constantly by adding a new node representing the next top result into it. As a
result, our algorithm can eliminate the redundant computation that occurs while
finding the MISs on a constantly evolving graph, thereby reducing the overall
overheads.
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Algorithm 1: Result Generation
Input: G, Q, β;
Output: the result trees with objective values higher than β;

1 foreach keyword t ∈ Q do
2 put the neighbor edges of each node containing t into PQt;

3 end
4 while ∃v ∈ V , η(v) � β and ∃t ∈ Q, PQt is not empty do
5 choose a nonempty PQt in a round-robin way;
6 Pt ← PQt.dequeue();
7 v ← the last node on Pt;
8 Ht,v.add(Pt);
9 foreach neighbor edge e ∈ E of v do

10 generate a new search path P ′
t by appending e at the end of Pt;

11 PQt.enqueue(P ′
t );

12 end
13 foreach combination of paths in Ht′,v with t′ �= t ∈ Q do
14 generate a result tree T comprised of the combination and Pt;
15 if F (T ) � β then
16 R.insert(T );
17 end

18 end
19 update η(v) for each v ∈ V ;

20 end
21 return R;

Our algorithm is to call function findMIS() iteratively. The details of function
findMIS() is as follows. Let MISs be the set of MISs on the previous similarity
graph Gs

n, and MISs′ be the set of new MISs on the new similarity graph Gs
n+1.

There are two steps to find MISs′. Firstly, for each MIS MIS ∈ MISs, create
a new set MIS′ = MIS ∪ {v} (line 15). If there are nodes in MIS′ adjacent
to v, remove them from MIS′ so that MIS′ is an independent set (line 17).
Then, put MIS′ into MISs′ (line 19). Secondly, remove the independent sets
in the MISs′ that are non-maximal, namely, are the subsets of some other sets
(line 21), and merge the previous set of MISs (with non-maximal sets removed)
MISs and the new set of MISs MISs′ (line 22). Lastly, we can find all MISs
on the new similarity graph. The proof of correctness of our algorithm can be
found in [12].

4 Experimental Evaluation

4.1 Experiment Setup

The experiments are performed on a Windows 7 PC with 3.20 GHz CPU and
16 GB memory. We have conducted a series experiments on the Programmable
Web (PW) dataset, which contains 1104 web services and 2429 mashups. We
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manually generate 20 queries which contain keywords obtained from the descrip-
tion of services used by the corresponding mashup.

Compared Algorithm. We compare our diversification method (MIS) with
the method (EXP) that uses expansion ratio to diversify the compositions in [7].
The default value of β, k and α is 4, 3 and 0.3 respectively.

4.2 Evaluation

We employ the metric proposed in [9] to measure diversity. The metric makes
use of density of the induced sub-graph. The density of a graph is defined as
the number of edges presenting in the graph divided by the maximal possible
number of edges in the graph. Given a sub-graph S, the density is as followed:

Density(S) =
|{(u, v)|u ∈ S, v ∈ S, (u, v) ∈ E}|

|S| · (|S| − 1)
(5)

Algorithm 2: Result Diversification
Input: k, a set of results R and a similarity threshold α;
Output: the diversified top-k results;

1 while ∀MIS ∈ MISs, |MIS|< k do
2 T ← R.pop();
3 MISs ←findMIS(MISs,T ,α);

4 end
5 return MIS ∈ MISs with |MIS| = k;
6 Function findMIS(MISs,T ,α)
7 Gs

n+1 ← Gs
n ∪ v;

8 foreach v′ ∈ V s
n do

9 if sim(v, v′) � 1 − α then
10 add an edge e(v, v′);
11 end

12 end
13 MISs′ ← ∅;
14 foreach MIS ∈ MISs do
15 MIS′ = MIS ∪ {v};
16 while ∃u ∈ MIS, u is adjacent to v do
17 remove u from MIS′;
18 end
19 add MIS′ to MISs′;
20 end
21 remove the non-maximal independent sets in MISs′;
22 MISs ← MISs ∪ MISs′;
23 return MISs;

24 end
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In addition, to evaluate the redundancy of returned results, we use the fol-
lowing equation:

Redundancy(R) =
∑

T∈R |C(T )| − |⋃T∈R C(T )|
∑

T∈R |C(T )| (6)

where R is the set of returned results and C(T ) is the set of categories of services
in T .

We conduct experiments to study the performance of our approach with the
diversity metric and make comparison with its competitors.

As shown in Fig. 3(a), our approach always achieves zero density since our
approach is to find the maximal independent set which contains no edges between
results. In contrast, the density of results generated by EXP is always more than
zero, even though it decreases with the increase of k. Thus, we can conclude that
our approach must outperform EXP in terms of density.

(a) Density. (b) Redundancy.

Fig. 3. The effectiveness comparision

(a) Impact of α on redundancy. (b) Impact of α on efficiency.

Fig. 4. Impact of α.

As shown in Fig. 3(b), the redundancy of MIS is always lower than EXP
no matter the vary of k. Different from the approach using expansion ratio,



432 H. Cheng et al.

our approach ensures that the minimum dissimilarity between mashups is more
than a threshold. In this way, our method can apparently reduce the redundancy.
Therefore, we can conclude that our approach also outperforms EXP in terms
of redundancy.

Next, we study the impacts of α for MIS while keeping other parameters
unchanged. From Fig. 4(a), we can see that the redundancy decreases with the
increase of α. Obviously, the higher the dissimilarity between the results, the
fewer the overlapped categories, and the lesser the redundancy. From the obser-
vation, we can conclude that larger α offers lower redundancy, namely, better
diversity. From Fig. 4(b), we can see that the time cost of our approach increases
with the increase of α. In particular, the time cost starts to increase dramatically
when α > 0.5. Therefore, the evaluation of α should achieve a balance between
diversity and efficiency.

Overall, our approach outperforms the EXP approach in spite of redundancy
and density comparison.

5 Conclusion

In this paper, we study how to extend the emerging keyword search based service
composition approach to satisfy different user demands behind the inherently
ambiguous input keywords. To address the problem, we propose a keyword search
algorithm over service connection graphs to get the good enough composition
candidates, and a very efficient diversification algorithm based on incremental
maximal independent set enumeration on a similarity graph to identify the final
diversified top-k results. From the experimental results, we observe that our
approach is effective.
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Abstract. Service-oriented computing is a computing paradigm that
creates reusable modules over the Internet, often known as Web services.
Web service composition aims to accomplish more complex functions by
loosely coupling web services. Researchers have been proposing evolu-
tionary computation (EC) techniques for efficiently building up compos-
ite services with optimized non-functional quality (i.e., QoS). Some of
these techniques employ multi-objective EC algorithms to handle con-
flict qualities in QoS for fully automated service composition. One recent
state-of-art work hybridizes NSGA-II and MOEA/D, which allows the
multi-objective service composition problem to be decomposed into many
scalar optimization subproblems, where a simple form of local search
can be easily applied. However, their local search is considered to be
less effective and efficient because it is randomly applied to a predefined
large number of subproblems without focusing on the most suitable can-
didate solutions. In this paper, we propose a memetic NSGA-II with
probabilistic model-based local search based on Estimation of Distribu-
tion Algorithm (EDA). In particular, a clustering technique is employed
to select suitable Pareto solutions for local search. Each selected solution
and its belonged cluster members are used to learn a distribution model
that samples new solutions for local improvements. Besides that, a more
challenging service composition problem that optimizes both functional
and non-functional quality is considered. Experiments have shown that
our method can effectively and efficiently produce better Pareto optimal
solutions compared to other state-of-art methods in the literature.

Keywords: Web service composition · QoS optimisation · EDA

1 Introduction

Service-oriented computing (SOC) is a computing paradigm that creates reusable
modules to achieve cost-efficient and integrable enterprise applications [5]. These
modules are known as Web services, which are self-describing and self-containing
c© Springer Nature Switzerland AG 2019
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applications that can be deployed, discovered and invoked over the Internet.
Often, web services are loosely coupled into an execution workflow to build up
an entirely new service. This idea is known as Web service composition [15].
Many researchers have been working on fully automated service composition
to automatically create execution workflows with required functionalities while
optimizing the overall non-functional quality of composite services (i.e., Quality
of Service (QoS)) [15]. Due to the complexity of the fully automated service
composition problem, finding optimal solutions in polynomial time is impos-
sible [11]. Evolutionary computation (EC) approaches [8,16] are proposed to
efficiently find “good enough” composite services that meet users’ QoS require-
ments reasonably well [10]. Recently, comprehensive quality-aware semantic web
service composition has gained increasing interests, where both functional and
non-functional quality criteria, i.e., quality of semantic matchmaking (QoSM)
and QoS are simultaneously optimized as a single objective [18–20,22,23].

EC-based fully automated service composition approaches are mainly clas-
sified into two groups based on the number of objectives to be optimized:
single-objective or multi-objective approaches. Many single-objective EC algo-
rithms, such as Genetic Algorithm (GA), Genetic Programming (GP), Particle
Swarm Optimization (PSO), Estimation of Distribution Algorithm (EDA), have
been used for fully automated service composition, achieving promising results
[8,16,18–20,23]. On the other hand, users often do not have clear preferences
on trade-off solutions before they see the trade-offs of the solutions. For exam-
ple, some users are willing to trade QoS for QoSM. Multi-objective algorithms
can address these issues, and provide a set of trade-off solutions. Some recent
works [6,7] investigated multi-objective optimization techniques, such as NSGA-
II [9], for QoS-aware fully automated service composition, tackling conflicting
QoS attributes (i.e., one objective combines time and cost, another objective
combines availability and reliability).

To further enhance the effectiveness of NSGA-II, memetic algorithms have
been successfully utilized in many applications for finding higher quality solu-
tions using local search [25]. A recently published memetic approach to multi-
objective fully automated service composition problem (henceforth referred to
as Hybrid [6]) effectively combines the use of two optimization algorithms, i.e.,
NSGA-II and MOEA/D. This approach takes advantage of the “divide and con-
quer” strategy supported by MOEA/D, allowing the local search to be performed
on numerous decomposed single-objective scalar optimization subproblems.

Despite this recent success, the number of decomposed subproblems is prede-
fined (e.g., 500 subproblems in Hybrid [6]), and a simple form local search (i.e.,
so-called one-point “swap”) is less effective and efficient to make local improve-
ments because it is randomly applied to every subproblem without focusing
on the best candidate solutions in each generation. Meanwhile, each one-point
“swap” local search searches solutions in the space of candidate solutions based
on only one solution (i.e., subproblem representative), ignoring any informa-
tion of other promising candidate solutions that could be jointly used for guid-
ing the local search. Therefore, new memetic approaches must be developed to
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address these two limitations. Besides that, to the best of our knowledge, exist-
ing EC-based multi-objective fully automated approaches only focus on QoS
and overlook QoSM of composition solutions. In practice, some customers often
demand highly accurate and reliable outputs of composite services (i.e., high
QoSM), therefore, are willing to trade QoS for QoSM. However, a portion of
customers may prefer (demand) a more highly responsible composite service at
an affordable cost (i.e., high QoS). In this paper, we propose a memetic NSGA-
II with EDA-based local search (henceforth referred to as MNSGA2-EDA) for
multi-objective fully automated semantic service composition, where EDA can
effectively handle the two limitations of the local search in Hybrid [6]. Besides
that, MNSGA2-EDA tackles two practical objectives, i.e., two objective func-
tions in Eqs. (2) and (3), with respect to the functional and non-functional
quality criteria, achieving substantially high performances in effectiveness and
efficiency. The contributions of this paper are listed below, and some initial ideas
have been recently accepted in a poster [21].

1. To avoid pre-determining a large number of single-objective subproblems in
advance, we propose a new clustering technique to select candidate Pareto-
optimal solutions for local search, which is performed separately and con-
currently in different regions of the Pareto front that contributes to wide
and uniformly distributed near-optimal Pareto solutions produced by our
MNSGA2-EDA.

2. To perform effective local search using the useful information of good candi-
date solutions in each generation. We propose a model-guided local search,
which first constructs distribution models from suitable Pareto front solu-
tions and other good candidate solutions selected by our proposed clustering
technique, and then samples effective solutions from the distribution models.

3. To generate a set of trade-off solutions regarding both QoSM and QoS,
NHSGA2-EDA is effectively utilized in this paper to solve challenging multi-
objective service composition problems with requirements for both QoSM
and QoS. Empirical comparison with NSGA-II and Hybrid [6] shows that
NHSGA2-EDA is much more effective and efficient. To explore the scalability
of multi-objective approaches we propose a new benchmark dataset. Experi-
ments conducted with this dataset show that NSGA2-EDA can maintain high
performance on problems with significantly larger sizes.

2 Related Work

EC techniques have been widely used to automatically find optimal or near-
optimal composite service solutions efficiently, and the optimization target can
be either or both of QoSM and QoS. [4,6–8,16,18–20,22–24]. These works can be
mainly divided into two groups: single-objective or multi-objectives web service
composition.

EC-based single-objective fully automated service composition approaches
are well studied, resulting in many new designs of effective solution represen-
tations and problem-specific genetic operators [8]. Specifically, there are two
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categories of solution representations—direct representations and indirect repre-
sentations. The direct single-objective approaches employ GP variants to evolve
tree and graph-based composite solutions [16,19]. For example, [19] proposes a
tree-like representation to eliminate the replicas of subtrees and specific genetic
operators to generate offsprings. [20] uses EDA to learn one Edge Histogram
Matrix (EHM) of service dependencies in every generation, and samples valid
promising DAG-based solutions from the EHM. However, this approach suffers
from a scalability issue when size of service repository is double of the reported
size in [20].

The indirect single-objective approaches often employ vector-based represen-
tations to find an optimized queue of services, which will be decoded into an
interpretable solution in the form of a direct representation with the help of a
decoding method. As suggested in [8], utilizing the indirect representation often
contributes to more effective performance, compared to direct representation,
because the search space is not unwittingly restricted by unconstrained random
initialization of solutions and operators. PSO, GA, and EDA have been employed
for this purpose [8,18,20,22,23]. For example, [22] learns one Node Histogram
Matrix (NHM) for the current population. This learned NHM will be used to
sample new candidate solutions for the next population through the use of EDA.
Empirical experiment are later conducted in [23]. In this paper, we also employ
an indirect representation, which also simplifies the use of EDA for local search.

Very limited works have ever proposed EC-based multi-objective fully auto-
mated service composition approaches, although many works on multi-objective
semi-automated service composition have been reported [4,24]. To the best of
our knowledge, [6,7] are the two recent attempts on fully automated service
composition with the aim of handling trade-offs in QoS alone. [7] develop a
multi-objective method using NSGA-II and a fragmented tree-based represen-
tation. However, this fragmented tree-based representation does not show its
effectiveness for finding better Pareto solutions in their experiment, compar-
ing to an indirect representation. The same authors later proposed Hybrid [6]
with the indirect representation. Hybrid [6] decomposes the multi-objective prob-
lem into single-objective subproblems, where local search can be applied based
on Tchebycheff scores on each subproblem. The limitations of this work have
already addressed in Sect. 1, e.g., a large number of decomposed subproblems is
pre-defined. Despite some promising results have been achieved, opportunities
still exist to address these limitations.

3 The Multiobjective Semantic Web Service Composition
Problem

In this paper, we study comprehensive quality-aware semantic web service com-
position problem that concerns the quality of composite solutions in both func-
tional (i.e., QoSM) and non-functional (i.e., QoS) aspects. This problem has been
well approached in the literature using EC-based single-objective techniques,
where QoSM and QoS are combined to be one globally optimized objective
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[18–20,22,23]. Some concepts related to this web service composition problem,
such as semantic web service, service repository (SR), service request (T ), com-
posite service are not demonstrated in this paper due the page limit, please
refer to [18–20,23]. However, according to our knowledge, no attempts have ever
been reported in literature to address this problem in a multi-objective setting
where QoSM and QoS must be optimized separately. Such a new problem will
be referred to as Multi-objective Comprehensive Quality-aware semantic web
service composition Problem (MOCQP, for short) in this paper.

Here we formulate MOCQP based on two objectives that reflect the func-
tional (i.e., QoSM) and non-functional quality criteria (i.e., QoS) as follows:

Minimize f(C) = (f1(C), f2(C))
subject to C ∈ Z

(1)

f1(C) = w1(1 − M̂T ) + w2(1 − ˆSIM) (2)

f2(C) = w3(1 − Â) + w4(1 − R̂) + w5T̂ + w6ĈT (3)

where Z denotes the set of all composite services over a given repository of atomic
services, and f1, f2 are two objective functions that capture the QoSM and QoS,
respectively, for every service C in Z. In particular, QoSM is calculated based on
the normalized semantic matching type M̂T and the semantic similarity ˆSIM
while QoS is calculated based on the normalized availability Â, reliability R̂,
response time T̂ , and execution cost ĈT , see calculations in [18–20,23]. M̂T ,

ˆSIM , Â and R̂ are offset by 1, so that lower scores correspond to better quality.
The goal of MOCQP is to find the set of Pareto optimal composite services

PF � = {C� ∈ Z}, where C� is Pareto optimal if �C ′ ∈ C, such that C� ≺ C ′.
Note that C� ≺ C ′ means C ′ dominates C� if f1(C�) ≥ f1(C ′) and f2(C�) >
f2(C ′) or if f1(C�) > f1(C ′) and f2(C�) ≥ f2(C ′).

4 Our New Method MNSGA2-EDA

In this section, we present our new method for solving MOCQP, starting with
an overview of MNSGA2-EDA, which enables EDA to be employed in NSGA-II
as an effective local search component. Subsequently, we discuss MNSGA2-EDA
in detail.

4.1 An Overview of MNSGA2-EDA

MNSGA2-EDA enhances NSGA-II by EDA-based local search, where EDA is
exploited to discover better solutions based on some non-dominated solutions
in each generation generated by NSGA-II. These solutions are determined sep-
arately and concurrently in different regions of the Pareto front for each gen-
eration. These regions are created by grouping the current Pareto front into
multiple clusters, see details in Sect. 4.4.
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Fig. 1. Generation updates in MNSGA2-EDA

The generation updates in MNSGA2-EDA is illustrated in Fig. 1. From the
current population in Fig. 1, two offspring populations are produced: genetic off-
spring population is produced by genetic operators, including both crossover and
mutation (see details in Sect. 4.3); local search offspring population is produced
by sampling from the distribution models constructed from the most suitable
cluster representatives of the Pareto front (see details in Sect. 4.5).

4.2 Outline of MNSGA2-EDA

MNSGA2-EDA is outlined in Algorithm 1. Initially, we generate m permuta-
tions Πg

k as composition solutions for population Pg of generation g, where
0 ≤ k < m and g = 0. Each permutation is a randomly ordered sequence of
task-related service indexes. For example, Let Π = (π0, . . . , πt, . . . , πn−1) be
a permutation-based composite solution of service indexes {0, . . . , t, . . . , n − 1}
such that πi �= πj for all i �= j. f1, f2 in Eqs. (2) and (3) of any newly produced
permutations will be evaluated by decoding each permutation into a DAG-based
solution, Gg

k . Subsequently, the following steps (Step 3 to 15) are repeated until
a maximum number of generation gmax is reached. Particularly, the produc-
tion of the first offspring population starts with tournament selection in favor
of winners with higher dominance regarding ranks and sparsity suggested in
NSGA-II. The tournament winners will be processed by genetic operators (see
details in Sect. 4.3) to produce genetic offspring population Pg

a based on a pre-
defined probability. Afterwards, offspring Pg will be clustered into d clusters
based on the values of f1, f2. For each cluster, we start by identifying its cluster
representative Repg

cl, and then transform each cluster member Gg
k into a differ-

ent permutation Π ′g
k, element of which are ordered based on Gg

k , see details in
Sect. 4.5. As suggested in [23], this transformation process allows more reliable
and accurate learning of the distribution models in the form of Node Histogram
Matrix NHMg

cl (NHM). The contribution of each cluster member to NHM is
adjusted decreasingly according to the Euclidean distance in the objective space
between the cluster member and Repg

cl. Subsequently NHM is used to sample
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Algorithm 1. MNSGA2-EDA for Web Service Composition.
Input : T , SR, d and gmax

Output: A set of solutions
1: Randomly initialize population Pg of m permutations Πg

k as solutions (where
g = 0 and k = 1, . . . , m);

2: Evaluate f1, f2 of the permutations by decoding them into DAGs Gg
k ;

3: while g < gmax do
4: Use tournament selection based on the dominance;
5: Apply genetic operators to the tournament winners to form genetic

offspring population Pg
a ;

6: Divide the whole population Pg into d clusters;
7: Set cluster counter cl ← 0;
8: while cl < d do

9: Identify the clth cluster representative Repg
cl;

10: Update each Gg
k in the clth cluster into a different permutation Π ′g

k;

11: Learn NHMg
cl over the clth cluster based on the representative Repg

cl to
form sampling local search offspring population Pg

b ;

12: Pg+1 = Pg ∪ Pg
a ∪ Pg

b ;
13: Evaluate f1, f2 of each permutation in Pg+1 by decoding it into Gg

k ;
14: Perform a fast non-dominated sorting on Pg+1;
15: Keep top m solutions in Pg+1;

16: Return non-dominated solutions in Pgmax ;

new local search offspring population Pg
b , see details in Sect. 4.5. Consequently,

we produce the next population Pg+1 by combining the current population Pg,
genetic offspring population Pg

a and local search offspring population Pg
b . After

evaluating newly generated solutions and performing the fast non-dominated
sorting in NSGA-II, the top m individuals are chosen to form the next gen-
eration Pg+1. When the stopping criterion is finally met, the non-dominated
solutions in Pgmax are returned as the output of NSGA2-EDA.

4.3 Genetic Operators

One two-point crossover and one one-point swap mutation [6,14] are employed
to produce the genetic offspring population. An example of this crossover and
mutation operator is illustrated in Fig. 2. The crossover operator produces two
children. Each child preserves part of the elements of one parent, while ele-
ments of another parent (excluding those preserved elements by the child) fill
the remaining parts of this child from left to right. The mutation randomly swaps
two elements of one parent to produce a new permutation.

We produce genetic offspring population Pg
a more efficiently than that in

Hybrid [6]. Although two children are produced by one crossover in Hybrid [6],
only one child associated with a higher Tchebycheff score will be added to the
offspring population Pg

a . Compared to [6], we put both children in population
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Fig. 2. Examples of crossover and mutation for parents

Pg
a . Therefore, to produce an offspring population with equal sizes, we only need

to evaluate half the number of offspring solutions as required by Hybrid [6].

4.4 Identify a Cluster Representative of Each Cluster

Unlike single-objective optimization problems in [22,23], it is not straightforward
to determine promising solutions for learning NHM in EDA under the multi-
objective optimization setting since they often have two objectives. To address
this issue, we propose to define one cluster representative as a promising solution
based on the dominance relationships among all solutions in the cluster it belongs
to. In particular, we cluster d groups of close individuals in one generation using
some existing clustering techniques, such as K-means++ [2]. The sensitivity of
parameter d is studied in Sect. 5.1 for the effectiveness of our NSGA2-EDA.
We infer a group of individuals that represents close similarities measured by
fitness values, f1 and f2 in Eqs. (2) and (3). We choose with equal probability
one solution that is not dominated by any other solutions of the same cluster as
the representative of the cluster. Consequently, we can learn an NHM based on
the cluster representatives, see details in Sect. 4.5.

An example of identifying promising solutions of clusters is illustrated in
Fig. 3. In Fig. 3, we consider one population of 8 individuals, which are clustered
into two groups of individuals based on their fitness values using K-mean++.
Subsequently, we can randomly pick up one non-dominant solution of its related
cluster as the cluster representatives, see the labels in Fig. 3.

Fig. 3. Examples of identifying two cluster representatives
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4.5 Learn a NHM Based on Cluster Representatives

In this paper, we propose an effective method to learn a suitable distribution
model (i.e. NHM) based on the cluster representative with respect to each cluster.
This method consists of two main steps: permutation transformation and NHM
learning.

We transfer every cluster member Πg
k into a new permutation Π ′g

k based on
its decoded DAG form Gg

k . The elements of new permutation are sorted based
on the longest distance calculated from every element in Gg

k to the Start node,
see details in [23]. We can now learn a NHM based on the cluster representa-
tive formed in this permutation. Based on [23], we propose a different way of
learning NMH, which is more likely to make local improvements on the cluster
representatives through sampling. In particular, we use the Euclidean distances
between the cluster representative and other members of this cluster to weight
the influences of every cluster members on NHM because cluster members far
from cluster representative contribute less to the distribution model that we aim
to learn.

The node histogram matrix (NHM) for the clth cluster with the cluster repre-
sentative Repcl in generation g is denoted as NHMg

cl, which is an n × n-matrix
with entries ei,j as follows:

ei,j =
m−1∑

k=0

δi,j(Π ′g
k) + ε (4)

δi,j(Π ′g
k) =

{
w(Π ′g

k) if πi = j
0 otherwise

(5)

w(Π ′g
k) = 1 − ||f(Π ′g

k) − f(Repg
cl)||2 (6)

where i, j = 0, 1, . . . , n−1, ε = m
n−1bratio is a predetermined bias, and ||f(Π ′g

k)−
f(Repg

cl)||2 measures a Euclidean distance between one cluster member and the
cluster representative. This distance value is offset by 1, so the higher values
correspond to less weights in learning an NHM. Roughly speaking, entry ei,j

counts how often service πi appears in position j of all the permutations in the
clth cluster, and the weight of the frequency is penalized by Eq. (6). Afterwards,
we can use node histogram-based sampling [17] to sample local search offspring
population Pg

b for generation g + 1.

5 Experimental Evaluation

We conduct two experiments for studying the performance of our MNSGA2-
EDA approach using two augmented benchmarks in [6] that originally comes
from WSC-08 [3] and WSC-09 [13] extended with real QoS attributes in [1]. Both
WSC-08 and WSC-09, define a set of composition tasks. However, the number of
web services in augmented benchmarks [6] is doubled as a new benchmark (with
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much bigger searching space) to demonstrate that NSGA2-EDA can maintain
high performance on our problem with significantly larger sizes. In particular,
each service in WSC-08 and WSC-09 is duplicated with the same functionality
(i.e., inputs and outputs) but different QoS attributes extended from QWS [1].
The first experiment investigates the sensitivity of parameters on EDA based on
task WSC08-03. In particular, we investigate three groups of EDA settings with
increasing size of Pg

b (see details in Sect. 5.1). The following experiment further
investigates the effectiveness and efficiency of MNSGA2-EDA in comparison to
the baseline method NSGA-II and to Hybrid [6]. These two approaches have
recently been proposed to solve a similar service composition problem for the
fully automated and multi-objective purpose. Note that in [6] a further method
(called Hybrid-L) has been proposed, that uses a so-called swap operator as
a local search to Hybrid. However, Hybrid-L observes very bad convergence
rates. We use two tasks WSC09-3 and WSC09-5 to exemplify the very bad
performance of Hybrid-L in Figs. 4 and 5. Therefore, we do not further report
on the performance of Hybrid-L for the remaining tasks, when compared to our
MNSGA2-EDA method.

We follow the settings in [6] for all approaches, where the size of both Pg and
Pg

a are set to 500. The maximum generation g is 51, and the probability rates
of crossover, mutation, and reproduction are 0.8, 0.1 and 0.1. For EDA settings
in MNSGA2-EDA, bratio of ε is set to 0.0002 according to [23]. The weights in
the fitness function Eqs. (2) and (3) are set to balance quality criteria in both
QoSM and QoS, i.e., w1 and w2 are set to 0.5, and w3, w4, w5 and w6 to 0.25.
We have also conducted tests with other weights and parameters and generally
observed the same behavior.

5.1 Parameters Sensitivity

To determine suitable parameters of EDA-based local search in MNSGA2-EDA,
we use task WSC08-3 to perform parameters sensitivity tests over a set of param-
eters with an increasing size of Pg

b in MNSGA2-EDA.
We use Wilcoxon rank-sum testing with a significance level of 5% to verify

the observed differences in IGD and hypervolume over 30 runs. This test method
is used consistently to detect any noticeable differences in the experiment results
in Sects. 5.2 and 5.3.

IGD and hypervolume are commonly used performance evaluation metrics for
multi-objective optimization [12]. IGD measures the distance from the nearest
point of the non-dominated set produced by an approach to an approximated
true Pareto front obtained by using all approaches. Hypervolume measures the
dominated volume covered by a reference point (e.g., a point (1,1) is chosen in
our case) and the front evolved by each algorithm. In particular, we highlight
IGD and hypervolume values of all the top performances for all approaches.

The first column of Tables 1 and 2 show the size of Pg
b . The second and third

column of Tables 1 and 2 show a pair of parameters used in EDA, which are
the number of clusters d and their sampling size. The fourth column of Tables 1
and 2 show the mean values of IGD and hypervolume and the standard deviation
over 30 repetitions.
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Table 1. Mean IGD of MNSGA2-EDA with three groups of parameter settings over
WSC08-3 (Note: the lower the IGD the better)

Size of Pg
b d Sampling size MNSGA2-EDA

160 2 80 6e − 04 ± 3e − 04

4 40 2e − 04 ± 0

6 27 2e − 04 ± 1e − 04

200 2 100 4e − 04 ± 2e − 04

4 50 1e − 04 ± 0

6 34 2e − 04 ± 1e − 04

240 2 120 4e − 04 ± 3e − 04

4 60 1e − 04 ± 1e − 04

6 40 1e − 04 ± 0

Table 2. Mean hypervolume of MNSGA2-EDA with three groups of parameter settings
over WSC08-03 (Note: the higher the hypervolume the better)

Size of Pg
b d Sampling size MNSGA2-EDA

160 2 80 0.2302 ± 1e − 04

4 40 0.2304 ± 1e − 04

6 27 0.2304 ± 1e − 04

200 2 100 0.2303 ± 1e − 04

4 50 0.2305 ± 0

6 34 0.2305 ± 1e − 04

240 2 120 0.2303 ± 1e − 04

4 60 0.2305 ± 1e − 04

6 40 0.2305 ± 0

Tables 1 and 2 show that 200 local search offspring population size based
on 4 clusters with 50 sampling size is the best-found parameter setting over
all designed parameter settings for task WSC08-3. As shown in Tables 1 and 2,
MNSGA2-EDA with this setting is highlighted as one top performance regarding
mean IGD and hypervolume, but with the smallest size of Pg

b . We will use this
setting in our second experiment.

5.2 Comparison of the Execution Time

Table 3 shows the mean execution times (in seconds) and the standard deviation
observed for the three methods MNSGA2-EDA, NSGA-II and Hybrid over 30
repetitions. More specifically, Table 4 summarizes the results of pairwise com-
parisons of the three methods without Bonferroni correction. The table displays
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win/draw/loss of one method compared to all other methods. That is, it is
reported how often one method outperforms, equals or is outperformed by the
competing method.

Table 3. Mean execution time (in s) for our method in comparison to the baseline
NSGA-II, and to Hybrid (Note: the shorter the time the better)

Task MNSGA2-EDA NSGA-II Hybrid [6]

WSC08-1 224 ± 12 190 ± 48 418 ± 65

WSC08-2 81 ± 17 58 ± 14 139 ± 32

WSC08-3 5539 ± 464 8095 ± 1437 20793 ± 4149

WSC08-4 210 ± 17 317 ± 58 805 ± 147

WSC08-5 4242 ± 562 6090 ± 1704 14735 ± 5166

WSC08-6 62966 ± 10943 65051 ± 8592 158737 ± 27171

WSC08-7 5489 ± 814 9132 ± 2578 23074 ± 6030

WSC08-8 9917 ± 3788 12443 ± 1818 33077 ± 6164

WSC09-1 198 ± 67 155 ± 76 327 ± 90

WSC09-2 5634 ± 679 6139 ± 1678 14634 ± 2816

WSC09-3 2968 ± 301 2820 ± 714 6527 ± 2403

WSC09-4 269207 ± 23542 255195 ± 28813 646897 ± 117538

WSC09-5 39370 ± 5125 35338 ± 8350 86281 ± 19944

Table 4. Summary of statistical significance tests for the execution time, where each
column shows the win/draw/loss score of one method against a competing one for all
tasks of WSC08 and WSC09.

Dataset Method MNSGA2-EDA NSGA-II Hybrid [6]

WSC08 (8 tasks) MNSGA2-EDA - 2/1/5 0/0/8

NSGA-II 5/1/2 - 0/0/8

Hybrid [6] 8/0/0 8/0/0 -

WSC09 (5 tasks) MNSGA2-EDA - 3/2/0 0/0/5

NSGA-II 0/2/3 - 0/0/5

Hybrid [6] 5/0/0 5/0/0 -

The mean execution time for MNSGA2-EDA and NSGA-II are very compara-
ble (but not equal) to each other for tasks in WSC08 and WSC09. In comparison,
Hybrid consistently takes twice the execution time for each task. This observa-
tion does not agree with the findings in [6] that Hybrid and NSGA-II achieve
competitive execution time. This is because they do not point out one assump-
tion that evaluation time of every candidate solution is indistinct. Here in this
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paper, a more challenging benchmark is utilized for testing, and a larger number
of evaluations is required for computing QoSM of each solution. In Hybrid, every
crossover operator requires two evaluations of two produced children in order to
keep a child with a higher Tchebycheff score, while MNSGA2-EDA and NSGA-II
both keep two children. For example, let us say that 500 children are kept for the
next generation from the crossover, then Hybrid requires 1000 evaluations while
MNSGA2-EDA and NSGA-II only require 500 evaluations. Therefore, Hybrid
consumes much more execution time than both MNSGA2-EDA and NSGA-II.

5.3 Comparison of the IGD and Hypervolume

Tables 5, 6, 7 and 8 show the mean IGD and the mean hypervolume, respectively,
observed for MNSGA2-EDA, NSGA-II, and Hybrid with the standard deviation
over 30 repetitions. We note that MNSGA2-EDA achieves significantly better
values of IGD for all tasks except for one task (i.e., WSC09-1) and significantly
better values of hypervolume for all tasks. On the other hand, NSGA-II only
achieves significantly better values of both IGD and hypervolume for 2 of the 13
tasks, and Hybrid only obtained significantly better values of IGD and hyper-
volume for 4 out of the 13 tasks and 3 out of the 13 tasks respectively.

Table 5. Mean IGD for our method in comparison to the baseline NSGA-II, and to
Hybrid (Note: the lower the IGD the better)

Task MNSGA2-EDA NSGA-II Hybrid [6]

WSC08-1 0 ± 0 1e − 04 ± 7e − 04 1e − 04 ± 5e − 04

WSC08-2 0 ± 0 0 ± 0 0 ± 0

WSC08-3 1e − 04 ± 0 0.001 ± 4e − 04 0.001 ± 3e − 04

WSC08-4 0 ± 0 3e − 04 ± 3e − 04 1e − 04 ± 1e − 04

WSC08-5 0.0029 ± 0.0014 0.0043 ± 0.0015 0.0027 ± 0.0011

WSC08-6 7e − 04 ± 3e − 04 0.0014 ± 3e − 04 0.0012 ± 3e − 04

WSC08-7 1e − 04 ± 2e − 04 0.002 ± 9e − 04 0.0015 ± 0.001

WSC08-8 0 ± 1e − 04 9e − 04 ± 5e − 04 6e − 04 ± 3e − 04

WSC09-1 0.0701 ± 0.0132 0.0731 ± 6e − 04 0.0654 ± 0.0199

WSC09-2 0.0055 ± 0.001 0.0065 ± 0.0011 0.0061 ± 9e − 04

WSC09-3 0.002 ± 9e − 04 0.0126 ± 0.0085 0.0107 ± 0.0076

WSC09-4 0.0025 ± 0.001 0.0061 ± 7e − 04 0.0056 ± 0.0012

WSC09-5 0.0025 ± 0.0014 0.0052 ± 0.0011 0.0045 ± 7e − 04
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Table 6. Summary of statistical significance tests for IGD, where each column shows
win/draw/loss scores of one method against a competing one for all tasks of WSC08
and WSC09.

Dataset Method MNSGA2-EDA NSGA-II Hybrid [6]

WSC08 (8 tasks) MNSGA2-EDA - 0/2/6 0/3/5

NSGA-II 6/2/0 - 4/4/0

Hybrid [6] 5/3/0 0/4/4 -

WSC09 (5 tasks) MNSGA2-EDA - 0/0/5 1/0/4

NSGA-II 5/0/0 - 2/3/0

Hybrid [6] 4/0/1 0/3/2 -

Table 7. Mean Hypervolume for our method in comparison to the baseline NSGA-II,
and to Hybrid (Note: the higher the hypervolume the better)

Task MNSGA2-EDA NSGA-II Hybrid [6]

WSC08-1 0.3825 ± 0 0.3824 ± 4e − 04 0.3825 ± 1e − 04

WSC08-2 0.5798 ± 0 0.5798 ± 0 0.5798 ± 0

WSC08-3 0.2305 ± 0 0.2298 ± 2e − 04 0.23 ± 1e − 04

WSC08-4 0.3217 ± 0 0.3213 ± 7e − 04 0.3215 ± 5e − 04

WSC08-5 0.278 ± 7e − 04 0.2752 ± 0.0022 0.2767 ± 0.0014

WSC08-6 0.2341 ± 1e − 04 0.2338 ± 2e − 04 0.2341 ± 2e − 04

WSC08-7 0.2808 ± 2e − 04 0.278 ± 0.0014 0.2788 ± 0.0014

WSC08-8 0.2475 ± 1e − 04 0.2465 ± 7e − 04 0.2471 ± 4e − 04

WSC09-1 0.4435 ± 0.0028 0.4424 ± 9e − 04 0.4434 ± 0.0031

WSC09-2 0.2751 ± 1e − 04 0.2742 ± 0.0016 0.2747 ± 7e − 04

WSC09-3 0.3693 ± 1e − 04 0.361 ± 0.0064 0.3618 ± 0.0054

WSC09-4 0.239 ± 0.0014 0.2346 ± 9e − 04 0.2355 ± 0.0017

WSC09-5 0.2376 ± 0.001 0.235 ± 5e − 04 0.2353 ± 5e − 04

5.4 Comparison of the Convergence Rate

To investigate the effectiveness and scalability of the three methods, we further
investigate the convergence rates for IDG and hypervolume over 30 repetitions
using WSC09-3 and WSC09-5 as two examples.

Figures 5 and 4 depict the evolution of the mean values of the IGD and
hypervolume over mean execution time for MNSGA2-EDA, NSGA-II, Hybrid,
and Hybrid-L. We cut mean execution time to fit the maximal required time
of Hybrid because Hybrid-L results in a much higher order of magnitude in
execution time, and it also never gets a chance to catch up with MNSGA2-
EDA. For Hybrid, it converges much better than Hybrid-L, but the scalability
of Hybrid still suffers when competing with the baseline NSGA-II. In contrast,
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Table 8. Summary of the statistical significance tests for hypervolume, where each
column shows win/draw/loss scores of one method against a competing one for all
tasks of WSC08 and WSC09.

Dataset Method MNSGA2-EDA NSGA-II Hybrid [6]

WSC08 (8 tasks) MNSGA2-EDA - 0/2/6 0/3/5

NSGA-II 6/2/0 - 5/3/0

Hybrid [6] 5/3/0 0/3/5 -

WSC09 (5 tasks) MNSGA2-EDA - 0/0/5 0/0/5

NSGA-II 5/0/0 - 2/3/0

Hybrid [6] 5/0/0 0/3/2 -

Fig. 4. Mean hypervolume over time for non-dominated solutions, for WSC09-3 (left)
and WSC09-5 (right) (Note: the larger the hypervolume the better)

Fig. 5. Mean IGD over time for non-dominated solutions, for WSC09-3 (left) and
WSC09-5 (right) (Note: the smaller the IGD the better)

our MNSGA2-EDA approach achieves significantly better IGD and hypervolume
values with the fastest convergence rate.

5.5 Comparison of the Pareto Optimal Solutions

We present a plot of the Pareto optimal solutions of WSC09-3 and WSC09-5
obtained by the three methods over 30 independent runs in Fig. 6. The best
Pareto optimal solutions are identified based on the combined results of all 30
runs of each method. It is easy to observe that the Pareto front generated by
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MNSGA2-EDA is much more widely distributed. In other words, extreme solu-
tions are more likely to be found by MNSGA2-EDA. For task WSC09-3, a trade-
off solution at the knee point of the Pareto front is found by MNSGA2-EDA.
We hasten to point out that it is highly important and desirable to discover
a solution like this. The other two methods (NSGA-II and Hybrid) fail to dis-
cover this solution, which may be regarded as a weakness. For task WSC09-05,
much better Pareto optimal solutions are obtained by MNSGA2-EDA, and these
solutions consistently dominate all solutions obtained by other methods.

Fig. 6. Pareto optimal solutions obtained for tasks WSC09-3 (left) and WSC09-5
(right)

6 Conclusion

In this paper, we proposed a novel memetic NSGA-II with an EDA-based local
search for fully automated multi-objective web service composition, where two
objectives related to the functional and non-functional quality of composite ser-
vices are optimized, i.e., QoSM and QoS. Our experimental evaluation demon-
strates that our proposed approach can effectively and efficiently produce better
Pareto optimal solutions, thus, outperforming two recently proposed approaches
in the literature. Future work in this field demands more research in EC tech-
niques that can be applied to service composition, achieving better results that
benefit the application side. For example, we can investigate sampling techniques
to design problem-specific templates that can be used to sample solutions with
good quality effectively.
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Abstract. Many scientific experiments are now carried on using scien-
tific workflows, which are becoming more and more data-intensive and
complex. We consider the efficient execution of such workflows in the
cloud. Since it is common for workflow users to reuse other workflows
or data generated by other workflows, a promising approach for efficient
workflow execution is to cache intermediate data and exploit it to avoid
task re-execution. In this paper, we propose an adaptive caching solution
for data-intensive workflows in the cloud. Our solution is based on a new
scientific workflow management architecture that automatically manages
the storage and reuse of intermediate data and adapts to the variations
in task execution times and output data size. We evaluated our solu-
tion by implementing it in the OpenAlea system and performing exten-
sive experiments on real data with a data-intensive application in plant
phenotyping. The results show that adaptive caching can yield major
performance gains, e.g., up to 120.16% with 6 workflow re-executions.

Keywords: Adaptive caching · Scientific workflow · Cloud ·
Workflow execution

1 Introduction

In many scientific domains, e.g., bio-science [8], complex experiments typically
require many processing or analysis steps over huge quantities of data. They
can be represented as scientific workflows (SWfs), which facilitate the modeling,
management and execution of computational activities linked by data dependen-
cies. As the size of the data processed and the complexity of the computation
keep increasing, these SWfs become data-intensive [8], thus requiring execution
in a high-performance distributed and parallel environment, e.g. a large-scale
virtual cluster in the cloud.

Most Scientific Workflow Management Systems (SWfMSs) can now execute
SWfs in the cloud [12]. Some examples of such SWfMS are Swift/T, Pegasus,
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SciCumulus, Kepler and OpenAlea, the latter being widely used in plant science
for simulation and analysis.

It is common for workflow users to reuse other workflows or data generated
by other workflows. Reusing and re-purposing workflows allow for the user to
develop new analyses faster [7]. Furthermore, a user may need to execute a work-
flow many times with different sets of parameters and input data to analyze the
impact of some experimental step, represented as a workflow fragment, i.e. a sub-
set of the workflow activities and dependencies. In both cases, some fragments
of the workflow will be executed many times, which can be highly resource con-
suming and unnecessary long. Workflow re-execution can be avoided by storing
the intermediate results of these workflow fragments and reuse them in later
executions.

In OpenAlea, this is provided by a lazy evaluation technique, i.e. the inter-
mediate data is simply kept in memory after the execution of a workflow. This
allows for a user to visualize and analyze all the activities of a workflow without
any re-computation, even with some parameter changes. Although lazy evalu-
ation represents a step forward, it has some limitations, e.g. it does not scale
in distributed environments and requires much memory if the workflow is data-
intensive.

In a single user perspective, the reuse of the previous results can be done
by storing the relevant outputs of intermediate activities (intermediate data)
within the workflow. This requires the user to manually manage the caching of
the results that she wants to reuse, which can be difficult as she needs to be
aware of the data size, execution time of each task, i.e. the instantiation of an
activity during the execution of a workflow, or other factors that could allow
deciding which data is the best to store.

A complementary, promising approach is to reuse intermediate data pro-
duced by multiple executions of the same or different workflows. Some SWfMSs
support the reuse of intermediate data, yet with some limitations. VisTrails [4]
automatically makes the intermediate data persistent with the workflow defini-
tion. With a plugin [20], VisTrails allows SWf execution in HPC environments,
but does not benefit from reusing intermediate data. Kepler [2] manages a per-
sistent cache of intermediate data in the cloud, but does not take data transfers
from remote servers into account. There is also a trade-off between the cost of
re-executing tasks versus storing intermediate data that is not trivial [1,6]. Yuan
et al. [18] propose an algorithm based on the ratio between re-computation cost
and storage cost at the task level. The algorithm is improved in [19] to take into
account workflow fragments. Both algorithms are used before the execution of
the workflow, using the provenance data of the intermediate datasets. However,
this approach is static and cannot deal with variations in tasks’ execution times.
In data intensive SWf, such variations can be very important depending on the
input data, e.g., data compression tasks can be short or long depending on the
data itself, regardless of size.

In this paper, we propose an adaptive caching solution for efficient execution
of data-intensive workflows in the cloud. By adapting to the variations in tasks’
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execution times, our solution can maximize the reuse of intermediate data pro-
duced by workflows from multiple users. Our solution is based on a new SWfMS
architecture that automatically manages the storage and reuse of intermediate
data. Cache management is involved during two main steps: SWf preprocess-
ing, to remove all fragments of the workflow that do not need to be executed;
and cache provisioning, to decide at runtime which intermediate data should be
cached. We propose an adaptive cache provisioning algorithm that deals with the
variations in task execution times and output data. We evaluated our solution
by implementing it in OpenAlea and performing extensive experiments on real
data with a complex data-intensive application in plant phenotyping.

This paper is organized as follows. Section 2 presents our real use case in
plant phenotyping. Section 3 introduces our SWfMS architecture in the cloud.
Section 4 describes our cache algorithm. Section 5 gives our experimental evalu-
ation. Finally, Sect. 6 concludes.

2 Use Case in Plant Phenotyping

In this section, we introduce in more details a real SWf use case in plant pheno-
typing that will serve as motivation for the work and basis for the experimental
evaluation.

In the last decade, high-throughput phenotyping platforms have emerged to
allow for the acquisition of quantitative data on thousands of plants in well-
controlled environmental conditions. These platforms produce huge quantities
of heterogeneous data (images, environmental conditions and sensor outputs)
and generate complex variables with in-silico data analyses. For instance, the
seven facilities of the French Phenome project (https://www.phenome-emphasis.
fr/phenome eng/) produce each year 200 Terabytes of data, which are heteroge-
neous, multiscale and originate from different sites. Analyzing automatically and
efficiently such massive datasets is an open, yet important, problem for biologists
[17].

Computational infrastructures have been developed for processing plant phe-
notyping datasets in distributed environments [14], where complex phenotyping
analyses are expressed as SWfs. Such analyses can be represented, managed and
shared in an efficient way, where compute- and data-based activities are linked
by dependencies [5].

One scientific challenge in phenomics, i.e., the systematic study of pheno-
types, is to analyze and reconstruct automatically the geometry and topology
of thousands of plants in various conditions observed from various sensors [16].
For this purpose, we developed the OpenAlea Phenomenal software package [3].
Phenomenal provides fully automatic workflows dedicated to 3D reconstruction,
segmentation and tracking of plant organs, and light interception to estimate
plant biomass in various scenarios of climatic change [15].

Phenomenal is continuously evolving with new state-of-the-art methods that
are added, thus yielding new biological insights (see Fig. 1). A typical workflow

https://www.phenome-emphasis.fr/phenome_eng/
https://www.phenome-emphasis.fr/phenome_eng/
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Fig. 1. Use Cases in Plant Phenotyping. (1) The Phenomenal workflow in OpenAlea’s
visual programming environment. The different colors represent different workflow frag-
ments. (2) A conceptual view of the same workflow. (3) Raw and intermediate data
such as RGB images, 3D plant volumes, skeleton, and mesh. (4–6) Three different SWfs
that reuse the same workflow fragments to address different scientific questions.

is shown in Fig. 1(1). It is composed of different fragments, i.e., reusable sub-
workflows. In Fig. 1(2), the different fragments are for binarization, 3D recon-
struction, skeletonization, stem detection, organ segmentation and mesh gener-
ation. Other fragments such as greenhouse or field reconstruction, or simulation
of light interception, can be reused.

Based on these different workflow fragments, different users can conduct dif-
ferent biological analyses using the same datasets. The SWf shown in Fig. 1(4)
reuses the Binarize fragment to predict the flowering time in maize. In Fig. 1(5),
the same Binarize fragment is reused and the 3D reconstruction fragment is
added to reconstruct the volume of the 1,680 plants in 3D. Finally, in the SWf
shown in Fig. 1(6), the previous SWf is reused, but with different parameters to
study the environmental versus genetic influence of biomass accumulation.
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These three studies have in common both the plant species (in our case maize
plants) and share some workflow fragments. At least, scientists want to compare
their results on previous datasets and extend the existing workflow with their
own developed actors or fragments. To save both time and resources, they want
to reuse the intermediate results that have already been computed rather than
recompute them from scratch.

The Phenoarch platform is one of the Phenome nodes in Montpellier. It has
a capacity of 1,680 plants with a controlled environment (e.g., temperature,
humidity, irrigation) and automatic imaging through time. The total size of the
raw image dataset for one experiment is 11 Terabytes.

Currently, processing a full experiment with the phenomenal workflow on
local computational resources would take more than one month, while scientists
require this to be done over the night (12 h). Furthermore, they need to restart
an analysis by modifying parameters, fix errors in the analysis or extend it
by adding new processing activities. Thus, we need to use more computational
resources in the cloud including both large data storage that can be shared by
multiple users.

3 Cloud SWfMS Architecture

In this section, we present our SWfMS architecture that integrates caching and
reuse of intermediate data in the cloud. We motivate our design decisions and
describe our architecture in two ways: first, in terms of functional layers (see
Fig. 2), which shows the different functions and components; then, in terms of
nodes and components (see Fig. 3), which are involved in the processing of SWfs.

Our architecture capitalizes on the latest advances in distributed and parallel
computing to offer performance and scalability [13]. We consider a distributed
architecture with on premise servers, where raw data is produced (e.g., by a
phenotyping experimental platform in our use case), and a cloud site, where the
SWf is executed. The cloud site (data center) is a shared-nothing cluster, i.e.
a cluster of server machines, each with processor, memory and disk. We choose
shared-nothing as it is the most scalable architecture for big data analysis.

In the cloud, metadata management has a critical impact on the efficiency
of SWf scheduling as it provides a global view of data location, e.g. at which
nodes some raw data is stored, and enables task tracking during execution [9].
We organize the metadata in three repositories: catalog, provenance database
and cache index. The catalog contains all information about users (access rights,
etc.), raw data location and SWfs (code libraries, application code). The prove-
nance database captures all information about SWf execution. The cache index
contains information about tasks and intermediate data produced, as well as the
location of files that store the intermediate data. Thus, the cache index itself is
small (only file references) and the cached data can be managed using the under-
lying file system. A good solution for implementing these metadata repositories
is a modern key-value store, such as Cassandra (https://cassandra.apache.org),
which provides efficient key-based access, scalability and fault-tolerance through
replication in a shared-nothing cluster.

https://cassandra.apache.org
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The raw data (files) are initially produced at some servers, e.g. in our use
case, at the phenotyping platform and get transferred to the cloud site. The
cache data (files) are produced at the cloud site after SWf execution. A good
solution to store these files in a cluster is a distributed file system like Lustre
(http://lustre.org) which is used a lot in HPC as it scales to high numbers of
files.

Fig. 2. SWfMS functional architecture

Figure 2 extends the SWfMS architecture proposed in [10], which distin-
guishes various layers, to support intermediate data caching. The SWf manager
is the component that the user clients interact with to develop, share and execute
workflows, using the metadata (catalog, provenance database and cache index).
It determines the workflow activities that need to be executed, and generates
the associated tasks for the scheduler. It also uses the cache index for SWf pre-
processing to identify the intermediate data to reuse and the tasks that need not
be re-executed.

The scheduler exploits the catalog and provenance database to decide which
tasks should be scheduled to cloud sites. The task manager controls task execu-
tion and uses the cache manager to decide whether the task’s output data should
be placed in the cache. The cache manager implements the adaptive cache pro-
visioning algorithm described in Sect. 4. The SWf data manager deals with data
storage, using a distributed file system.

Fig. 3. SWfMS technical architecture

http://lustre.org
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Figure 3 shows how these components are involved in SWf processing, using
the traditional master-worker model. There are three kinds of nodes, master,
compute and data nodes, which are all mapped to cluster nodes at configuration
time, e.g. using a cluster manager like Yarn (http://hadoop.apache.org). The
master node includes the SWf manager, scheduler and cache manager, and deals
with the metadata. The master node is lightly loaded as most of the work of
serving clients is done by the compute and data nodes (or worker nodes), which
perform task management and execution, and data management, respectively.
So, it is not a bottleneck. However, to avoid any single point of failure, there is a
standby master node that can perform failover upon the master node’s failure.

Let us now illustrate briefly how SWf processing works. User clients con-
nect to the cloud site’s master node. SWf execution is controlled by the master
node, which identifies, using the SWf manager, which activities in the fragment
can take advantage of cached data, thus avoiding task execution. The scheduler
schedules the corresponding tasks that need to be processed on compute nodes
which in turn will rely on data nodes for data access. It also adds the transfers
of raw data from remote servers that are needed for executing the SWf. For each
task, the task manager decides whether the task’s output data should be placed
in the cache taking into account storage costs, data size, network costs. When
a task terminates, the compute node sends to its master the task’s execution
information to be added in the provenance database. Then, the master node
updates the provenance database and may trigger subsequent tasks.

4 Cache Management

This section presents in details our techniques for cache management.
We start by introducing some terms and concepts. A SWf W (A,D) is the

abstract representation of a directed acyclic graph (DAG) of computational
activities A and their data dependencies D. There is a dependency between
two activities if one consumes the data produced by the other. An activity is a
description of a piece of work and can be a computational script (computational
activity), some data (data activity) or some set-oriented algebraic operator like
map or filter [11]. The parents of an activity are all activities directly connected
to its inputs. A task t is the instantiation of an activity during execution with
specific associated input data. The input Input(t) of t is the data needed for
the task to be computed, and the output Output(t) is the data produced by the
execution of t. Whenever necessary, for clarity, we alternatively use the term
intermediate data instead of output data. Execution data corresponds to the
input and output data related to a task t. For the same activity, if two tasks
ti and tj have the equal inputs then they produce the same output data, i.e.,
Input(ti) = Input(tj) ⇒ Output(ti) = Output(tj). A SWf’s input data is the
raw data generated by the experimental platforms, e.g., a phenotyping platform.
An executable workflow for workflow W (A,D) is Wex(A,D, T, Input), where T
is a DAG of tasks corresponding to activities in A and Input is the input data.

http://hadoop.apache.org
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In our solution, cache management is involved during two main steps: SWf
preprocessing and cache provisioning. SWf preprocessing occurs just before exe-
cution and is done by the SWf manager using the cache index. The goal is
to transform an executable workflow Wex(A,D, T, Input) into an equivalent,
simpler subworkflow W ′

ex(A′,D′, T ′, Input′), where A′ is a subgraph of A with
dependencies D′, T ′ is a subgraph of T corresponding to A′ and Input′ ∈ Input.
This is done by removing from the executable workflow all tasks and correspond-
ing input data for which the output data is in the cache. The preprocessing step
uses a recursive algorithm that traverses the DAG starting from the leaf nodes
(corresponding to tasks). For each task t, if Output(t) is already in the cache,
this means that the entire subgraph of T whose leaf is t can be removed.

Figure 4 illustrates the preprocessing step on the Phenomenal SWf. The yel-
low tasks have their output data stored in the cache. They are replaced by the
corresponding data as input for the subgraphs of tasks that need to be executed.

Fig. 4. DAG of tasks before pre-processing (left) and the selected fragments that need
to be executed (right). (Color figure online)

The second step, cache provisioning, is performed during workflow execution.
Traditional (in memory) caching involves deciding, as data is read from disk
into memory, which data to replace to make room, using a cache replacement
algorithm, e.g. LRU. In our context, using a disk-based cache, the question is
different, i.e. to decide which task output data to place in the cache using a cache
provisioning algorithm. This algorithm is implemented by the cache manager and
used by the task manager when executing a task.

A simple cache provisioning algorithm, which we will use as baseline, is to
use a greedy method that simply stores all tasks’ output data in the cache.
However, since SWf executions produce huge quantities of output data, this
approach would incur high storage costs. Worse, for some short duration tasks,
accessing cache data from disk may take much more time than re-executing the
corresponding task subgraph from the input data in memory.

Thus, we propose a cache provisioning algorithm with an adaptive method
that deals with the variations in task execution times and output data. The
principle is to compute, for each task t, a score based on the sizes of the input
and output data it consumes and produces, and the execution time of t. During
workflow execution, the execution time of each task t, denoted by ExTime(t),
is stored in the provenance database. If t has already been executed, ExTime(t)
already exists in the provenance database. When t is re-executed, its execution
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time is recomputed and ExTime(t) is updated as the average between the new
and old execution times.

The adaptive aspect of our solution is to take into account task compression
behavior. With a high compression ratio, it may be efficient to store the output
data rather than the input data and recomputing it. In contrary, with a high
expansion ratio, storing the input data rather than the output may save disk
space.

Let size(Input(t)) and size(Output(t)) denote the input and output data
size of a task t, respectively. The data compression ratio of a task quantifies the
reduction of the input data processed by the task, i.e.,

CompressRatio(t) =
size(Input(t))
size(Output(t))

(1)

Based on this data compression ratio, a cache provisioning score, denoted by
CacheScore, is defined. For a task t, let F be a constant to normalize the time
factor, ωs and ωt represent the weight for the storage cost and execution time,
they are determined by the user and ωs + ωt = 1, the cache provisioning score
is obtained by:

CacheScore(t) = ωs ∗ CompressRatio(t) + ωt ∗ Texec(t)
F

(2)

The cache score reveals the relevancy of caching the output data of t and
takes into account the compression metric and execution time. According to the
weights provided by the user, she may prefer to give more importance to the
compression ratio or executions time, depending on the storage capacity and
available computational resources.

Then, during each task t execution, the task manager calls the cache manager
to compute CacheScore(t). If the computed value is bigger than the threshold
provided by the user, then t’s output data will be cached. This threshold is
chosen based on the overhead of cache provisioning (i.e., the time spent to store
t’s output data) and the cache size.

5 Experimental Evaluation

In this section, we first present our experimental setup. Then, we present our
experiments and comparisons of different caching methods in terms of speedup
and monetary cost in single user and multiuser modes. Finally, we give conclud-
ing remarks.

5.1 Experimental Setup

Our experimental setup includes the cloud infrastructure, SWf implementation
and experimental dataset.

The cloud infrastructure is composed of one site with one data node (N1)
and two identical compute nodes (N2, N3). The raw data is originally stored in
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an external server. During computation, raw data is transferred to N1, which
contains Terabytes of persistent storage capacities. Each compute node has much
computing power, with 80 vCPUs (virtual CPUs, equivalent to one core each of
a 2.2 GHz Intel Xeon E7-8860v3) and 3 Terabytes of RAM, but less persistent
storage (20 Gigabytes).

We implemented the Phenomenal workflow (see Sect. 2) using OpenAlea and
deployed it on the different nodes using the Conda multi-OS package manager.
The master node is hosted on one of the compute node (N2). The metadata
repositories are stored on the same node (N2) using the Cassandra key-value
store. Files for raw and cached data are shared between the different nodes
using the Lustre file system. File transfer between nodes is implemented with
ssh.

The Phenoarch platform has a capacity of 1,680 plants with 13 images per
plant per day. The size of an image is 10 Megabytes and the duration of an
experiment is around 50 days. The total size of the raw image dataset represents
11 Terabytes for one experiment. The dataset is structured as 1,680 time series,
composed of 50 time points (one per plant and per day).

We use a version of the Phenomenal workflow composed of 9 main activities.
We execute it on a subset of the use case dataset, that is 1

25 of the size of the full
dataset, or 440 Gigabytes of raw data, which represents the execution of 30,240
tasks.

5.2 Experiments

We execute the workflow on the subset dataset with different number of vCPUs
and different caching methods. We consider workflow executions from a single
user or multiple users to test the re-execution of the same workflow several times.

We compare three different caching methods: (1) no cache, (2) greedy, and
(3) adaptive. Greedy and adaptive are described in Sect. 4.

In the single user scenario, the execution time corresponds to the transfer
time of the raw data from the remote servers, the time to run the workflow
and the time for cache provisioning, if any. In the multiuser scenario, the same
workflow is executed on the same data several times (up to 6 times).

The raw data is fetched on the data node as follows: a first chunk is fetched
from the remote data servers, then the remaining chunks are fetched while the
execution starts on the first chunk. As the execution takes longer than transfer-
ring the raw data, we only count the time of transferring the first chunk in the
execution time.

For the adaptive method, the coefficients ωd and ωt defined by the user are
set to 0.5 each. The threshold is set to 0.4.

In the rest of this section, we compare the three methods in terms of speedup
and monetary cost.

Speedup. We compare the speedup of the three caching methods. We define
speedup as speedup(n) = Tn

T10
where Tn is the execution time on n vCPUs and

T10 is the execution time of the no cache method on 10 vCPUs.
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(a) Speedup for one execution (b) Speedup for three executions

Fig. 5. Speedup versus number of vCPUs: without cache (red), greedy caching (blue),
and adaptive caching (green). (Color figure online)

The workflow execution is distributed on nodes N2 and N3, for different
numbers of vCPUs. For one execution, Fig. 5(a) shows that the fastest method
is no cache (red curve). This is normal because there is no additional time to
make data persistent and provision the cache. However, the overhead of cache
provisioning with the adaptive method is very small (green curve in Fig. 5(a)
compared with the greedy method (blue curve in Fig. 5(a) where all the output
data are saved in the cache.

The speedup with adaptive goes up to 94.4% of that with no cache, while
the speedup with greedy goes up to 59.9%. For instance, with 80 vCPUs, the
execution time of the adaptive method (i.e., 3,714 s) is only 5.8% higher than
that of the no cache method (i.e. 3,510 s). This is much faster than the greedy
method, which adds 68.2% of computation time in comparison with the no cache
method. Re-execution with the greedy and adaptive methods have much smaller
execution time than the first execution. The greedy method re-execution time
is the fastest, with only 2.3% (i.e., 129 s) of the no cache method execution
time, because all the output data is already cached. Furthermore, as only the
master node is working although no computation is done, the re-execution time
is independent of the number of vCPUs and can be computed from a personal
computer with limited vCPUs. The adaptive method re-execution time is a bit
higher as 16.3% (i.e., 572 s) of the no cache method execution time for a gain of
513%. With the adaptive method, some computation still needs to be done when
the workflow is re-executed, but such re-execution on the whole dataset can be
done in less than a day (i.e., 19.4 h) on a 10 vCPUs machine, compared with 6.9
days with the no cache method. For three executions, starting without cache,
Fig. 5(b) shows that the adaptive method is much faster than the other methods.
The greedy method is faster than the no cache method in this case, because the
additional time for the cache provisioning is compensated by the very short
re-execution times of the greedy method. With 80 vCPUs, the speedup of the
adaptive method (i.e., 18.1) is 54.70% better than that of the greedy method
(i.e., 11.7) and 162.31% better than that of the no cache method (i.e., 6.9). The
adaptive method is faster on three executions than the other methods, despite
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having re-execution time higher than the greedy method, because the overhead
of the cache provisioning is 57% smaller.

Fig. 6. Monetary cost depending on the number of workflow executions.

Monetary Cost. To compare the monetary of the three caching methods, we
first define execution cost in US$ as follows:

Cost = Costcpu ∗ ExTime + Costdisk ∗ TotalCache

where ExTime is the total time of one or multiple executions in seconds,
TotalCache represents the size of the data in the cache in Gigabytes. Costcpu
and Costdisk are the pricing coefficients determined in $ per cpu per hour and
$ per Gigabyte per month, respectively.

To set the price parameters, we use Amazon’s cost model, i.e., Costdisk is
$0.1 per Gigabyte per month for storage and two instances at $5.424 per hour
for computation, i.e., Costcpu is $10.848 per hour. As we can see from Fig. 6,
the monetary cost of the adaptive method is much smaller than the greedy
method due to the amount of cached data produced by the adaptive method
(i.e., 390 Gigabytes for the whole experimentation), which is much smaller than
for the greedy method (i.e., 3.9% of the total output data). In terms of monetary
cost, the greedy method becomes more efficient than the no cache method at
the sixth user in the month. The adaptive method is 28.40% less costly than
the no cache method and 254.44% less costly than the greedy method for two
executions. For six executions, the adaptive method is still 120.16% less costly
than no cache method and 114.38% less costly than the greedy method.

5.3 Discussion

The adaptive method has better speedup compared to the no cache and greedy
methods, with performance gains up to 162.31% and 54.70% respectively for
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three executions. The direct execution time gain for each re-execution is 344.9%
for the adaptive method in comparison with the no cache method (i.e., 3.9 h
instead of 17.7). One requirement from the use case was to make workflow exe-
cution time shorter than half a day (12 h). The adaptive method allows for the
user to re-execute the workflow on the total dataset (i.e., 11 Terabytes) in less
than 4 h. In terms of monetary costs, the adaptive method yields very good
gains, up to 120.16% with 6 workflow re-executions in comparison to the no
cache method and up to 254.44% for two workflow re-executions in comparison
to the greedy method.

We also conducted other experiments based on the Phenomenal use case,
typical of practical situations. However, because of space limitations, we can
only summarize the results for two experiments: (1) execute a SWf that has
already been executed with different parameters, and (2) extend an existing
SWf by adding new activities. The first experiment corresponds to the situation
where the user tests other possibilities with different parameters. When some
parameters are changed, all the tasks depending on them and the one below need
to be re-executed. For the greedy method, the overhead in cache provisioning
and the storage cost increase rapidly as the number of parameters changes goes
up. But the adaptive method has small overhead due to less data storage, and
thus the increase of the storage cost is an order of magnitude smaller than that
with greedy.

In the second experiment, the structure of the workflow is modified by adding
new activities as discussed in Sect. 2. Similar to what happens with re-execution
of a single SWf, the monetary cost of the greedy method is higher than the
no cache method for up to 6 executions with different fragments or different
parameters. And the execution time of greedy is always better than no cache.
The adaptive method is both faster and cheaper than both no cache and greedy.

6 Conclusion

In this paper, we proposed an adaptive caching solution for efficient execution
of data-intensive workflows in the cloud. Our solution automatically manages
the storage and reuse of intermediate data and adapts to the variations in task
execution times and output data size. The adaptive aspect our solution is to
take into account task compression behavior.

We implemented our solution in the OpenAlea system and performed exten-
sive experiments on real data with the Phenomenal workflow, with 11 Terabytes
of raw data. We compared three methods: no cache, greedy, and adaptive. Our
experimental validation shows that the adaptive method allows caching only the
relevant output data for subsequent re-executions by other users, without incur-
ring a high storage cost for the cache. The results show that adaptive caching can
yield major performance gains, e.g., up to 120.16% with 6 workflow re-executions.

This work solves an important issue in experimental science like biology,
where scientists extend existing workflows with new methods or new parameters
to test their hypotheses on datasets that have been previously analyzed.
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