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Series Preface

We are pleased to offer this volume from the 66th Nebraska Symposium on 
Motivation.

This year the volume editors are Maital Neta and Ingrid Haas. In addition to 
overseeing the development of this book, the volume editors coordinated the 66th 
Symposium, including selecting and inviting the contributors. I would like to 
express my appreciation to Professors Neta and Haas and the contributors for a 
stimulating meeting and an excellent series of papers on emotion, an important fac-
tor in behavior, motivation, and many forms of psychopathology.

This symposium series is supported by funds provided by the Chancellor of the 
University of Nebraska–Lincoln, Harvey Perlman, and by funds given in memory of 
Professor Harry K.  Wolfe to the University of Nebraska Foundation by the late 
Professor Cora L. Friedline. We are also grateful for the University of Nebraska 
Foundation’s support via the Friedline bequest. This symposium volume, like those 
in the recent past, is dedicated in memory of Professor Wolfe, who brought psychol-
ogy to the University of Nebraska. After studying with Professor Wilhelm Wundt in 
Germany, Professor Wolfe returned to his native state to establish the first under-
graduate laboratory in psychology in the nation. As a student at the University of 
Nebraska, Professor Friedline studied psychology under Professor Wolfe.

Lincoln, NE, USA�   Lisa J. Crockett 
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Chapter 1
Movere: Characterizing the Role 
of Emotion and Motivation in Shaping 
Human Behavior

Maital Neta and Ingrid J. Haas

From the moment we start our day, our lives are saturated with affective value (e.g., 
disappointment at the ringing of an alarm clock, enjoyment in that first cup of hot 
coffee). In this way, emotion is a lens through which we perceive and interact with 
the world, coloring our day-to-day experiences and driving our behavior. When we 
encounter new information (e.g., novel people, sounds, flavors), we readily sort this 
information into emotional valence categories: good or bad, reward or punishment, 
approach or avoid. This task of understanding and processing our emotional 
responses can have an enormous impact on many aspects of our lives, including 
shaping our social relationships, our long-term goal pursuit (e.g., occupational 
choices, efficacy expectations), and more. The field of affective science examines 
the nature of our emotional experience, expression, and the mechanisms with which 
we regulate these processes.

Emotion, like motivation, is derived from the Latin word movere (to move) and 
is one of the primary forces that activates or energizes our behaviors. Both emo-
tion and motivation have important influences on many social and cognitive pro-
cesses and can shape the way we navigate our social world. For example, emotion 
can change one’s sensory and perceptual experiences (Balcetis & Dunning, 2006; 
Siegel, Wormwood, Quigley, & Barrett, 2018; Vuilleumier, 2005) and have an 
impact on many higher-level cognitive processes, including attention (Vuilleumier, 
2005), learning and memory (Kensinger & Corkin, 2003; Phelps, 2004; Um, 
Plass, Hayward, & Homer, 2012), reasoning (Damasio, 1996; Jung, Wranke, 
Hamburger, & Knauff, 2014; Kunda, 1990), problem-solving (Isen, Daubman, & 
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Nowicki, 1987), and even financial decision-making (Lerner, Li, & Weber, 2013) 
and the expression of political attitudes (Haas, 2016; Haas & Cunningham, 2014). 
Distinct emotions, even those with similar valence, can produce differences in 
cognitive processing. For example, anger has been shown to increase reliance on 
stereotypical and heuristic thinking when compared to sadness or neutral mood 
(Bodenhausen, Sheppard, & Kramer, 1994).

As is easily observed by following current events, emotion also has important 
implications for political behavior, as recent research has shown that emotion can 
contribute to political polarization, attraction to “fake news,” and the spread of mis-
information. For example, recent research using Twitter data demonstrated that the 
spread of information online is both highly polarized and faster when moral content 
is combined with emotional words (Brady, Wills, Jost, Tucker, & Van Bavel, 2017). 
Emotion can also motivate political action, as we have seen in recent years when, 
for example, school shootings in places like Parkland, Florida, have led to increased 
calls for action on gun control (Meyer, 2019). Recent work has even suggested that 
there are ideological differences in emotional responses (e.g., Hibbing, Smith, & 
Alford, 2014), leading some to conclude that political ideology may have biological 
origins. Thus, the study of emotion has important implications for society more 
broadly. In this volume, we provide a brief sampling of some of the areas of research 
that have been dedicated to elucidating the role of emotion and motivation in shap-
ing human behavior.

�The Field of Affective Science

Throughout history, scholars have been asking questions about the role of emotion 
in human experience and have approached this work in different ways. Philosophers 
like David Hume wondered about the relationship between emotion and reason 
(Hume, 1740). Many of these individuals proposed versions of mind-body dualism 
or the idea that the mind and body existed separately—that emotion literally resided 
in the gut, while reason lived in the mind (e.g., Descartes, 1641). Experimental 
psychology adopted an empirical approach to studying emotion that was largely 
inspired by these earlier questions. Relying largely on empirical observation, exper-
imental manipulation, and self-report, psychologists observe how people and ani-
mals respond to emotional situations and ask people directly about their emotional 
experiences.

More recently, work on emotion has begun to integrate biology, physiology, and 
genetics. This work moves away from self-report and allows for the examination of 
emotional experience via physiological responses, using a variety of measurement 
techniques including heart rate, skin conductance, electromyography (EMG), and 
eye tracking. There has also been substantial research looking at both individual and 
genetic variation in emotional responses, with an appreciation that we are not all 
created equal and individual differences are perhaps the norm rather than the excep-
tion (e.g., Hamann & Canli, 2004; John & Gross, 2004; Neta, Norris, & Whalen, 
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2009; Tomarken, Davidson, Wheeler, & Doss, 1992). Neuroscience has provided 
emotion researchers with new methods and new technologies, including electroen-
cephalography (EEG), magnetoencephalography (MEG), and structural and func-
tional MRI. These methods allow for the examination of the neural representation 
of emotional experience and have provided researchers with new ways to examine 
and understand the mind-body connection (e.g., Damasio, 1996).

Research on emotion has increased significantly over the past two decades with 
many fields contributing—including psychology, neuroscience, medicine, sociol-
ogy, political science, and computer science. The resulting interdisciplinary field of 
affective science examines the role of emotion and motivation in social decision-
making and the underlying (e.g., neural) mechanisms that support these processes. 
The numerous theories that attempt to explain the origin, neurobiology, experience, 
structure, and function of emotions have only fostered more intense research on 
this topic.

At this point, the challenge is to integrate our understanding of emotion across 
levels of analysis, from how we think about the psychology and conscious experi-
ence of emotion, to biology, genetics, and neuroscience, and then extrapolating to 
what this means for society, group behavior, and politics more broadly. Arguably, it 
is not enough to simply study emotional phenomena as they exist at multiple levels 
of analysis, but engage in work that attempts to synthesize across levels of analysis. 
Scholars have labeled this approach integrative multilevel analysis, or understand-
ing how multiple levels of analysis are related to one another and using each level 
to constrain theory at other levels (Cacioppo & Berntson, 1992). This approach is 
based on the idea that the translation across levels of analysis may not always be 
easy or straightforward—that in some cases translation across levels is nonadditive 
(Marr, 1982). The field of affective science has illustrated some of the challenges of 
this work, for example, by showing that emotion categories developed by social 
psychologists (Ekman, 1992) do not necessarily map on to emotional experience at 
the neural or computational level (Touroutoglou, Lindquist, Dickerson, & Barrett, 
2015) and that there may be some aspects of emotion processing that are shared 
across emotion categories (Phan, Wager, Taylor, & Liberzon, 2002).

Some important and related areas of work include an examination of these pro-
cesses across the lifespan, as well as in both healthy and clinical populations. 
Lifespan research in affective science has exploded with many new findings related 
to the positivity effect in aging (Mather & Carstensen, 2005; Neta & Tong, 2016) 
and age-related changes in decision-making and motivation (Samanez-Larkin & 
Knutson, 2015; see also Knutson & Srirangarajan, this volume). On the other end of 
the lifespan, emotional valence conveyed through facial expressions is reliably 
identified in early childhood (Bruce et al., 2000; Widen & Russell, 2008), but there 
are profound developmental changes in emotional behavior that support functional 
social behavior (Denham, 1998; John & Gross, 2004; Petro, Tottenham, & Neta, 
submitted; Saarni, 1984) and predict mental health outcomes (Reef, Diamantopoulou, 
van Meurs, Verhulst, & van der Ende, 2011). Along with behavioral changes, there 
are neurobiological and structural brain changes during puberty (Blakemore, 
Burnett, & Dahl, 2010), such as decreased amygdala reactivity (Guyer et al., 2008; 
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Swartz, Carrasco, Wiggins, Thomason, & Monk, 2014), and more inverse 
frontoamygdalar connectivity (Gee et al., 2013; Perlman & Pelphrey, 2011) thought 
to reflect a downregulation of the amygdala (Swartz et al., 2014). Taken together, 
there are many important age-related changes in emotion across the lifespan that 
must be considered (see e.g., Nook & Somerville, this volume).

Further, much of the extant work on emotion in healthy groups is aimed at better 
understanding situations of dysfunction and identifying treatment targets (see, e.g., 
Kragel & Wager, this volume). However, this translational work must be tested in 
clinical populations. Notably, as evidenced by the Research Domain Criteria 
(RDoC) put forth by the National Institute of Mental Health, emotion and motiva-
tion are central systems impacted across many areas of psychopathology. For exam-
ple, impairments in emotion regulation are associated with depression (Beck, 1979), 
anxiety (Amstadter, 2008), psychosis (Livingstone, Harper, & Gillanders, 2009), 
and addiction (Goldstein & Volkow, 2011). While significant progress has been 
made to understand the mechanisms underlying emotion-related disorders 
(Davidson, Abercrombie, Nitschke, & Putnam, 1999), there is much work to be 
done. Recent research examining impairment as a function of these broader systems 
is making great strides in localizing the causes and identifying treatment targets for 
specific disorders (see, e.g., Barch, Pagliaccio, Luking, Moran, & Culbreth, this 
volume).

While much progress has been made, there is still plenty of challenging work to 
be done. As is apparent from the collection of chapters included in this edited vol-
ume, the participants in the 2018 Nebraska Symposium on Motivation are among 
the most prominent researchers in the field who are currently tackling these difficult 
problems.

�Looking Ahead

The symposium and the chapters in this volume focused on an array of research 
questions essential to moving the study of emotion forward, such as understanding 
the basic function of emotion and motivation—why are these phenomena so essen-
tial to human experience and what function do they serve? How does the role of 
emotion and motivation in guiding human behavior shift across the lifespan? How 
do we regulate our emotions, both successfully and unsuccessfully? What does the 
study of the brain tell us about our emotional experiences? And, in general, what 
happens when emotion goes awry? How do variations in both emotional and moti-
vational experience contribute to psychopathology? Given the broad approach to 
understanding emotion and motivation and the evolution toward a deep science 
approach that examines these phenomena across many levels of analysis, this vol-
ume presents a number of answers to these important questions, capitalizing on a 
variety of methodological tools to approach this work.

The volume begins with a developmental perspective from Erik Nook and Leah 
Somerville that considers the changes in emotion concepts, or how we internally 
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represent emotion (Chap. 2). Although there has been extensive research aimed at 
defining emotion using a variety of dimensional models (e.g., the Circumplex 
Model using dimensions of valence and arousal; Russell, 1980) or instead focusing 
on a set of discrete “core” emotion categories (Ekman, 1992), there has been less 
attention paid to the ways these concepts change over the lifespan. Nook and 
Somerville take us on an exploration of emotion concept development and touch on 
the ways that this developmental process could relate to emotion regulation as well 
as risk factors for psychopathology.

Kevin Ochsner then expands on the concept of emotion regulation by presenting 
a model that builds on prior work examining the self-regulation of emotion (Gross, 
1998), but adds an important component related to the social regulation of emotion 
(Chap. 3). First, he explores the stages of emotion regulation that must take place 
even before regulation begins (i.e., identifying one’s current emotional state, evalu-
ating a need for regulation, and selecting a regulatory strategy) and offers evidence 
for the brain systems that support each stage. Then, he applies this model to the 
social regulation of emotion, or instances in which we identify the emotional state 
of another and ultimately offer regulatory support. In the end, Ochsner links these 
findings to related areas of work (e.g., developmental changes in emotion regulation 
and dysfunction evident in specific clinical populations), including broader accounts 
for social and self-regulatory phenomena.

Elaine Fox and Robert Keers provide a theoretical framework to explain how 
genetic, environmental, and cognitive factors interact in the development of emo-
tional disorders and psychological well-being (Chap. 4). Specifically, they focus on 
how cognitive and genetic vulnerabilities interact to influence risk for developing 
mental health disorders (e.g., anxiety and depression). They provide a comprehen-
sive overview of the various cognitive and genetic approaches in the field for study-
ing emotional disorders and well-being, including an expansion of their own 
Cognitive Bias (CogBIAS) Hypothesis (Fox & Beevers, 2016). They round out their 
chapter with a discussion of the barriers in existing research and how future work 
may overcome these barriers to offer a more in-depth understanding of the etiology, 
maintenance, and, ultimately, treatment of emotional disorders.

Building on the approach to considering psychopathology, Deanna Barch and 
colleagues examine the pathways linking hedonics to motivated behavior (Chap. 5). 
This chapter provides a more in-depth focus on problems with cognitive processing 
(e.g., deficits in reward) and how these problems contribute to dysfunction, particu-
larly focusing on the distinction between depression and schizophrenia. The authors 
argue that it is important to understand how similar behaviors in different psycho-
pathological groups may arise from different motivational underpinnings, and thus 
different interventions may be necessary for re-establishing healthy function. 
Importantly, this work also considers various measures (i.e., self-report, physiologi-
cal, and neural) that converge to offer a clearer picture of underlying mechanisms of 
healthy and aberrant function. In the end, they offer a picture of open questions and 
goals for future work.

To link motivation and behavior more broadly, James Gross and colleagues offer 
a comprehensive model of motivation that considers the integration of information 
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that contributes to action and goal pursuit (Chap. 6). This valuation systems 
perspective relies on hierarchical perception and action loops that use ascending 
and descending feedback control to match mental models to the world and behavior 
to goals. This model represents motivation as emergent, arising from feedback loops 
that work between action affordances and action tendencies; constructive, arising 
from a negotiation between the person and the environment; and allostatic, flexibly 
adjusting the state of the system in anticipation of changes in the environment. 
Ultimately, this chapter offers an integrated model that accounts for highly abstract 
concepts such as self-identity and self-regulation.

Expanding on work that attempts to link motivation and behavior, Brian Knutson 
and Tara Srirangarajan offer a deep science framework for examining motivation 
that focuses on anticipatory affect, or the experience of increased arousal before 
uncertain goal outcomes (Chap. 7). This anticipatory affect could be associated with 
positive or negative arousal, which is associated with appetitive (approach) or aver-
sive (avoid) motivational states. This chapter presents a new perspective on motiva-
tion that considers broad science, examining these processes across many functional 
domains, but more so, it unpacks the deep science, examining these processes across 
different levels of analysis, from physiology to process to purpose, and beyond. This 
chapter presents the implications and the limits of this deep science approach and 
offers suggestions for the integration of this approach in future work.

Finally, Philip Kragel and Tor Wager describe a novel approach to reducing com-
plex neuroimaging data to measures that can characterize emotion states in a man-
ner that is substantially stronger than approaches to date (Chap. 8). These models 
consider important characteristics of a brain representation, including its sensitivity 
(i.e., does it respond the same way every time?), specificity (i.e., does it respond to 
other salient events or only to this particular state?), and whether it is necessary (i.e., 
if the expression of this brain representation is suppressed, then is this state elimi-
nated?) and sufficient (i.e., if the representation is activated exogenously, is the state 
recreated even in the absence of a stimulus?). The chapter presents three examples 
of such brain representations—one for pain, negative emotion, and discrete emo-
tional experiences—and demonstrates that brain models can and do robustly and 
reproducibly predict an individual’s affective experiences and even help to identify 
targets for interventions when necessary.

�Summary

Although considerable progress has been made in recent years, it is clear that our 
understanding of the roles of emotion and motivation in shaping human behavior 
remains far from complete. This volume addresses an important breadth of ques-
tions related to these roles at various stages of life, differences in normal versus 
aberrant function, in linking levels of analysis, and in forging new approaches that 
are reproducible and generalizable. Notably, throughout this volume, questions are 
posed for directing future research, and models are presented that outline clear 
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predictions for this future work. Understanding emotion and motivation across 
many domains (breadth) and across levels of analysis (depth) promises to help us 
better understand the psychological triad—the way we think, feel, and behave.
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Chapter 2
Emotion Concept Development 
from Childhood to Adulthood

Erik C. Nook and Leah H. Somerville

�Introduction

The transformation from young child to mature adult brings with it changes in 
nearly every domain of psychological functioning. Central to this psychological 
growth is a collection of cognitive processes that evolve with development to shape 
our experiences across many domains. This includes the development of emotions, 
which can be defined as experiences that involve changes in subjective affect (i.e., 
feeling tone), behavior, and peripheral physiology in response to internal mental 
events or external stimuli. From infants’ cries to the complex emotional states faced 
during adolescence, humans undergo complex transformations in emotional experi-
ences that pervade everyday life and influence day-to-day well-being.

Researchers have charted several outward signs of emotional development. For 
example, children’s initial emotional responses to frustrating situations shift from 
angry outbursts to bids for aid from a parent across their first few years (Cole et al., 
2011). However, much less work has examined the development of underlying pro-
cesses that shape the emotions we experience, perceive, and comprehend at differ-
ent stages of development. Understanding the underlying processes that shape 
emotional development is crucial, both for building a mechanistic theory of emo-
tional development and for understanding age-constrained mechanisms that threaten 
emotional well-being. Clarifying how internal emotional processes develop is there-
fore central to understanding how risks to emotional health and well-being change 
from childhood to adolescence to adulthood.

There is a rich historical literature from cognitive developmental traditions dem-
onstrating that development brings an expansion and deepening of conceptual rep-
resentations with age. In this chapter, we apply this perspective to ask how and 
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when emotion concepts develop and how emotion concept development shapes the 
characteristic emotional experiences of children, adolescents, and adults. To do so, 
we first describe normative changes in emotional experience as individuals transi-
tion from childhood to adulthood. Next, we introduce emotion concepts and their 
relationship with emotion perception and experience based on both theory and 
recent empirical work. We then focus on an emerging set of findings that begin to 
reveal the nature of emotion concept development, which reinforce the conclusion 
that emotion concept development underpins key changes in emotional experience 
from childhood to adulthood. Finally, we suggest fruitful avenues for future research 
on emotion concept development.

�Age-Related Changes in Normative Emotional Experiences

The transition from childhood to adolescence, which begins around physical 
puberty, brings tremendous change in nearly every important arena of daily life. 
Adolescents’ social groups grow, become more complex, and exhibit higher fluctua-
tions in affiliation and status (Cairns, Leung, Buchanan, & Cairns, 1995) at the same 
time as social-evaluative concern increases (Westenberg, Drewes, Goedhart, 
Siebelink, & Treffers, 2004). Adolescents spend more time unmonitored by parents 
(Barnes, Hoffman, Welte, Farrell, & Dintcheff, 2007) and are thus challenged to 
make increasingly independent decisions about how to navigate the world based on 
a limited experience base. In many cultures, concerns with academic and personal 
achievement become salient as adolescents face stressful, life-altering decisions 
concerning future educational and occupational goals (Csikszentmihalyi & Larson, 
1984). Physical changes such as growth spurts, pubertal hormonal surges 
(Blakemore, Burnett, & Dahl, 2010; Forbes & Dahl, 2010; Sisk & Zehr, 2005; 
Steinberg & Morris, 2001), and shifts in endogenous sleep patterns that “mismatch” 
school and work schedules (Peper & Dahl, 2013) are also common in adolescence. 
Models of adolescent development refer to these simultaneous, important shifts in 
demands as a “pile-up” of emotional stressors (Petersen, 1988; Petersen et  al., 
1993). Indeed, this characterization highlights the challenges adolescents face in 
managing concurrently changing bodies, relationships, and responsibilities.

It is worth considering whether differences in adolescents’ daily affective states 
are a straightforward by-product of the intense, stressful, and uncertain environ-
ments they live in, rather than an underlying developing process. If this were the 
case, then laboratory measures of response to emotional provocation would not dis-
tinguish adolescents from older and younger ages. In fact, data suggest that adoles-
cents do indeed differ from other ages in laboratory studies of emotion. Thus, as we 
detail here and elsewhere (McLaughlin, Garrad, & Somerville, 2015; Somerville & 
McLaughlin, 2018), there is ample reason to believe that layered beneath unique 
stressors of adolescent life lie distinct response profiles in emotional subprocesses 
that contribute to changes in emotional reactivity from childhood to adulthood. 
Prior work has granted insight into age-related changes from childhood to adulthood 
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in two “ingredients” of emotional experience: subjective emotional experience (i.e., 
affect) and physiological reactivity (see also Bailen, Green, & Thompson, 2018).

Given the major life changes that adolescents face, it is perhaps no surprise that 
adolescents experience distinct emotional states compared to children and adults. 
Experience-sampling studies indicate that compared to children, adolescents expe-
rience higher levels of negative affect, more variability (or lability) in the valence of 
their daily emotional experiences, more intense emotions, and when compared to 
adults, and  more frequent bouts of mixed positive and negative affect (Larson, 
Moneta, Richards, & Wilson, 2002; Riediger, Schmiedek, Wagner, & Lindenberger, 
2009). In addition, stressors elicit stronger negative affect among adolescents than 
children (Larson & Ham, 1993), suggesting a tighter coupling between stressful 
events and negative emotional experience. Flook (2011) found that in adolescent 
girls, there was a bidirectional relationship between negative mood and more nega-
tive interpersonal events and fewer positive interpersonal events, whereas a positive 
mood was related to fewer negative interpersonal events. Future work will be needed 
to infer causal directionality between these measures, but this work indicates that 
changes in daily mood are associated with shifts in adolescents’ quality of life.

A second key “ingredient” contributing to affect is physiological reactivity to 
emotional antecedents. This includes activation of the sympathetic division of the 
autonomic nervous system (ANS) and the hypothalamic-pituitary-adrenal (HPA) 
axis. Evidence from both animal and human studies indicates that adolescence is 
characterized by heightened physiological reactivity to environmental stimuli, 
including reactions to stressful experiences. Rodent models have revealed key link-
ages between the systemic hormonal changes that are a hallmark of puberty on the 
one hand and physiological reactivity in the ANS and HPA axis on the other (Sisk 
& Zehr, 2005). In humans, ANS and HPA axis responses to social evaluation and 
performance-related stressors are greater among adolescents than children (Gunnar, 
Wewerka, Frenn, Long, & Griggs, 2009; Stroud et al., 2009). A similar develop-
mental pattern has been observed in other indirect indices of physiological arousal, 
such that adolescents exhibit greater pupil dilation in response to social rejection 
than children (Silk et al., 2012), and they report stronger reductions in self-esteem 
when given a mix of positive and negative feedback from peers (Rodman, Powers, 
& Somerville, 2017). Other work suggests that even subtle situations involving the 
possibility of social evaluation, such as being observed on a video camera by a peer, 
generate greater autonomic arousal and self-reported emotion (i.e., embarrassment) 
in adolescents as compared to children and adults (Somerville et al., 2013). This is 
consistent with a broad set of findings indicating that adolescents exhibit unique 
patterns of neural activation when thinking about the cognitive and emotional states 
of other people as compared to children or adults (Blakemore, 2008). These findings 
suggest that individuals at different developmental stages might use distinct strate-
gies to infer the internal mental states of others, which may ultimately contribute to 
their distinct profiles of emotional responses in social situations. In sum, biological 
mechanisms appear to sensitize adolescents’ physiological responses to emotional 
provocation, which likely have widespread effects on adolescents’ emotional 
experiences.

2  Emotion Concept Development
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�Emotion Concepts

An emotion concept is an individual’s internal representation of what defines any 
given emotion (Adolphs, 2017; Barrett, 2006; Kousta, Vigliocco, Vinson, Andrews, 
& Del Campo, 2011). Emotion concepts are expressed through emotion words 
which are thought to help organize the semantic knowledge of a given emotion, 
including its cognitive and contextual causes, body sensations, prototypical facial 
expressions, and behavioral consequences (Lindquist, Satpute, & Gendron, 2015). 
Modern theories and emerging evidence suggest that emotion concepts exert a cru-
cial influence in shaping how people experience or “construct” their own and oth-
ers’ emotions (Barrett, 2006; Brooks & Freeman, 2018; Lindquist & Barrett, 2008; 
Lindquist, Satpute, & Gendron, 2015; Nook, Lindquist, & Zaki, 2015). In other 
words, emotion concepts play a foundational role in emotional experiences.

There has been a surge of interest in understanding how conceptual processes 
shape emotional experiences, expressed most prominently through the construc-
tionist theory of emotion (Barrett, 2006; Lindquist & Gendron, 2013; Lindquist, 
MacCormack, & Shablack, 2015; Lindquist, Satpute, & Gendron, 2015). This the-
ory posits that people experience emotions when they use conceptual knowledge to 
parse, or conceptualize, their own internal affective state (i.e., the collection of 
interoceptive sensations that continuously vary along axes of arousal and valence). 
This conceptualization process effectively constructs a discrete experience of feel-
ing a particular emotion. For example, when confronted by a snake on a hiking trail, 
one uses their understanding of the emotion “fear” to call their racing heart and 
sudden urge to flee an instance of fear. An analogous conceptualized process occurs 
when people parse the affect others express in their facial expressions, vocal expres-
sions, or body movements into emotion types. For instance, when observing another 
person with wide eyes and stretched lips running through the woods, an observer 
uses the same concept of “fear” to construct the notion that the other individual is 
afraid of something. A growing body of research gives insight into these processes 
by testing how emotion concepts shape one’s own emotional experiences and one’s 
perceptions of others’ emotions. We first review evidence of conceptual processing 
in emotion perception and emotion experience before discussing how these concep-
tual processes vary across development.

�Emotion Concepts and Emotion Perception

Several studies testing adult samples have found that the accessibility of emotion 
concepts shifts how people perceive others’ emotions. Lindquist, Barrett, Bliss-
Moreau, and Russell (2006) used a semantic satiation paradigm (cf. Smith & Klein, 
1990) to show that temporarily reducing access to emotion concepts interferes with 
emotion perception. Participants repeated an emotion category word (e.g., “anger”) 
out loud either three times to prime the concept of that emotion or 30 times to satiate 
the concept. Repeating a word 30 times is thought to temporarily disconnect the 
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semantic meaning of a word from the label itself (Black, 2004). Conversely, repeat-
ing a word three times is thought to prime the concept associated with the word by 
activating it within one’s semantic network (Collins & Loftus, 1975; Neely, 1977). 
Participants then indicated whether they believed two faces expressed the same 
emotion. Participants were slower and less accurate at judging whether faces repre-
sented the same category if they had repeated the emotion word that is typically 
applied to one or both of the faces 30 times compared to when they repeated it only 
three times. However, there was no effect of satiation on reaction time or accuracy 
when the word that was satiated did not apply to the emotions expressed by either 
face. Hence, satiating the meaning of an emotion word interfered with the percep-
tion of expressions that fell within that emotion category.

Gendron, Lindquist, Barsalou, and Barrett (2012) used a similar paradigm to 
show that satiating an emotion category expressed by a face eliminated typical rep-
etition priming effects for that face. This implies that temporarily inhibiting emo-
tion concepts interferes even with the perceptual encoding of emotional faces. In 
fact, studies of patients with brain damage have shown that loss of emotion concept 
knowledge is associated with an inability to sort faces into typical emotion catego-
ries (Lindquist, Gendron, Barrett, & Dickerson, 2014). Two patients with semantic 
dementia—who in these cases lost understanding of the semantic definitions of 
emotion words due to degeneration of the left anterior temporal lobe—sorted faces 
into piles based on valence (i.e., positive, neutral, and negative), rather than into 
specific emotion types (i.e., anger, disgust, fear, etc.). Similarly, LEW—a stroke 
patient who lost his ability to name objects—produced disorganized piles of emo-
tional faces (Roberson, Davidoff, & Braisby, 1999). Importantly, in all of these 
cases, patients were not severely impaired on control tasks involving perceptual 
matching. Atypical performance only arose on tasks that required free sorting of 
emotional stimuli (i.e., the independent generation and application of emotion 
concepts).

Studies have also investigated how introducing or priming emotion concepts 
(rather than ablating or satiating them) affects emotion perception. Fugate, 
Gouzoules, and Barrett (2010) showed participants chimpanzee facial expressions 
either with or without nonsense words for different types of expressions. Only par-
ticipants who were given labels (around which an emotion concept for these novel 
expressions could be organized) later showed categorical perception of chimpanzee 
faces morphed from one expression to another. Another set of studies used emotion 
concept priming to investigate conceptual processes in emotion perception. 
Participants saw an emotion expression for 1s (the cue), a blank screen for 200 ms, 
and then either another emotion expression or an emotion word for 1s (the target). 
When the target was on the screen, participants responded as quickly and accurately 
as they could to indicate whether it expressed the same emotion as the cue. 
Interestingly, responses were more accurate when the target was an emotion word, 
rather than a facial expression, and reaction time analyses showed that facial expres-
sion cues primed congruent emotion words more than congruent emotion expres-
sions (Nook et  al., 2015). If participants were matching stimuli based on visual 
qualities alone, one would expect the reverse relationship: faces should prime other 
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faces more than emotion words. This result suggests instead that participants 
activated emotion concepts when categorizing the emotion of the cue, leading to 
stronger priming of emotion words (which are unambiguously tied to emotion con-
cepts) than emotional faces.

The authors’ second study (Nook et  al., 2015) replicated these results and 
extended them by asking participants to indicate at the end of each trial what expres-
sion they were shown as the cue from a set of “morphed” expressions. Participants 
reliably misreported their perceptions of the cue expressions: they tended to select 
expressions that were more like the emotion of the target than what they had actu-
ally observed, regardless of whether the target was a face or a word (e.g., partici-
pants’ perception of the cue face was more “angry” if the concept for anger had 
been activated by a target that was either the word anger or an angry expression than 
if the target activated the concept for sadness). This result echoed similar results 
showing that associating facial expressions with emotion category words shapes 
visual representations of those expressions toward prototypical expressions of faces 
for those categories (Halberstadt, 2003, 2005; Halberstadt & Niedenthal, 2001). 
Like Bruner’s classic study on top-down processes in color perception—priming 
the concept of a tomato can make an ambiguous color swatch seem more red 
(Bruner, Postman, & Rodrigues, 1951)—these studies suggest that conceptual pro-
cesses also shape how we see our emotional world.

Several studies have explored the role of top-down processing in emotion per-
ception by showing that categorical perceptions of faces change radically depending 
on the context in which the faces are situated (see Hassin, Aviezer, & Bentin, 2013 
for a review). For example, Aviezer et al. (2008) showed that the same face is seen 
as expressing a variety of emotions, depending on the situation in which it is embed-
ded (e.g., a “disgust face” can be said to express fear when pasted onto a body react-
ing in fear). Carroll and Russell (1996) found similar results by pairing the same 
emotion expression with a variety of verbal vignettes. These studies suggest that 
people do not automatically recognize innate emotion categories “encoded” in faces 
like “light emanating from a lighthouse” (Russell, Bachorowski, & Fernandez-Dols, 
2003). Instead, contextual information guides what concepts people use to parse 
ambiguous facial affect.

Evidence from the functional neuroimaging literature also supports a role of 
concepts in emotion perception. A recent study showed participants faces that 
ranged from calm to afraid and asked them to either rate faces using a continuous 
sliding scale (ranging from calm to afraid) or a categorical scale (in which partici-
pants selected either “calm” or “afraid” (Satpute et al., 2016). Categorizing faces 
that expressed only a moderate amount of fear as “afraid,” rather than “calm,” was 
associated with increased amygdala activity compared to rating these ambiguous 
faces on a continuous scale. Thus, the mere act of parsing faces into the category 
“afraid” was associated with increased neural activity in a region reliably involved 
in processing fear expressions (Adolphs et al., 2005; Costafreda, Brammer, David, 
& Fu, 2007; Whalen & Phelps, 2009). This effect parallels broader research show-
ing that categorization influences perceptual processing of non-emotional stimuli 
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such as colors and consonants (Feldman, Griffiths, & Morgan, 2009). Fox, Moon, 
Iaria, and Barton (2009) also found that repetition suppression (a natural reduction 
in neural activity when the same psychological process is repeated; see Grill-
Spector, Henson, & Martin, 2006) occurred in the fusiform face area and the poste-
rior superior temporal sulcus only when participants repeatedly viewed faces that 
they perceived as representing the same emotion category, regardless of the actual 
expressions of the faces. This study shows that participants’ categorical perceptions 
of faces are reflected in repetition-suppression-related changes in neural activity 
and that emotion concepts might shape even the fundamental perceptual signals 
used to process emotional cues.

Recently, Brooks and Freeman (2018) adopted an individual differences approach 
and found converging evidence from three studies showing that how people repre-
sent emotion concepts is related to how they perceive facial expressions of emotion. 
Participants provided a measure of their conceptual representations of emotions by 
rating how similarly they think a set of emotions are to each other. In two studies, 
participants then saw a series of facial expressions and had to drag the face to either 
a “correct” or “incorrect” emotion label (e.g., they dragged a prototypical sad 
expression either to the label “sad” or the label “surprised”). Interestingly, the path 
that participants dragged when identifying the emotions of faces was related to their 
conceptual representation of emotions. For example, participants who considered 
sadness and surprise to be conceptually similar also tended to drag a prototypical 
sad expression more toward the “surprised” label than participants who saw little 
conceptual overlap in these emotions. Similarly, a reverse-correlation paradigm 
(Dotsch & Todorov, 2012) revealed that participants who had strong conceptual 
overlap in emotion categories have internal representations of paradigmatic emotion 
expressions that are more similar to each other than those who have less conceptual 
overlap across emotion categories.

Finally, studies of surprised facial expressions provide an interesting testing 
ground for studying how conceptual processes shape emotion perception, as sur-
prised expressions are affectively ambiguous and can be interpreted as expressing 
either positive or negative valence. Indeed, studies demonstrate that negative inter-
pretations of surprised facial expressions are associated with increased amygdala 
activity and that priming negative emotion concepts before viewing surprised 
expressions increases amygdala reactivity to these faces (Kim et al., 2004), similar 
to what is observed in individuals who spontaneously tend to interpret surprise as 
negatively valenced (Kim, Somerville, Johnstone, Alexander, & Whalen, 2003). 
Relatedly, negative interpretations of surprise faces are thought to be relatively fast 
(Neta & Whalen, 2010). Allowing participants to engage in extended elaborative 
processing of surprised expressions increases the extent to which they are inter-
preted as positive rather than negative (Neta & Tong, 2016). Thus one’s interpreta-
tion of the very same affective information presented in a surprised facial expression 
can be modulated by conceptual priming or elaborative processing, supporting the 
notion that conceptual forces influence how people parse affective information 
expressed by others.
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�Emotion Concepts and Emotion Experience

Studies in adults have demonstrated that conceptual processes influence how people 
parse their own affect into discrete categories. Lindquist and Barrett (2008) asked 
participants to write about an image that portrayed two men talking, one with a fear-
like expression and the other with an anger-like expression. Participants either wrote 
about the man on the left (fear-prime condition), the man on the right (anger-prime 
condition), or both as if they were having a neutral conversation about nature 
(neutral-prime condition). Following the prime, participants either underwent a 
negative mood induction or a neutral mood induction. Even though all participants 
in the negative mood induction reported similar levels of affect (using a computer-
ized circumplex rating scale), only those who had primed the concept of “fear” were 
less willing to perform a set of risky behaviors in the future. This suggested that 
priming the concept of fear affected how participants parsed the negative affect of 
the mood induction, consequently shifting their threshold for risky decision-making. 
Importantly, the fear prime did not affect decision-making in the neutral mood 
induction condition. Thus, the consequences of experiencing fear only occurred 
when participants were given both its concept and its affective “raw materials.”

Functional neuroimaging data also suggest that emotion labels can shift how 
people parse their affective experiences. One study showed participants negative 
images and provided false feedback that the participants’ “neural activity” revealed 
that they were feeling either fear, disgust, or fascination (Oosterwijk, Lindquist, 
Adebayo, & Barrett, 2015). Even though participants were instructed to not let this 
feedback shape their emotional experiences, they later reported feeling more inter-
ested when re-rating the images that were previously paired with the term “fasci-
nated.” The study by Satpute and colleagues described previously also involved a 
condition in which participants categorized (or continuously rated) their emotions 
in response to negative images (Satpute et al., 2016). Participants either rated their 
emotions on a continuous scale (from “bad” to “good”) or categorically (as “bad,” 
“neutral,” or “good”). Categorizing one’s own emotional responses to moderately 
negative images as “bad” was associated with increased activity in the amygdala 
and insula. Hence, parsing a moderate degree of one’s own negative affect as “bad” 
was associated with increased activity in regions reliably involved in interoception 
and attention to one’s own emotions (Craig, 2003; Lindquist, Wager, Kober, Bliss-
Moreau, & Barrett, 2012; Zaki, Davis, & Ochsner, 2012).

Akin to the work of Lindquist and Barrett (2008), Brooks (2014) demonstrated 
that high arousal affective experiences associated with test-taking can be labeled 
either as “excitement” or “anxiety.” In fact, instructing participants to label their 
affect as “excitement” before a host of evaluative tasks reliably boosted their perfor-
mance. Others report similar results, although these researchers did not instruct par-
ticipants to use specific emotion terms (Jamieson, Mendes, Blackstock, & Schmader, 
2010). Thus, how we label affect has downstream consequences for our behavior, 
particularly in stressful situations. Interestingly, Lieberman and colleagues have 
found that merely pairing negative stimuli with negative words (called “affect 
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labeling”) can serve a regulatory function (Torre & Lieberman, 2018). A growing 
body of work shows that affect labeling reduces psychophysiological (Tabibnia, 
Lieberman, & Craske, 2008), neural (Lieberman et al., 2007), behavioral (Kircanski, 
Lieberman, & Craske, 2012), and self-reported negative (Lieberman, Inagaki, 
Tabibnia, & Crockett, 2011) responses to aversive stimuli. However, studies have 
also produced inconsistent results, with affect labeling sometimes intensifying neg-
ative affect (Ortner, 2015). Thus, the mere act of using a linguistic concept to cate-
gorize one’s affect appears to change the impact of that affective experience, 
potentially by reducing uncertainty about what one is feeling, increasing self-
reflection, or making that affective experience more abstract (see Torre & Lieberman, 
2018 for discussion).

�Emotion Concept Development

As described in the previous section, research on emotion concepts has focused on 
the role they play in the experience and perception of emotions. However, much less 
attention has been paid to how these concepts emerge over the lifespan. Here, we 
highlight work characterizing when and how emotion concepts change over child 
and adolescent development. This work is rooted in the assumptions that emotion 
concepts (a) undergo ontogenetic transformation throughout childhood and adoles-
cence and (b) emerge in  lockstep with general developments of related cognitive 
processes that enable more complex, linguistically rich, and abstract conceptual 
representations. Wherever possible, these two points are elaborated in our discus-
sion of relevant research, but specifically charting relations between emotional and 
non-emotional concept development remains a very interesting direction for future 
research.

While little work has explored the development of emotion concepts directly, 
previous research has reported on the developmental trajectories of constituent pro-
cesses that support emotion perception and emotion experience. Data demonstrate 
that very young children (around 3.5  years of age) categorize facial expressions 
depicting a variety of emotions primarily into two categories corresponding to “pos-
itive” and “negative” (Widen, 2013). With increasing age, these researchers found a 
gradual separation of emotion categories. This expansion is reflected in data indicat-
ing an expansion in the use of specific emotion categories and concepts over the 
following few years (Widen, 2013). Hence, young children attend primarily to the 
valence of emotional expressions in others and learn to separate expressions based 
on other qualities as they develop.

Constructionist theories would posit that this developmental trend could be 
explained by an underlying development of emotion concepts. Specifically, children 
may represent emotion concepts primarily within a “positive vs. negative” dichot-
omy, where valence is the primary (or even only) dimension on which emotions are 
organized. However, this landscape may become richer with age, with emotion rep-
resentations becoming more multidimensional. If so, this shift in emotion concept 
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representations should produce concomitant shifts in emotional experiences as well 
as emotional perception. Relatively little work has examined emotion concept rep-
resentations themselves across development, but studies in which children were 
asked to sort emotion words and emotion faces into piles based on similarity have 
shown that (similar to adults) young children organize emotion concepts and emo-
tion faces along valence and arousal dimensions (Bullock & Russell, 1984; Russell 
& Bullock, 1985; Russell & Ridgeway, 1983). However, these studies did not test 
whether the “weight” people place on the valence and arousal dimensions of emo-
tions varies from childhood to adulthood. Such a test would provide insight into 
whether the circumplex representation of emotions might evolve from a “good vs. 
bad” dichotomy to more multidimensional representations.

�Change in Emotion Concept Representation from Childhood 
to Adulthood

To address this gap, we conducted a study to empirically characterize age-related 
changes in emotion concept representations in a cross-sectional sample of children, 
adolescents, and adults aged 6–25 years (Nook, Sasse, Lambert, McLaughlin, & 
Somerville, 2017). First, we used an emotion vocabulary assessment in which par-
ticipants verbally defined a set of emotion words (Nook et al., in press). Participants 
who could not demonstrate comprehension of emotion words used in later tasks 
were excluded from analyses. Participants then completed a task adapted from prior 
work (Barrett, 2004; Suvak et al., 2011) that assessed how people mentally orga-
nized emotion concepts. In this task, participants rated the degree to which the 
meaning of each pair of ten emotion words (e.g., fear and anger) was similar to or 
different from each other by sliding them nearer to or further from each other on a 
computer screen. This simple task permitted analyses (using multidimensional scal-
ing methods) to derive the underlying semantic organization of the emotion words, 
with conceptually similar words spaced physically nearer to one another. The analy-
sis also resolved the underlying dimensions upon which the emotion concepts were 
organized. The key question for this study was whether the use of the underlying 
dimensions varied systematically across age.

Results demonstrated that while children, adolescents, and adults organized their 
semantic knowledge about emotions consistently with the affective circumplex 
model (Posner, Russell, & Peterson, 2005; Russell, 1980), their reliance on the 
valence and arousal dimensions differed with age. With increasing age, individuals 
attended less to the valence dimension and more to the arousal dimension when 
organizing their semantic understanding of emotions. Although these linear effects 
were present across our full age range of 6–25, Fig. 2.1 provides a categorical visu-
alization to clarify this finding. Children’s emotion organization in the left panel 
exhibits a “wider” y-axis (indicating increased focus on the valence dimension) and 
a “flatter” y-axis (indicating reduced attention to the arousal dimension) compared 
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Fig. 2.1  Multidimensional semantic organization of emotions increases from childhood to adult-
hood. (a) Attention to the second dimension of emotions (arousal) increased linearly across age. 
(b) Average emotion representation in youngest ten children (mean age = 8.04 years, range = 6.24–
9.22). (c) Average emotion representation in oldest ten young adults (mean age = 24.58 years, 
range = 22.73–25.91). Age-related change in emotion representations is evident in the expansion 
in focus on arousal within the definitional space of emotion terms, indicating expansion in multi-
dimensional emotion representations. Although age-related differences in attention to the valence 
and arousal dimensions were continuous across the sample’s age range, we present representations 
from young and old participants separately for illustration. Figure adapted from Nook, Sasse, et al. 
(2017)

to adults’ organization in the right panel. Thus, these data showed that the semantic 
organization of emotion concepts becomes more multidimensional with age.

Because we posited that emotion concepts would build on the development of 
foundational cognitive processes, we additionally tested potential mediators of 
emotion concept development. The first potential mediator was general verbal 
knowledge. Recent theoretical and empirical work suggests that increases in one’s 
verbal repertoire (Baron-Cohen, Golan, Wheelwright, Granader, & Hill, 2010; 
Farkas & Beron, 2004) may foster emotion concept development. As reviewed 
above, the presence of linguistic labels facilitates one’s ability to learn new conceptual 
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distinctions, including distinctions between emotions (Fugate et al., 2010; Lupyan, 
2016). Thus, increasing verbal knowledge across age may provide the linguistic 
footholds needed to create nuanced and distinct concepts for emotions, allowing 
people to expand from a valence-bound “positive vs. negative” emotional dichot-
omy. Indeed, research on the related phenomenon of emotion understanding (i.e., 
one’s understanding of the myriad psychological processes involved in the produc-
tion, experience, display, and regulation of emotions) shows that this skill is robustly 
related to verbal knowledge (Beck, Kumschick, Eid, & Klann-Delius, 2012; de 
Rosnay, Pons, Harris, & Morrell, 2004; De Stasio, Fiorilli, & Di Chiacchio, 2014; 
Pons, Harris, & de Rosnay, 2004). We tested participants’ verbal knowledge using 
the Wechsler vocabulary assessment (Wechsler, 1991, 1999) as a potential mediator 
of age-related differences in multidimensional emotion representations.

Second, we tested whether general intellectual development—not verbal knowl-
edge in particular—might drive emotion concept development. Classic measures 
of intellectual abilities including the Wechsler assessments (Wechsler, 1991, 1999) 
conceptualize verbal knowledge and fluid reasoning as separate components of 
intellectual ability. Fluid reasoning refers to the ability to flexibly deduce and apply 
rules to solve novel problems, and prior work suggests that this skill may also con-
tribute to emotion concept development (De Stasio et al., 2014). Hence, we tested 
the specificity of the relationship between verbal knowledge and emotion concept 
development by also assessing how emotion concept development relates to fluid 
reasoning as assessed by the Wechsler indices of matrix reasoning (Wechsler, 
1991, 1999).

Finally, the development of multidimensional emotion representation could also 
scaffold on development of general abilities to represent multiple dimensions simul-
taneously. Piagetian theory postulates that children tend to fixate on a single con-
crete perceptual dimension and neglect other dimensions, a phenomenon called 
centration (Piaget, 1952). Indeed, empirical studies demonstrate that people gradu-
ally develop an understanding that stimuli can have multiple dimensions as they 
age. For example, children tend to organize and represent animal species primarily 
in terms of their size, but these representations develop to include the more abstract 
dimensions of domesticity and predativity across adolescence and into adulthood 
(Howard & Howard, 1977). Hence, because representations of other stimulus 
classes (such as animals) grow increasingly multidimensional across development, 
it is possible that multidimensional emotion representations arise through a similar 
domain-general cognitive developmental process. To test this potential mediator, we 
also administered a control task to participants that assessed multidimensional rep-
resentation of non-emotional cues (i.e., shapes that varied in both size and shading). 
After verifying that shading represented the second dimension of participants’ rep-
resentation of shapes in this control task, we quantified the focus placed on this 
second dimension (i.e., size) as an index of non-emotional multidimensionality.

As expected, all potential mediators, verbal knowledge, fluid reasoning, and 
shading focus (i.e., the weight placed on the second dimension in the perceptual 
similarities control task), increased with age. However, only verbal knowledge sig-
nificantly mediated the relationship between age and arousal focus in the parallel 
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mediation analysis (Fig. 2.2). Therefore, while fluid reasoning and multidimension-
ality of semantic representations grow with age, developments in arousal focus are 
not merely a by-product of cognitive developments in these domains. Rather, they 
are likely a product of richer understanding of emotion concepts, supported by age-
related increases in verbal abilities.

Altogether, this study demonstrated that emotion representations are not static 
across life. Instead, moving from childhood to adulthood, people develop an under-
standing that emotions are more than positive or negative and instead vary on mul-
tiple dimensions. As emotion concepts play a central role in both perceiving others’ 
emotions and experiencing one’s own emotions (reviewed above), children’s ten-
dency to lump emotion concepts within valences could influence their ability to 
make fine-grained distinctions between different emotion types.

These data also indicate that emotion representations have a prolonged develop-
mental trajectory. Because most studies on the development of emotion perception, 
emotion experience, and emotion understanding are constrained to childhood, little 
is known about emotion conceptualization in adolescence. The results from this 
study revealed that there are continued changes in emotion conceptualization 
throughout late adolescence and into early adulthood, a finding that prompts new 
questions about the role of emotion concept development in the social and affective 
changes that occur during adolescence (Somerville, Jones, & Casey, 2010). 
Additionally, the fact that we found that emotion concept development scaffolded 
on general verbal knowledge supported emerging arguments on the role of language 
in emotion concept formation. However, more research is needed to determine the 

Verbal knowledge indirect effect:  = .18, 95% CI = [.04, .38], 25.68% mediated
Fluid reasoning indirect effect:  = .09, 95% CI = [-.0003, .27], 12.21% mediated

Shading focus indirect effect:  = .005, 95% CI = [-.07, .08], 0.68% mediated

Age
c:  = .44, p < .001

 = .20, p = .102
Arousal focus

Shading focus
(Perceptual control)

Fluid reasoning
(WASI matrix 

reasoning score)

Verbal knowledge
(WASI vocabulary score)

Fig. 2.2  Increasing verbal knowledge mediated increased arousal focus across age, over and 
above fluid reasoning and general abilities to represent two perceptual dimensions simultaneously. 
Adapted from Nook, Sasse, et al. (2017)
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exact process by which general language development translates into multidimen-
sional emotional concept representations. On the one hand, verbal development 
could play a “bootstrapping” role in giving children the conceptual footholds needed 
to learn subtle distinctions between abstract emotion types (Carey, 2011; Lupyan, 
2012). It is also possible that an enhanced general awareness of the multitude of 
emotion terms (i.e., learning that English labels “annoyance,” “frustration,” and 
“aggravation” as emotional states that are separate from “anger”) may expand con-
cepts underlying emotion words already learned.

�Change in Emotion Concepts and Emotion Experience 
from Childhood to Adulthood

As reviewed previously, there are normative changes in a variety of emotional expe-
riences that are characteristic of developmental transitions between childhood, ado-
lescence, and adulthood. However, there has been scant research evaluating how 
emotion concept development shapes characteristic emotional experiences across 
the lifespan. Here, we review an emerging line of research on a particular aspect of 
emotional experiences which is thought to be tightly linked to emotion concepts—
emotion differentiation.

Emotion differentiation (also called emotion granularity) refers to how specifi-
cally people experience their emotions. This construct is a natural corollary of the 
constructionist theory. If emotions occur when people parse inherently ambiguous 
affect into discrete types using emotion concepts, then an individual’s “emotional 
spectrum” will be influenced by the emotion concepts they have at their disposal. 
Kashdan, Barrett, and McKnight (2015) described individual differences in emotion 
differentiation by quoting two responses to the September 11th attacks on New York 
City. An individual likely high in emotion differentiation wrote: “My first reaction 
was terrible sadness. … But the second reaction was that of anger, because you can’t 
do anything with the sadness. I felt a bunch of things I couldn’t put my finger on. 
Maybe anger, confusion, fear.” By contrast, a reaction indicating low emotion dif-
ferentiation example was: “I just felt bad on September 11th. Really bad.” Thus, 
emotion granularity captures the specificity with which individuals conceptualize 
their affect according to discrete emotion types. Greater differentiation is evident 
when an individual assembles a unique combination of specific emotional experi-
ences in response to an emotional provocation; conversely, low differentiation is 
associated with constructing a more general affective experience (i.e., “bad”) that is 
less specific across instances.

Empirical investigations of emotion differentiation have focused on how indi-
vidual differences in people’s ability to separate their emotional states relate to other 
trait-level measures. These studies originally used experience sampling methods to 
measure emotion differentiation (Barrett, Gross, Christensen, & Benvenuto, 2001; 
Kashdan, Ferssizidis, Collins, & Muraven, 2010; Tugade, Fredrickson, & Barrett, 
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2004). Participants repeatedly rated how much they felt a series of emotions (e.g., 
anger, disgust, fear, sadness, disappointment, frustration) over several days, and 
intraclass correlations were used to quantify how specifically participants separated 
their affective states across ratings. If participants consistently rated all negative 
emotions as either high (on “bad” days) or low (on “good” days), intraclass correla-
tions between these emotions would be high. This would indicate low emotion dif-
ferentiation, as participants were not parsing their affect into specific emotions, but 
rather reported feeling all (or none) within that valence. By contrast, if participants 
tended to feel different combinations of emotions at each rating (i.e., ratings for 
each emotion type seemed to move independently of each other), intraclass correla-
tions between these emotions would be low, indicating high emotion differentiation. 
Scholars have since used repeated ratings of negative images in a short lab session 
to compute measures of emotion differentiation that largely replicate findings gath-
ered through much longer and more expensive experience sampling methods (Erbas, 
Ceulemans, Lee Pe, Koval, & Kuppens, 2014).

These studies repeatedly show that higher emotion differentiation is associated 
with a host of positive mental health benefits (see Kashdan et al., 2015 for a review). 
For example, high emotion differentiation is associated with increased use of emo-
tion regulation (Barrett et  al., 2001), reduced drinking to cope (Kashdan et  al., 
2010), reduced aggression when angry (Pond et al., 2012), and reduced self-harm in 
people with borderline personality disorder (Zaki, Coifman, Rafaeli, Berenson, & 
Downey, 2013). Low emotion differentiation has also been identified in people with 
depression (Demiralp et  al., 2012), social anxiety disorder (Kashdan & Farmer, 
2014), autism (Erbas, Ceulemans, Boonen, Noens, & Kuppens, 2013), and schizo-
phrenia (Kimhy et al., 2014). Scholars interpret these results as evidence that emo-
tion differentiation may facilitate emotion regulation (Kashdan et al., 2015), but the 
specific mechanisms of this process have not been defined. For example, being able 
to specifically identify one’s emotions might boost psychological well-being by 
allowing people to implement adaptive emotion regulation strategies that are ideal 
for the situation at hand (e.g., using mindful acceptance when frustrated by uncon-
trollable traffic but using interpersonal problem-solving skills when disappointed 
by an employee’s poor work). In line with this reasoning, evidence suggests that 
cognitive reappraisal strategies may only be helpful in situations where controllabil-
ity over stressors is low (Troy, Ford, McRae, Zarolia, & Mauss, 2017; Troy, 
Shallcross, & Mauss, 2013). However, many other possibilities might explain the 
relations between high emotion differentiation and well-being (e.g., general intelli-
gence may be a third variable), so future work is needed to adjudicate between pos-
sible mechanisms. Additionally, it must be highlighted that all of these studies are 
correlational (or quasi-experimental) in nature, and so directionality and causality 
for the relationship between emotion differentiation and outcomes cannot be ascer-
tained from these data alone.

Prior research could support two hypotheses concerning the development of 
emotion differentiation. Converging evidence presented in the previous section 
indicates that children represent their own and others’ emotions within a broad 
“positive” vs. “negative” dichotomy and thus may struggle to make fine-grained 
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distinctions between emotions within each valence. In fact as described above, 
children’s emotion concepts are strongly focused on valence, and this focus shifts to 
other dimensions (i.e., arousal) through adolescence and into adulthood (Nook, 
Sasse, et  al., 2017). This increasing complexity in emotion representation might 
contribute to greater emotion differentiation with age. These findings motivate the 
hypothesis that emotion differentiation may increase from childhood to adulthood 
as emotion representations shift from a broad valence dichotomy to more specific 
emotion concepts that are highly differentiable.

A competing hypothesis is that emotion differentiation follows a quadratic tra-
jectory such that it reaches a nadir in adolescence. This hypothesis is based on the 
finding that children not only report an absence of mixed emotions, they also strug-
gle to understand that emotions can co-occur (Harter & Buddin, 1987; Wintre & 
Vallance, 1994). For example, children expect people to feel either angry or sad, not 
both angry and sad. Interestingly, reporting only one emotion at a time is one “route” 
to high emotion differentiation, as it involves specifically identifying one individual 
emotion that is being experienced. For example, children would experience sadness 
and anger as discrete and differentiated experiences, precisely because they do not 
co-occur. Even if children conceptualize these emotions more similarly to each 
other than adults do, childhood may be a period of high emotion differentiation if 
children’s tendency to report feeling only one emotion at a time “trumps” their 
underlying conceptual similarity.

Thus, emotion differentiation may decrease from childhood to adolescence as 
children shift away from experiencing emotions as mutually exclusive. Adolescence 
would be a period of low emotion differentiation in which emotions co-occur at 
greater frequency (Harter & Buddin, 1987; Wintre & Vallance, 1994). However, 
because emotion concepts continue to become more refined from adolescence to 
adulthood, emotion differentiation may rise within this period as young adults 
learn to separate co-experienced emotions using increasingly defined emotion con-
cepts. Hence, adults may also have high emotion differentiation but through a dif-
ferent “route” than children (i.e., because they can specifically identify emotions, 
including those that occur simultaneously). These two developmental processes 
(i.e., reduced single emotion experience from childhood to adolescence and 
increased familiarity parsing co-experienced emotions from adolescence to adult-
hood) would ultimately result in a quadratic relationship between age and emotion 
differentiation.

We conducted a study to chart the development of negative emotion differentia-
tion using a standardized emotion differentiation laboratory task in a cross-sec-
tional sample of individuals aged 5–25 years (Nook, Sasse, Lambert, McLaughlin, 
& Somerville, 2018). Participants completed a task in which they viewed mildly 
aversive images to evoke negative affect, and on each image, they were asked to rate 
the degree to which they experienced five specific negative emotions: angry, dis-
gusted, sad, scared, and upset. Images were selected to depict a wide variety of 
negative scenes that would be tolerable even to young children. Again, data from 
participants who failed to show that they comprehended emotion words used in 
this task were excluded from analyses. Following work described above, intraclass 
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correlations were used to quantify how specifically participants separated their 
affective states across images. Lower values indicated that participants experienced 
each emotion as a unique type across trials and thus were able to make fine-grained 
distinctions between affective instances, interpreted as higher granularity (Fig. 2.3).

In addition to adjudicating between the linear and non-linear trajectories outlined 
above, we assessed two potential cognitive mechanisms that could explain age-
related changes in emotion differentiation: average emotion intensity, operational-
ized as the average level of endorsement of all emotion categories, and the tendency 
to experience emotions one at a time (called single emotion experience), operation-
alized as a larger difference in ratings between the most endorsed emotion term and 
the others. These calculations, based on the primary task ratings, are separate from 
the primary dependent variable (intraclass correlations).

Results demonstrated that emotion differentiation (reverse-scored ICC across 
emotion ratings) exhibited a quadratic relationship with age: it decreased from 
childhood to adolescence and increased from adolescence to adulthood. The age of 
nadir was estimated to be mid-adolescence (15.77 years) (Fig. 2.4).

We then examined the degree to which the two mediators described above (aver-
age emotion intensity and single emotion experience) could explain the inverted-U 

Fig. 2.3  Negative emotion granularity (i.e., differentiation) was computed by reverse-scoring the 
intraclass correlation of emotion ratings across several trials. Two trials are displayed to clarify that 
this measure depends on intercorrelations between emotion ratings across trials. Adapted from 
Nook et al. (2018)
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relationship observed with emotion differentiation. First, the overall intensity of 
affective response did not vary by age, which disqualified it from tests of mediation. 
Conversely, single emotion experience did significantly mediate the decrease in 
emotion granularity from childhood to adolescence. However, this mediator did not 
explain increased emotion differentiation from adolescence to adulthood.

Contrary to the hypothesis that emotion differentiation increases across develop-
ment, this study revealed that emotion differentiation is high in early childhood. 
Even though children tend to place excess emphasis on whether emotions are merely 
positive or negative (Nook, Sasse, et al., 2017; Pons et al., 2004; Widen, 2013), their 
tendency to report experiencing emotions in isolation (i.e., in a mutually exclusive 
fashion; Wintre & Vallance, 1994) “trumps” this reduced multidimensionality of 
emotion concepts and ultimately yields differentiated emotional experiences. 
However, experiencing emotions one at a time represents a different “route” to high 
emotion granularity than the ability to differentiate several emotions that occur 
simultaneously. Hence, our results not only demonstrate that emotion granularity 
has a non-linear developmental trajectory, they also reveal that the predominant 
route to emotion differentiation varies depending on one’s developmental stage.

One important question that these data illuminate is why children tend to report 
experiencing one emotion at a time. Drawing on the constructionist theory of emo-
tion (Barrett, 2006), this may occur either because children’s core affective experi-
ences are naturally parceled into discrete types or because children apply a single 
emotion label to categorize their experienced affect. The first explanation seems 
unlikely because robust evidence suggests that core affect—one’s internal somatic 
and physiological sensations—does not share a one-to-one mapping with specific 
emotion types (Cacioppo, Berntson, Larsen, Poehlmann, & Ito, 2000). Instead, chil-
dren may either believe emotions can only occur in a singular fashion (leading them 
to apply only a single emotion concept at a time) or they lack the ability to represent 
their core affect as fitting multiple emotion concepts simultaneously (Hoemann, 
Gendron, & Barrett, 2017). Hence, one possibility is that children are still develop-
ing the psychological foundations for representing multiple co-occurring emotions. 
Future work is needed to investigate this hypothesis more directly. The extent to 
which this developmental process scaffolds on non-emotional cognitive processes 
(i.e., a general tendency to assign experiences or stimuli to only one category) 
should be investigated.

Intriguingly, our data also suggest that adolescence is a period in which emotions 
co-occur with greater frequency, but these emotions are poorly differentiated. In 
concert with the studies summarized at the beginning of this chapter, this finding 
contributes to basic understandings of the socioemotional changes that arise during 
adolescence (Somerville & McLaughlin, 2018). However, at a more applied level, 
the novel experience of simultaneous emotions during adolescence could produce 
meta-emotions such as confusion or potentially interfere with effective emotion 
regulation, as adolescents struggle to select optimal strategies for regulating simul-
taneously experienced emotions. Although speculative, our results suggest that low 
emotion differentiation—which has previously been associated with psychopathol-
ogy (Kashdan et  al., 2015)—may be one factor that contributes to the increased 
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onset of mental illness in adolescence (Kessler, Berglund, Demler, Jin, & Walters, 
2005; Lee et al., 2014). Difficulty applying emotion concepts to parse ambiguous 
affect (Nook et al., 2015) may contribute to the spike in psychopathology that occurs 
in adolescence. In line with this notion, prior work demonstrates that a high inci-
dence of co-occurring emotions is associated with non-suicidal self-injury in ado-
lescents (Andrewes, Hulbert, Cotton, Betts, & Chanen, 2017), whereas high emotion 
differentiation protects people with borderline personality disorder from self-injury 
(Zaki et  al., 2013). However, future research is needed to empirically evaluate 
whether low emotion differentiation in adolescence contributes to increased risk for 
the onset of mental illness in this developmental period.

�Emotion Concept Development: Looking Ahead

While the research described in the preceding sections suggests that emotion con-
cepts underpin key facets of emotional development from childhood to adulthood, 
there remains a host of open questions that will need to be addressed before arriving 
at a comprehensive understanding of emotion concept development. Here we high-
light some pressing questions for expanding our understanding of emotion concept 
development.

�Do Emotion Words Hold the Same Meaning to Children, 
Adolescents, and Adults?

Research described thus far examines how emotion concepts are organized and used 
to parse affective states across development. In these studies, emotions are mea-
sured using verbal labels such as anger, fear, and happiness. However, it is plausible 
that these emotion terms themselves hold different meanings to individuals depend-
ing on their age. While the studies on emotion concepts that use verbal labels 
described in the previous section ensured that participants had a basic understand-
ing of each word used in the experiment, it is possible—and likely—that the manner 
in which individuals conceptualize the meaning of an emotion changes from child-
hood to adulthood. In particular, individuals could differ in how abstractly they 
conceptualize emotions. For example, one could define anger as an aversive state 
provoked by being the target of injustice, or one could define anger as what is felt 
when someone steals your toy. Neither definition is wrong, as comprehending an 
emotion word means being able to connect that word with a culturally agreed-upon 
concept of what characterizes or defines that emotion (Bloom, 2000; Yin & Csibra, 
2015). However, it is obvious that these two meanings differ in their level of abstrac-
tion. Psychologists have long known that any given situation can be represented 
either concretely (i.e., with attention to low-level physical, observable, and situa-
tionally bound details) or abstractly (i.e., with attention to higher-level principles 
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that generalize beyond specific situations; Trope & Liberman, 2000). However, 
whether emotions are likewise conceptualized concretely or abstractly has received 
scant attention in developmental, affective, or cognitive theory.

Emotion concept abstraction may thus vary across individuals and developmen-
tal stages. In fact, both verbal and non-verbal abstraction abilities develop from 
childhood to adulthood (Crone et al., 2009; Dumontheil, 2014; Ferrer, O’Hare, & 
Bunge, 2009; Joelson & Herrmann, 1978; Ponari, Norbury, & Vigliocco, 2018), 
meaning it is likely that the conceptual representations underlying emotion terms 
similarly become more abstract with age. Such a progression would align with clas-
sic Piagetian theories positing that development proceeds from a concrete senso-
rimotor focus to a more abstract hypothetico-deductive focus (Demetriou et  al., 
2018; Inhelder & Piaget, 1958). Thus, the very emotion concepts we seek to under-
stand are likely evolving in their meaning over age, and this evolution could contrib-
ute to the broad developmental differences we observe in emotion experiences. 
Future work obtaining and quantifying data about individual’s conceptual under-
standing of emotion terms is needed to address this possibility and its implications 
for emotion perception and experience (see recent investigation by Nook et al., in 
press).

As such, researchers should pay added attention to the content of participants’ 
emotion representations. Methods that capture participants’ actual definitions of 
emotions would be helpful (similar to what was used in Nook, Sasse, et al., 2017; 
Nook et al., 2018). Although we speculate about developments in emotion abstrac-
tion here, there are myriad understudied aspects of emotion definition development 
that merit further study. Other aspects include (1) the “sociality” of emotion con-
cepts (i.e., how tied they are to interpersonal situations) or (2) the valence vs ambiv-
alence of emotion concepts (i.e., how separately they see “negative” and “positive” 
emotions or how much they consider the fact that emotions can feel both negative 
and positive).

�How Does Emotion Concept Development Relate to Emotion 
Regulation?

A potentially impactful extension to basic research on emotion concept develop-
ment is to evaluate how emotion concepts influence emotion regulation. As described 
above, emotion concepts and emotion regulation intersect, as applying an alterna-
tive concept (such as reconceptualizing nervousness as excitement) can alter emo-
tion experiences in desirable ways (Brooks, 2014; Jamieson et al., 2010), effectively 
functioning as an emotion regulation strategy (Gross & Barrett, 2011). However, 
there is a dearth of research on how developmental changes in emotion concepts 
shape what emotion regulation strategies are chosen and how effective these strate-
gies are in modulating emotion.

That said, a parallel stream of research has examined the development of emo-
tion regulation efficacy, largely observing that emotion regulation abilities improve 
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with age. One effective technique for regulating emotions—called cognitive 
reappraisal—involves changing the meaning of an affective stimulus in a way that 
renders your response more consistent with your goals (Gross, 1998). For example, 
critical feedback from a parent or peer can be interpreted as helpful guidance for 
improvement rather than an indication that one is flawed. Substantial evidence dem-
onstrates that cognitive reappraisal is an effective method for regulating emotions 
(Gross, 1998; Ochsner & Gross, 2005) and that greater use of cognitive reappraisal 
is associated with the absence of several forms of psychopathology (Aldao, Nolen-
Hoeksema, & Schweizer, 2010).

However, evidence from several studies demonstrates that the beneficial effects 
of cognitive reappraisal might be less accessible to younger individuals, due to 
ongoing development of reappraisal efficacy. Some studies have demonstrated that 
the effectiveness of reappraisal in decreasing negative affect improves from child-
hood to young adulthood, especially when the affective cues contain social content 
involving negative interactions between people (McRae et al., 2012; Silvers et al., 
2012, 2017; Silvers, Shu, Hubbard, Weber, & Ochsner, 2015). These findings con-
verge with neurodevelopmental evidence that brain areas that are crucial for sup-
porting cognitive reappraisal (Buhle et al., 2014) undergo protracted development 
through this age window (Ahmed, Bittencourt-Hewitt, & Sebastian, 2015). 
Interestingly however, not all studies have found age-related improvements in cog-
nitive reappraisal success across childhood and adolescence, either when downreg-
ulating negative affect in response to aversive vignettes or images (Ahmed, 
Somerville, & Sebastian, 2018; Van Cauwenberge, Van Leeuwen, Hoppenbrouwers, 
& Wiersema, 2017) or when downregulating craving using reappraisal in response 
to appetizing foods (Giuliani & Pfeifer, 2015; Silvers et al., 2014). This suggests 
that under some conditions, reappraisal is effective even for children; more research 
is needed to specify the particular affective challenges for which even young indi-
viduals can benefit from efficacious reappraisal.

Given emotion regulation ability is improving (at least under some conditions) 
with age, what role does emotion concept development play in this emerging abil-
ity? Although research has not yet directly addressed this question, interesting link-
ages have been made between emotion regulation and the highly related domain of 
emotion language development. Decades of empirical research demonstrate that a 
child’s general and emotional vocabularies are related to their ability to manage 
distressing situations, as well as their executive functioning, mental health, social 
likability, and academic outcomes (Cole, Armstrong, & Pemberton, 2010; Fabes, 
Eisenberg, Hanish, & Spinrad, 2001; Kuhn, Willoughby, Vernon-Feagans, & Blair, 
2016; Roben, Cole, & Armstrong, 2013; Salmon, O’Kearney, Reese, & Fortune, 
2016; Trentacosta & Izard, 2007). Hence, developing a functional emotion lexicon 
(possibly reflecting, or fostering, the development of emotion concepts) appears to 
be an important ingredient to overall well-being.

Combining this thinking with the ideas in the previous subsection, it is possible 
that emotion regulation ability might be related to emotion abstraction (i.e., the 
ability to represent an emotional definition in general terms, outside of concrete 
here-and-now situations). Indeed, prior work demonstrates that (1) psychological 
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distancing involves representing stimuli at higher levels of abstraction (Liberman & 
Förster, 2009; Soderberg, Callahan, Kochersberger, Amit, & Ledgerwood, 2015) 
and (2) psychological distancing facilitates emotion regulation (Ayduk & Kross, 
2010; Kross et al., 2014; Nook, Schleider, & Somerville, 2017) Combining these 
ideas prompts the interesting possibility that the ability to view one’s emotional 
experiences abstractly facilitates certain strategies for effective emotion regulation. 
The development of emotion abstraction could thus facilitate the beneficial effects 
of a variety of emotion regulation strategies, a potentially fruitful topic for future 
research.

�How Does Emotion Concept Development Relate 
to Psychopathology and Its Treatment?

Implications of emotion concept development for mental health have been refer-
enced throughout this chapter. However, at their base, all of these connections are 
speculative, and clear mechanistic accounts of how developmental differences in 
emotion concepts relate to psychopathology or psychological resilience have not 
been clearly established. For example, emotion differentiation correlates with the 
absence of mental illness (Kashdan et al., 2015) and is low in adolescence (Nook 
et  al., 2018), but we do not know if low emotion differentiation in adolescence 
might explain increased risk for psychopathology in this age range (Kessler et al., 
2005). Likewise, we know that verbal knowledge is associated with both social and 
psychological well-being (Salmon et al., 2016) and that verbal knowledge mediates 
the development of multidimensional emotion representations (Nook, Sasse, et al., 
2017), but we do not know if (or how) more refined emotion concepts might facili-
tate resilience and well-being across the lifespan.

Answering these questions poses several interesting methodological challenges. 
Historically, measuring emotions has been a difficult challenge, but the proliferation 
of laboratory tasks (some of which are described above) as well as advances in 
experience sampling methods (in which participants provide real-time insight about 
their momentary experiences; e.g., Kalokerinos, Résibois, Verduyn, & Kuppens, 
2017; Wu et al., 2017) has made valuable progress against this problem. A greater 
challenge is establishing causality in relations between emotion concepts and men-
tal illness. Given that the link between emotion conceptualization and mental health 
is primarily correlational in nature, longitudinal and experimental approaches could 
provide an extra level of insight into how exactly emotion concepts relate to mental 
health and rule out the possibility of confounding variables.

Connecting emotion concept development to psychopathology is a particularly 
exciting direction for future research for several reasons. Mental illness across the 
lifespan constitutes a severe source of personal and economic burden worldwide 
(Patel, Flisher, Hetrick, & McGorry, 2007). Thus, extending our understanding of 
how exactly emotion concepts relate to psychopathology could germinate tools for 
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intervening to reduce this burden. Although shaping patients’ understanding of 
emotions is a central part of several psychological treatments such as cognitive-
behavior therapy (Beck, 2011), the Unified Protocol (Barlow et al., 2017), and dia-
lectical behavior therapy (Linehan et  al., 1999), we do not have a mechanistic 
understanding of how these interventions function or which components of these 
interventions are most impactful. Hence, advancing our understanding in this 
domain could help bolster the impact of tailoring already existing treatments to the 
emotional abilities of individuals of different ages.

Additionally, because psychotherapists largely use language to treat patients, this 
line of research focuses on a zone in which affective, linguistic, cognitive, and clini-
cal questions intersect. If emotion language development is ongoing throughout 
adolescence, this motivates the need to constrain and shape language used during 
therapy to match the developmental stage of the individual in treatment. Thus, 
greater insight into how therapists use their language to enhance their patients’ emo-
tional well-being represents a potent testing ground for exploring questions that are 
interesting to basic and applied scientists across disciplines.

�Conclusion

Here, we have argued that emotion concepts underpin emotion perceptions and 
emotional experiences. An emerging area of research concerning emotion concept 
development is beginning to reveal how the representation and application of emo-
tion concepts continues to evolve through childhood and adolescence. Moreover, 
these developments have a tangible impact on emotional experiences across the 
lifespan and could relate to age-specific health risk factors including risks to mental 
health that evolve over childhood and adolescence.
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Chapter 3
From the Self to the Social Regulation 
of Emotion: An Evolving Psychological 
and Neural Model

Kevin N. Ochsner

Imagine that you have just moved across the country to take a job as a professor at 
a new and exciting university. Beyond all the usual pragmatic hassles, like organiz-
ing the move, finding a place to live, and so on, perhaps the biggest challenges you 
will face are social and emotional. How you adaptively respond to these challenges 
will go a long way toward determining the ease of your transition, success in this 
new job, and your overall well-being. For example, you must meet and get to know 
all your new colleagues and their relationships to one another, including their rela-
tive differences in disposition, status, and friendship. At your new place of resi-
dence, you will meet new neighbors and come to understand their connections to 
one another. At your children’s school, you will meet many new parents and chil-
dren and will come to know the complex web of relationships that ties them all 
together. And while doing all of this, you must—of course—be working to keep 
your research program going, mentoring your students, preparing to teach new 
classes, and establishing your new lab.

Successfully navigating all of these social and emotional challenges requires a 
combination of three essential abilities. The first is the ability to appraise the per-
sonal meaning of all your new encounters and relationships and consequently expe-
rience and express the full range of appropriate emotional reactions to them. 
Emotions can be thought of as readouts of the relevance of people, situations, and 
stimuli to your goals, wants, and needs. As such, they will provide an essential guide 
to every aspect of your new life. The second is the ability to perceive and understand 
other people’s behaviors, thoughts, intentions, and emotions, which is commonly 
referred to with the umbrella term “person perception.” This ability will be invalu-
able to learning about every new individual that you meet—from sizing up their 
current emotions and thoughts to inferring their enduring dispositions and tenden-
cies to establishing relationships with them. The third is the ability to exert top-down, 
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cognitive control over both of the above, regulating your emotional responses as 
need be, as well as regulating the impressions you form of other people so as to 
ensure that they are accurate. Importantly, you can exert control not just to shape 
your own emotions and impressions, but those of other people as well, helping your 
new colleagues and friends to cope with their own social and emotional challenges.

Just as a television can produce a seemingly infinite variety of colors and images 
from pixels colored red, blue, and green—the variety and complexity of human social 
and emotional life may arise from interactions between these three essential abilities. 
Indeed, as illustrated in Fig. 3.1, many topics central to the study of emotion and 
social behavior lie at the intersection points between these three, “primary colors,” 
including empathy, social cognition, and the self- and social regulation of emotion.

How should we organize our understanding of the psychological processes and 
brain mechanisms underlying these complex and intersecting abilities? A full 
answer to this question is beyond the scope of any single chapter—and in fact is the 
goal of entire disciplines like social and affective neuroscience.

Fig. 3.1  Levels of analysis when studying social and emotional phenomena. At the behavioral 
level, we conceptualize person perception, cognitive control, and emotion as three “primary col-
ors” of social and emotional life. Just as colored pixels on a screen combine in variegated ways to 
make a wide array of images, three core abilities can combine in varying ways to give rise to a wide 
array of social and emotional behaviors. The intersections of each of these domains define indi-
vidual areas of research, including self-regulation and social regulation, which are the focus of this 
chapter. At the process level, these behavioral domains map onto varying combinations of underly-
ing psychological processes. For illustrative purposes, these processes are grouped by the three 
core behavioral domains. At the neural level, each of these processes is supported by the concerted 
actions of cortical and subcortical brain regions
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That said, the more modest goal of this chapter is to describe the development 
and evolution of a multilevel model of emotion and our capacity to regulate those 
emotions that is flexible and generalizable to a variety of contexts—ranging from 
the study of self-regulation to the study of the social regulation of emotion and 
beyond. Toward this end, the remainder of this chapter is divided into three parts. 
The first provides an overview of a model of the self-regulation of emotion that 
has been elaborated in more detail elsewhere (Braunstein, Gross, & Ochsner, 
2017; Dore, Silvers, & Ochsner, 2016; Ochsner, Silvers, & Buhle, 2012). This 
model provides the foundation for the second section, which expands the model 
to the study of social forms of emotion regulation where one individual attempts 
to shape and change the emotions of another (Reeck, Ames, & Ochsner, 2016). 
The third and final section asks what lies ahead for the model and for the study of 
emotion regulation more generally, considering issues ranging from the continued 
evolution of the model and its usefulness for other areas of research (Ochsner, 
2013, 2014).

�The Starting Point: A Multilevel Model of the Self-Regulation 
of Emotion

For the past 15+ years, behavioral research on the self-regulation of emotion has 
been guided by James Gross’s process model (Gross, 1998, 2015). According to this 
model, different types of emotion regulation strategies can be understood in terms 
of the stage of the emotion generation sequence that they impact (see white boxes, 
Fig. 3.2). Emotion generation proceeds when an emotion eliciting stimulus is per-
ceived in the context of a particular situation, one attends to that stimulus or some 
aspects of it, they are appraised in terms of their meaning with respect to one’s 
goals, wants, and needs, and depending on the nature of that appraisal, the various 
components of an emotional response are produced. Situation-focused regulatory 
strategies impact one’s exposure and proximity to stimuli, such as when one moves 
away from an annoying stimulus or toward one that is desirable. Attention-focused 
strategies change the way one deploys selective attention to take in information that 
promotes desired emotional responses and ignore information that promotes unde-
sired responses, such as when you divert your gaze during the scary part of a movie. 
Cognitive change-focused strategies alter the way one appraises the meaning of a 
stimulus, such as when you reappraise the rejection letter from a journal as an 
opportunity to improve the manuscript. Finally, response-focused strategies change 
the way one overtly expresses a motion on the face, body, and so on, such as when 
one abides by the British maxim to “keep a stiff upper lip” and limit the display of 
one’s emotions.
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Fig. 3.2  White boxes: Elements of the original process model of emotion regulation (Gross, 
1998), which described a system for classifying emotion regulation strategies in terms of the stage 
of an emotion generation sequence that they impact. This model spoke only to the strategies one 
could implement in a given situation. Gray boxes: Elements of an elaborated process model (Dore 
et al., 2016; Reeck et al., 2016; cf. Gross, 2015) specifying steps that logically precede the moment 
when one implements a strategy. One may identify the current emotional state, decide whether to 
regulate, and select a strategy

�Proposing a Multilevel Model

Although the process model has been a powerful tool for organizing our under-
standing of the relationships between different types of regulatory strategies, it is 
silent about the neural mechanisms underlying them. To gain leverage on the nature 
of these mechanisms, the past decade has seen an enormous growth of functional 
magnetic resonance imaging (fMRI) research seeking to use patterns of brain activ-
ity to draw inferences about the psychological and neural mechanisms underlying 
specific strategies (Ochsner et al., 2012).

We were one of the first groups to take this approach (Ochsner, Bunge, Gross, & 
Gabrieli, 2002). When we began this research, late in the year 2000, virtually noth-
ing was known about the neural systems supporting any of the emotion regulation 
strategies posited by the process model. We decided to start by focusing on a para-
digm example of cognitive change—reappraisal—as well as attention-based strate-
gies like distraction or selective attention. Drawing on prior work on “cold” forms 
of cognitive control, we proposed that strategies like reappraisal and attentional 
control might rely upon domain-general cognitive control systems localized in lat-
eral prefrontal and inferior parietal cortices as well as posterior medial prefrontal 
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cortex (mPFC) and dorsal anterior cingulate cortex (dACC) (Botvinick, Braver, 
Barch, Carter, & Cohen, 2001; D’Esposito, Postle, Ballard, & Lease, 1999; Miller 
& Cohen, 2001). Effective regulation might depend on these systems effectively 
modulating activity in systems that generate emotional appraisals and the various 
components of an ensuing response. Our initial studies supported this prediction. 
And ever since, the lion’s share of fMRI research on emotion regulation has contin-
ued to focus on reappraisal and attentional strategies. Four different meta-analyses 
showed that, to date, over 60 fMRI studies (Buhle et al., 2014; Kohn et al., 2014; 
Morawetz, Bode, Derntl, & Heekeren, 2017; O’Driscoll, Laing, & Mason, 2014) 
have supported our initial proposal that prefrontal regions implement processes like 
working memory to keep in mind regulatory goals and strategies, as well as selec-
tion processes necessary to either pick the right way to implement a given strategy 
and/or limit the pull of one’s initial affective response. As lateral prefrontal regions 
implement these control processes, posterior medial frontal regions, including the 
dACC, are thought to monitor the extent to which reappraisal is desirable and suc-
cessful, signaling the extent to which ongoing regulation is necessary. Together, 
these lateral and medial control systems are thought the change the way one attends 
to and interprets the meaning of affective stimuli whose value is computed by 
largely subcortical regions, such as the amygdala—which signals the presence of 
goal-relevant stimuli and can trigger initial affective responses to them—and the 
striatum, whose ventral portions are involved in computing expectancies about the 
reward value of stimuli (Helion, Krueger, & Ochsner, 2019; Ochsner et al., 2012). 
Figure 3.3 schematically illustrates these regions.

Notably, the model posits that prefrontal control and largely subcortical affect 
systems can interact in multiple ways, depending on the strategy in question and 
one’s goals when using it (Helion et al., 2019; Ochsner et al., 2012). Reappraisal, 
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Fig. 3.3  Schematic representation of brain regions supporting reappraisal as suggested by meta-
analyses. Control-related regions shown in blue, affect generation-related regions shown in pink. 
dACC dorsal anterior cingulate cortex, pmPFC posterior medial prefrontal cortex, dlPFC dorsal 
lateral prefrontal cortex, vlPFC ventral lateral prefrontal cortex, IPC inferior parietal cortex
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for example, can be used to downregulate negative emotion by reinterpreting upset-
ting events in ways that lessen their emotional punch. But it also can be used to 
expand and embellish negative appraisals that make you feel much worse than you 
had initially (Ochsner, Ray, et al., 2004). This stands in contrast to other models of 
self-regulation that posit reciprocal and/or inhibitory relationships between cogni-
tive control and emotion systems (Drevets & Raichle, 1998; Heatherton & Wagner, 
2011; Lieberman et al., 2007; Metcalfe & Mischel, 1999). Such theories view cog-
nition and emotion as generally antagonistic. As one comes to the fore, the other 
recedes. While this is surely the case some of the time—as when one uses reap-
praisal to downregulate emotion—we and others have documented numerous 
instances where cognitive control systems can be used to amplify or even wholly 
generate emotional responses, as when one imagines a seemingly innocuous stimu-
lus, like the creak of a floorboard in a quiet house, might be an indication that some-
thing sinister is afoot. And as discussed elsewhere (Ochsner, 2013, 2014), control 
can be used in support of various other affective abilities as well. The key point is 
that cognitive control systems allow us to flexibly interpret and reinterpret all kinds 
of external sensory inputs and internal sensations, and depending on how we attend 
to and appraise these stimuli, different types of emotions will be produced to differ-
ing degrees (Ochsner, 2013, 2014).

�Elaborating the Initial Model

While the work summarized above has helped flesh out a multilevel model of the 
self-regulation of emotion that connects behavior, psychological processes, and 
underlying brain systems, in the past few years, it has become increasingly clear 
that it may be the tip of the proverbial regulatory iceberg (Dore et al., 2016; Gross, 
2015; Ochsner & Gross, 2014; Reeck et al., 2016).

Implementation  The core idea is that the process model as initially formulated 
speaks only to the way in which individuals implement regulatory strategies and is 
silent about how one got to the point at which one is trying to regulate. What’s more, 
extant laboratory techniques are not designed to test anything other than implemen-
tation. Indeed, the vast majority of them present a narrow range of aversive stimuli 
for which regulation might obviously be desirable, instruct/train participants how to 
regulate, and tell them when to regulate. In everyday life, however, all of these fac-
tors are underdetermined and may play key roles in determining whether regulation 
is successful. With these kinds of considerations in mind, the gray boxes in Fig. 3.2 
outline three steps that we think may precede the act of implementing a given regu-
latory strategy (Dore et al., 2016; Reeck et al., 2016) and are described below.

Selection  Prior to implementation, we believe that one must select a strategy from 
some set of alternatives that could be considered. How many strategies you consider 
will depend on your knowledge of the kinds of strategies that could be used, in 
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general, and the extent to which situational cues, your regulatory goals, or other 
factors bring them to mind. For instance, if you are in a heated argument with a 
friend and want to regulate your response, should you move away (changing the 
nature of the emotion-eliciting situation), try to change the topic of conversation to 
something less conflictual (using distraction, a form of attentional control), try to 
reinterpret the nature of the conflict or your friend’s actions in a way that makes you 
and them feel less upset (an instance of cognitive reappraisal), or should you simply 
try to mask your facial and bodily expressions of anger so that your friend can't tell 
how upset you are (an instance of response modulation)?

In recognition of the potential importance of selection to the regulatory process, 
to date, this stage has seen the most behavioral research of all the expanded stages 
discussed here. In upward of half a dozen studies, Sheppes and colleagues have 
probed the selection stage by asking under what circumstances people decide to 
reappraise as compared to distract themselves in the face of unpleasant stimuli. 
Across younger and older participants and across typically developing and current 
or formerly clinical populations (e.g., remitted bipolar or a current borderline diag-
nosis), they have found that distraction is more often chosen for the most intensely 
aversive experiences whereas reappraisal is chosen for less intense aversive experi-
ences (Hay, Sheppes, Gross, & Gruber, 2015; Sauer et al., 2016; Scheibe, Sheppes, 
& Staudinger, 2015; Sheppes et  al., 2014; Sheppes & Levin, 2013; Sheppes, 
Scheibe, Suri, & Gross, 2011; Suri, Sheppes, & Gross, 2013).

Evaluation  Prior to strategy selection, it is necessary to evaluate whether or not 
regulation is needed at all. In some circumstances, it may be wholly appropriate to 
experience even intensely negative emotions, such as when one is appropriately 
angry with an insult, experiences grief at a funeral, is afraid of a high-risk invest-
ment opportunity, or is faced with a situation or emotion that is too ambiguous or 
too intense to be regulated. In such circumstances, it might be wise to wait until 
your emotions calm down or the situation becomes clearer before thinking again 
about whether regulation is called for. What’s more, attempting to downregulate 
your emotions may sometimes prove counterproductive. Recent research suggests, 
for example, that individuals high in self-control may take unwarranted risks in situ-
ations where they should heed their fears of failure or loss (Konnikova, 2013). 
Similarly, reappraisal may be most beneficial in situations that cannot be controlled, 
where other types of strategies might not be possible and rethinking the meaning of 
what is happening may be the best option. Iris Mauss and colleagues have found this 
to be true in lab situations that are less controllable as well as in everyday life situ-
ations faced by low SES individuals who may have less control over life stressors 
than do high SES individuals (Mauss et al., 2011; Troy, Ford, McRae, Zarolia, & 
Mauss, 2017; Troy, Shallcross, & Mauss, 2013).

Identification  Finally, in order to decide whether or not your current emotional 
state needs to be regulated, there has to be some internal representation of that cur-
rent state. Note that this representation may in many circumstances be conscious—
as when you introspectively assess how you are feeling and realize you are anxious 
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and afraid prior to giving a very important talk—but in others the representation of 
your current state can be non-conscious, as when regulatory systems take as inputs 
the outputs of emotional response systems and implement regulatory actions out-
side your awareness. In such cases, regulation is guided by non-conscious goals and 
processes that may engage the lateral and dorsal medial prefrontal systems men-
tioned above (Lau & Passingham, 2007), but they may also depend on ventral 
medial prefrontal regions important for learning the affective values of stimuli and 
how those values change within different spatiotemporal contexts (see Braunstein 
et al., 2017 for more discussion).

�Neuroscience Research on the Expanded Model

While behavioral studies have increasingly begun recognizing the potential impor-
tance of these additional regulatory steps, neuroscience research has yet to signifi-
cantly take up their investigation. Below we offer what currently is known about the 
brain systems supporting each stage, including detailing our lab’s initial forays into 
studying the evaluation and identification stages.

Selection  Above we discussed the work by Sheppes and colleagues showing that 
distraction versus reappraisal is preferentially chosen more for high versus low 
intensity aversive experiences (Sheppes et al., 2011; Sheppes et al., 2014; Sheppes 
& Levin, 2013; Suri et al., 2013). While there are many possible reasons for this, 
one explanation may be that highly arousing and aversive experiences can trigger a 
series of both fast and slow stress-related responses. Fast responses include changes 
in the neurotransmitter profiles of prefrontal cortex, and slow responses include 
cortisol release that modulates energy metabolism and amygdala encoding (Arnsten, 
2015; Peters, McEwen, & Friston, 2017; Sapolsky, 2015). Extant animal work with 
rodent models dovetails with recent functional imaging and stress studies in humans 
to suggest that, together, these responses may diminish prefrontal capacity in the 
face of acute stressors while at the same time enhancing amygdala responsivity 
(Maier, 2015; van Ast et al., 2016). Behaviorally, these neural effects can lead to 
riskier choices (Uy & Galvan, 2017), reduced model-based learning (Otto, Raio, 
Chiang, Phelps, & Daw, 2013), and reduced ability to reappraise stimuli eliciting 
conditioned fear responses (Raio, Orederu, Palazzolo, Shurick, & Phelps, 2013; 
Raio & Phelps, 2015). Over time, exposure to chronic stressors can rework cortical-
subcortical pathways to make these changes long-lasting, resulting, for example, in 
greater amygdala responses in individuals exposed to chronic long-term stressors 
(Muscatell et al., 2015). Similar effects can be seen in individuals who faced a sin-
gle severe stressor only 1 month prior (Reynaud et al., 2015).

To the extent that reappraisal depends critically on the integrity of prefrontal 
systems and their ability to communicate with the amygdala, choosing to reappraise 
in the face of a highly aversive situation may not always be optimal, especially when 
given the choice to distract oneself instead. It is worth noting, however, that 
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individual differences in stress reactivity and cognitive control capacity will loom 
large for these and all other stages of the expanded regulation model. For example, 
although stress can diminish prefrontally dependent working memory performance 
(Oei, Everaerd, Elzinga, van Well, & Bermond, 2006), individuals with greater 
working memory capacity (as measured by operation span) may be better able to 
resist the effects of stress on cognitive performance (Otto et al., 2013). Future work 
should ask whether individuals with greater cognitive control capacity may be more 
likely to choose strategies like reappraisal that depend on the kinds of prefrontal 
resources disrupted by stress.

Evaluation  In our laboratory, we recently studied the evaluation stage using 
fMRI. We wanted to know what brain- and behavior-based variables would predict 
one’s choice to reappraise as compared to just allowing the more natural response 
when faced with unpleasant events. To study this, we devised a two-part procedure 
(see Fig. 3.4). First, we presented participants with a set of neutral and moderate to 
high arousal aversive images, asking them to rate how they felt in response to each 
one. Whole-brain fMRI data were collected during this exposure phase. Then, in a 
second, choice phase that took place outside the scanner, participants were once 
again presented with all of these images and asked if they wanted to simply look at 
the image (and respond naturally) or regulate their response to the image using reap-
praisal. Based on these choices, we could bin the imaging data from initial presenta-
tion to differentiate activity for images to which participants chose to respond 
naturally versus reappraise. This allowed us to first identify activity in specific 
regions that predicted whether or not a given individual would subsequently regu-
late the response. To address this question, we focused on regions of interest (ROIs) 
in prefrontal cortex and amygdala that are involved in reappraisal, as identified in 
our 2014 meta-analysis (Buhle et al., 2014). We found that, when one first encoun-
tered an aversive image, activity in all of these regions predicted greater likelihood 
of an individual reappraising that image—and this finding generalized to predicting 
choices for similar novel aversive images as well. The fact that individuals showing 
prefrontal and amygdala activation were more likely to subsequently choose to 
reappraise raises the possibility that the amygdala response to an aversive image 
triggers prefrontal engagement, which in turn predicts a choice to regulate down the 
road. We tested this mediational relationship and found it to be significant (sche-
matically illustrated in Fig. 3.5). We also compared relative strength with which 
brain-based (prefrontal and amygdala activity) and behavior-based (self-reported 
affect) variables could predict subsequent regulation choices. Notably, prefrontal 
activity was the single strongest predictor, and models that took into account both 
brain and behavior variables achieved high levels of accuracy for predicting which 
individuals are most likely to regulate when faced with aversive events.

We then turned to the question of whether or not we can predict the aversive 
images for which regulation was most likely to be chosen. Here, we again focused 
analyses on ROIs from our 2014 meta-analysis (Buhle et al., 2014), but this time 
performed a pattern expression analysis. This analysis asks to what extent, during 
the presentation of a given image, the whole brain pattern of activity is similar to the 
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Fig. 3.4  Design of fMRI study exploring brain systems involved in evaluating the need to regulate 
aversive emotion (Dore, Morris, Burr, Picard, & Ochsner, 2017; Dore, Weber, & Ochsner, 2017)

whole brain reappraisal pattern from our meta-analysis. We found that the greater 
the expression of this reappraisal pattern in response to a given image, the more 
likely an individual was to later choose to reappraise their response to it. We then 
asked which variables—brain- or behavior-based—were the best predictors of 
choices to reappraise. We found that reappraisal pattern expression and average 
levels of activity in prefrontal and amygdala ROIs were the single best predictors 
and that models that took into account both brain and behavior variables again were 
the best predictors of choices to reappraise a given image. Together, these data sug-
gest that when one first encounters an image, affect systems, like the amygdala, 
signal the presence of a goal-relevant stimuli (in this case, potential threats). That 
response recruits prefrontal activity to help interpret the meaning of the image. If 
one judges the stimulus to require regulation (in this case, to be sufficiently aver-
sive), then one will be more likely to decide to reappraise.

Identification  We have also begun investigating the identification stage to ask how 
it works and what are the consequences of introspectively identifying your emotions 
in different ways. We and others have previously shown that dorsal medial prefron-
tal cortex (dmPFC) is critically involved in attention to and awareness of one’s 
internal emotional state (Lane, Fink, Chau, & Dolan, 1997; Ochsner, Knierim, et al., 
2004; Phan et al., 2003; Taylor, Phan, Decker, & Liberzon, 2003), whereas regions 
of lateral PFC were important for selecting among competing alternative labels for 
those states (Lieberman et al., 2007; Satpute, Badre, & Ochsner, 2014; Satpute, Shu, 
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Fig. 3.5  A key result from Dore et al. (2017) and Dore, Weber, and Ochsner (2017)—using imag-
ing data collected during initial Part 1 exposure to images (see Fig. 3.4), we could predict which 
individual participants would later (Part 2) choose to regulate emotion. Specifically, participants 
showing greater amygdala activation were more likely to engage prefrontal systems (presumably 
to help appraise the meaning of the images) and then later on choose to reappraise. Note that given 
that stronger rather than weaker amygdala responses predict subsequent regulation choices, it is 
unlikely that participants are already reappraising during initial Part 1 uninstructed exposure. 
Instead, PFC activity likely reflects cognitive processes related to evaluating image meaning (i.e., 
appraisal) whose engagement predicts the choice to regulate later on

Weber, Roy, & Ochsner, 2013). We have described the dorsomedial region as being 
important for a high or abstract level of representation for knowledge about mental 
states including emotional ones (Ochsner & Gross, 2014). The everyday language 
of emotion—I am happy, I am angry, I am sad, etc.—invokes a set of conceptual 
categories that can generalize across people and situations. We can use these terms 
to describe our own emotions, those of our friends, family, and so on, across a vari-
ety of circumstances. In this sense, being able to “recognize” our emotions has a lot 
in common with the recognition of objects in the world. To identify that an object 
sitting at the end of a conference table during a meeting is a cell phone rather than 
something else, we draw on high level, abstract knowledge of the form of objects 
that is viewpoint- and exemplar-irrelevant (Kosslyn, 1994). That is, it does not mat-
ter at what angle you view the phone and which specific phone it happens to be (an 
iPhone, Samsung smartphone, flip phone, etc.); in all cases, you know it is a phone. 
Identifying your emotions may work the same way: across viewpoints (i.e., emotion-
arousing situations) and exemplars (i.e., the person experiencing the emotion, 
whether it is you or someone else), you can use high level, abstract knowledge about 
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mental states to identify the emotion in question. We believe that the dmPFC and 
associated regions (e.g. those that comprise a so-called mentalizing network; see 
Amodio & Frith, 2006; Zaki & Ochsner, 2012) more generally play key roles in the 
representation and use of this knowledge in everyday contexts where such informa-
tion is useful, ranging from instances where you introspect about your own emo-
tions to complex social interactions (Satpute et al., 2013, 2016; Zaki & Ochsner, 
2012).

The fact that this knowledge takes the form of linguistically describable emotion 
categories—that we can think and talk about—turns out to have important and 
unexpected consequences. Imagine you are talking to a colleague about negative 
reviews of the manuscript you recently submitted to a top journal. As you recount 
the elements of the review, your emotions may swing from an initially neutral start-
ing point to the depths of despair and back again. If your friend asks you to be spe-
cific about how you felt about a reviewer’s request to conduct five new analyses, 
how would you respond? Might you note that you felt about a five on a seven-point 
scale, where one is neutral and seven is extremely negative? Or would you simply 
pick what seems like the most appropriate descriptor—in this case, angry? Everyday 
communication is heavily trafficked by terms like angry, happy, or sad used to 
describe our emotions. It is only in the world of the laboratory where we ask people 
to rate anything and everything on a seven-point scale. As such, when your negative 
emotion is quite strong, it might be easy to tell your friend you are angry. Conversely, 
when you are feeling calm, it might be easy to say you feel neutral. However, what 
about moments when you feel something in between—perhaps moderately but not 
extremely negative? Do you say you feel neutral or angry? And does it matter which 
one you pick?

We recently used a novel behavioral method combined with fMRI to ask how 
people make judgments about such liminal emotional states (Satpute et al., 2016). 
The method draws on the category boundary effect in perception research. As a 
hypothetical example, imagine sorting a set of balls of varying sizes into two bins; 
how do you do it? Very large balls could go into a large bin, whereas very small balls 
could go into a small bin. But what about the ball sized somewhere in between? It 
turns out that if you place them in the large bin, you come to perceive them as being 
larger than you had initially, whereas if you place them in the small bin, you come 
to perceive them as being smaller than you had initially. These types of effects are 
observed in various perceptual domains, ranging from vision to speech and audition 
(Anderson, Silverstein, Ritz, & Jones, 1977; Eimas, Siqueland, Jusczyk, & Vigorito, 
1971; Harnad, 1987).

Our task investigated category boundary effects in the perception of emotion 
using a variant of this procedure. Participants viewed images varying from neutral 
to moderately negative to highly negative. In the continuous condition, they rated 
their affective response by clicking anywhere that was appropriate along a graded 
scale ranging from neutral to bad. In the categorical condition, they had to choose 
which term—neutral or bad—best described their emotional response. Using psy-
chophysical techniques, for each participant, we calculated a curve relating the 
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probability they responded neutral or bad versus the normative degree of negativity 
in the image based on prior norming samples of participants (or put another way, we 
plotted stimulus attributes vs. the ability to perceive their presence). This allowed us 
to determine how normatively negative an image had to be for a given participant’s 
experience to cross a subjective “tipping point” for judging their own response to be 
negative. The critical question was to what extent being forced to choose a single 
categorical descriptor shifted this threshold as compared to being able to click any-
where along a continuous scale.

To make this concrete, consider a case analogous to the earlier example of sort-
ing balls into large versus small bins. Imagine you are presented with a moderately 
negative image and are asked to rate your emotional response along a continuous 
scale. You might click somewhere near the midpoint of the continuously graded 
neutral-to-bad scale, indicating a moderately bad reaction. Now imagine that in the 
categorical condition, you must rate your reaction to this image by selecting either 
of two words—neural or bad—that best describes that response. When presented 
with these two cases in our experiment, we observed that some participants would 
pick the word “bad” to describe their reaction to moderately aversive stimuli, sug-
gesting that when using categorical language to describe their emotions, they had a 
liberal threshold for judging whether a stimulus made them feel bad. Conversely, 
other participants tended to pick the word “neutral” to describe their reaction to 
moderately aversive stimuli, suggesting that when using categorical language to 
describe their emotions, they had a conservative threshold for judging whether a 
stimulus made them feel bad. Put another way, depending on whether your thresh-
old for judging the negativity of your emotions became more liberal versus more 
conservative, you would lump those reactions into either the “bad” or “neutral” 
response category.

These behavioral data suggested that participants were actually experiencing the 
liminal, moderately aversive, boundary-level stimuli differently when forced to 
describe their emotional responses using linguistic categorical terms of the sort we 
use in everyday communication. Brain data backed this up. Participants with more 
liberal or lower thresholds for reporting negative responses also showed greater 
amygdala and insula activity, whereas participants with more conservative or higher 
thresholds for reporting negative responses showed weaker amygdala and insula 
activity (see left and center panels of Fig. 3.6). Notably, the extent of the shift was 
predicted by greater connectivity between amygdala and insula, with dorsal medial 
prefrontal regions thought to support access to linguistic category descriptors of 
affective states (right panels, Fig.  3.6; note also that although the topography of 
these regions looks slightly different when statistically thresholded at conventional 
levels, they do not meaningfully differ when directly compared). Together, these 
data highlight that simply introspecting about and reporting on certain kinds of 
emotional states can actually change them, leading them to be neurally repre-
sented—and perhaps amplifying or diminishing their experience—in a way consis-
tent with the terms you use to describe those states (cf. Kircanski, Lieberman, & 
Craske, 2012).
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Fig. 3.6  Key results from study of identification stage of elaborated process model (Satpute et al., 
2016). Individual participants vary in the extent to which categorical thinking shifts the threshold 
for reporting feeling neutral or bad when viewing moderately aversive images. The degree of this 
shift to report that more stimuli make you feel neutral versus bad correlates with lesser versus 
greater activity in key affective response systems (i.e., amygdala, insula) and was predicted by 
greater connectivity of these regions with dorsal medial prefrontal regions supporting access to 
linguistic category descriptors of affective states. See text for details

�Evolving the Model of Self-Regulation to Account 
for the Social Regulation of Emotion

These elaborations to our initial model of the self-regulation of emotion broaden its 
scope and enable it to account for a much wider range of phenomena than the initial 
model could. Whereas the initial model was focused entirely on the implementation 
of strategies, the revised and expanded model describes three stages that come 
before implementation of a given strategy—identifying your emotion(s), evaluating 
the need to regulate your emotion(s), and if regulation is desired, selecting an appro-
priate strategy. As described above, new areas of research are growing up around 
these newly proposed stages. Over the next few years this work should help eluci-
date their psychological and neural bases—and perhaps more importantly, begin to 
elucidate how individual differences in our everyday emotions may arise from dif-
ferences (between individuals or within an individual across time) in the way each 
of these stages operates. For example, an individual with anxiety might show low 
positive and elevated negative affect not just because they are unable to implement a 
particular kind of emotion regulation strategy, but rather (or also) because they have 
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a lower threshold for perceiving negative emotions, do not always identify situations 
where they should regulate, and/or have trouble selecting appropriate strategies even 
when they do deem that regulation is necessary. Likewise, other clinical popula-
tions—from substance users to individuals with mood or personality disorders—
may also differ from the normative population in these ways. And children or older 
adults may similarly differ from young adult populations in the ways they identify 
their emotions, evaluate the need to regulate, and tend to select specific strategies.

But there is still another important aspect of our emotional lives and capacity for 
regulation on which the model described thus far is silent: the social context of emo-
tion regulation and, in particular, the way in which one individual may actively 
regulate the emotions of another. The social regulation of emotion may be at least as 
common, if not more common, than the self-regulation of emotion. Indeed, count-
less times a day, parents must actively help their children respond emotionally to 
various challenges. Friends help each other respond to life’s setbacks. Relationship 
partners provide regulatory support in times of need. Therapists assist their clients 
with current or long-running emotional struggles. And sometimes, social forms of 
regulation are undertaken with the intent not to help, but to disrupt regulation, as 
when competitors in sports or business attempt to emotionally disequilibrate their 
opponents in a game or negotiation.

The expanded model of the self-regulation of emotion in Fig. 3.2 can also account 
for social forms of regulation. If self-regulation involves using one’s frontal lobe to 
regulate one’s affective response systems, then social regulation might involve the 
use of your frontal lobe to regulate another person’s affective response systems 
(illustrated in Fig. 3.7). In terms of the elaborated process model (Fig. 3.2), we can 
accommodate social regulation with two simple twists illustrated in Fig. 3.8. First, 
we can use the top row of boxes, starting with emotion identification and ending 
with strategy implementation, to describe the series of processing steps that take 
place in the mind and brain of an individual—designated the regulator—who is 
attempting to alter or shape the emotions of another individual. Second, we can use 
the bottom row of boxes, starting with the perception of an emotion-eliciting stimu-
lus and ending with an emotional response, to describe the series of emotion-
generating processing steps taking place in the mind and brain of that second 
individual who we designate the target of the first person’s regulatory attempts 
(again, see Fig. 3.7).

To make this concrete, consider the example offered in the introduction of this 
chapter. Imagine that your move to a new university is experiencing some expected, 
but nonetheless significant, emotional turbulence as you to attempt to build your 
new lab and navigate the politics and bureaucracy of the new institution. As you 
experience and express your anxiety about one particular setback, your relationship 
partner perceives your emotional state and identifies it correctly, judges that this 
might be a moment where regulatory action could be helpful, and decides to try and 
improve the situation by taking you on a relaxing evening out.

In this way, our multilevel model of emotion regulation can account for both the 
self-regulation and the social regulation of emotion. Whereas the top row always 
describes processing steps engaged by a regulator, the bottom row describes the 
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Fig. 3.7  Schematic of the relationship between the self-regulation and social-regulation of emo-
tion: During self-regulation, you use your frontal lobe to regulate your affective response systems; 
during social regulation, you use your frontal lobe to regulate another person’s affective response 
systems

Fig. 3.8  A generalized model of emotion regulation that accounts for the self-regulation and the 
social regulation of emotion (cf. Dore et al., 2016; Reeck et al., 2016). See text for details and 
comparison to Fig. 3.2

processing steps generating the emotions of a regulatory target—whether that target 
is yourself (as in the case of self-regulation) or another person (as in the case of 
social regulation). In this way, what began as a model of the self-regulation of emo-
tion—that we later adapted to the social regulation of emotion—can now be seen as 
a generalized emotion regulation model.

Conceptually, we have begun describing how this generalized model can orga-
nize our understanding of various kinds of behavioral and brain imaging data 
concerning the social regulation of emotion (Reeck et al., 2016). There have also 
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been other approaches to studying the social regulation of emotion that emphasize 
different factors, including the ecological and relational context of social regulation 
(Beckes & Coan, 2011) or a target’s motivation for seeking out the assistance of a 
regulator (Zaki & Williams, 2013). We see the social application of our generalized 
models as complementary to these approaches.

Empirically, we have begun using our social application of the generalized model 
to begin exploring the psychological and neural underpinnings of various types of 
social emotion regulatory phenomena. We now turn to a few illustrative examples of 
this work.

�Attempting to Identify Another’s Emotions Can Result 
in the Self-Regulation of Emotion

The first example is a bridge from our earlier self-regulation research to our current 
interest in social regulation. It comes from a study asking how identifying another 
person’s emotions—by simulating or empathizing with them—might have unex-
pected self-regulatory effects. The need to simulate and empathize with other peo-
ple arises in virtually all of our relationships. And over time we learn to internally 
represent the people we know and the way they experience the world. Consider, for 
example, a friend recounting a close call with a New York City taxi cab where they 
were almost struck while crossing the street. If that friend is neurotic and reactive—
like the popular conception of well-known New York resident Woody Allen—you 
might expect them to have felt a great deal of fear and anxiety. By contrast, if they 
are stoic and strong—like a character played by the Western movie actor John 
Wayne—then you might expect them to have kept their relative cool. We wanted to 
know whether the act of empathizing with the friend’s response to an emotionally 
charged situation—an instance where you may need to identify their emotions prior 
to deciding whether it is appropriate to offer regulatory support—may have unex-
pected regulatory consequences all by itself.

To study this, we asked participants to take part in a study that ostensibly was 
about empathic accuracy (Gilead et al., 2016). In an initial behavioral session, they 
responded to a number of self-report questions about their personal preferences, 
tastes, and attributes. They were also asked to read what they were told were the 
responses of two prior participants. In reality, each set of responses was from a ficti-
tious participant—one set having been pretested to come across as highly emotion-
ally reactive, like the Woody Allen example above, whereas the other set was 
pretested to come across as strong and resilient, like the John Wayne example. In a 
second session that took place in an MRI scanner, participants were asked to com-
plete an empathic accuracy test. On each of a series of trials, they would see a 
potentially emotionally charged photographic image and would be cued to subse-
quently rate either their own emotional response or what they believed would have 
been the emotional response of the (unbeknownst to the participants, fictitious) 
Woody- or Wayne-like individuals.
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Behaviorally, we found that adopting the Woody versus Wayne perspectives 
resulted in larger versus smaller ratings of estimated negative affect for those tar-
gets—that is, relative to the amount reported for the participant’s own reactions on 
trials where the images are experienced from one’s own perspective. Neurally, a 
similar pattern was found for amygdala responses. Notably, the amygdala effects 
were observed in a set of voxels that were more active when negative images were 
viewed from one’s own personal perspective, which provided initial evidence that 
simulating another person’s perspective on an event may have the unintended effect 
of changing the way you are appraising the meaning of that event. Intriguingly—like 
the study on the self-identification of emotion described earlier—we found that func-
tional connectivity between amygdala and dmPFC was positive when participants 
adopted the emotion-amplifying Woody perspective and connectivity was negative 
when they adopted the emotion-dampening Wayne perspective. Consistent with the 
idea that this dorsal medial prefrontal region is important for the high-level differen-
tiation of mental states associated with each perspective, a multi-voxel pattern analy-
sis of activity in this region showed significantly different patterns as a function of 
the perspective adopted on a given trial. Figure 3.9 illustrates these two results.

One problem with interpreting these results, however, is that amygdala responses 
can reflect a variety of processes, not just threat appraisals or aversive emotions. 
Current accounts of amygdala function suggest that it may have a more general 
neuromodulatory function, surveilling the environment for stimuli relevant to both 
your aversive and appetitive goals (Cunningham & Brosch, 2012; Todd, 
Cunningham, Anderson, & Thompson, 2012). As such, amygdala activation when 

Fig. 3.9  In an initial study of how perspective taking serves as a form of social regulation (Gilead 
et al., 2016), we found that connectivity of amygdala with dmPFC was positive when participants 
adopted an emotion-amplifying perspective and connectivity was negative when adopting an 
emotion-dampening perspective. Multi-voxel pattern analysis of dmPFC activity showed signifi-
cantly different patterns as a function of the perspective adopted
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simulating another’s perspectives could reflect changes in the way you are attending 
to and encoding goal-relevant information. While this may boil down to semantics 
in the sense that emotional appraisal maybe constituted of exactly these types of 
attentional and goal-directed processes, we nonetheless sought to provide a more 
stringent test of the idea that stimulating another’s perspectives changes your own 
emotional experience. We then turned to an analytic technique developed by Luke 
Chang, Tor Wager, and colleagues at the University of Colorado Boulder (Chang, 
Gianaros, Manuck, Krishnan, & Wager, 2015). They identified a whole-brain pat-
tern whose degree of expression predicts varying degrees of self-reported negative 
emotional experience. This pattern was derived from a large data set where partici-
pants view diverse images like the ones used in our study. We asked to what extent 
expression of this pattern varied as a function of the Woody versus Wayne perspec-
tive taken in our study. Critically, this pattern was expressed more strongly versus 
more weakly on trials where photos were viewed from the reactive Woody versus 
stoic Wayne perspectives. These data support the idea that simulating another per-
son’s emotional state—which we think may be the first step in a chain of events that 
could lead to the decision to help them regulate—may actually help regulate one’s 
own emotional response.

�Social Influence as an Example of the Social Regulatory Effects 
of Passively Identifying Another’s Emotions

If actively simulating someone else’s emotions may change the way you appraise 
and respond to an event, then an open question is whether and how passive exposure 
to another’s emotions might also impact our emotions. Here, we started with the 
idea that any number of situations involve reacting to emotional events alongside 
other people. One common scenario is when we watch a movie in a crowded theater. 
If the moviegoers around us are laughing, we might be more likely to laugh as well. 
And if they are gasping in horror, our own fear might be heightened. Behavioral 
models of emotional contagion suggest that such effects should occur (Anderson, 
Monroy, & Keltner, 2017; Jordan, Rand, Arbesman, Fowler, & Christakis, 2013; 
Neumann & Strack, 2000), but little is known about the underlying neural 
mechanisms.

Observations such as these led us to ask how knowledge of other people’s emo-
tional responses to a shared event might have social regulatory effects. In this way, 
our model of the social regulation of emotion could help provide an account of the 
way in which social influences shape affective responding more generally. 
Neuroscience interest in social influence has increased over the past few years as 
evidenced by a handful of studies asking how knowledge of another’s preferences 
for faces, music, and food is shaped by knowledge of group preferences for these 
stimuli. In general, these studies find that when you learn others have liked some-
thing either more or less than you do, subsequent tests demonstrate a corresponding 
shift in how much you like that stimulus—as well as in neural markers of subjective 
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liking, such as activity in ventral portions of the medial PFC and striatum (Izuma & 
Adolphs, 2013; Klucharev, Hytonen, Rijpkema, Smidts, & Fernandez, 2009; 
Klucharev, Munneke, Smidts, & Fernandez, 2011; Nook & Zaki, 2015; Zaki, 
Schirmer, & Mitchell, 2011).

To study this phenomenon in an emotion context, we developed a variant of the 
methods used to study social influence over subjective preferences. In an initial 
phase, participants viewed neutral, positive, and aversive photographic images and 
rated how good or bad they felt in response on a scale that ranged from very nega-
tive to very positive. A few seconds after making their own rating, they were shown 
what they were told was the average emotional response to that image recorded in a 
prior group of peer participants. In reality, however, this information was manipu-
lated so as to equally often match or to be more toward the negative or more toward 
the positive end of the scale than was the participant’s own response. In a subse-
quent second phase, participants viewed all of these images a second time and were 
asked to rate their current emotional responses to them. Instructions explained that 
we were simply interested in the way in which emotional responses may or may not 
change across time. Consistent with the prior research on subjective preferences 
(Izuma & Adolphs, 2013; Klucharev et al., 2009; Nook & Zaki, 2015), learning that 
your peers had responded to a given image more positively or more negatively than 
you did led you to have subsequent reactions that had shifted to be more similar to 
the peer response.

Insight into the neural mechanisms producing these effects came from an analy-
sis of fMRI data collected at the moment participants learned that peers had 
responded with dissimilar versus similar emotions to their own. Activity in posterior 
medial frontal regions (e.g., dACC) was associated with response conflict, as well 
as dorsal and ventral lateral prefrontal regions associated with cognitive control. 
Notably, many (if not all) of these regions had been shown in a meta-analysis (Buhle 
et al., 2014) to be recruited when one self-regulates emotions via reappraisal. This 
suggested that simply knowing that others have responded to an event with emo-
tions different than your own motivates reconsideration of your initial appraisal of 
the meaning of that event. Consistent with this idea, amygdala response to aversive 
images (but not other image types) became stronger after learning that peers had 
responded to these images more negatively than you had initially (Fig.  3.10). 
Curiously, we did not find that amygdala responses weakened when peers responded 
less negatively to an image than you had initially, and responses in other regions 
associated with appetitive responding (e.g., the ventral striatum) did not change as 
a function of influence-related changes in positive responses. While the selective 
nature of these findings is intriguing and in need of replication and extension, we are 
tempted to speculate that this pattern is consistent with a broader theme in behav-
ioral research on emotion often summarized with the phrase “bad is stronger than 
good” (Baumeister, Bratslavsky, Finkenauer, & Vohs, 2001). The maxim is meant to 
convey that numerous studies demonstrate that negative emotions exert a stronger 
influence over behavior than do positive emotions. The present results fit this maxim 
insofar as a larger change in neural markers of appraisal (i.e., amygdala response) 
was found when participants learned that others believed an event was more emo-
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tionally upsetting as compared to less upsetting than you did and that parallel effects 
were not observed for more positive reactions to aversive stimuli.

�Implementing Social Reappraisals

A final example comes from the realization that social emotion regulation is not 
isolated to single dyadic relationships between relationship partners, parents and 
children, clients and therapists, and so on. In a world where we each inhabit multi-
ple social roles, embedded in different social networks, with communication aided 
by social media, social regulation may be taking place in multiple relationships in 
parallel. Motivated by this realization, we planned to develop a means for studying 
the social regulation of emotion by capitalizing on digital platforms that facilitate 
multiple lines of communication between individuals. These plans became a reality 
in a collaboration with Rosalind Picard and her graduate student Rob Morris in the 
Affective Computing group of MIT’s Media Lab.

For his dissertation research, Rob Morris devised an online platform known as 
Panoply (Morris, Schueller, & Picard, 2015). This platform allowed individuals to 
anonymously login and do two things: share short descriptions of stressors for 
which they might seek the support of others, and/or read other people’s descrip-
tions and provide supportive written responses. Each participant was free to 
choose which one they wanted to do whenever they logged into the site. Critically, 
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Fig. 3.10  Key result from study of social influence over affective responding (Martin, Weber, 
Koscik, Cunningham, & Ochsner, in press). Amygdala response to aversive images became stron-
ger after learning that peers reported more negative responses to them. NoFb participants received 
no feedback about peer’s emotion. Agree participants received feedback that peers had same emo-
tional response to images. MoreNeg, LessNeg participants received feedback that peers had either 
more or less negative emotional response to images
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however, in order to become a member of this platform, you had to first receive 
training in how to write brief summaries of stressful life events as well as how to 
provide effective written support to other people who posted descriptions of their 
own stressful life events. For writing responses to others, examples of three differ-
ent kinds of regulatory strategies were provided: validating other people’s feeling, 
debugging automatic negative thoughts (à la cognitive behavioral therapy), and 
reframing, which essentially was reappraisal in a social context. In an initial report 
on a group that participated in the Panoply environment for 3 weeks, Morris and 
colleagues reported an important finding: in general (i.e., without consideration of 
whether you wrote about a dilemma or provided supportive responses to others), 
participants felt happier and less depressed after having been in the environment 
(Morris et al., 2015).

These findings led us to ask what aspect of participating in the Panoply environ-
ment led to the mood benefits (Dore et al., 2017). In particular, we wondered 
whether or not the act of socially reappraising other people’s unpleasant experi-
ences might improve one’s own reappraisal abilities. To address this question, we 
first asked what best predicted drops in depression: the number of stressful events a 
participant posted or the number of times a participant wrote supportive responses 
to other people’s posts (note that because participants were free to either post, 
respond, or do both, analyses of the effects of each variable controlled for levels of 
the other variable)? Strikingly, providing support to others predicted one’s own drop 
in depression.

Notably, the most common form of support offered in response to another’s posts 
was reframing or reappraisal of the life events they described. This led us to ask a 
second question—did helping other people reframe their experiences change the 
way in which you reappraised your own life experiences? To test this hypothesis, we 
compared pre- vs. post-Panoply reports of the frequency with which participants 
reappraised in their daily lives collected using a common measure (the ERQ, see: 
Gross & John, 2003). This analysis showed that the frequency of reappraisal 
increased after having participated in the online environment, which motivated us to 
test a mediational model demonstrating that the extent to which writing supportive 
posts for others led you to feel less depressed depended on the extent to which it 
also increased the frequency of reappraisal in daily life. Or put another way, by 
helping others regulate their emotions, you may have more frequently reappraised 
your own emotional reactions, and that helped you feel less depressed. Again, these 
intriguing results may raise more questions than they answer, and future research is 
needed to explore the conditions under which personal benefits are derived from 
helping socially regulate other people’s emotions. Numerous variables could ulti-
mately prove important, ranging from the timing and frequency with which one 
helps others to the specific strategies used to the feedback a regulator receives from 
targets about the desirability and efficacy of their regulatory attempts (cf. Dore & 
Morris, 2018).
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�Looking Ahead: The Continued Evolution of Our Multilevel 
Model of Emotion Regulation

Studies of the brain systems supporting emotion regulation—when combined with 
careful behavioral analyses—can help us identify the psychological processes that 
connect behavior to brain. In so doing, they help us build a multilevel model of emo-
tion regulation specifying the ways in which different classes of regulatory strate-
gies rely on different sets of cognitive and affective processes that, in turn, arise 
from interactions among networks of brain systems.

This interdisciplinary, multilevel approach to studying emotion regulation has 
become so commonplace that it can be hard to remember it has been around for only 
a bit more than 10 years (Ochsner & Gross, 2005). As such, the day is still young 
and there is much research to come. In this final section of the chapter, we consider 
ways in which the model of regulation we propose will continue to evolve as well 
as its relationship to—and usefulness for—other related areas of research.

�Evolution

While there are likely to be many ways in which the model will need to evolve—
depending on the results of new studies conducted in the future—here we focus on 
two factors the model will need to increasingly consider.

From Groups to Individuals  In many ways, the “holy grail” of all of psychologi-
cal research is being able to provide an account of the behavior of a single individ-
ual. Indeed, we would all like to be able to specify how our theories make predictions 
for, and provide accounts of, the behavior of specific individuals. Unfortunately, of 
course, most so-called basic research is not designed to address this use. Instead, 
basic research is best suited for addressing questions and making predictions about 
the behavior of populations. As such, we make predictions for the group average, 
for processes that “in general” function in a certain way.

Ultimately, for models of emotion regulation to provide accounts that matter for 
our daily lives, the gulf between the population and the individual must be bridged. 
We suggested a means for building this bridge that involves conceptualizing every 
instance of emotion regulation as a person × situation × strategy interaction (Dore 
et al., 2016). Person level variables include one’s genes, dispositional characteris-
tics, knowledge, memories, and appraisal tendencies as shaped by the accumulated 
effects of his/her life history, from the prenatal environment to early life influences 
to current experiences. Situational variables include the specific emotion-evocative 
stimuli being encountered as well as the social, ecological, and temporal context of 
that encounter. Strategy variables include the specific means chosen to regulate a 
response.
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The value of spelling out this three-way interaction is that it highlights the need 
to consider all of these variables when understanding whether the use of a specific 
emotion regulation strategy was or was not successful for a given person, in a given 
situation. On this view, strategies are neither universally useful nor universally per-
nicious. Whether they help or hurt depends on who is using them in a given situa-
tion. As mentioned above, work on the strategy selection stage of the model already 
suggests that these interactions are important and powerful because it has shown 
that reappraisal is not always useful for everyone in every circumstance. Likewise, 
children and older adults, or specific clinical populations, may not be as able as 
young adults to use certain classes of strategies, either because they lack knowledge 
of and experience with them or because they depend on brain systems that are 
immature and are undergoing age-related decline or whose function is impacted by 
some sort of clinical disorder (Helion et al., 2019; Silvers, Buhle, & Ochsner, 2014). 
Future work will need to manipulate all three variables—person, situation, and 
strategy—to examine their inter-relationships and inter-dependencies.

Learning  Learning must play a key role in our regulatory lives, and yet relatively 
little is known about how this happens. In theory, learning plays a role in every stage 
of our generalized model: we learn how to identify our emotions or the emotions of 
others, how to evaluate a situation to decide if regulation is needed, the range of 
strategies we can select, and how to implement them.

And there are both lifespan and training-related aspects to each of these factors. 
For example, it is essential to know how the environment influences the develop-
ment of different brain systems supporting a child’s growing ability to learn how to 
identify, evaluate, select, and implement. And for older adults, we need to know 
how these abilities and their underlying systems change with age. We need to know 
this because children and older adults are vulnerable populations—if we can iden-
tify relative weak points in their regulatory abilities, we could design training 
regimes to strengthen them.

Although there is a steadily growing literature on emotion regulation in children 
and older adults (like most extant research), this work focuses primarily on the imple-
mentation stage (Helion et al., 2019). To date, this work has shown that both groups 
are less able to use certain forms of reappraisal to downregulate negative emotion, that 
regulation of some appetitive impulses may be effective, and that older adults may 
effectively use attentional and situation-focused strategies (Allard & Kensinger, 2014; 
Livingstone & Isaacowitz, 2015; Opitz, Rauch, Terry, & Urry, 2012; Silvers, Insel, 
et  al., 2016; Silvers et  al., 2012; Silvers, Shu, Hubbard, Weber, & Ochsner, 2015; 
Winecoff, Labar, Madden, Cabeza, & Huettel, 2010). But whether or not older adults 
differ from young adults for the other stages of the model remains to be seen. Work on 
clinical populations suggests that there may be deficits for some populations in the 
ability to implement specific forms of reappraisal to downregulation negative emo-
tion, although results have been inconsistent (Denny et al., 2014; Dillon & Pizzagalli, 
2013; Johnstone, van Reekum, Urry, Kalin, & Davidson, 2007; Kanske, Heissler, 
Schonfelder, & Wessa, 2012; Koenigsberg et al., 2009; Silvers, Hubbard, et al., 2016). 
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It is possible the identification, evaluation, and selection stages may reveal more 
consistent differences between clinical and typically developing populations.

Assuming we can identify deficits in the ability to engage specific regulatory 
processes, then knowing how to address these deficits with training becomes an 
essential question. A growing number of studies are asking how training can impact 
the ability to implement strategies for self-regulation. By and large these studies 
have taken one of two approaches. The first provides training in a specific strategy, 
typically attentional control or reappraisal (Denny, Inhoff, Zerubavel, Davachi, & 
Ochsner, 2015; Denny & Ochsner, 2014). The second trains cognitive control abili-
ties like working memory or selective attention with the assumption that the pro-
cesses underlying these abilities are domain general (Cohen, Henik, & Moyal, 
2012; Cohen, Moyal, & Henik, 2015). As such, strengthening these processes via 
working memory training may provide some benefit to any other behavior that taps 
into the same domain general processes—like reappraisal. We recently reviewed 
both areas of research (Cohen & Ochsner, 2018) and concluded that there is much 
promise, but much more work to be done—including asking how training can 
improve the identification, evaluation, and selection stages of the regulatory cycle.

�Connection to Other Areas of Research

It is a truism that the mappings from behavior to psychological process to underly-
ing brain systems are not one-to-one (Poldrack & Farah, 2015). Put another way, 
single behaviors arise from the concerted actions of multiple underlying psycho-
logical processes, and each process may be supported by a network of interacting 
brain regions. This can be visualized by thinking about multiple pathways connect-
ing the behavioral level of analysis embodied in Fig. 3.1, the psychological levels of 
analyses described in Figs. 3.2 and 3.8, and the kinds of brain systems described in 
Fig. 3.3. When thinking about emotion regulation, this means that the brain systems 
we discuss—lateral and medial PFC, amygdala, striatum, and so on—all participate 
in processes that contribute to multiple other behaviors. Given this, we do our best 
to characterize behavior-process-brain mappings in our model of emotion regula-
tion in ways that make sense in the context of related research. In this way, our 
thinking about the model is informed and constrained by widespread findings.

This influence can be bidirectional—we can also think about how the model may 
inform the way we think about other phenomena. For example, the model, as cur-
rently constructed, provides a means for conceptualizing the way in which interac-
tions between individuals shape their emotional states. If we make the (perhaps 
strong) assumption that emotions provide the core of meaning for individuals—
after all, emotions tell us how and why things matter to us and provide guidance in 
how to respond appropriately (Osgood, Suci, & Tannenbaum, 1957)—then our 
model of emotion regulation could be seen as a starting point for formulating a more 
comprehensive model of socio-emotional behavior.
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The model might be well-suited for this given that it specifies processing stages 
for self or other that reflect core topics in the study of emotion, self-regulation, and 
social behavior more generally. For example, the identification stage corresponds to 
the study of emotion perception and social cognition more generally. The evaluation 
and selection stages relate to the study of affective decision processes and social 
cognition to the extent that they involve assessments of the impact of regulation on a 
target’s mental state. Evaluation, selection, and implementation also draw on selec-
tion and working memory processes studied under the aegis of executive/cognitive 
control. And the entire bottom sequence that specifies the steps that trigger the emo-
tions in need of regulation corresponds to the study of emotion generation more 
generally.

The model could also be broadened to account for social and self-regulatory 
phenomena occurring beyond dyads. As noted earlier, we and others have studied 
the way in which regulation occurs in the context of online groups where multiple 
people interact in a pairwise fashion (Dore & Morris, 2018; Dore, Weber, & Ochsner, 
2017; Morris et al., 2015). The model could be expanded, however, to accommodate 
multi-person interactions, where the emotional responses of multiple possible regu-
lation targets are being simultaneously identified by multiple people, all of whom 
have to evaluate whether or not regulation is needed. This could take place in the 
context of interactions on Facebook or other social media platforms where individu-
als or groups broadcast their (often emotionally charged) experiences to multiple 
others who are free to decide whether and how to respond in a variety of ways. And 
it can happen in person-to-person contexts as well. Anyone who has been a parent 
at the birthday party of small children knows relevant situations quite well, as mul-
tiple children may become a bit too obstreperous, rowdy, or combative, and multiple 
adults are witnessing this and evaluating whether they need to step in and help 
regulate.

These examples also illustrate a final important aspect of the model as it is 
instantiated in social contexts. Social regulation is embedded in the context of rela-
tionships of all kinds (Clark, Armentano, Boothby, & Hirsch, 2017; Eisenberg et al., 
2000; Impett et al., 2010; Kneeland, Dovidio, Joormann, & Clark, 2016). In the 
social media example, we may feel more free to offer regulatory support to people 
to whom we are close, such as friends or family. In the parent-child example, a par-
ent may be more comfortable intervening with regulatory support for their own as 
compared to other people’s children. And how an adult or child appraises the mean-
ing of regulatory assistance from a friend or family member—as helpful and 
wanted, for example, as compared to disruptive and annoying—will determine its 
effectiveness. In general, differences in status, friendship, age, the motivation one 
has for regulating others—and the target’s perception of that motivation—along 
with other variables will significantly determine the efficacy of social regulatory 
interactions (Reeck et  al., 2016; Williams, Morelli, Ong, & Zaki, 2018; Zaki & 
Williams, 2013).
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�Conclusion

If the day is still young for the study of many aspects of emotion regulation, then it 
is good that there is evident excitement within the field for their study. As has been 
noted, the study of emotion regulation has grown exponentially over the past 
15 years (Gross, 2015). I began this chapter by observing that the lion’s share of this 
work has concerned the implementation of strategies for the self-regulation of emo-
tion in contexts where experimenters tell participants when and how to regulate 
using a strategy in which they have received some degree of instruction. This chap-
ter closes with the hope that the many other aspects of regulation discussed here 
(and others have discussed elsewhere, e.g., Gross, 2015; Zaki & Williams, 2013) 
increasingly become the field’s new focus.
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Chapter 4
Bringing Together Cognitive and Genetic 
Approaches to the Understanding of Stress 
Vulnerability and Psychological Well-Being

Elaine Fox and Robert Keers

Stress vulnerability refers to a basic susceptibility to developing mental health dis-
orders, and much of the research in this field has focused on the highly comorbid 
conditions of depression and anxiety. Multiple factors are undoubtedly involved in 
the etiology of depression and anxiety as well as in determining resilience to these 
disorders. However, different lines of research have identified the two broad catego-
ries of genetic vulnerability (e.g., Dunn et  al., 2015) and cognitive vulnerability 
(e.g., Reilly, Ciesla, Felton, Weitlauf, & Anderson, 2012) as constituting particu-
larly important risk factors for the development of these disorders. While these two 
research literatures are both extensive, the investigation of genetic and cognitive 
factors together is rare, and it has been argued recently that these disparate fields 
could be fruitfully combined to develop a deeper understanding of psychopathology 
and psychological well-being (Fox & Beevers, 2016).

In this chapter, we aim to provide an overview of both cognitive and genetic 
approaches to mental health in order to encourage greater collaboration between 
those who typically take a cognitive approach to experimental psychopathology and 
those working in molecular genetics, who typically take a more biological approach. 
Because of the extensive nature of both fields, our review is necessarily selective. 
Nevertheless, we hope that this chapter will encourage greater interdisciplinary col-
laboration between geneticists and cognitive clinical scientists in a quest to deepen 
our understanding of psychopathology and psychological well-being. We believe 
that there are many opportunities for researchers to combine forces to help us move 
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closer to understanding why some individuals appear to be particularly vulnerable 
to emotional disorders while others seem to be more resilient to the onset of 
disorder.

�An Integrated Model of Cognitive Biases, Genes, 
and Emotional Disorders

Expanding on the CogBIAS hypothesis outlined by Fox and Beevers (2016), we 
present a broad theoretical framework outlining how different genetic factors and 
cognitive biases may work together across development in the etiology of emotional 
disorders and well-being (see Fig. 4.1).

Our central hypothesis is that cognitive biases may lie on a causal pathway 
between genetic influences and psychopathology. Both quantitative and molecular 
genetic studies have reported genetic effects on emotional disorders and well-being. 
These genetic variants are likely to include (1) those that have a main effect on 
emotional disorders or well-being, (2) those that alter sensitivity to stress (stress-
sensitivity variants), (3) those that influence response to positive environmental 
influences (vantage-sensitivity variants), and (4) those that increase plasticity more 
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Fig. 4.1  The CogBIAS model. A developmental model of how common genetic variants and 
cognitive biases influence psychological wellbeing and psychopathology
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generally, affecting responses to both positive and negative environmental influ-
ences (general-sensitivity variants).

The proposed effects of each of these variants on cognitive biases, emotional 
disorders, and well-being are delineated in the context of the early environment, 
which is presented along a neutral-negative and neutral-positive axis. Genetic 
variants that are purported to have a main effect on emotional disorders or well-
being are represented by means of a direct pathway leading from genetic risk to 
the outcome of interest. These factors are hypothesized to be unaffected by early 
environmental influences and not mediated by cognitive biases. Genetic variants 
that increase sensitivity to negative environments (stress-sensitivity variants) lead 
to a negative cognitive bias but only in the context of early adversity such as bul-
lying or child abuse. In contrast, genetic variants that increase sensitivity to posi-
tive environments (vantage-sensitivity variants) lead to an enhancing cognitive 
bias but only in the context of a positive early environment such as a supportive 
and enriched family environment. Finally, genetic variants that increase sensitivity 
to both negative and positive environments (general-sensitivity variants) may lead 
to either toxic or enhancing biases again depending on the early environmental 
context.

The development of toxic or enhancing cognitive biases across development 
leaves people more open and sensitive to negative or positive environmental influ-
ences, resulting in different life trajectories that tip individuals toward either well-
being or mental ill health, respectively. In the remainder of this chapter, we provide 
a selective overview of research on both cognitive and genetic influences on emo-
tional vulnerability in the context of our theoretical framework. We then consider 
some important challenges for developing translational research programs that 
incorporate these two important influences on human development.

�Cognitive Approaches

Psychological science underwent a transformative “cognitive revolution” in the 
1950s and 1960s that altered fundamentally the nature of the discipline. In his clas-
sic book Cognitive Psychology, Neisser (1967) described cognition as “all pro-
cesses by which the sensory input is transformed, reduced, elaborated, stored, 
recovered, and used” (p. 4). He went on to say that “cognition is involved in every-
thing a human being might possibly do; that every psychological phenomenon is a 
cognitive phenomenon” (p. 4). It is no surprise then that throughout the 1960s and 
1970s, the cognitive approach swept through to every corner of psychological sci-
ence. Cognitive models were proposed to explain almost all aspects of human 
behavior, and our understanding of emotion and emotional disorders was no 
exception.
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�Cognitive Approaches to Emotional Disorders: Clinical 
Perspectives

�Cognitive Vulnerability Models of Anxiety and Depression

Aaron Beck (1967), in the very same year as Neisser’s seminal book on cognitive 
psychology was published, presented a compelling case that emotional disorders, 
such as depression and anxiety, were sustained by systematic negative distortions in 
a cognitive triad of thinking about the world, the self, and the future. This cognitive 
approach shattered long-held assumptions that emotional disorders were primarily 
caused by fundamental biological dysfunctions and paved the way for new avenues 
of research and therapeutic approaches. Beck’s model generated cognitive behav-
ioral therapy (CBT), which has become one of the most successful and widely 
implemented psychological interventions for a wide range of emotional disorders 
(Hofmann, Asnaani, Vonk, Sawyer, & Fang, 2012), and is considered by some to be 
the current “gold standard” of psychotherapy (David, Cristea, & Hofmann, 2018).

More recently, there have been efforts to incorporate neurobiological findings 
into the cognitive approach (Clark & Beck, 2010). There is some evidence, for 
instance, that the efficacy of CBT might be associated with a simultaneous reduc-
tion of activation in amygdalohippocampal subcortical regions—known to be 
involved in the generation of negative emotional states—alongside increased activa-
tion of prefrontal cortical regions involved in the cognitive control of negative emo-
tion (see Clark & Beck, 2010). While Beck’s cognitive model has continued to be 
updated and modified throughout the years, its essence remains that various aspects 
of cognition are responsible for the maintenance of depression and anxiety.

The most important cognitive elements highlighted by Beck (1967) are what he 
called schemas, which refer to hypothetical cognitive structures that can be inferred 
from persistent themes in a person’s thoughts and images. Someone suffering from 
depression, for instance, may have a repetitive and persistent thought such as “I am 
a failure,” whereas someone with an anxiety disorder may have persistent thoughts 
such as “I am in danger.” The central idea is that such negative beliefs about the self, 
the world, and the future become rigid, resistant to reason, and very difficult to 
change. Schemas are thought to be automatic in the sense that they are easily acti-
vated by a wide range of life events or internal thoughts and, once activated, tend to 
dominate the entire cognitive system resulting in biased information processing.

This biased information processing denotes the preferential encoding and 
retrieval of any information that is congruent with a current mood state. The pro-
posal is that mood-congruent cognitive biases typically magnify negative and self-
referential material in the case of depression and drive selective processing of 
information relating to threat, danger, and helplessness in the case of anxiety. The 
outcome of this biased information processing system, according to Beck’s model, 
is the subjective experience of schema-congruent negative automatic thoughts, 
which include a number of common cognitive distortions such as drawing conclu-
sions from insufficient evidence (arbitrary inference) or drawing conclusions from 
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just one aspect of a situation (selective abstraction) to name just two. These nega-
tive automatic thoughts are suggested to flow from the primary negative schemas 
that a person might hold. When looking for a new job, for instance, a depressed 
person who holds a schematic belief such as “I’m a loser” might have a range of 
negative automatic thoughts such as “I’ll probably screw this up,” “there’s no point 
in even trying,” and “I’m never going to get ahead.” Beck used the descriptions of 
the symptoms that patients gave and collated these into a 21-item self-report instru-
ment. The Beck Depression Inventory, which was updated in 1996, is widely used 
to provide a subjective assessment of depression severity in both basic research and 
clinical research (Beck, Steer, & Brown, 1996).

An important feature of Beck’s model is the developmental aspect, which 
assumes that schemas are formed by early life experiences such as being bullied, 
criticized, or abused. Once these schemas are formed and consolidated, they can 
culminate in the production of a range of persistent negative automatic thoughts 
that, in turn, have pervasive effects on cognition, behavior, and emotions. A simpli-
fied schematic of Beck’s model is illustrated in Fig. 4.2.

The primary purpose of Beck’s cognitive model was to gain a better understand-
ing of emotional disorders and to guide treatment approaches, and in that it has been 
very successful. The idea of cognitive structures (schemas) that (1) are laid down 
early in life, (2) are easily activated by trigger stimuli, (3) are often infused with 
affective valence, (4) bias information processing, and (5) have pervasive effects on 
behavior, thoughts, and feelings makes intuitive sense and has been theoretically 
useful in many areas of psychology beyond clinical science (e.g., Devine, 1989).

Beck’s cognitive theory has led to the development of other cognitive vulnerabil-
ity models such as the hopelessness theory of depression (Abramson, Alloy, & 
Metalsky, 1989). This theory proposes that an important cognitive cause of depres-
sive symptoms is the general expectation that undesirable outcomes will occur 
while desirable outcomes will not occur and that there is little one can do about this 
situation. Just as in Beck’s (1967) model, negative life events can become trigger 
points for people to develop depression. In Abramson et al.’s (1989) approach, how-
ever, three types of inference about negative situations are thought to contribute to 
the development of hopelessness and, in turn, depression. Specifically, depression is 
likely to follow when negative life events are:

	1.	 Attributed to stable and global causes;
	2.	 Perceived as likely to lead to other negative consequences;
	3.	 Perceived as implying that the person is worthless or deficient in some way.

If a student fails an exam, for instance, she might make the series of attributions 
that this (a) is because she is not intelligent enough, (b) is likely to prevent her from 
graduating and hence not be able to go to university, and (c) means that she is worth-
less and useless. According to hopelessness theory, it is this chain of negative infer-
ences that leads to depression. In contrast, somebody without this cognitive 
vulnerability in the same situation might make the attribution that (a) she did not 
study hard enough; (b) she now must do far more work in order to do well in future 
examinations; and (c) this failure has no implications for self-worth. As with Beck’s 
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model, the interaction of a cognitive vulnerability with a negative life event is cen-
tral. Importantly, in the absence of a negative situation, people with a depressogenic 
inferential style are not considered to be at any higher risk of depression.

�Testing Cognitive Vulnerability Models

A powerful method of testing a cognitive vulnerability hypothesis is to utilize what 
has been called a behavioral high-risk design. This is a method in which participants 
who do not currently have the disorder of interest (e.g., depression), but who are 
hypothesized to be at either high or low risk on the basis of their status on a measure 
of cognitive vulnerability to the disorder, are recruited and studied over a specified 
period of time in a longitudinal study (e.g., Alloy, Abramson, Whitehouse, & Hogan, 
2006).
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Using this approach, Alloy et al. (2006) recruited 347 currently non-depressed 
university students for the Temple-Wisconsin Cognitive Vulnerability to Depression 
Project who were judged to be at either high (n = 172) or low (n = 175) risk for 
depression on the basis of their cognitive style as assessed by the Cognitive Style 
Questionnaire (CSQ; Alloy et  al., 2000) and the Dysfunctional Attitudes Scale 
(DAS; Weissman & Beck, 1978). Over a 2.5-year period, the onset of major depres-
sion was found to be about seven times higher in those with high cognitive risk rela-
tive to those individuals with low cognitive risk for depression (Alloy et al., 2006). 
Thus, consistent with a cognitive vulnerability hypothesis, non-depressed individu-
als who demonstrated negative inferential cognitive styles alongside dysfunctional 
attitudes had a much higher likelihood of experiencing prospective onsets of depres-
sion. This was an important finding as it provided early empirical evidence that a 
negative cognitive style can indeed confer vulnerability to clinically diagnosed 
depression rather than just to mild levels of nonclinical depressive symptomatology 
(Coyne & Gotlib, 1983).

In summary, a large body of work within clinical psychology has utilized a cog-
nitive perspective and, consistent with our CogBIAS model, has demonstrated that 
cognitive functions are central to the development and maintenance of affective 
disorders such as depression and anxiety.

�Cognitive Approaches to Emotional Disorders: Experimental 
Psychopathology Perspectives

�A Network-Based Model

Coming from a completely different perspective, Bower (1981, 1987) developed a 
network theory of emotion to develop a deeper understanding of the relations 
among cognitive and affective processes. Unlike clinical theorists (e.g., Beck, 1967) 
whose starting point was self-reports from patients with anxiety and depressive 
disorders, Bower (1981) drew instead upon fundamental research and theoretical 
developments in experimental cognitive psychology. Specifically, he utilized the 
associative network theory of human memory (Anderson & Bower, 1973), which is 
essentially a semantic network model in which events are represented in memory as 
“nodes” that are linked via associated pathways. The central idea is that a node 
stores information and concepts and that the links between these nodes represent 
the strength of the association between different concepts. Thus, when two things 
are frequently encountered or thought about together—horse and cart, say—then 
when one comes to mind, the other is also likely to come to mind. The hypothesis 
is that once a specific node or concept is activated, there is a degree of “spreading 
activation” to other nodes in the network so that more closely associated concepts 
are more strongly activated, while concepts that are very distant in the network will 
not be activated at all.
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The insight proposed by Bower (1981) was that specific differentiated emotions 
such as sadness, happiness, or disgust, for instance, are also stored in memory as 
specific nodes, just like any other semantic concepts, and that each of these nodes is 
linked to a variety of events and concepts that are associated with that emotion by 
means of associative pathways (see Fig. 4.3).

Bower’s model was developed specifically to account for a body of empirical 
work that indicated evidence for strong mood-congruency effects in memory. These 
experiments had shown state-dependent memory effects such that memory recall 
was enhanced when there was a match between a person’s mood state when they 
were encoding material and their mood state when they were subsequently retriev-
ing that material. To demonstrate this effect, Bower (1981) and his colleagues 
induced happy and sad mood states (via hypnosis) on two different occasions. They 
then gave participants a list of unrelated words to remember during each mood state 
and asked people to recall as many words as they could from one of the lists. The 
results indicated that memory was typically better when there was a congruency 
between mood at encoding and mood at recall. Words encoded when in a sad mood, 
for instance, were better recalled when again in a sad mood as opposed to when in 
a happy mood state. Bower (1981) went on to demonstrate a number of other effects 
such that current mood state was an important predictor of the types of autobio-
graphical memories (pleasant or unpleasant) that were likely to be recalled. When a 
person was in a happy mood state, for instance, they were more likely to bring 
pleasant memories to mind, whereas when they were in a sad mood state, unpleas-
ant memories were more likely to be remembered.

Based on these and related findings, Bower developed his network model of 
emotion, which suggested that emotion (or more accurately mood states—see  
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Fox, 2008) should influence a range of cognitive processes such as the interpretation 
of ambiguity and enhancing the salience of mood-congruent stimuli. Specifically, 
the prediction from Bower’s model is that the current mood state should activate a 
range of associated nodes within a network so that if a sad mood state is present, for 
example, then ambiguous social situations would be interpreted in a negative way, 
selective attention would highlight negative relative to positive information, and 
negative events would be more easily recalled. The prediction of such pervasive 
effects of mood state on attention, interpretation, and memory is very similar, of 
course, to those derived from Beck’s schema theory albeit based on very different 
theoretical foundations.

Of particular interest is the fact that Bower’s work moved from a purely subjec-
tive assessment of biased cognition—by means of questionnaire measures—to a 
behavioral measure of biased memory. The assumption was that those in a depressed 
mood state would be more likely to show a greater differential between recall of 
negative relative to benign or neutral events, thus providing researchers with a 
behavioral memory-based indictor of mood state, a kind of cognitive marker of 
mood state. This approach heralded a new line of research in which affective scien-
tists—as they are now called—began to look toward experimental cognitive psy-
chology to identify behavioral tasks that would allow for an objective assessment of 
biases in attention, interpretation, and memory.

�The Emergence of Experimental Psychopathology

Much of the early (and indeed current) clinical research in psychopathology was 
based on subjective reports of those experiencing conditions such as anxiety and 
depression. This approach is essential, of course, as psychiatric diagnosis is still 
based primarily on subjective report and there is no better way of finding out how 
someone is feeling than asking them in a systematic way via a structured interview 
or a psychometrically validated questionnaire. However, there are a variety of prob-
lems with self-report measures, not least of which is the impossibility of reporting 
on phenomena of which a person is not aware. The development of information-
processing approaches provided researchers with experimental tasks and techniques 
that allowed for assessment of cognitive processes that study participants or clinical 
patients might not be aware of. Take the traditional Stroop task (Stroop, 1935) as an 
example. When people are asked to read out the color that a list of color words are 
printed in, naming times are much slower when the color of the ink and the word 
itself are incongruent (e.g., RED printed in blue) compared to when they are con-
gruent (e.g., RED printed in red). While participants are often not aware of this 
delay—typically called Stroop interference—it can provide a subtle measure of 
attention allocation. Experimental psychology has developed a large range of tasks 
allowing researchers to investigate all sorts of processes relating to attention, inter-
pretation, and memory, and in the 1980s groups of clinical scientists began to mod-
ify these tasks in order to address cognitive processes that were relevant for clinical 
phenomena at an implicit level (e.g., Williams, Watts, MacLeod, & Mathews, 1988). 
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This combination of behavioral tasks with subjective assessment provided a power-
ful approach and led to a burgeoning of research on the nature of the relations 
among cognitive and emotional processes, especially as they related to emotional 
disorders, establishing a new field of experimental psychopathology. In a compre-
hensive and elegant review of this growing literature, Williams et al. (1988) pre-
sented a novel information-processing model of emotional disorders that built upon 
earlier approaches (e.g., Beck, Emery, & Greenberg, 1985; Bower, 1987) and also 
moved the field onto a more experimental setting.

In contrast to the pervasive mood-congruent cognitive biases across all aspects of 
information processing, attention, interpretation, and memory predicted by previous 
theories (Beck, 1967; Beck et al., 1985; Bower, 1981, 1987), Williams et al. (1988) 
proposed that the impact of a mood state on a specific cognitive process might actu-
ally be dependent on the nature of the mood that was experienced during the cogni-
tive process. For instance, there was evidence indicating that the effects of anxiety 
influenced selective attentional processes, with less evidence for an impact on selec-
tive recall. Depressed mood, in contrast, seemed to be associated more with selec-
tive recall of negative material, with little evidence that selective attentional 
processes prioritized negative material.

To account for these findings that the nature of the bias observed—in attention, 
interpretation, or memory—might be dependent on the specific mood experienced 
(e.g., anxious or depressed mood states), Williams et al. (1988) drew heavily on a 
theoretical distinction that was common within cognitive psychology at the time 
between automatic and strategic processing (Schneider & Shiffrin, 1977). The idea 
was that automatic processes are fast, operate in parallel, are not constrained by 
capacity limitations, and occur without intent or awareness. In contrast, strategic—
or what are often called “controlled”—processes (Hasher & Zacks, 1979) are rela-
tively slow, typically serial in nature, intentional, and are capacity-limited. The 
insight achieved was that fundamental research in implicit memory experiments 
might provide a clue as to the nature of information processing biases that occur in 
emotional disorders or by mood states more generally. Williams et al. (1988) high-
lighted some studies on memory that had revealed a distinction between what is 
now widely known as explicit and implicit memory (Craik & Tulving, 1975). 
Explicit memory occurs when memory requires conscious recollection, whereas 
implicit memory occurs when performance is facilitated by prior exposure without 
deliberate or conscious remembering of a study episode. Graf and Mandler (1984), 
for instance, presented participants with words to be remembered and varied how 
the words were encoded. On some occasions, the structural features of the word 
(e.g., How many vowels does a word contain?) were emphasized, while on other 
occasions, the semantic features of the word (e.g., Is this an unpleasant word?) were 
emphasized. The latter task is assumed to induce a more elaborate form of process-
ing. Memory performance was subsequently assessed by requiring people to explic-
itly recall as many words as they could remember. In contrast, implicit memory was 
assessed by a series of word-stem completions (e.g., FOR---, forbid, forget, forest), 
in which some of the possible solutions (e.g., forest) had been presented previously, 
while others had not. Explicit recall and recognition were better when elaborative 
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processing had occurred at encoding, but of more interest was the finding that 
implicit memory (as assessed by the word-stem task) was unaffected by the depth of 
processing. In other words, just being exposed to a word led to better performance 
on a subsequent implicit task, and semantic elaboration at encoding made little dif-
ference for performance. In contrast, semantic processing at encoding made a large 
difference for performance on explicit recall and recognition tasks.

To account for their results, Graf and Mandler (1984) made a distinction between 
two types of processes that operate on mental representations: integration and elab-
oration. Integration refers to the simultaneous activation of many different aspects 
of a single schema and makes a word or concept become more accessible so that it 
comes to mind more easily. In contrast, elaboration refers to the activation of several 
schemas in the presence of a particular mental event and leads to further associa-
tions developing among a number of schemata. Williams et al. (1988) suggested 
that the type of tasks used to assess biased attention in anxiety tapped into integra-
tive processes, whereas the type of tasks used to assess memory bias in depression 
were dependent upon elaborative processes.

What this means is that the evidence that anxiety was associated with biased 
attention to a greater extent than memory bias might reflect the fact that anxiety was 
associated with disruption in integrative processes. Depressed mood on the other 
hand was considered to be associated with elaborative processes so that mood-
congruent material would become more retrievable but not necessarily more detect-
able in attentional or implicit processing tasks. Subsequently, several empirical 
findings have been reported, and while some are consistent with the theoretical dis-
tinctions made by Williams et al. (1988), many other findings are not (See Mathews 
& MacLeod, 2005; Williams, Watts, MacLeod, & Mathews, 1997, for reviews). To 
give just one example, Russo and colleagues found no evidence for anxiety-related 
biases in implicit memory (Russo, Fox, Bellinger, & Nguyen-Van-Tam, 2001; 
Russo, Fox, & Bowles, 1999). In contrast, explicit recall bias was found for threat-
related material in high trait-anxious participants but only when shallow (i.e., inte-
grative) processing at encoding was encouraged and not when semantic (i.e., 
elaborative) encoding took place (Russo et al., 2001). Russo et al. (2001) suggested 
that this anxiety-related mood-congruent recall bias was likely due to enhanced 
attentional/encoding processing bias toward threat-related material that did influ-
ence explicit processes. This hypothesis is supported by a recent meta-analysis, in 
which the magnitude of an anxiety-related recall bias following shallow processing 
tasks was associated with attentional biases toward threat (d  =  0.71; Herrera, 
Montorio, Cabrera, & Botella, 2017).

While early experimental psychopathology researchers were, of course, aware of 
and interested in top-down processes such as attentional control, the field became 
dominated by studies on automatic processing and how this might lead to funda-
mental biases in processing information that, in turn, might lead to the development 
and maintenance of anxiety and depression. A number of theories have directly 
addressed ways in which goal-directed cognitive mechanisms and automatic 
processes, which are often stimulus-driven, might operate together to underpin anx-
iety and depression. Attentional control theory (ACT; Eysenck, Derakshan, Santos, 
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& Calvo, 2007) posits that there are two attentional systems: a goal-directed system 
influenced by expectation and current goals and a stimulus-driven attentional sys-
tem that responds to sudden or salient stimuli in the environment (Corbetta, Kincade, 
& Shulman, 2002). This theory proposes that anxiety increases the influence of the 
stimulus-driven system while decreasing the influence of the goal-directed system. 
This happens because the automatic processing of threat-related stimuli captures 
and holds the stimulus-driven system (e.g., Fox, Russo, Bowles, & Dutton, 2001) so 
that the influence of goal-directed processes becomes disrupted. It is further assumed 
that anxiety reduces attentional control directly, especially in the presence of threat-
related stimuli, so that cognitive resources are very likely to be diverted on any task 
that involves the inhibition or the shifting of attention.

Substantial evidence supports many elements of ACT (e.g., Eysenck & 
Derakshan, 2011), and this approach highlights the importance of taking multiple 
cognitive functions (e.g., goal-directed and stimulus-driven) into account when 
investigating anxiety-related performance on a given cognitive task. For example, 
ACT suggests that what might look like a pure stimulus-driven effect (e.g., delayed 
disengagement from a threatening stimulus; Fox et al., 2001) may actually be due to 
an impairment in attentional control and/or the capacity to shift attention from one 
task to the other. Mogg and Bradley (2016, 2018) have also proposed that anxiety 
and cognitive biases—especially attention biases—are both caused by multiple cog-
nitive processes. In setting out a broad framework to examine the nature of cognitive 
processing in anxiety, they present evidence that threat-related biases in anxiety are 
influenced by a diverse range of factors that include top-down processes that give 
priority to goal-relevant stimuli as well as bottom-up processes that prioritize task-
irrelevant threat-related stimuli. This model, as with the ACT model, is designed 
primarily to explain situations in which threat detection itself is not the primary 
goal. A primary role of biases in attention toward or away from threat, they suggest, 
is to support the current motivational priorities of the individual. This means that a 
bias may have many functions including the capacity to rapidly detect and react to 
threat (orient to threat), to support the elaborative processing of negative stimuli 
(maintain attention on threat), to minimize subjective discomfort (avoid threat), and 
to support task performance (suppress biases in attention that distract attention from 
the main task). The important point here is that unlike previous models that pro-
posed that an automatic bias to orient attention toward threat plays a key role in 
anxiety (e.g., Williams et al., 1988), the cognitive motivational approach makes no 
assumption that vigilance for threat necessarily plays a critical role in the mainte-
nance and development of anxiety. Instead, attentional biases are driven by a diverse 
range of factors that are all in the service of the motivational goals of the individual 
(Mogg & Bradley, 2016). Figure 4.4 shows a simplified version of the Mogg and 
Bradley (2018) framework indicating that both attentional biases and anxiety symp-
toms emerge from a dynamic interplay between bottom-up automatic salience 
detection processes and top-down goal-directed control processes. While this is an 
interesting approach that is consistent with much of the literature, it is open to the 
criticism that it is non-falsifiable.
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Stimulus Input

Automatic Salience 
Detection or Evaluation

Goal-Directed Cognitive 
Control

Alerting

Automatic Switching of 
Priorities to Salience-

Driven Processes

Elaborate Appraisal 
of Meaning

Goal-Directed 
Inhibitory Control

Goal-Directed 
Switching

Goal-Directed 
Orienting

Anxiety Symptoms
(e.g., Subjective feelings 
of danger and fear; 
physiological arousal; 
cognitive impairments)

Attention Biases
(e.g., initial orienting to 
threat; maintaining 
attention on threat; 
orienting away from 
threat)

Automatic Salience 
Evaluation

Reflexive Orienting to 
salient/threat stimuli

Fig. 4.4  A schematic outline of Mogg and Bradley’s (2018) cognitive motivational model of 
psychopathology

Information-processing models of emotional vulnerability have been very influ-
ential, but it is becoming clear that the evidence for an association between threat-
related biases in attention and anxiety is more mixed than we might expect (e.g., 
Van Bockstaele et al., 2014). Different studies show evidence for every pattern of 
bias: vigilance toward threat, delay in disengaging from threat, or avoidance of 
threat (Barry, Vervliet, & Hermans, 2015), and a recent meta-analysis found no 
association at all between negative attention bias (as assessed by the dot probe task) 
and clinical anxiety (Kruijt, Parsons, & Fox, 2018).

4  Bringing Together Cognitive and Genetic Approaches to the Understanding of Stress…



90

This mixed pattern of association, along with no association at all, is easier to 
explain within a cognitive motivational framework (Mogg & Bradley, 2016, 2018) 
than an information-processing framework (Williams et al., 1988). This is because 
anxiety-related biases in attention are assumed to reflect the current motivational 
state of the individual that, in turn, is influenced by the details of the current situa-
tion along with various individual differences (e.g., trait anxiety). Biases are 
assumed to be highly dynamic and to vary from threat vigilance to threat avoidance 
(Mogg & Bradley, 2018). A challenge for cognitive motivational approaches mov-
ing forward will be to develop a clear set of hypotheses as to the particular condi-
tions under which specific biases should or should not be observed.

Another challenge for this field is to ensure that the methods used to assess biases 
in cognitive processing are valid and reliable as inconsistencies in the pattern of 
observed results may be due, in part, to difficulties and lack of reliability with 
assessment. The following section provides a brief overview of some common 
methods used to assess selective processing biases in the domains of attention, inter-
pretation, and memory.

�Methods to Assess Emotion-Related Cognitive Biases

Beginning in the early 1980s, a wide range of cognitive behavioral tasks were devel-
oped in order to assess selective processing biases so that questions related to the 
nature of relations among emotional and cognitive processes could be addressed in 
an objective way. A selective sample of just some of these tasks is presented in the 
next section to give a flavor of the types of tasks that have been used to assess biased 
cognition.

�Selective Attention

A variety of assessment techniques have been used to assess emotion-related atten-
tional biases, and just a few are mentioned here (see Fox, Derakshan, & Standage, 
2011 for a more extensive review). The study of selective attention began with the 
hearing modality—using dichotic listening experiments, in which people had to 
attend to the sound stream coming through headphones of one ear while ignoring 
the content in the other headphone (e.g., Cherry, 1953). Today, the study of selective 
attention almost exclusively uses the visual modality. Perhaps one of the most com-
mon methods to assess selective attention is the color-naming task known as the 
“Stroop” task mentioned briefly earlier. In the emotional Stroop paradigm, words 
that differ in valence are presented in different colors, and again the task is to indi-
cate the color in which the word is printed. Emotionally specific threatening (e.g., 
rape, attack), or more general negative/threat (e.g., cancer, failure), positive (e.g., 
sunshine, happy) or neutral (e.g., chair, water) words are matched for frequency and 
familiarity, and the time to indicate the response to the color of the ink is recorded. 
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Response times are typically slower for negative relative to positive or neutral words 
(Pratto & John, 1991), and highly anxious adults and children (Bar-Haim, Lamy, 
Pergamin, Bakermans-Kranenburg, & van IJzendoorn, 2007; k = 70, d = 0.49, 95% 
CI  =  [0.43, 0.56]) and just children (Dudeney, Sharpe, & Hunt, 2015; k  =  10, 
d = 0.44, 95% CI = [0.19, 0.70]) take longer to respond to the color of threat-related 
relative to affectively neutral words compared to low-anxious participants. This 
anxiety-related Stroop interference for threat-related words has been widely inter-
preted as reflecting an anxiety-related selective processing of threat.

The fact that both task-irrelevant (word meaning) and task-relevant (word color) 
attributes occur together at the focus of attention in the Stroop task means that the 
spatial distribution of selective attention cannot be assessed. This means that it is 
impossible to determine whether slower reaction times on negative and threat words 
are due to a selective capturing of attention away from the primary task or to a more 
general slowing for negative stimuli (see Fox, 1993). Both mechanisms would, of 
course, result in slowed reaction times to trials containing threat-related or negative 
words. Moreover, we can never be completely clear as to whether the slowing on 
threat-related trials might be due to early perceptual/attentional processes or to 
response biases that occur much later in information processing (Fox, 1993; 
Williams et al., 1988, 1997).

Building upon earlier work with the dichotic listening task as well as studies 
showing that spatially separate visual items can produce Stroop-like interference 
effects (see Eriksen & Eriksen, 1974); MacLeod, Mathews, and Tata (1986) 
designed an attentional-probe task in an attempt to find a direct way to measure how 
attention is distributed in a visual scene. In the original task, a pair of words was 
presented on a computer screen—located about 3 cm apart, one above the other—
for 500  ms, and participants had to read aloud the word in the upper location. 
Occasionally a small dot (the probe) appeared in either the upper or the lower loca-
tion, and when this happened, participants had to press a handheld button to record 
reaction time. Attention bias is calculated by subtracting mean response times when 
probes appear in the location previously occupied by a threat-related word (e.g., 
cancer) from mean reaction times on trials in which the probe replaces a neutral 
word (e.g., corner). To illustrate, a numerically positive attention bias index (e.g., 
+20 ms) indicates a bias toward threat-related words, while a negative numerical 
index (e.g., −20 ms) indicates a bias away from threat-relevant material. MacLeod 
et al. (1986) found that reaction times for patients diagnosed with generalized anxi-
ety disorder (GAD) were indeed faster when the probe appeared in a location 
recently occupied by a threat-related word (e.g., rape) relative to when the location 
had been occupied by a neutral word, which was interpreted as reflecting a bias in 
attention toward threat. This speeding did not occur in a control group of non-
anxious participants or in a group of patients diagnosed with major depressive dis-
order (MDD). The authors concluded that that anxious, but not depressed, 
participants do indeed shift their attention toward emotionally threatening stimuli in 
their visual environment.

The attentional-probe task was considered to have several advantages over 
other measures of selective processing in that it required a neutral response (button 
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pressing) to a neutral stimulus (dot probe) and therefore could not be due to a 
response bias toward emotionally valenced stimuli. Moreover, because the outcome 
of interest is a speeding of reaction time, the results cannot be due to a general slow-
ing down of response in the presence of threatening material as is often observed in 
anxious populations. Hundreds of studies have subsequently been conducted using 
many variations of the original attentional-probe paradigm (see Mathews & 
MacLeod, 2005, for a review). Contemporary studies typically require participants 
to keep their eyes focused in the middle of a word pair, rather than reading aloud—
i.e., attending to—the upper word and consist of the simultaneous presentation of 
pairs of words, pictures, or faces, followed by a probe to be categorized (e.g.,: or ..), 
rather than simply identified.

A large literature (with a variety of techniques of presenting the attentional-probe 
task) has shown mixed results with early evidence for anxiety-related threat biases 
using the attentional-probe task in a meta-analysis combining adult and child popu-
lations (Bar-Haim et al., 2007; k = 35, d = 0.37, 95% CI = [0.28, 0.46]). However, 
more recent meta-analyses considering only studies with children (Dudeney et al., 
2015; K = 28, d = 0.18, 95% CI = [−0.006, 0.37]) as well as baseline attentional bias 
in clinically anxious adult patients who were enrolled in trials to assess the impact 
of an attentional bias modification procedure found no evidence of any threat-
related bias at all (Kruijt et al., 2018; k = 13, d = 0.05, 95% CI = [−0.6, 4.3]).

These mixed results raise serious questions about the stability of anxiety-related 
biases in attention as measured by the attentional-probe task even in clinical popula-
tions. This may indicate that contrary to cognitive theory, the evidence for anxiety-
related biases in attention is actually more mixed than is often acknowledged. Some 
theoretical and methodological factors may, of course, explain the inconsistency of 
results with the attentional-probe task. One possibility is that different mechanisms 
may be at play in the attentional-probe, which is effectively a static method attempt-
ing to capture a snapshot of what is, of course, an inherently dynamic process at a 
specific point in time—typically across a 500-ms period (Mogg & Bradley, 2016; 
Zvielli, Bernstein, & Koster, 2014). For instance, in a sample of people diagnosed 
with spider phobia, attention bias toward spider-related photographs (highly threat-
ening images for this population) was found with presentation times of 200 ms with 
no evidence of bias at longer exposure times of 500  ms or 2000  ms (Mogg & 
Bradley, 2006). This pattern of results suggests that an early vigilance for threat in 
spider phobia may not be maintained over time. It is not clear why this might be, but 
it may reflect a regulatory mechanism designed to reduce anxiety by avoiding the 
source of threat.

It is also possible that patterns of attentional allocation toward threat and orienta-
tion of attention away from threat effectively cancel out each other out in attentional-
probe studies (Fox, Zougkou, Ashwin, & Cahill, 2015; Mogg & Bradley, 2016). For 
instance, in a sample of 127 people self-reporting high levels of spider fear, it was 
found that 44 demonstrated a bias toward spider-related images (defined as a reac-
tion time difference of 25 ms or more), 36 showed a bias away from threat, and the 
remaining 47 showed no bias in either direction (Fox et  al., 2015). Overall, this 
sample showed no bias on the attentional-probe, and yet the impact of an attentional 
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bias modification procedure in terms of reducing spider fear was strongly influ-
enced by the nature of the initial bias at baseline. Only those with an initial bias 
toward threat showed any benefit from the intervention. Thus, pre-existing levels of 
selective processing biases may be an important factor to consider in assessing the 
impact of intervention studies designed to reduce biases and hence improve clinical 
symptoms.

This short overview highlights some of the complexity in interpreting results 
from the attentional-probe task and is consistent with a growing concern about the 
statistical reliability of the attentional-probe task, at least when reaction times are 
used as the dependent measure. When reliability (e.g., split-half reliability) has 
been assessed—which is rare for most behavioral tasks—it has typically been very 
low ranging from −0.12 to 0.68 (Parsons, Kruijt, & Fox, 2018; Price et al., 2015; 
Staugaard, 2009). It is not clear whether these results can be attributed to a genu-
ine absence of biased attention in anxiety or whether the attentional-probe task 
itself is simply not a reliable measure of biased attention. Reliability measures for 
the attentional-probe task have been found to be somewhat better when eye-track-
ing indices are used as the dependent measure (c. 0.32; Price et  al., 2015). 
Likewise, when ERP measures are used as the dependent measure, reliability esti-
mates ranging from 0.52 to 0.79 have been reported in attentional-probe studies 
(Kappenman, Farrens, Luck, & Proudfit, 2014; Moran, Jendrusina, & Moser, 
2013) and the N2pc component has been shown to have a greater degree of split-
half reliability when directly compared with reaction time measures (Reutter, 
Hewig, Wieser, & Osinsky, 2017).

On theoretical grounds, one of us has argued previously that the attentional-
probe task is unable to differentiate between two potential mechanisms that might 
lead to biased attention: an enhanced tendency to orient toward threat on the one 
hand or a delay in disengaging attention from threat once it is noticed on the other 
(Fox et al., 2001). This limitation is due to the fact that the allocation of attention is 
typically measured at one point in time (e.g., 500 ms) in the attentional-probe task. 
This means that participants may shift their attention back and forward between the 
two images so that any resulting bias may be due to the holding of attention by 
threat-related stimuli rather than an initial allocation of attention to those stimuli. To 
address this hypothesis, Fox et al. (2001) modified the spatial cueing task that was 
initially developed by Posner, Snyder, and Davidson (1980) and conducted several 
studies with participants who varied in terms of their self-reported anxiety and 
depression. The original cueing task presented three boxes on a computer screen, 
one centered at fixation and two located on both sides of the central box (left and 
right). Either of the peripheral boxes could be cued by a brief flickering, which was 
followed by the presentation of a target that had to be detected in either the valid 
(cued) or invalid (un-cued) box. Detection of targets is typically faster in the cued 
relative to the un-cued locations, which is taken to reflect the automatic reflexive 
orientation of attention to the cue. When the target appears in the un-cued box, a 
disengagement of attention is required from the cued location. Attention then has to 
shift to the un-cued location in order to process the target, and this explains the 
slower detection latencies on invalid trials.
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Fox et al. (2001) modified this task to make an emotional version by replacing 
the light flicker cue with a threatening, positive, or neutral word or a photograph of 
happy, neutral, or angry facial expressions as cues. They reasoned that detection 
latencies on un-cued trials would provide an indication of differences in the speed 
of attentional disengagement from threatening, positive, or neutral stimuli. Across 
several experiments, it was found that high-anxiety participants were indeed slower 
on un-cued trials when the cue was threat related (e.g., a threat-related word or 
image of an angry facial expression), and this was interpreted as reflecting an 
anxiety-related delay in disengaging from threat. A similar pattern of results was 
subsequently found with a wide range of stimuli (e.g., affective pictures, faces, 
words) in other studies for participants varying in both anxiety and depression (e.g., 
Derryberry & Reed, 2002; Koster, Crombez, Verschuere, & De Houwer, 2004). 
These findings support the hypothesis that attentional biases toward negative, espe-
cially threat-related, stimuli may often reflect a difficulty in disengaging attention 
from negative material rather than—or in addition to—enhanced attentional orien-
tation toward threat (Fox et al., 2001; see Mogg, Holmes, Garner, & Bradley, 2008, 
for an alternative interpretation).

�Selective Interpretation

Those who are prone to anxiety and depression are especially likely to interpret 
ambiguity in a consistently negative way, and this is true for both adults (Hertel & 
Mathews, 2011; Mathews & MacLeod, 2005) and children (Lau & Waters, 2017). 
As with measures of selectivity in attention, a large number of techniques have been 
used to assess biases in interpretation, and these have been extensively reviewed by 
Schoth and Liossi (2017). A selection of some of the more common measures is 
presented here.

The homophone task presents spoken homophones that have both threatening 
and neutral meanings (e.g., pane/pain; wore/war; dye/die), and participants simply 
have to write down what they hear. Those prone to anxiety (Mathews & MacLeod, 
2005) and depression (Mogg, Bradbury, & Bradley, 2006) are more likely to write 
down the negative spellings relative to those with lower levels of anxiety or depres-
sion. Similarly, homographs (e.g., beat, growth, arms) can be presented as a prime 
word prior to either a nonword or a real word that is related to either the threatening 
or neutral meaning of the homograph. Richards and French (1992), for instance, 
found that anxious individuals were faster to categorize a letter string as a “word” in 
a lexical decision task when it was related to the more negative meaning of a prior 
homograph (e.g., weapon was categorized faster than legs following the prime 
arms). Several studies have shown biased interpretation related to elevated anxiety, 
depression, and chronic pain using this task (see Schoth & Liossi, 2017).

In the scrambled sentences task, participants are presented with a mixed sequence 
of words (scrambled sentence) such as the, know, is, future, going, bleak, to, bright, 
be, I that they are asked to resolve as quickly as possible (Wenzlaff, 1993). These 
sentences can be resolved in either a positive “I know the future is going to be 
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bright” or a negative “I know the future is going to be bleak” way, providing an 
indication of bias. This task is straightforward, although can be difficult for partici-
pants, and the task is not particularly easy to administer or score. Some researchers 
have used sentences or short scenarios, in which reading times of sentences follow-
ing an ambiguous sentence are taken as an index of the degree to which the initial 
sentence was interpreted in either a negative or a positive direction. For instance, 
MacLeod and Cohen (1993) presented students with sentences such as “The two 
men completed the service and filled in the hole.” These ambiguous sentences were 
followed by others that were either consistent with a threatening (“The funeral was 
soon finished”) or a benign (“The repair was soon finished”) meaning. Using this 
task, it has been found that anxious individuals are faster to read follow-on sen-
tences that are consistent with the more threatening interpretation of the ambiguous 
sentences supporting the argument that anxiety is characterized by mood-congruent 
interpretations when reading a sentence (Calvo, Eysenck, & Estevez, 1994).

Another paradigm developed by Eysenck, Mogg, May, Richards, and Mathews 
(1991) requires participants to listen to sentences that could be interpreted in either 
a neutral or a threatening way that are later followed by alternative versions that 
resolve the interpretation in one way or another. For example, a sentence such as 
“The doctor examined little Emily’s growth” could be later followed by sentences 
in a recognition memory task such as “The doctor measured little Emily’s cancer/
height.” Later versions of this task have replaced the recognition test with a simpler 
rating scale (e.g., Holmes & Mathews, 2005), and participants are sometimes 
encouraged to use mental imagery to simulate the scenarios (e.g., Holmes, Lang, & 
Shah, 2009). An ambiguous scenarios task has been developed specifically to assess 
interpretation bias for depressed mood (Berna, Lang, Goodwin, & Holmes, 2011). 
Using similar tasks with adolescents, it has been found that those with anxiety and 
depression are more likely to endorse threatening/negative interpretations more 
than benign/neutral interpretations relative to non-anxious/depressed control par-
ticipants (e.g., Haller, Raeder, Scerif, Kadosh, & Lau, 2016). Given the mixed find-
ings for anxiety and attention biases as discussed previously, it is possible that these 
biases may be driven primarily by depression.

The Adolescent Interpretation and Belief Questionnaire (AIBQ) is a self-
assessment instrument that is useful for studies with adolescent populations and 
provides indices of biased interpretation for both social and nonsocial situations. 
Developed by Miers, Blote, Bogels, and Westenberg (2008), the AIBQ requires par-
ticipants to read ten ambiguous scenarios that they should imagine are happening to 
them. For example, “you’ve invited a group of classmates to your birthday party, but 
a few have not yet said that they’re coming.” Participants are then provided with a 
list of three thoughts that might typically arise in response to the situation and are 
asked to indicate how likely it is that this thought would pop into their head on a 
five-point Likert scale. In the above example, the thoughts are “they don’t know yet 
if they can come or not” (neutral interpretation), “they don’t want to come because 
they don’t like me” (negative interpretation), and “they’re definitely coming; they 
don’t need to tell me that” (positive interpretation). Some of the examples are non-
social (e.g., your new watch does not work). Therefore, there are four outcome 
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measures: positive interpretation (social), positive interpretation (nonsocial), nega-
tive interpretation (social), and negative interpretation (nonsocial).

�Selective Memory

Autobiographical memory refers to memory for personal events that shape our emo-
tional lives. Decades of research have shown that depression is associated with dys-
function in how we recall these personal memories (Kohler et al., 2015). The most 
widely used assessment of autobiographical memory in depression is the 
Autobiographical Memory Test (AMT; Williams & Broadbent, 1986), which asks 
study participants to recollect a specific memory in response to a presented word 
cue within a specified time period (e.g., when you were between the ages of 25 and 
30 years). The reported memories are then classified according to a range of factors 
including their valence, content, and specificity. Two clear findings have emerged in 
the literature. First, higher levels of self-reported and diagnosed depression are 
associated with a bias toward favoring negative experiences relative to positive or 
benign experiences. Second, depression has been associated with what have been 
called “over-general” memories. For instance, in response to the prompt, “recall a 
time that you were happy” a nondepressed person is likely to give a highly specific 
example such as the day they got married, whereas a depressed person is more 
likely to say something much more general such as “summer holidays.” These over-
general memories have been shown to be relatively good predictors of higher 
depression symptoms over time (Sumner, Griffith, & Mineka, 2010). A recent study, 
for instance, showed that higher specificity in recall of positive—but not negative—
autobiographical events lowered vulnerability to depression in adolescents over a 
1-year timeframe (Askelund, Schweizer, Goodyer, & van Harmelen, 2019).

A problem with autobiographical memory research is that we have, of course, no 
way of knowing the incidence of positive and negative life events a person has expe-
rienced, and therefore it is difficult to determine whether results represent a genuine 
bias or not. For this reason, cognitive and emotion researchers often use consistent 
lists of words or pictures so that they can be sure that if more negative than positive 
words are remembered, this represents a genuine bias. Several recall and recogni-
tion tasks have been used to assess anxiety- and depression-related explicit memory 
bias. The typical procedure is to present a study participant with a list of words that 
vary in valence (negative, positive, neutral) but that are carefully matched across 
valence categories for word frequency, familiarity, pronounceability, and other fac-
tors that may affect recall (see Rubin & Friendly, 1986, for a comprehensive list). It 
is important to include some neutral words at the start and at the end of the list to 
control for primacy and recency effects (Russo et al., 2001). How the words are 
encoded can make a difference to subsequent recall—studies have asked people to 
read aloud the initial words, count the number of syllables, or make some type of 
semantic judgment. Participants are usually not told that they will be asked to 
remember the words later, and then, typically following a distractor task, partici-
pants are asked to recall as many of the words that they can. Rather than free recall, 
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participants can be presented with mixed lists of the words they have seen at encod-
ing along with an equal number of matched words that they have not seen, and they 
are then asked to recognize those words that were presented before. Memory is typi-
cally much better under these conditions, and it is often more difficult to find evi-
dence for bias under these conditions (Russo et al., 2001).

The self-referential encoding task (SRET; Hammen & Zupan, 1984) was 
designed to reflect an individual’s underlying negative cognitive schema (Beck, 
1967) and asks participants to judge whether a series of adjectives that can have a 
negative, positive, or neutral valence describes them or not. This encoding task is 
followed by an incidental free-recall task. Findings from both adult and child sam-
ples demonstrate that depression is associated with a greater degree of self-referential 
encoding biases in terms of the endorsement of more negative and fewer positive 
adjectives as being self-descriptive as well as the recall of more negative relative to 
positive adjectives, regardless of whether they were endorsed or not (Auerbach, 
Stanton, Proudfit, & Pizzagalli, 2015; Phillips, Hine, & Thorsteinsson, 2010).

Measures of implicit memory are designed to assess the influence of a past expe-
rience on the performance of a cognitive task that is seemingly unrelated to the 
previous experience. For example, a list of words is given at encoding, and then 
instead of being asked to recall those words, following a filler task, participants are 
instead presented with a list of word stems (e.g., c a _ _ _ _) and asked to complete 
them with the first word that comes to mind. In general, word stems are more likely 
to be completed by words that were presented at encoding (e.g., cancel) than by 
words not presented earlier (e.g., cancer). Early studies reported evidence for a 
threat-related implicit memory bias in anxiety but not in depression (e.g., Williams 
et al., 1997), while subsequent research has typically failed to find consistent evi-
dence for a larger implicit memory bias for threat-related words in anxious indi-
viduals (e.g., Russo et al., 1999).

�Genetic Approaches

�Genetic Approaches to Emotional Disorders and Well-being

�Quantitative Genetics

Alongside the “cognitive revolution,” the fledgling field of quantitative genetics was 
beginning to investigate genetic influences on emotional disorders. By the 1960s it 
was well-established that almost all mental illnesses, including emotional disorders, 
ran in families. Acknowledging that this familial resemblance may reflect either 
shared genes or shared environmental influences, quantitative genetic studies subse-
quently set about disentangling genetic from environmental effects using samples of 
twins.

Twin studies compare within-pair concordance or within-pair correlations in 
identical (MZ) twins (who share 100% of their DNA) and nonidentical (DZ) twins 
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(who share, on average, 50%). A greater within-pair correlation in MZ twins, rela-
tive to DZ twins, indicates a genetic influence, while a within-pair correlation that 
is similar for MZ and DZ twins suggests a role of the shared environment. Twin 
studies also allow us to estimate the role of the non-shared environment (environ-
mental factors that are unique to each member of the pair) which is indexed by the 
degree of discordance within MZ twin pairs. The results of several decades of twin 
studies suggest that genetic factors play a significant role in the etiology of both 
clinical and subclinical presentations of emotional disorders as well as positive out-
comes, such as subjective well-being. While estimates vary between samples, 
between 30 and 40% of the variance in depression, anxiety, and subjective well-
being is explained by genes, with the remaining variance explained by non-shared, 
rather than shared, environmental influences (Bartels, 2015; Hettema, Neale, & 
Kendler, 2001; Sullivan, Neale, & Kendler, 2000).

In bivariate extensions to the twin model, the concordance within twin pairs is 
compared within and across different traits. This allows researchers to estimate the 
extent to which genetic and environmental influences overlap for different out-
comes. For instance, using these bivariate models, twin studies have shown a sub-
stantial genetic overlap between a wide variety of behavioral traits and psychiatric 
disorders. This genetic overlap is particularly striking for anxiety and depression 
where the genetic correlation is between 0.84 and 1 (Kendler, 1996). Interestingly, 
these findings also extend to positive outcomes with the genetic correlation between 
subjective well-being and emotional disorders ranging from −0.64 to −0.76 (Bartels, 
2015; Kendler, Myers, & Keyes, 2011). While the genetic overlap between disor-
ders and traits is a consistent finding across quantitative genetic studies, it appears 
that environmental influences are outcome-specific. This means that while general-
ist genes explain the shared risk of emotional disorders and well-being, trait-specific 
environmental factors explain how this genetic risk manifests itself (Kendler, 1996; 
Kendler & Eaves, 1986; Kendler, Heath, Martin, & Eaves, 1987). For instance, Eley 
and Stevenson (2000) showed that while loss events explained the development of 
depression, threat events were associated with symptoms of anxiety.

�Molecular Genetic Studies

Quantitative genetic studies allow us to estimate the relative role of genetic and 
shared and non-shared environmental influences on a trait and can also be used to 
explore the extent to which these influences are shared between different outcomes. 
However, conventional epidemiological studies are required to identify the specific 
genetic or environmental factors that underlie this risk. An extensive literature has 
implicated multiple environmental factors including parenting styles, stressful life 
events (Brown & Harris, 1978), and childhood maltreatment (Nanni, Uher, & 
Danese, 2012) that likely explain the non-shared environment component of emo-
tional disorders and well-being. Identifying the specific genetic variants that explain 
the genetic component remains a significant challenge.
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Early molecular genetic studies of emotional disorders relied on what was called 
a candidate gene approach. In this approach, a gene is selected a priori based on its 
proposed involvement in the biology of a disease or trait. Variants within that gene 
are then tested for association with the outcome of interest. These approaches saw 
some early success in genes implicated in neurotransmission, neurogenesis, cell 
signaling, and the hypothalamic-pituitary-adrenal (HPA) axis (Lopez-Leon et al., 
2008). Nevertheless, the majority of these findings have failed to replicate, suggest-
ing that the search for genetic variants associated with emotional disorders should 
be extended beyond this small list of candidate genes.

Unlike the candidate gene approach, more recent genome-wide association stud-
ies (GWAS) are hypothesis-free and include up to a million variants across the 
genome. Although initially hampered by small sample sizes, GWAS of emotional 
disorders and well-being have begun to make progress identifying a handful of 
genetic variants that survive correction for multiple testing. Individually, the effects 
of these variants are vanishingly small (explaining less than 0.1% of the variance) 
and explain very little of the heritability observed in quantitative genetic studies 
(Okbay et al., 2016; Wray et al., 2018).

However, new techniques that simultaneously consider the aggregate effects of 
all genotyped variants are now beginning to close the gap between quantitative 
genetic estimates of heritability and molecular genetic estimates. One of these 
approaches—polygenic scoring—allows the effects of multiple variants to be sum-
marized in a single score. Specifically, alleles associated with a trait in a discovery 
sample at a given p value threshold are selected in a target sample, and a score (the 
sum of these alleles weighted by their effect size) is then created for each individ-
ual. The effects of this score on the phenotype are determined using linear or logis-
tic regression which includes an estimate of the variance explained (Wray et al., 
2014). Findings from polygenic scoring studies and more recent polygenic 
approaches suggest that, on aggregate, common genetic variants do explain a sub-
stantial proportion of the heritability observed in twin models (Okbay et al., 2016; 
Wray et al., 2018). These approaches also confirm the results from bivariate twin 
studies. That is, the genetic overlap between depression, anxiety, and subjective 
well-being is substantial with genetic correlations of between 0.3 and 0.9 (Okbay 
et al., 2016).

�Genes Environment Interaction in Emotional Disorders

Twin and adoption studies have established that both genes and the environment 
contribute to psychopathology and well-being. However, these factors do not oper-
ate in isolation. Rather, complex traits such as emotional disorders are likely the 
result of interplay between genetic and environmental influences. In one form of 
this interplay (gene-environment interaction, GxE), genes are proposed to affect an 
individual’s sensitivity to environmental factors. Several twin studies have 
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provided evidence that the effects of the environment do indeed vary by genetic 
background. For example, in a large, longitudinal sample of female twins, Kendler 
et al. (1995) showed that for individuals with a low genetic risk of major depres-
sion, the occurrence of severe stressful life events increased the probability of a 
depressive episode from 0.5 to 6.3%. However, for those with the highest genetic 
risk, the same severe events increased the probability from 1.1 to 14.6%. These 
findings have been confirmed in both depression and anxiety by more sophisticated 
models which test the degree to which genetic effects are moderated by a measured 
environmental factor (Eaves, Silberg, & Erkanli, 2003; Lau & Eley, 2008b; Silberg, 
Rutter, Neale, & Eaves, 2001). In each of these studies, genetic effects appear to 
increase in adverse environments, indicating environmental control of genetic 
effects (Silberg et  al., 2001). Quantitative genetic studies have shown that these 
findings also extend beyond severe stressors to daily negative and positive events. 
For example, using an experience sampling approach in a sample of twins, genetic 
factors have been shown to influence stress sensitivity (the relationship between 
stressful daily events and subsequent negative effect; Jacobs et al., 2006). A later 
study of the same sample suggested that, in line with previous studies, these genetic 
factors overlapped with those for major depression (Wichers et  al., 2007). 
Specifically, the effects of negative daily events were significantly greater in those 
individuals with the highest genetic risk of depression, even in the absence of cur-
rent depression symptoms or a personal history of the disorder. These studies have 
some similarity with cognitive high-risk studies in which those with a high degree 
of cognitive vulnerability have been shown to be more reactive to negative life 
events (Abramson et al., 1989).

Genetic studies using candidate gene approaches have also come to similar 
conclusions. In a seminal study in 2003, for instance, it was found that the 
5-HTTLPR (a putatively functional genetic variant in the gene encoding the sero-
tonin transporter) moderated the effects of adversity on the development of major 
depression and symptoms of depression (Caspi et al., 2003). Specifically, indi-
viduals with one or more short (S) alleles at this locus were more sensitive to the 
depressogenic effects of stressful life events, or childhood maltreatment, than 
those homozygous for the alternative long (L) allele. Similar findings have been 
reported for this locus across multiple studies of emotional disorders including 
anxiety (Kendler, Gardner, & Lichtenstein, 2008) and the effects of less severe 
daily negative stressors on negative mood (Gunthert et al., 2007). Other candi-
date GxE studies in both depression and anxiety have also found evidence for 
significant moderating effects of some candidate genes including brain-derived 
neurotrophic factor (BDNF; Bukh et  al., 2009; Chen, Li, & McGue, 2012; 
Hosang, Shiles, Tansey, McGuffin, & Uher, 2014), dopamine receptor D2 (DRD2; 
Elovainio et  al., 2007), corticotrophin-releasing hormone receptor 1 (CRHR1; 
Liu et al., 2013; Polanczyk et al., 2009), catechol-O-methyltransferase (COMT; 
Mandelli et  al., 2007), and FK506 binding protein 5 (FKBP5; Zimmermann 
et al., 2011).
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�Diathesis Stress Models

The differential effects of the environment by genetic factors were originally con-
ceptualized in diathesis-stress models, where genotypes were considered to predis-
pose individuals to the negative effects of adversity. The study by Caspi et al. (2003) 
discussed above provides a good example of diathesis-stress in which individuals 
carrying specific risk alleles (e.g., the short allele of the 5-HTTLPR) were found to 
be more likely to develop depressive symptoms when exposed to environmental 
adversity. In other words, a heightened genetic risk is considered to confer a higher 
risk of developing psychopathology when adverse conditions are experienced. The 
hypothesized relationship between genetic and environmental risk is illustrated in 
Fig. 4.5a.

�Differential Susceptibility Models

An alternative model for gene-environment interaction based on evolutionary 
genetic theory is the differential susceptibly hypothesis. In this model, genetic vari-
ants are not considered risk factors but instead act as “susceptibility” or “sensitiv-
ity” factors that moderate the effects of both negative and positive environments on 
outcome: for better and for worse (Belsky, Bakermans-Kranenburg, & van 
Ijzendoorn, 2007). In other words, the same genetic factors that may render indi-
viduals more vulnerable to adversity may also make them more likely to benefit 
from optimal and supportive environments (Belsky et al., 2007). The hypothesized 
relationship between genetic and environmental factors as envisaged by the differ-
ential susceptibility hypothesis is illustrated in Fig. 4.5b.

Consistent with differential susceptibility, studies suggest that individuals with 
one or more copies of the S allele of the 5-HTTLPR are not only at a greater risk of 
mood disorders following adversity but also benefit more from the protective effects 
of positive environmental influences such as maternal warmth (Sulik et al., 2012), 
social support, and interventions, including family support and the efficacy of CBT 
in children with anxiety. In addition to the 5-HTTLPR, differential susceptibility 
has been demonstrated for a number of genetic variants previously implicated in 
GxE (Belsky et al., 2009). These findings have paved the way for “experimental” 
GxE studies in which the environmental component (usually an intervention) is 
randomly assigned to individuals. This approach vastly increases the power of GxE 
studies by ensuring that, unlike observational studies, environmental conditions are 
standardized across participants and that equal numbers of individuals are exposed 
to the environment of interest. Moreover, as participants do not play a role in the 
selection of their environments, this approach also tackles any confounding effects 
of gene-environment correlation. The increased power of the experimental GxE 
approach was supported by a recent meta-analysis (van Ijzendoorn & Bakermans-
Kranenburg, 2015). A more recent extension of the differential susceptibility 
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Fig. 4.5  A schematic outline of the (a) diathesis stress model and (b) differential susceptibility 
model of gene by environment interactions in the development of psychological well-being

hypothesis includes the concept of vantage sensitivity, where genotypes work to 
increase responsivity to positive influences (Pluess & Belsky, 2013). Much of the 
evidence for vantage sensitivity comes from genotypes implicated in differential 
susceptibility. However, there is some evidence to suggest that for specific geno-
types, in specific contexts, effects on sensitivity to positivity are larger than the 
effects of sensitivity to adversity (Pluess & Belsky, 2013). Indeed, some studies 
have shown that genetic effects act exclusively on sensitivity to positive rather than 
negative influences (Pluess & Belsky, 2013).
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�Polygenic Gene-Environment Interaction

While providing several promising findings and new avenues for research, candidate-
gene GxE findings, just as studies that look for main effects of candidate genes, 
often fail to replicate, even in high-quality studies with very similar methodologies 
(e.g. Fergusson, Horwood, Miller, & Kennedy, 2011). This has led to several meta-
analyses that do not provide support for the initial findings (Munafo, Durrant, 
Lewis, & Flint, 2009; Risch et al., 2009). Multiple reasons for non-replication have 
been suggested including differences in the measurement of outcome and environ-
ments, the statistical approach used, and the developmental sensitivity of effects 
(Uher & McGuffin, 2010). It has also been suggested that these findings are simply 
the result of type 1 error and publication bias (Duncan & Keller, 2011).

The mixed findings within GxE research indicate that there may be some benefit 
in moving from a candidate-gene approach to a genome-wide, polygenic approach. 
In a polygenic approach, GxE studies use previous GWAS findings to quantify 
genetic risk of a disorder in target sample and then test the effects of this genetic risk 
at different levels of the environment. For example, Peyrot et al. (2014) developed a 
polygenic risk score based on a GWAS of depression and tested whether these 
effects differed in those who also experienced childhood maltreatment. In this study, 
childhood maltreatment had significantly greater effect in those with high vs low 
polygenic risk for major depression. Nevertheless, a later study reported contradic-
tory findings, in which the effects of maltreatment were greatest in those with the 
lowest genetic risk (Mullins et al., 2016). A more recent meta-analysis combined 
the above findings with results from several further cohorts. This study provided 
little support for Peyrot et al.’s (2014) initial findings and showed no evidence for an 
interaction between a negative environment and polygenic risk on the development 
of major depressive disorder (Peyrot et al., 2018).

While the cause of these discrepant findings remains unclear, a recent study sug-
gests that they may reflect inadequate measurement of environmental effects. Using 
a large health and retirement sample, Domingue, Liu, Okbay, and Belsky (2017) 
investigated polygenic GxE by assessing within-person changes in depression 
symptoms following the death of a spouse. The authors reported that while depres-
sion symptoms increased for all individuals experiencing bereavement, these effects 
were significantly greater for those with a high vs low polygenic score for major 
depression. Moreover, a polygenic score for subjective well-being, generated from 
a GWAS study of nearly 300,000 participants (Okbay et  al., 2016), appeared to 
protect against the depressogenic effects of bereavement. This study suggests that 
the success of polygenic GxE studies may rely on more careful within-person stud-
ies of gene-environment interaction using externally validated environmental mea-
sures. This approach is not only more robust to reporter biases but also limits any 
confounding effects of gene-environment correlation, where exposure to a given 
environment may be influenced by an individual’s behavior.

By using a polygenic score using genetic variants with a main effect on depres-
sion, the above GxE studies implicitly adopt a diathesis-stress approach to emo-
tional disorders. That is, they test whether the effects of environmental adversity are 
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exacerbated by genetic risk. However, this approach is at odds with the differential 
susceptibility hypothesis, where genetic variants that increase sensitivity are pro-
posed to have no main effect on psychopathology. Variants involved in differential 
susceptibility can therefore only be captured using a polygenic score of environ-
mental sensitivity, rather than risk of a disorder. We recently presented a novel way 
to develop such a score using monozygotic twins. Since monozygotic twins are 
genetically identical, within-pair differences in an outcome is assumed to be the 
result of non-shared environmental factors. This means that genotypes that render 
MZ twins more sensitive to environmental influences (for better and for worse) 
should be associated with greater within-pair differences. Using this approach, 
Keers et  al. (2016) conducted a GWAS of within-pair differences in emotional 
symptoms and used the results to construct a polygenic environmental sensitivity 
score. In a separate sample, this score moderated the effects of positive as well as 
negative parenting on psychopathology in a manner that was consistent with dif-
ferential susceptibility. Specifically, individuals with a higher polygenic environ-
mental sensitivity score were more sensitive to the negative effects of negative 
parenting but also benefited more from the protective effects of positive parenting. 
The polygenic score of sensitivity also predicted responses to a psychological inter-
vention in separate sample of children with anxiety disorders. In these analyses, 
children with a high polygenic score of environmental sensitivity responded signifi-
cantly better to high-intensity individual CBT than a less intensive course of guided 
self-help. In contrast, children with a low polygenic score responded equally well to 
both forms of treatment (Keers et  al., 2016). In agreement with prior theoretical 
considerations (Belsky et al., 2007), the polygenic environmental sensitivity score 
did not predict psychopathology directly in either sample, suggesting that genetic 
determinants of environmental sensitivity may be distinct from those that directly 
increase the risk of a disorder. The increasing strength of GxE which occurred with 
the inclusion of more genetic variants in the polygenic environmental sensitivity 
score also suggests that genetic sensitivity to the environment is highly polygenic 
and distributed over a large number of genetic variants (Keers et al., 2016). This 
early finding suggests that detection of GxE will require genomic and polygenic 
methods that explicitly test sensitivity to environment and most of them will not be 
detected with either candidate gene GxE approaches or as a secondary investigation 
of genetic variants directly associated with a disorder.

In summary, quantitative and molecular genetic approaches suggest that emo-
tional disorders and psychological well-being are complex traits caused by environ-
mental factors and multiple genetic variants that each has a small effect. While 
genetic variants may have direct effects on outcomes, they also work by modifying 
response to the environment. Theoretical models of GxE including diathesis stress, 
differential susceptibility, and vantage sensitivity suggest that genetic effects on 
emotional disorders and psychological well-being may include genotypes that influ-
ence sensitivity to adversity (i.e., diathesis stress), sensitivity to protective factors 
such as social support (i.e., vantage resistance), or plasticity more generally (i.e., 
differential susceptibility).
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�Integrating Cognitive and Genetic Models of Emotional 
Disorders

�Genes and Cognitive Vulnerabilities

Both Beck (1967) and Abramson et al. (1989) suggested that the “cognitive vulner-
abilities” central to their models of their depression are the result of early childhood 
adversity. Multiple empirical studies support this hypothesis. Physically harsh par-
enting, for example, has been associated with schemas of guilt and shame in adoles-
cents (Stuewig & McCloskey, 2005), while negative parenting style was found to 
predict adolescents’ self-worth and attributional style 3 years later in a large pro-
spective study (Garber & Flynn, 2001). These findings also extend into adulthood 
(Gibb et al., 2001). However, a growing literature suggests that in addition to envi-
ronmental adversity, genetic factors are also likely to play a role in the development 
of cognitive vulnerabilities. In one of the first studies of its kind, Schulman, Keith, 
and Seligman (1993) reported a substantial role of genetic factors in individual dif-
ferences in attributional style in adults. Similar, albeit more modest, findings have 
also been reported in studies of adolescents where genes explained 35% of the vari-
ance in attributional style in 15-year-olds (Lau, Rijsdijk, & Eley, 2006) and 44% of 
the variance at 2-year follow-up of the same sample (Lau & Eley, 2008a). In support 
of this, studies that use more reliable measures of attention bias based on event-
related potentials (ERPs) rather than reaction times report an even larger role of 
genes. For example, genetic influences have been shown to explain up to 55% of the 
variance in P300 in adolescents (Anokhin, Golosheykin, Grant, & Heath, 2010) and 
adults (Weinberg, Venables, Proudfit, & Patrick, 2015).

Interestingly, findings for child samples are considerably more mixed. Moderate 
genetic contributions have been found for labeling various threatening facial expres-
sions, including fear, sadness, and disgust (Trouton, Spinath, & Plomin, 2002), 
while responses to ambiguous words and ambiguous scenarios task also showed 
moderate heritabilities in 8- and 10-year-old children (Eley et al., 2008). However, 
little to no genetic influence on attributional style (Lau, Belli, Gregory, Napolitano, 
& Eley, 2012) or on attentional bias measured using the attentional-probe task 
(Brown et al., 2013) was found in this age group. There was also little evidence for 
a role of genes in explaining individual differences in interpersonal cognitions in 
8-year-old children (Gregory et al., 2007), while genetic effects did emerge at a later 
follow-up of the same sample at age 10 (Lau, Belli, Gregory, & Eley, 2014). This 
increasing role of genetic factors in cognitive biases across development mirrors 
findings from other complex traits, including emotional disorders, where genetic 
effects appear to increase with age (Bergen, Gardner, & Kendler, 2007). In other 
words, genes may have little influence in childhood but increasing effects in adoles-
cence when new genetic influences come online (Kendler et al., 2008; Scourfield 
et al., 2003). Indeed, it has been suggested that the maturation of cognitive biases 
during adolescence (and the subsequent effect of these biases on emotional 
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symptoms) may explain the increases in heritability observed for emotional disor-
ders (Lau et al., 2014).

Taken together these findings suggest that in contrast to the models proposed by 
both Beck (1967) and Abramson et al. (1989), biases in cognition are more likely to 
be the result of both genetic and environmental influences. Of particular interest, 
this pattern of results also indicates that genetic effects may be developmentally 
sensitive such that genetic effects on specific biases may only begin to emerge dur-
ing adolescence.

�Genes, Cognitive Biases, and Emotional Disorders

In addition to providing evidence that cognitive biases are influenced by genetic 
factors, quantitative genetic studies have also provided insight into the interplay 
between genetic and cognitive factors in the etiology of emotional disorders. Using 
a bivariate extension of the twin model, Eley et al. (2008) reported a genetic correla-
tion of 0.65 for interpretation biases and depression in a sample of 8-year-old chil-
dren. This suggests a considerable degree of overlap in the genes that cause 
interpretation biases and those that cause depressive symptoms. Similar findings 
were reported in a sample of 15-year-old adolescents, in which the genetic correla-
tion between depression symptoms and attributional style was −0.47 (Lau et al., 
2006). These effects were further explored in a longitudinal follow-up of the same 
sample, with further data collected at age 17. Applying a cross-lagged model to 
these data, Lau and Eley (2008a) showed that attributional style at age 15 predicted 
depression symptoms at age 17. There was evidence for a reciprocal relationship, 
with earlier depression symptoms also predicting later attributional style. 
Nevertheless, even when these effects were taken into account, there remained a 
significant relationship between earlier attributional style and later depression, 
which appeared to be explained by a substantial genetic component. These findings 
suggest that attributional style lies on a causal pathway between genes and depres-
sion by increasing sensitivity to adversity. Lau and Eley (2008a, 2008b) provided 
further evidence to support this hypothesis by showing that the genetic correlation 
between attributional style and depression was greater in those individuals reporting 
more stressful life events. The pattern seems to be that genes might lead to individ-
ual differences in attributional style, and those negative attributional styles then 
subsequently lead to depression, but only in the context of stress.

In support of this hypothesis, the same genetic variants that have been implicated 
in molecular GxE studies of depression and anxiety in epidemiological samples 
have also been shown to be associated with cognitive biases. For example, multiple 
studies have shown that individuals homozygous for the S allele of the 5-HTTLPR 
genotype display greater biases toward emotional stimuli when compared to L 
homozygotes—a finding that has been supported by a large meta-analysis (Pergamin-
Hight, Bakermans-Kranenburg, van Ijzendoorn, & Bar-Haim, 2012). Studies also 
report that the L allele is associated with positive cognitive biases (Fox, Ridgewell, 
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& Ashwin, 2009). Similar findings have been reported between further variants 
implicated in GxE and cognitive biases in genes including BDNF (Beevers, Wells, 
& McGeary, 2009), FKBP5 (Cristóbal-Narváez et  al., 2016; Fani et  al., 2013), 
COMT (Gong et al., 2013; Herrmann et al., 2009), and DRD2 (Gong et al., 2013).

�Gene Environment Interplay and Cognitive Biases

In addition to a direct effect of genes, there is also evidence for GxE in the develop-
ment of cognitive biases. For example, it has been reported that the 5-HTTLPR 
moderates the effects of childhood physical abuse on attentional biases for angry 
faces (Johnson, Gibb, & McGeary, 2010). Specifically, the relationship between 
childhood physical abuse and negative attention bias was found to be stronger for S 
allele carriers relative to those homozygous for the L allele. Similarly, carriers of the 
S allele report higher levels of rumination but only in the context of recent life stress 
(Canli et al., 2006) or childhood emotional abuse (Antypa & Van der Does, 2010). 
There is further evidence that these GxE effects on cognitive biases reflect differen-
tial susceptibility, influencing response to both positive and negative environmental 
influences. Using a sample of healthy volunteers, for instance, Fox, Zougkou, 
Ridgewell, and Garner (2011) used an attention bias modification (ABM) task 
designed to induce either a bias toward negative or toward positive affective pictures 
in different groups of participants. It was found that S allele carriers of the 
5-HTTLPR developed stronger biases toward both negative and positive affective 
pictures when compared to individuals homozygous for the L allele. This suggests 
that in line with the differential susceptibility hypothesis, S allele carriers may be 
more sensitive to both positive and negative environmental influences and therefore 
acquire positive or negative biases more easily than L carriers depending on the 
environmental context.

�Challenges and Future Directions

Both quantitative and molecular genetic studies provide preliminary support for our 
expanded CogBIAS model in showing interactions between genetic and cognitive 
factors in the development of emotional vulnerability. However, existing research is 
hampered by (1) the reliability of some cognitive bias measures, (2) a focus in most 
studies on assessing just one bias (e.g., attention or interpretation or memory) rather 
than addressing multiple biases in the same study, (3) a reliance on cross-sectional 
data, and (4) a focus on a single gene or a small set of genes in the majority of stud-
ies rather than taking a whole-genome approach. Larger-scale studies utilizing both 
polygenic and poly-bias scores, preferably in longitudinal designs that assess both 
negative and positive environmental influences, are required to move the field 
forward.
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�Improving the Reliability of Measures of Cognitive Biases

Indicators of statistical reliability (e.g., test-retest reliability or internal consis-
tency) have not been typically assessed or reported in behavioral measures of cog-
nitive functions (Hedges, Powell, & Sumner 2018) as is standard in subjective 
psychometric measures of mood states. This has been a particular problem with the 
attentional-probe task, which typically shows very low reliability (Parsons et al., 
2018; Price et al., 2015). Low or absent measures of reliability in behavioral tasks 
raises particular problems when attempting to integrate genetic and cognitive 
approaches to emotional vulnerability and well-being. For instance, we have been 
attempting to incorporate some behavioral measures of cognitive biases into large-
scale GWAS studies for a number of years now, but unless reliability is close to 0.8 
or above, statistical geneticists will typically not approve of the incorporation of 
these measures into GWAS studies. Hence, most GWAS studies rely on indicators 
such as diagnosis- or questionnaire-based measure of anxiety or neuroticism, which 
have a reliability of above 0.8 Cognitive biases reflect distorted ways in which sen-
sory information is perceived, processed, and remembered. While some traction on 
these processes can be gained by subjective reports, it is likely that online behav-
ioral measures using reaction time, eye tracking, or measures of neural activity will 
provide data that is closer to the endophenotype of interest (e.g., propensity to 
develop anxiety or depression). Given the likely role that cognitive processing 
biases play in the pathway from genetic vulnerability to psychopathology or well-
being, there is an urgent need for researchers to develop behavioral measures of 
these fundamental processing biases that have a high degree of statistical reliability. 
While much attention has focused on the reliability of the attentional-probe task, it 
is worth noting that because reliability is rarely measured for behavioral tasks, it is 
unknown as to whether the reliability of measures of interpretation or memory bias 
is any better.

�Combining Cognitive Biases

The majority of studies have investigated cognitive biases in interpretation, atten-
tion, or memory separately so that little is known about how different cognitive 
biases work together to maintain psychopathology. An exception is the combined 
cognitive bias hypothesis, in which it was proposed that the combined effects of 
cognitive biases may have a greater impact on sustaining a disorder than if individ-
ual biases were to work in isolation (Hirsch et al. 2006). The interrelationships 
among multiple cognitive biases that may operate simultaneously and/or in succes-
sion could influence each other in a number of ways. Attention bias in the initial 
encoding phase of information processing, for instance, might influence subsequent 
biases such as memory bias (e.g., Russo et al., 2001). Alternatively, these biases 
may operate simultaneously but independently from each other (Everaert et al. 
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2012; Hirsch et  al., 2006). Another causal pathway proposed by the combined 
cognitive bias hypothesis (Fox & Beevers, 2016) and incorporated in our extension 
of this model is that cognitive biases may have bidirectional effects, in which a 
range of reciprocal relationships could exist between the different biases. Thus, a 
bias in attention may influence subsequent interpretation processes which, in turn, 
may bias ongoing attentional processing.

Examining cognitive biases together rather than in isolation is likely to lead to a 
more comprehensive understanding of the cognitive processes that underpin psy-
chopathology (Everaert et al., 2012; Everaert, Duyck, & Koster, 2014; Hertel et al. 
2008; Hirsch et al., 2006; Klein, de Voogd, Wiers, & Salemink, 2017). We are taking 
this approach in a longitudinal study testing the CogBIAS hypothesis in which we 
are following 500 adolescents for a 5-year period to investigate the influence of a 
variety of cognitive biases in a poly-bias score in addition to examining a variety of 
polygenic scores (Booth, Songco, Parsons, et al., 2017). Utilizing multiple cogni-
tive biases as well as multiple genetic variants is an important focus for future 
research to deepen our understanding of the components and determinants of emo-
tional vulnerability and psychological well-being.

�Demonstrating Causality Between Genes, Cognitive Biases, 
Psychopathology, and Psychological Well-being

We have hypothesized that genetic correlations between cognitive biases and men-
tal health indices could suggest that cognitive biases lie on a causal pathway between 
genes and disorders. However, there are several other plausible explanations for 
such a correlation. One possibility is that cognitive biases may be a consequence of 
emotional disorders or both cognitive biases and emotional disorders may be caused 
by a higher-order trait under genetic control, such as neuroticism. Establishing a 
causal pathway from genes to cognitive biases and subsequent emotional disorders 
and well-being ultimately requires a multi-wave longitudinal design in which cog-
nitive biases, emotional disorders, and well-being are measured at each time point. 
Applying cross-lagged mediation models would allow for investigation of the extent 
to which cognitive biases mediate the effects of genes on emotional disorders and 
well-being or whether emotional disorders and well-being mediate the effects of 
genes on cognitive biases.

A complementary approach to establishing causality in this context would be to 
manipulate cognitive biases and test these effects on subsequent emotional symp-
toms and well-being. While effects on symptoms of anxiety or depression are 
mixed, a large number of studies report that cognitive bias modification techniques 
(e.g., Fox, Derakshan, & Standage, 2011; Fox, Zougkou, et  al., 2011) have the 
potential to alter cognitive biases. If indeed cognitive biases do mediate the relation-
ship between genetic risk and emotional disorders, we might expect that genes 
would explain less of the variance in emotional disorders and well-being following 
successful reduction of negative biases following an intervention such as cognitive 
bias modification.

4  Bringing Together Cognitive and Genetic Approaches to the Understanding of Stress…



110

�Moving Beyond Candidate Gene Studies

While quantitative genetic studies provide solid support for our CogBIAS model, 
evidence from molecular genetics remains limited to a handful of candidate genes 
previously implicated in emotional disorders and gene-environment interaction. 
Given the limitations of the candidate gene approach, and the fact that complex 
traits such as cognitive biases are influenced by many thousands of gene variants of 
very small effects, we argue that a robust test of the CogBIAS model requires 
genome-wide data. Given an adequately sized sample, polygenic methods could 
then be applied to test the aggregate effects of common genetic variants from across 
the genome on cognitive biases (the SNP-based heritability). In addition, these 
methods could be extended to investigate the genetic correlation between cognitive 
biases and emotional disorders and wellbeing.

A genome-wide test of the relationship between stress sensitivity, vantage sen-
sitivity, and differential susceptibility variants and cognitive biases is, of course, 
challenging, although potentially highly informative. Stress-sensitivity and van-
tage-sensitivity variants are likely to show at least marginal main effects in GWAS 
of emotional disorders and well-being, respectively. Stratified analysis of such 
samples could be used to prioritize genetic variants that show greater effects in 
negative or positive environments, respectively, to create stress-sensitivity and 
vantage-sensitivity polygenic scores. These new polygenic scores could then be 
tested for their association with cognitive biases and emotional disorders and well-
being. Identifying and testing the effects of differential susceptibility variants from 
GWAS data represent a further challenge. However, recent studies suggest that it is 
possible to produce environmental-sensitivity polygenic scores that moderate 
responses to both negative and positive environmental influences (e.g., Keers et al., 
2016). Testing these scores in relation to cognitive biases and emotional disorders 
and well-being may allow us to explore the involvement of differential susceptibil-
ity variants in the generation and effects of cognitive biases.

�Conclusion

Our expanded CogBIAS hypothesis provides a theoretical framework to explain 
how genetic, environmental, and cognitive factors interact in the development of 
emotional disorders and well-being. While our model is supported by existing find-
ings from experimental psychology, quantitative, and molecular genetics, further 
studies are required to fully test the CogBIAS hypothesis. These studies should 
focus on the combined effects of reliably measured cognitive biases and move 
beyond a candidate-gene to a genome-wide, polygenic approach. Future studies 
should also apply longitudinal, developmentally sensitive designs to elucidate 
causal pathways between genes, environments, cognitive biases, and disorders. 
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Unraveling these pathways is a crucial next step for understanding the etiology and 
maintenance of emotional disorders and may also provide novel targets for preven-
tion and intervention.
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Chapter 5
Pathways to Motivational Impairments 
in Psychopathology: Common Versus 
Unique Elements Across Domains

Deanna M. Barch, David Pagliaccio, Katherine Luking,  
Erin K. Moran, and Adam J. Culbreth

�Introduction

Our ability as humans to engage in goal-directed actions that allow us to obtain 
outcomes that we desire is a core component of how we acquire/attain life satisfac-
tion and achievement. Components of motivation are intricately intertwined with 
such goal-directed behavior, as they are part of the activation driving us to select 
outcomes that we find enjoyable or satisfying, to put in place effective action plans 
that allow us to achieve or obtain those outcomes and allow us to keep those goals/
action plans represented over extended periods of time when necessary. Sadly, many 
forms of mental illness involve impairments in varying facets of motivation that are 
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important contributors to the all too frequently impaired life function and reduced 
quality of life experienced by individuals with mental health challenges. As such, 
both the field of psychopathology research broadly and the Research Domain 
Criteria (RDoC) initiative have recognized the centrality of examining motivation 
and incentive processing in psychopathology. More specifically, the RDoC includes 
a “positive valence” systems (PVS) domain (Insel et al., 2010) that outlines a num-
ber of constructs that may be critical to understanding the nature and mechanisms 
of motivational impairments in psychopathology, including responses to receiving 
rewards or positive outcomes, the processes involved in learning which actions or 
stimuli predict reward, being able to anticipate future rewards, being able to com-
bine choices and options to estimate the value and cost of different incentives and 
action plans, and being able to develop and implement, and when needed maintain, 
action plans that will achieve one’s desired outcomes.

A key question in the field of psychopathology research is whether the varying 
manifestations of impaired motivation seen in different forms of psychopathology 
arise from a common set of mechanisms that operate transdiagnostically or whether 
there are one or more mechanisms that may uniquely contribute to motivational 
impairments in some forms of psychopathology and not others. This review will 
focus on the types of motivational impairments seen in disorders such as depression 
and schizophrenia. In schizophrenia, motivational impairments can take the form of 
reduced efforts to engage in occupational, educational, or social experiences. These 
aspects of the illness are often captured by what is referred to as “negative” symp-
toms (symptoms that involve the absence of behaviors or experiences that humans 
typically have). In the extreme form, individuals with schizophrenia may spend 
most of their time at home, relatively isolated, and often sitting for long periods of 
times engaged in relatively low-effort activities (watching TV, etc.). Individuals suf-
fering from depression can also experience what on the surface may seem like simi-
lar types of impairments in motivated behavior. Some individuals with depression 
will also not engage in occupational, educational, or social behaviors that they 
might participate in when not depressed and may also spend much of their time 
alone and engage in very passive activities (sleeping, watching TV, etc.). A key 
question then is whether these seemingly similar types of motivation impairments 
arise from the same or from different mechanisms. This is a critical question, as if 
they arise from the same type of impairments; we might be able to develop treat-
ments that are effective transdiagnostically. If not, we may need more disorder-
specific interventions.

In the review below, we will argue that elements of the final common pathway 
linking reward to action in depression and schizophrenia may be shared and are 
likely to involve deficits in what we will refer to as effort-cost decision-making 
(ECDM), such that a proximal cause of reduced engagement in occupational, edu-
cational, and social pursuits in both depression and schizophrenia reflect a reduced 
willingness to exert effort to obtain potentially rewarding or positive outcomes (e.g., 
Barch, Treadway, & Schoen, 2014; Fervaha, Graff-Guerrero, et  al., 2013; Gold 
et al., 2013; Wolf et al., 2014). ECDM requires a number of computations that are 
part of the RDoC PVS, as will be described in more detail below, including reward 
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responsiveness, the ability to appropriately update reward values, and the ability to 
generate accurate reward predictions. ECDM also requires cognitive computations, 
including cognitive control processes such as goal representation and maintenance 
and performance monitoring. A wealth of animal and human research suggests that 
ECDM computations are supported by a cortico-limbic-striatal circuit, including 
the dorsal and ventral striatum, ventromedial prefrontal, dorsal anterior cingulate, 
anterior insula, and dorsolateral prefrontal cortex (Croxson, Walton, O’Reilly, 
Behrens, & Rushworth, 2009; Haber & Behrens, 2014; Prevost, Pessiglione, 
Metereau, Clery-Melin, & Dreher, 2010; Salamone, Correa, Farrar, & Mingote, 
2007; Treadway, Buckholtz, et al., 2012).

However, in this review, we also argue that that this shared proximal ECDM defi-
cit in schizophrenia and depression may reflect differing distal mechanisms. 
Specifically, we argue that ECDM deficits in psychotic disorders such as schizo-
phrenia reflect difficulties with cognitive control, internal representation of future 
and/or past events, and use of incentive information that is not currently available in 
the environment, which may result from impairments in the function and connectiv-
ity of the dorsolateral prefrontal cortex and the dorsal anterior cingulate cortex and 
their association with reward-processing systems. In contrast, we suggest that 
ECDM deficits in mood pathology such as depression may be more strongly related 
to reductions in hedonics and reward responsiveness/learning (RDoC PVS) and 
reward valuation, which may result from impairments in ventral/dorsal striatum, 
anterior insula, and ventral medial prefrontal cortex function and connectivity.

�A Heuristic Model of the Motivation-Action-Outcome 
Pathway

There are a number of different ways to conceptualize the processes and mecha-
nisms that help individuals translate between experiencing or anticipating an out-
come as positive or reinforcing in some way and developing and implementing an 
effective action plan to achieve that outcome (Berridge, 2012; Berridge & 
Kringelbach, 2008; Braver et al., 2014; Medic et al., 2014; Schultz, 2016b), with 
many models and frameworks sharing a number of components. The RDoC PVS 
(http:\\www.nimh.nih.gov\research-priorities\rdoc\positive-valence-systems-work-
shop-proceedings.shtml) (Barch, Oquendo, Pacheco, & Morris, 2016) has tried to 
integrate work from varying models to provide a heuristic framework to guide 
research on potential mechanisms of impairment in psychopathology.

This organization groups PVS constructs into three superordinate constructs: 
reward responsiveness, reward learning, and reward valuation. Reward responsive-
ness includes sub-constructs of initial responsiveness to reward, reward anticipa-
tion, and reward satiation. Reward learning includes subconstructs of habit, 
reinforcement learning, and reward prediction error. Reward valuation includes 
sub-constructs of probability, delay, and effort. We have also used a complementary 
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model of the psychological processes and neural systems thought to link experienced 
or anticipated rewards/incentives with the action plans that need to be generated and 
maintained in order to obtain these rewards (Barch, Pagliaccio, & Luking, 2018, 
2019; Kring & Barch, 2014). We have targeted seven components that we and oth-
ers have argued are key to the translation of incentive or reward information into 
behavioral responses (Berridge, 2004, 2012; Berridge & Kringelbach, 2008; Braver 
et al., 2014; Medic et al., 2014; Schultz, 2007, 2016b; Wallis, 2007) (see Fig. 5.1). 
Of note, the model illustrated in Fig. 5.1 is not a process model in the sense of sug-
gesting that one component follows another in only the order illustrated in the 
model. Instead, different components feedback on others and may interact through-
out the course of engaging in “motivated” behaviors.

The first component is part of reward responsiveness and is termed initial respon-
siveness to reward in the RDoC PVS but has also been referred to as hedonics or 
liking (Fig. 5.1). This component captures the ability to “enjoy” a stimulus or event 
that may provide pleasure or reward. A number of lines of work suggest that hedonic 
responses (at least to primary sensory stimuli) may be mediated by activation of the 
opioid and GABA-ergic systems in the nucleus accumbens shell and its projections 
to the ventral pallidum, as well as in the orbital frontal cortex (OFC) (e.g., Berridge 
& Kringelbach, 2015; Berridge, Robinson, & Aldridge, 2009; Kringelbach & 
Berridge, 2017; Smith & Berridge, 2007).

The second component is also part of reward responsiveness and corresponds to 
reward anticipation and has also been described as wanting (Fig. 5.1). This relates 
in important ways to the third component, part of reward learning, referred to as 

Initial 
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Fig. 5.1  Translating from the experience of reward/pleasure to motivated behavior. ACC anterior 
cingulate cortex, BG basal ganglia, DA dopamine, DLPFC dorsolateral prefrontal cortex, OFC 
orbital frontal cortex. Modified with permission. Note: The organization of this figure is not meant 
to apply to that processes occur only in the order illustrated, as many can feedback on each other 
to influenced motivated behavior
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reward prediction error (see below for description). These components are mediated 
at least in part by the midbrain dopamine (DA) system, particularly projections to 
ventral and dorsal striatum (Berridge, 2004; Berridge & Kringelbach, 2015; 
Kringelbach & Berridge, 2017; Schultz, 2007). At least some DA neurons in the 
substantia nigra and ventral tegmental area (VTA) respond to stimuli that predict 
reward, as well as to rewards themselves. The degree of response depends impor-
tantly on predictability—if the reward was not expected, then the DA neurons fire 
more strongly (positive reward prediction error, discussed below) than if the reward 
were fully expected. Interestingly, there can be a transient attenuation in DA neuron 
firing (negative prediction error, discussed below) if a predicted reward does not 
occur (e.g., Schultz, 2007, 2016a, 2016b). Further, over time, DA neurons begin to 
fire to the predictive cues rather than to rewards themselves (Schultz, 2007, 2016a, 
2016b). Similar effects have been found in humans using functional magnetic reso-
nance imaging (fMRI) of the ventral and dorsal striatum (e.g., Knutson, Fong, 
Adams, Varner, & Hommer, 2001; Maia, 2009; Wang, Smith, & Delgado, 2016). 
These types of DA/striatal responses have been captured reasonably well by tempo-
ral difference models that simulate learning about stimuli that predict rewards (e.g., 
Montague, Dayan, & Sejnowski, 1996), though such a framework does not always 
map perfectly to human findings (Maia, 2009).

A fourth component is also part of reward learning and is called probabilistic 
and reinforcement learning in the RDoC PVS (Fig. 5.1). Such learning can be either 
implicit (i.e., outside of conscious awareness) or explicit (i.e., including the use of 
explicit representations about potential reward associations). The types of DA/stria-
tal responses described above for reward prediction are thought to support aspects 
of reinforcement learning that may occur without conscious awareness (e.g., Frank, 
Seeberger, & O’Reilly, 2004). At the same time, there is evidence that the develop-
ment of explicit representations that are accessible to conscious awareness can also 
drive reinforcement learning, albeit with a potentially different timecourse (e.g., 
Hazy, Frank, & O’Reilly, 2007). These more explicit forms of reinforcement learn-
ing also engage neural systems involved in working memory, cognitive control, and 
value representations, such as dorsal frontal and parietal regions and the OFC (e.g., 
Collins, Ciullo, Frank, & Badre, 2017; Collins & Frank, 2012, 2018; Gold, Waltz, 
et al., 2012; Hazy et al., 2007). By cognitive control, we mean the ability to main-
tain goal or task representations in order to focus attentional resources on task-
relevant information while filtering out task-irrelevant information (e.g., Braver, 
2012; Miller & Cohen, 2001).

A fifth component is reward valuation in the RDoC PVS (Fig. 5.1). There are a 
number of components to reward valuation, including integrating information about 
the intrinsic hedonic properties of a stimulus (sweet foods versus sour foods), the 
current state of the organism (e.g., value of brownies when hungry versus not) 
(Rolls, Sienkiewicz, & Yaxley, 1989), delay until a reward can occur (e.g., Rudebeck, 
Walton, Smyth, Bannerman, & Rushworth, 2006), the probability that a reward will 
occur (e.g., Cools, Clark, Owen, & Robbins, 2002), other potential rewards that are 
available in the environment (e.g., brownies versus ice cream), and, as discussed 
more below, the amount of effort that one might need to allocate to obtain that 
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reward. Integrating these various sources of information in order to compute the 
“value” of a particular stimulus or outcome in the current time and context is thought 
to be mediated as least in part by the OFC (e.g., Conen & Padoa-Schioppa, 2016; 
Padoa-Schioppa & Cai, 2011; Padoa-Schioppa & Conen, 2017). Functional neuro-
imaging studies in humans have also demonstrated activation of OFC under modu-
lation of value representations (e.g., O’Doherty, 2007), particularly those in which 
response contingencies need to be updated, such as reversal learning (e.g., Cools, 
Lewis, Clark, Barker, & Robbins, 2007; Suzuki, Cross, & O’Doherty, 2017; Tobia 
et al., 2014; Yan et al., 2016). In addition, humans with OFC lesions can show rever-
sal learning impairments (e.g., Fellows & Farah, 2005).

A sixth component in our model, a subset of reward valuation in the RDoC PVS, 
is the ability to compute effort relative to reward value (Fig. 5.1) or what we dis-
cussed above as ECDM. This construct refers to determining the cost of engaging 
in actions necessary to obtain a desired outcome and determining how much of that 
cost you are willing to undertake or how much effort you are willing to allocate. 
There are a number of lines of research that suggest that the dorsal anterior cingu-
late cortex (dACC) may be important for evaluating the cognitive and physical 
effort associated with different action plans (Holroyd & McClure, 2015; Shenhav, 
Botvinick, & Cohen, 2013) with contributions of DA input from the nucleus accum-
bens and related forebrain circuitry (e.g., Botvinick, Huffstetler, & McGuire, 2009; 
Salamone et  al., 2007). As one example, dACC lesions, as well as depletions of 
accumbens DA, led animals to choose low-effort but low-reward options over 
higher-reward but higher-effort options (e.g., Hosking, Cocker, & Winstanley, 2015; 
Rudebeck et al., 2006; Rushworth, Behrens, Rudebeck, & Walton, 2007). Further, 
the DA system is also critical for ECDM, given that depletion of DA in animals will 
impair willingness to work for rewards, without changing the hedonic response to 
rewards (Salamone et al., 2007, 2016). In addition to the dACC, the anterior insula 
is thought to be important in evaluating the cost of effort, with higher activity when 
effort is perceived as more costly (Prevost et al., 2010) or when experiencing worse 
outcomes than expected (Kurniawan, Guitart-Masip, Dayan, & Dolan, 2013). The 
ventral medial prefrontal cortex has also been shown to be critical to reward valua-
tion, with the suggestion that it may help maintain and integrate such reward values 
(Treadway, Buckholtz, et al., 2012).

A seventh component is related to the cognitive systems domain of RDoC and 
reflects the ability to generate and execute goal-directed action plans necessary to 
achieve the valued outcome (Fig. 5.1). Many researchers have argued for the role of 
the dorsolateral PFC in relation to reward and motivation (e.g., Braver & Cohen, 
1999; Miller & Cohen, 2001; Wallis, 2007), though a broader network of dorsal 
frontal and parietal regions, often referred to as the frontal-parietal networks, is also 
critical for representing and maintaining action plans (Braver, 2012; Dosenbach, 
Fair, Cohen, Schlaggar, & Petersen, 2008). Importantly, the dorsolateral prefrontal 
cortex may help represent the value of cognitive effortful rewards in particular, 
highlighting a potentially important link to ECDM (Massar, Libedinsky, Weiyan, 
Huettel, & Chee, 2015).
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To illustrate how these components may play a role in motivation-related behav-
iors, let us consider a simplistic example. Imagine that you were debating whether 
or not to eat some chocolate cake. One consideration is the degree to which you 
enjoy chocolate cake (reward responsiveness and/or anticipation) as well as how 
recently you have eaten chocolate cake and what other options you have available 
(reward satiation and valuation). Another consideration is whether you have the 
cake in your house now or whether you will have to go out to buy it to get the ingre-
dients to make it (effort allocation). A further consideration is whether you know 
where to find good chocolate cake (perhaps reward learning) and the degree to 
which you might have to plan ahead to get the relevant ingredients or to pick up the 
cake later in the day, requiring you maintain your plan over time (generating and 
executing action plans). While this is a simple example, it nonetheless captures the 
ways in which these components are needed to support motivated goal-directed 
behaviors.

Here we review evidence for psychosis- and depression-related impairments in 
these components of the model that link hedonic experiences of rewards with goal-
directed actions that allow individuals to engage in “motivated” behaviors that allow 
them to obtain rewards. Where available, we also review neuroimaging evidence to 
highlight the neurobiological correlates of each type of impairment. As noted above, 
our guiding framework is the idea that ECDM deficits are a common proximal con-
tributor to motivational impairments across psychosis and depression but that the 
more distal contributors to ECDM deficits differ in psychosis versus depression.

�Mechanisms

�Hedonics, Liking, and Responding to Rewards

�Depression

There is a robust literature demonstrating that adults and adolescents with or at risk 
for depression have impaired hedonic responses to both pleasurable stimuli (pri-
mary reward) and monetary (secondary) rewards (Keren et al., 2018). Such group 
differences have been reported using behavioral measures as well as event-related 
potential (ERP) and fMRI measures of brain function (e.g., Foti, Kotov, Klein, & 
Hajcak, 2011; Zhang, Chang, Guo, Zhang, & Wang, 2013) and have been related to 
elevated levels of anhedonia.

Monetary Rewards  Depressed individuals show reduced less change in their 
behavior as a function of reward (e.g., Fletcher et al., 2015; Pizzagalli, Iosifescu, 
Hallett, Ratner, & Fava, 2008) and reduced ability to learn from reward (e.g., 
Maddox, Gorlick, Worthy, & Beevers, 2012). Reduced reward sensitivity has been 
related to self-reported anhedonia (e.g., Pizzagalli et al., 2008; Vrieze et al., 2013) 
and can be predictive of treatment response (Burkhouse et al., 2016; Vrieze et al., 
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2013). Using ERPs, a number of studies have examined the feedback-related nega-
tivity (FN) in depression. FN is an ERP component elicited by reward or loss 
feedback and is thought to reflect activity in the ventral striatum, caudate, and the 
dorsal ACC (e.g., Carlson, Foti, Mujica-Parodi, Harmon-Jones, & Hajcak, 2011; 
Liu et al., 2014). Depressed children and adults show decreased FN to rewards (e.g., 
Belden et al., 2016; Burkhouse, Gorka, Afshar, & Phan, 2017; Foti, Carlson, Sauder, 
& Proudfit, 2014). Risk for depression (Kujawa, Proudfit, & Klein, 2014; Liu et al., 
2016; Whitton et al., 2016) and increased depressive symptoms are also related to 
reduced FN in adults and children (e.g., Ait Oumeziane & Foti, 2016; Bress, Smith, 
Foti, Klein, & Hajcak, 2012) and prospectively predict future onset of depression in 
adolescents (Bress, Foti, Kotov, Klein, & Hajcak, 2013; Nelson, Perlman, Klein, 
Kotov, & Hajcak, 2016). In addition, the severity of clinically rated anhedonia pre-
dicts the magnitude of reduced FN in depressed adults (Liu et al., 2014).

Human neuroimaging studies of reward processing have also found that depres-
sion is associated with decreased activation following positive feedback (i.e., 
reward) in reward-related brain areas such as the caudate, putamen, ACC, and insula 
(e.g., Luking, Pagliaccio, Luby, & Barch, 2016a; Redlich et al., 2015; Satterthwaite 
et al., 2015; Zhang et al., 2013). However, not all studies have found such reductions 
in striatal activity to reward receipt (Ubl et al., 2015). Such reductions have been 
associated with anhedonia symptoms (e.g., Stoy et al., 2012), have been detected in 
individuals at risk for depression (e.g., Luking et al., 2016a; Stringaris et al., 2015), 
and can predict the development of depression in adolescents (Morgan, Olino, 
McMakin, Ryan, & Forbes, 2013; Stringaris et al., 2015). Research has also shown 
increased ventral striatal responses to reward following successful treatment (Stoy 
et al., 2012). These findings are consistent with the hypothesis that current depres-
sion and risk for depression are often robustly associated with reduced behavioral 
and neural responsivity to monetary (secondary) rewards.

Primary Rewards  Studies examining self-reported hedonic responses to tastes/
odors have been mixed and generally do not find strong evidence for behavioral dif-
ferences associated with depression. Particularly, hedonic response ratings of sucrose 
and odor stimuli are generally not different when comparing depressed patients and 
healthy controls (Berlin, Givry-Steiner, Lecrubier, & Puech, 1998; Clepce, Gossler, 
Reich, Kornhuber, & Thuerauf, 2010; Dichter, Smoski, Kampov-Polevoy, Gallop, & 
Garbutt, 2010), and depressive symptom severity in a nonclinical sample did not 
correlate with pleasantness ratings of sweet, sour, salty, or bitter tastes (Scinska 
et al., 2004). There is some evidence that elevated levels of anhedonia negatively 
predict hedonic responses to sucrose across individuals with depression and schizo-
phrenia as well as healthy individuals (Berlin et  al., 1998) and that measures of 
anticipatory anhedonia negatively predict anticipated hedonic responses to choco-
late but not actual or recalled responses (Chentsova-Dutton & Hanley, 2010).

fMRI studies provide more consistent evidence for reduced reactivity to primary 
rewards/pleasant stimuli in depression than the self-report studies discussed above. 
For example, in one study, individuals with remitted depression showed no difference 
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in the rating of pleasant food images/tastes as compared to controls but did show 
decreased ventral striatal response relative to never depressed controls (McCabe, 
Cowen, & Harmer, 2009). Further, adolescents/young adults at elevated risk for 
depression based either on a parental history of depression or high self-reports of 
depression showed lower OFC and/or ACC responses to pleasant food images/tastes 
(McCabe, Woffindale, Harmer, & Cowen, 2012; Rzepa, Fisk, & McCabe, 2017). 
fMRI studies utilizing other types of pleasant stimuli, such as social stimuli, happy 
faces, or pleasant scenes, have also found reduced striatal responses in depressed 
patients or high-risk groups as compared to controls (Gotlib et al., 2005; Smoski et 
al., 2011) (Kerestes et  al., 2016; Olino, Silk, Osterritter, & Forbes, 2015). 
Importantly, reduced striatal responses to pleasant stimuli specifically related to 
elevated levels of anhedonia, rather than to general depressive symptom severity 
(Keedwell, Andrew, Williams, Brammer, & Phillips, 2005).

�Schizophrenia

Monetary Rewards  In contrast to the work on depression, neuroimaging studies 
examining striatal responses to the receipt of monetary rewards in schizophrenia 
have shown a consistent pattern of intact responses, with robust ventral striatal 
responses to the receipt of money in unmedicated patients (Nielsen, Rostrup, Wulff, 
Bak, Lublin, et al., 2012) and patients treated with either typical (primarily targeting 
dopamine receptors) or atypical (targeting other neurotransmitter systems in addi-
tion to dopamine) antipsychotics (e.g., Dowd & Barch, 2012; Gilleen, Shergill, & 
Kapur, 2014). Further, studies have also shown intact feedback negativity (FN) 
responses, the ERP component in response to explicit feedback, to the receipts of 
rewards and losses in schizophrenia (e.g., Llerena, Wynn, Hajcak, Green, & Horan, 
2016; Morris, Holroyd, Mann-Wrobel, & Gold, 2011). However, while striatal 
responses to reward receipt seem to be largely intact in schizophrenia, some of these 
studies did report abnormal cortical responses to reward receipt. Particularly, prior 
work has noted reduced reward-related responses in medial PFC (Schlagenhauf 
et al., 2009), abnormal responses in both medial and lateral PFC (Waltz et al., 2010), 
and reduced salience coding in ventrolateral PFC in schizophrenia patients, which 
was correlated with negative symptom severity (Walter et al., 2010).

Primary Rewards  A less consistent picture in regard to deficits in schizophrenia 
emerges from functional neuroimaging studies examining brain responses to other 
types of pleasurable or rewarding stimuli in schizophrenia (Crespo-Facorro et al., 
2001; Paradiso et  al., 2003). Plailly, d’Amato, Saoud, and Royet (2006) found 
reduced activation in schizophrenia within the insula and OFC during hedonicity 
judgments of positive and negative odors. Schneider et al. (2007) also found reduced 
activation of the insula during the experience of positive olfactory stimuli in schizo-
phrenia. Taylor, Phan, Britton, and Liberzon (2005) showed reduced phasic ventral 
striatal responses comparing positive versus neutral picture viewing in both medi-
cated and unmedicated individuals with schizophrenia. Other research has found 
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evidence for reduced striatal responses to food cues (Grimm, Vollstadt-Klein, Krebs, 
Zink, & Smolka, 2012) and the receipt of juice, with the magnitude of this reduction 
associated with the severity of anhedonia (Waltz et al., 2009), though medications 
may have been a confound in both of these studies. In terms of behavior, individuals 
with schizophrenia often show impaired judgment of odors, although this is not 
limited to positive odors (Auster, Cohen, Callaway, & Brown, 2014; Kamath, 
Lasutschinkow, Ishizuka, & Sawa, 2018; Urban-Kowalczyk, Smigielski, & 
Kotlicka-Antczak, 2018; Zou et al., 2018), with some evidence that impaired odor 
judgment is associated with increased anhedonia (Kamath et al., 2018; Zou et al., 
2018). Schizophrenia patients also some evidence of altered sensory-specific satiety 
responses to foods (Waltz et al., 2015).

Summary of Initial Responsiveness to Reward in Depression Compared to 
Schizophrenia  The literature on reward responsiveness in depression and schizo-
phrenia suggests quite different patterns, with much stronger evidence for impair-
ments in initial responsiveness to reward, at least monetary reward, among 
individuals with depression than among individuals with schizophrenia. Such find-
ings are consistent with the hypothesis that in depression, impairments in motivated 
behavior may be linked to impairments in initial reward responsiveness. In contrast, 
the literature does not provide evidence suggesting impaired motivated behavior in 
schizophrenia arises from initial hedonic responses and instead may reflect altera-
tions in the way information about hedonic experience is stored, represented, main-
tained, or used.

�Reward Anticipation, Reward Prediction Error, 
and Reinforcement Learning

�Depression

Reward Anticipation  Not surprisingly given the work on responses to reward in 
depression, there is evidence that individuals with depression show reduced 
responses to the anticipation of reward. For example, individuals with depression or 
with a family history of depression show reduced frontal EEG asymmetries during 
reward anticipation (e.g., Nelson et al., 2013; Nelson, Kessel, Klein, & Shankman, 
2018; Nelson, Shankman, & Proudfit, 2014; Shankman et  al., 2013; Shankman, 
Klein, Tenke, & Bruder, 2007). Further, several studies have found reduced activa-
tion in various regions of the striatum during reward anticipation among individuals 
with current depression or individuals at risk for depression (e.g., Rzepa et al., 2017; 
Stringaris et al., 2015; Takamura et al., 2017; Ubl et al., 2015), as well as increased 
activity in the ACC (e.g., Dichter, Kozink, McClernon, & Smoski, 2012; Gorka 
et  al., 2014), and have found that reduced striatal responses to reward predicts 
depression onset (Stringaris et al., 2015). However, the literature is not fully consis-
tent, as other work has found no differences in striatal activation during reward 

D. M. Barch et al.



131

anticipation between healthy individuals and those with current (Gorka et al., 2014; 
Knutson, Bhanji, Cooney, Atlas, & Gotlib, 2008) or remitted depression (Dichter 
et  al., 2012), although in at least one case, it was not clear that any participant, 
including controls, showed activity in the striatum during reward anticipation 
(Chase et al., 2013). Is not yet clear why this literature is someone mixed, though it 
may related to the severity of the depression, the stage of illness, or the age of the 
participants.

Reward Prediction Error  The majority of prediction error studies in depression 
have found evidence for reduced or disrupted positive prediction errors in depres-
sion in the striatum (e.g., Greenberg et  al., 2015; Kumar et  al., 2018; Robinson, 
Cools, Carlisi, Sahakian, & Drevets, 2012) and/or the OFC (Rothkirch, Tonn, 
Kohler, & Sterzer, 2017), with the magnitude of these reductions associated with 
anhedonia (Greenberg et al., 2015; Rothkirch et al., 2017). However, several studies 
did not find reduced positive prediction errors in the striatum in depression, at least 
at the group level (e.g., Rothkirch et  al., 2017; Rutledge et  al., 2017; Ubl et  al., 
2015), and one study that found reduced prediction errors in the striatum also found 
increased prediction error responses in the VTA (Kumar et al., 2008).

Reinforcement Learning  Several studies have shown that individuals with depres-
sion show impaired reinforcement learning on both implicit and explicit tasks. 
Implicit tasks are ones where an individual changes their behavior in response to 
reward but is not aware that they are doing so. This influence of reward can be 
reflected in a bias to choose a response more likely to receive reward feedback, such 
as in the probabilistic learning task developed by Pizzagalli (e.g., Fletcher et al., 
2015; Pizzagalli et  al., 2008). However, individuals with depression also show 
impairments on more explicit learning tasks, where individuals are aware that one 
stimulus is more likely to be associated with reward than another and are asked to 
figure out which one is more likely to be rewarded (Admon et al., 2017; Kumar 
et al., 2018; Morkl, Blesl, Jahanshahi, Painold, & Holl, 2016). This is seen in remit-
ted depression (Pechtel, Dutra, Goetz, & Pizzagalli, 2013) as well as those at risk 
for depression (Liu et  al., 2016; Luking, Neiman, Luby, & Barch, 2017) and is 
worse in individuals with depression who have higher anhedonia (e.g., Liverant 
et al., 2014). Impairments in depression have been found on a reinforcement learn-
ing task similar to the weather prediction task (e.g., Herzallah et al., 2013), where it 
is typically difficult to develop explicit representations of the reward contingencies 
because of the number of possible combinations of stimuli that could predict 
rewards. In contrast, the literature on explicit reinforcement learning in depression 
suggests potentially intact performance. For example, there are a number of studies 
showing that individuals with depression perform similarly to healthy controls on 
the same probabilistic selection task that shows consistent impairments in schizo-
phrenia (e.g., Whitmer, Frank, & Gotlib, 2012).

Although not all studies are fully consistent, when aggregated together, the 
reward anticipation, prediction error, and reinforcement learning literatures provide 

5  Motivation, Psychosis, and Depression



132

support for the hypotheses that a dysfunction in neural responses to reward in the 
striatum and potentially OFC are an important component of altered reward pro-
cessing and motivation in depression (Keren et al., 2018). One possibility is that 
these alterations in reward processing could potentially be reflecting altered DA 
function (Admon et  al., 2017; Minami et  al., 2017; Walsh, Browning, Drevets, 
Furey, & Harmer, 2018). The evidence, albeit modest, for altered dACC responses 
is also intriguing. Shankman and others have hypothesized that increased dACC 
activation may reflect “conflict” that individuals with depression experience when 
asked to anticipate processing positive stimuli that conflict with their current nega-
tive emotional state (Gorka et  al., 2014). If so, this would suggest that altered 
dACC activation is an outcome of the phenomenology of depression rather than 
potentially playing a causal role in anticipatory pleasure impairments. Importantly 
however, there is also a large literature on altered error-related negativities in 
depression (e.g., Gorka, Burkhouse, Afshar, & Phan, 2017; Meyer, Bress, Hajcak, 
& Gibb, 2018; Vaidyanathan, Nelson, & Patrick, 2012; Weinberg, Liu, & Shankman, 
2016; Whitton et al., 2017). The error-related negativity (also referred to as reward 
positivity) is an ERP component that typically occurs in the range of 300–400 ms 
post-feedback about reward or loss, with a more negative going component for loss 
feedback compared to reward feedback. Such altered error-related negativity is 
thought to reflect, at least in part, altered activity in the dACC. As such, more work 
is needed to establish what role dACC alterations may play in experienced or antic-
ipated hedonic processing deficits associated with depressive pathology.

�Schizophrenia

Reward Anticipation  There is a mixed self-report literature on anticipated pleasure 
in schizophrenia, with some studies suggesting impairments (e.g., Moran, Culbreth, 
Kandala, & Barch, in submission; Mote, Minzenberg, Carter, & Kring, 2014) and 
others not (e.g., Tremeau, Antonius, Nolan, Butler, & Javitt, 2014). There are few 
behavioral studies in schizophrenia that directly measure reward anticipation/pre-
diction, though one such study did find evidence for reduced anticipation (Heerey & 
Gold, 2007). Much of the focus instead has been on neuroimaging studies. The 
majority of studies have reported reduced ventral striatum activity to cues predict-
ing reward in schizophrenia (Radua et al., 2015). These results have been found in 
unmedicated individuals with schizophrenia (e.g., Nielsen, Rostrup, Wulff, Bak, 
Lublin, et al., 2012; Nielsen, Rostrup, Broberg, Wulff, & Glenthoj, 2018) and medi-
cated individuals (e.g., Moran et  al., in submission; Subramaniam et  al., 2015). 
These deficits may not be present in individuals taking atypical medication (Juckel 
et al., 2006) nor in prodromal individuals (Juckel et al., 2012), though some of these 
results are in small samples and need replication. Other work has noted reduced 
ventral striatal responses to anticipation cues in antipsychotic-naïve schizophrenia 
patients, which improved following atypical antipsychotic treatment (Nielsen, 
Rostrup, Wulff, Bak, Broberg, et al., 2012; Nielsen, Rostrup, Wulff, Bak, Lublin, 
et al., 2012). Several studies also showed a relationship between negative symptom 
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severity and deficits in anticipatory ventral striatal activity (e.g., Dowd & Barch, 
2012; Kluge et al., 2018; Stepien et al., 2018; Waltz et al., 2010).

Reward Prediction Error  A number of studies have now shown altered prediction 
error responses in schizophrenia (Chase, Loriemi, Wensing, Eickhoff, & Nickl-
Jockschat, 2018; Culbreth, Westbrook, Xu, Barch, & Waltz, 2016), both in terms of 
reductions in responses to unpredicted rewards and larger than expected responses to 
predicted rewards (e.g., Reinen et al., 2016; Schlagenhauf et al., 2014). Importantly, 
Insel and colleagues found that individuals with chronic schizophrenia taking higher 
doses of medication showed smaller prediction error responses (Insel et al., 2014). In 
contrast, other studies have found intact prediction error responses in the striatum among 
medicated individuals (Culbreth, Westbrook, Xu, et al., 2016; Dowd, Frank, Collins, 
Gold, & Barch, 2016; Waltz et  al., 2009), including treatment-resistant individuals 
(Culbreth, Westbrook, Xu, et al., 2016) and even evidence for increased prediction error 
responses (White, Kraguljac, Reid, & Lahti, 2015). However, the fact that reduced pre-
diction error responses have also been seen in unmedicated individuals (Schlagenhauf 
et al., 2014) argues against such abnormalities resulting only from medication effects in 
schizophrenia and suggests that further work is needed to understand under what condi-
tions prediction error responses are intact versus not in schizophrenia.

Reinforcement Learning  Intriguingly, several behavioral studies have suggested that 
reinforcement learning is intact in schizophrenia when learning is fairly implicit (e.g., 
Bansal et al., 2018; Barch et al., 2017; Heerey, Bell-Warren, & Gold, 2008; Somlai, 
Moustafa, Keri, Myers, & Gluck, 2011), (though see Siegert, Weatherall, & Bell, 
2008; Taylor et  al., 2018 for differing results). Similarly, several studies using the 
weather prediction task have shown a relatively intact learning rate but impaired 
asymptotic performance, which provides mixed evidence for striatal learning impair-
ments (e.g., Keri, Nagy, Kelemen, Myers, & Gluck, 2005). When the reinforcement 
learning paradigms become more difficult and require the explicit use of representa-
tions about stimulus-reward contingencies, individuals with schizophrenia show more 
consistent evidence of impaired reinforcement learning (e.g., Culbreth, Gold, Cools, 
& Barch, 2016; Gold, Waltz, et al., 2012) (Barch et al., 2017; Hartmann-Riemer et al., 
2017; Hernaus, Gold, Waltz, & Frank, 2018; Morris, Cyrzon, Green, Le Pelley, & 
Balleine, 2018; Vanes, Mouchlianitis, Collier, Averbeck, & Shergill, 2018). 
Interestingly, these impairments may be greater when individuals with schizophrenia 
must learn from reward versus from punishment (e.g., Gold, Waltz, et  al., 2012; 
Reinen et al., 2014), though some studies also find impaired learning from punish-
ment (e.g., Fervaha, Agid, Foussias, & Remington, 2013). Further, there is work sug-
gesting that working memory impairments may make a significant contribution to 
reinforcement learning deficits in schizophrenia (Collins, Albrecht, Waltz, Gold, & 
Frank, 2017; Collins, Brown, Gold, Waltz, & Frank, 2014). In addition, there is a lit-
erature reporting altered activity in cortical regions involved in cognitive control dur-
ing anticipation/prediction error (e.g., Gilleen et al., 2014) and during reinforcement 
learning (e.g., Culbreth, Gold, et al., 2016; Dowd et al., 2016; Waltz et al., 2013). 
These results are consistent with the literature documenting altered cognitive control 
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function in schizophrenia and with the growing literature suggesting important 
interactions between what have been referred to as “model-free” learning systems 
(e.g., DA in the striatum) and “model-based” learning systems that engage prefrontal 
and parietal systems that support representations of action-outcome models (e.g., 
Otto, Skatova, Madlon-Kay, & Daw, 2015), with evidence for impaired model-based 
learning in schizophrenia (Culbreth, Westbrook, Daw, Botvinick, & Barch, 2016). 
These data point to the need to examine interactions between these control systems 
and DA-mediated reinforcement learning systems.

�Summary of Reward Anticipation, Prediction, and Reinforcement 
Learning in Depression Compared to Schizophrenia

As described above, there are at least two pathways to impaired reinforcement 
learning—altered striatal-mediated stimulus-response learning and the use of cog-
nitive control processes to develop and maintain explicit representations of action-
outcome contingencies that can guide behavior. Our hypothesis is that the former 
is more impaired in depression and the latter more impaired in schizophrenia. The 
depression literature provides evidence for reductions in reward anticipation and 
striatal prediction error responses, as well as evidence for impairments in “implicit” 
reinforcement learning on tasks that are thought to reflect slow striatally mediated 
reinforcement learning. This is consistent with the hypothesis that in depression, 
motivational impairments may originate in dysfunctional responses to rewards, 
which may in turn propagate forward to impair other components of reward pro-
cessing. In contrast, the work in schizophrenia suggests relatively intact learning 
on simple reinforcement learning paradigms that may be relatively implicit in 
nature. These findings with more implicit learning tasks in schizophrenia are in 
strong contrast to the evidence for impaired performance on more difficult tasks 
that also engage explicit learning. This raises the question of whether these rein-
forcement learning impairments seen in schizophrenia result from alterations in 
striatally mediated implicit learning mechanisms versus more cortically mediated 
explicit learning mechanisms. The neuroimaging literature indicates reduced ven-
tral striatal reward anticipation responses in unmedicated and typically medicated 
individuals with schizophrenia (with mixed evidence in those taking atypical anti-
psychotics) and evidence for reduced positive prediction errors, at least among 
unmedicated individuals. A number of studies have also found altered activation in 
frontal regions during reward anticipation or reinforcement learning.

�Reward Valuation

Many different paradigms can be interpreted in the context of value representa-
tions (Gold, Waltz, et  al., 2012), and there is increasingly sophisticated work 
using computational approaches to evaluate valuation of rewards and incentives. 
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In addition, there are two paradigms that have been in the field for many years 
and are frequently used as probes of lateral and medial OFC function: probabi-
listic reversal learning and the Iowa Gambling Task (in which participants have 
to learn to choose an optimal deck of cards, with decks that vary in the magni-
tude of win and loss feedback) (Bechara, Damasio, Damasio, & Anderson, 
1994). Both paradigms require individuals to integrate information about 
rewards and punishments across trials and to update value representations 
appropriately.

�Depression

In depression, some studies have found impaired performance on the Iowa Gambling 
Task (e.g., Hegedus et al., 2018; Must, Horvath, Nemeth, & Janka, 2013), though 
others have not (e.g., Deisenhammer, Schmid, Kemmler, Moser, & Delazer, 2018; 
Wang et al., 2008). There is also evidence of impairments in reversal learning in 
depression (e.g., Hall, Milne, & Macqueen, 2014). There is no evidence directly 
linking such impairments to OFC, and the sparse imaging literature on reversal 
learning in depression points to altered striatal responses associated with impaired 
reversal learning (e.g., Hall et al., 2014).

�Schizophrenia

The findings on reward valuation in schizophrenia are similar to depression 
overall. Individuals with schizophrenia often do poorly on Iowa Gambling Task 
(e.g., Brown et al., 2015; Kim, Kang, & Lim, 2016; Kim, Lee, & Lee, 2009; 
Nestor et  al., 2014; Zhang et  al., 2015), though not always (e.g., Turnbull, 
Evans, Kemish, Park, & Bowman, 2006). Several studies also suggest impaired 
reversal learning in schizophrenia (e.g., Reddy, Waltz, Green, Wynn, & Horan, 
2016; Waltz & Gold, 2007), though some studies have not (e.g., Jazbec et al., 
2007), particularly when the difficulty of initial learning and reversal is made 
more similar (MacDonald et al., in submission). The imaging studies on rever-
sal learning in schizophrenia also do not point to altered activation of the OFC 
in relation to these deficits, instead indicating either alterations in striatal pre-
diction error responses (Schlagenhauf et  al., 2014), deactivation of default-
mode regions (Waltz et al., 2013), or impaired activation of cognitive control 
networks (Culbreth, Gold, et al., 2016). Thus, while there may be impairments 
in value computations in schizophrenia, there is little direct evidence that they 
reflect OFC dysfunction. However, there is evidence for altered value-based 
responding on other paradigms (Albrecht, Waltz, Frank, & Gold, 2016; Hernaus 
et al., 2018; Martinelli, Rigoli, Dolan, & Shergill, 2018; Strauss, Visser, Keller, 
Gold, & Buchanan, 2018; Waltz & Gold, 2016), though there is also evidence 
for intact learning of values (Collins, Albrecht, et  al., 2017; Collins, Ciullo, 
et al., 2017).
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�Effort Cost Decision-Making (Effort Valuation)

The last 10 years have seen a burgeoning of research on effort allocation in both 
human and animal work. There is good evidence that DA plays a key role in regulat-
ing physical effort allocation, in that blockade of DA, especially in the accumbens, 
reduces physical effort allocation (e.g., Salamone, Correa, Nunes, Randall, & 
Pardo, 2012) and increased D2 receptor expression in the nucleus accumbens of 
adult mice increases physical effort expenditure (Trifilieff et al., 2013). In humans, 
increased DA release in response to d-amphetamine in the left striatum and the left 
ventromedial PFC was associated with increased willingness to expend physical 
effort (Treadway, Buckholtz, et  al., 2012) and administration of DA-enhancing 
medications increases willingness to exert effort in Parkinson’s disease (Chong 
et al., 2015).

There is also evidence for a role for the medial PFC in modulating effort alloca-
tion. Computational work has argued for a role for dACC in computing the expected 
value of control (Shenhav et al., 2013; Shenhav, Cohen, & Botvinick, 2016; Vassena, 
Holroyd, & Alexander, 2017), suggesting that the dACC integrates information 
about the expected value of the outcome, the expected cognitive control needed to 
obtain that outcome, and the expected cost of that cognitive control, in order to 
make decisions about the utility of expending effort. This hypothesized function of 
the dACC is consistent with the rodent and primate literature showing that lesions/
inactivation of the dorsal ACC reduced both physical and mental effort allocation 
(e.g., Croxson, Walton, Boorman, Rushworth, & Bannerman, 2014; Hosking et al., 
2015; Walton, Bannerman, Alterescu, & Rushworth, 2003), with evidence that 
rodent ACC neurons encode cost-benefit computations (e.g., Hillman & Bilkey, 
2012) and with the human literature showing activation of the dACC during effort-
based decision-making (Croxson et al., 2009; Prevost et al., 2010).

�Depression

All of the studies to date on effort allocation in depression have focused on physical 
effort. Individuals with current syndromal and subsyndromal depression show 
reduced effort allocation as a function of increasing monetary incentives (e.g., 
Hershenberg et al., 2016; Treadway, Bossaller, Shelton, & Zald, 2012; Yang et al., 
2014). There is also some evidence that individual differences in self-reported antic-
ipatory and consummatory pleasure relate to individual differences in the severity 
of effort-allocation impairments (Yang et  al., 2014). Individuals with remitted 
depression do not show effects as a group, though they do still show these individual 
difference relationships (Yang et  al., 2014). In a novel study using viewing of 
humorous cartoons as the incentive, Sherdell, Waugh, and Gotlib (2012) did not find 
group differences in effort allocation, though they did find that those individuals 
with major depression who self-reported increased anticipatory anhedonia did show 
reduced effort allocation (Sherdell et al., 2012). There is a need for neuroimaging 
studies of ECDM in depression.
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�Schizophrenia

The paradigms focused on physical effort as measured by finger tapping have found 
relatively consistent evidence for impairment in schizophrenia (e.g., Barch et al., 2014; 
Gold et al., 2013; Huang et al., 2016; McCarthy, Treadway, Bennett, & Blanchard, 
2016; Moran, Culbreth, & Barch, 2017; Reddy et al., 2015; Serper, Payne, Dill, Portillo, 
& Taliercio, 2017; Treadway, Peterman, Zald, & Park, 2015). In addition, the majority 
of the studies found that the degree of reduction in effort allocation was associated with 
either negative symptoms (e.g., Gold et al., 2013; Moran et al., 2017; Strauss et al., 
2016; Treadway et al., 2015; Wang et al., 2015) or functional status (Barch et al., 2014), 
though one recent study found the opposite (McCarthy et al., 2016). Two studies using 
grip strength showed differing results—one found a significant reduction in effort allo-
cation among individuals with schizophrenia rated clinically as having higher apathy 
(Hartmann et al., 2014), while the other study found no effects of either diagnosis or 
symptom severity (Docx et al., 2015). Several recent studies have also examined cogni-
tive effort allocation. One study using a progressive ratio task found evidence for 
reduced effort allocation in schizophrenia, although the design of the task was such that 
cognitive effort was confounded with physical effort (Wolf et al., 2014) and another 
found a correlation between negative symptoms and progressive ratio (Strauss et al., 
2016). In contrast, Gold et  al. found little evidence of reduced cognitive effort in 
schizophrenia across three studies, though these studies did suggest that individuals 
with schizophrenia had difficulty detecting variations in cognitive effort among condi-
tions (Gold et al., 2014). However, more recent work using both the same paradigm 
(Reddy et al., 2015) and a different paradigm that assesses discounting as a function of 
effort (Culbreth, Westbrook, & Barch, 2016) did provide evidence for impaired cogni-
tive effort allocation in schizophrenia.

Only a few studies have examined the neural correlates of aberrant effort-cost 
decision-making in schizophrenia. Huang and colleagues (Huang et  al., 2016) 
instructed individuals with schizophrenia and healthy controls to complete a button-
pressing task during neuroimaging, finding greater BOLD activation in the ventral 
striatum during effort-based choice was associated with greater willingness to exert 
effort across both individuals with schizophrenia and controls. Further, people with 
schizophrenia showed reduced BOLD activation in the ventral striatum, the poste-
rior cingulate gyrus, and the left medial frontal gyrus as a function of reward value 
and reward probability compared to healthy controls (Huang et  al., 2016). Wolf 
et al. (2014) found that increased BOLD activation of the ventral striatum and the 
dorsolateral prefrontal cortex during reward processing was significantly related to 
increased willingness to exert effort on a behavioral task among individuals with 
schizophrenia. More recently, Park and colleagues showed somewhat surprisingly 
greater activation of the caudate for individuals with schizophrenia compared to 
healthy controls as a function of effort. However, this task did not include a choice 
but rather required individuals to perform either a hard or an easy option. As such, 
it is not clear Park and colleagues’ (2017) findings relate to the larger effort-based 
decision-making literature that is based on choice of whether or not to allocate 
effort. Based on this small number of studies, the literature suggests potential 
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contributions to ECDM deficits in schizophrenia from the ventral striatum, cingulate 
gyrus, and the dorsolateral PFC, though clearly more work is needed in this domain.

Summary of Effort Cost Decision-Making in Depression Compared to 
Schizophrenia  The literature on effort allocation is larger in schizophrenia than in 
depression, but to date both literatures provide robust evidence of reduced physical 
effort allocation in both schizophrenia and depression. There is some evidence of a 
similar deficit in cognitive effort allocation in schizophrenia, but to date there is no 
work on cognitive effort allocation in depression, an area in need of research. There 
is no neuroimaging literature yet on ECDM in depression, but the small literature in 
schizophrenia suggests a combination of contributions from the striatum, dACC, 
and dorsolateral PFC.

�Cognitive Control and Goal-Directed Action

�Depression

Individuals with depression can show cognitive control deficits (Ahern & 
Semkovska, 2017; McDermott & Ebmeier, 2009; Rock, Roiser, Riedel, & Blackwell, 
2014), though less severe than typically seen in psychosis and it is less clear to what 
degree these deficits may be state-dependent and/or related to factors such as slowed 
processing speed. There is some meta-analytic evidence for structural alterations in 
brain regions often associated with cognitive control in depression, such as the dor-
solateral prefrontal cortex (DLPFC) (Wise et al., 2017). There is also evidence for 
altered prefrontal activity in depression during emotion regulation paradigms, 
though with variation in the pattern across studies (e.g., Johnstone, van Reekum, 
Urry, Kalin, & Davidson, 2007; Sheline et  al., 2009). Two studies looked at 
incentive-modulated cognitive control in adolescent depression, both of which 
found intact effects of incentives on reducing anti-saccade errors among depressed 
adolescents but reduced effects of incentives on latencies (e.g., Hardin, Schroth, 
Pine, & Ernst, 2007; Jazbec, McClure, Hardin, Pine, & Ernst, 2005). Such reduced 
effects would be expected if reward were experienced as less hedonically pleasur-
able for depressed individuals (i.e., bottom-up hedonic/“liking” deficits feeding for-
ward to produce other deficits), but further work is needed to understand the degree 
to which cognitive control impairments might also contribute to altered goal-
direction action in depression.

�Schizophrenia

Numerous reviews have outlined the evidence for impairments in goal representa-
tion and cognitive control in schizophrenia (Barch & Ceaser, 2012; Lesh et  al., 
2013), as well as the evidence for altered activation, connectivity, and structure of 
brain regions such as the DLPFC (e.g., Bora, Fornito, Yucel, & Pantelis, 2012; 
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Minzenberg, Laird, Thelen, Carter, & Glahn, 2009; Ragland et al., 2009; Zhang, 
Picchioni, Allen, & Toulopoulou, 2016). Notably, several studies suggest that indi-
viduals with schizophrenia are not able to improve their performance on cognitive 
tasks when offered monetary incentives (e.g., Green, Satz, Ganzell, & Vaclav, 1992; 
Rassovsky, Green, Nuechterlein, Breitmeyer, & Mintz, 2005).

A recent study examined whether or not individuals with schizophrenia could 
improve cognitive control on a response inhibition task. Patients were able to speed 
their responses when presented with specific cues about winning reward and to a 
certain extent could speed their responses on trials in the reward “context” even 
when they could not earn money, an effect thought to reflect the maintenance of 
reward information through proactive control mechanisms. However, the individu-
als with schizophrenia showed a significantly smaller incentive context effect than 
controls (Mann, Footer, Chung, Driscoll, & Barch, 2013). There is now a published 
fMRI study examining whether incentives modulate DLPFC activity during a cog-
nitive control task in schizophrenia. This study did not find any behavioral differ-
ences and found a pattern of increased sustained DLPFC activity during reward 
blocks in individuals with schizophrenia as a group, combined with blunted sus-
tained activation during reward blocks in the putamen. However, individual differ-
ences in anhedonia symptom severity were significantly associated with reduced 
sustained DLPFC activation in the same region that showed overall increased activ-
ity as a function of reward (Chung & Barch, 2016).

�Summary of Cognitive Control in Depression Compared to Schizophrenia

As described there is evidence for impairments in cognitive control in both depres-
sion and schizophrenia, though the literature in schizophrenia is far more extensive 
than that in depression. However, there is little evidence in depression about the 
relationships between cognitive control impairments and difficulties with any com-
ponent of motivated behavior. In contrast, in schizophrenia there is a modest litera-
ture suggesting a link between impaired cognitive control and altered responsivity 
to rewards, though more work in this domain is clearly needed for both depression 
and schizophrenia.

�Summary and Future Directions

The literature on the various components that form the pathway from reward to 
action provides evidence for both shared and differential impairments across depres-
sion and schizophrenia. In terms of common impairments, the literature provides 
evidence for both behavioral and neuroimaging indicators of reward prediction and 
prediction errors, as well as strong evidence for impairments in effort allocation. 
Importantly, however, there were also clear differences in the patterns of deficits 
across other components that suggest differential etiological pathways leading to 
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impairments in motivated behavior associated with depression versus schizophre-
nia. Specifically, as reviewed here, the prior literature provides evidence that (1) 
self-report, physiological, and neural (i.e., striatum and anterior insula) indicators of 
responsiveness to pleasurable stimuli and rewards are reduced among individuals 
with mood pathology or at risk for mood pathology, especially those who self-report 
higher levels of anhedonia (Ait Oumeziane & Foti, 2016; Bress et al., 2012, 2013; 
Bylsma, Morris, & Rottenberg, 2008; Foti et al., 2011, 2014; Foti & Hajcak, 2009; 
Kujawa et  al., 2014; Luking et  al., 2016a; Luking, Pagliaccio, Luby, & Barch, 
2016b; Satterthwaite et al., 2015; Zhang et al., 2013); (2) individuals with mood 
pathology show impairments in reward receipt that are as robust as those found for 
reward anticipation (Zhang et al., 2013); (3) individuals with or at risk for mood 
pathology show impaired implicit reinforcement learning thought to be dependent 
on striatal function (Henriques, Glowacki, & Davidson, 1994; Herzallah et  al., 
2010, 2013; Liverant et al., 2014; Luking et al., 2017; Morkl et al., 2016; Pechtel 
et al., 2013; Pizzagalli et al., 2008; Vrieze et al., 2013); (4) evidence of intact cogni-
tive control functions related to performance monitoring in the same depressed indi-
viduals who show impaired response to reward feedback (Bakic et al., 2016); and 
(5) some evidence of a relationship between caudate activity and ECDM deficits in 
depression (Yang et al., 2016).

In contrast, the prior literature provides evidence consistent with our hypotheses 
that different mechanisms may be contributing to ECDM deficits in schizophrenia 
compared to depression, including evidence that (1) self-report, physiological, and 
neural indicators of responsiveness to pleasurable stimuli and rewards are rela-
tively intact in schizophrenia (Barch, Pagliaccio, & Luking, 2015; Kring & Barch, 
2014; Mucci et al., 2015; Radua et al., 2015; Subramaniam et al., 2015; Wolf et al., 
2014); (2) individuals with schizophrenia show stronger impairments in striatal 
activity related to reward anticipation than to reward receipt (i.e., intact reward 
responsiveness) (Barch et al., 2017, #33308; Dowd et al., 2016; Radua et al., 2015; 
Subramaniam et al., 2015); (3) individuals with schizophrenia show intact implicit 
reinforcement learning thought to be dependent on the striatum (Barch, Carter, 
et  al., 2017; Heerey et  al., 2008) but impaired explicit reinforcement learning 
thought to engage DLPFC and dACC (Barch et al., 2017; Culbreth, Gold, et al., 
2016; Dowd et  al., 2016; Gold, Waltz, et  al., 2012; Waltz, Frank, Robinson, & 
Gold, 2007); (4) explicit reinforcement learning deficits in schizophrenia are more 
strongly related to dysfunction of DLPFC and dACC than VS activity (Culbreth, 
Gold, et al., 2016; Dowd et al., 2016; Walter et al., 2010); (5) there are consistent 
impairments in cognitive control and internal representation of reward (Barch & 
Ceaser, 2012; Henderson et al., 2012; Mann et al., 2013) in schizophrenia, related 
to dysfunction in DLPFC and dACC (Lesh et al., 2013; Lesh, Niendam, Minzenberg, 
& Carter, 2011; Minzenberg et al., 2009); and (6) robust relationships of cognitive 
control deficits (Gold, Barch, et al., 2012), explicit reinforcement learning impair-
ments (Barch et  al., 2017; Gold, Waltz, et  al., 2012), and DLPFC dysfunction 
(Chung & Barch, 2016; Dowd et al., 2016) to impairments in motivation and func-
tion in schizophrenia (Gold, Barch, et  al., 2012), but no such relationship for 
implicit reinforcement learning (Heerey et al., 2008).
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Fig. 5.2  Potential pathway to motivational impairments in depression. ACC anterior cingulate 
cortex, BG basal ganglia, DA dopamine, DLPFC dorsolateral prefrontal cortex, OFC orbital fron-
tal cortex. Modified with permission

When integrated, as shown in Fig.  5.2, these patterns are consistent with the 
hypothesis that impaired motivated behavior in depression may be more related to 
deficits in hedonic experience and initial responsiveness to reward that propagate 
forward to result in impaired goal-directed and motivated behavior. As reviewed 
above, the animal literature suggests that hedonic responsivity is associated with 
opioid and GABA-ergic function in the striatum. Intriguingly, there is some litera-
ture on opioid mechanisms in depression (Lalanne, Ayranci, Kieffer, & Lutz, 2014; 
Murphy, 2015) and an emerging interest in modulation of the kappa opioid system 
as a treatment for depression (Callaghan et  al., 2018; Connolly & Thase, 2012; 
Miller et al., 2018), with a specific focus on anhedonia. Thus, this pattern of impair-
ments is consistent with the hypothesis that altered opioid function may contribute 
to hedonic impairment in depression. Nonetheless, the pattern of findings in depres-
sion could also indicate altered DA function in the striatum (Cannon et al., 2009), 
though the literature on DA alterations is mixed and relatively small (Camardese 
et al., 2014; Savitz & Drevets, 2013).

In contrast, as shown in Fig. 5.3, schizophrenia may be more related to impaired 
goal representation and utilization mechanisms rather than to deficits in hedonic 
experience or initial responsiveness to reward (Barch et al., 2018; Barch, Carter, 
et al., 2017; Kring & Barch, 2014). Such impairments may reflect either or both 
altered DA function and altered activation of dorsal frontal-parietal cognitive con-
trol systems. Recent meta-analyses point to robust evidence for increased DA syn-
thesis availability and some evidence for D2 receptor overexpression (Fusar-Poli & 
Meyer-Lindenberg, 2013; Howes et al., 2012), as well as replicable evidence for 
altered activity of cognitive control systems (Minzenberg et  al., 2009). Such a 
framework would suggest that even though individuals with schizophrenia can 
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experience reward and pleasure from a variety of stimuli, they may have difficulty 
learning appropriate reward or salience representations (Howes & Kapur, 2009) and 
difficulty representing and maintaining such incentive information over time so that 
this information can drive further action selection and motivated behavior (Barch & 
Dowd, 2010; Kring & Barch, 2014).

The following scenarios may illustrate how such differing patterns of impair-
ments may lead to altered motivated behavior. An individual with depression may 
report that they do not find social interactions enjoyable, whether or not someone 
else organizes such interactions for them. Such impairments in initial responsive-
ness to incentives might reflect altered opioid signaling in the striatum, though this 
is highly speculative. As a consequence, individuals with depression (at least those 
with impaired hedonic capacity) may not learn about cues associated with positive 
social interactions and/or anticipate pleasure associated with such interactions and, 
thus, may not allocate effort to making social plans since they do not anticipate 
them being particularly enjoyable. In contrast, an individual with schizophrenia 
may report that they get pleasure from interacting with friends and enjoy such 
interactions if someone else arranges them and provides transportation (i.e., intact 
hedonics). However, they may have difficulty engaging in the behaviors necessary 
to organize such social interactions on their own (Barch & Dowd, 2010; Kring & 
Moran, 2008). The need to determine who to call or invite, figuring out where to 
meet, and determining what activities one might do necessitates maintenance of 
information that links associations of the social interaction’s rewarding properties 
to the allocation of effort to organize such experiences. These functions may 
require the ability to maintain incentive cues or context over time—a process that 
may be reliant on cognitive control and working memory mechanisms, which are 
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compromised in schizophrenia (Barch & Dowd, 2010). Thus, they may not exert 
effort to organize social interactions because they have difficulties using represen-
tations about future reward to drive behavior, but not because they would not find 
those social interactions enjoyable.

These are simplistic examples and do not fully capture the many facets of context 
and individual traits that drive the complexity of motivated behaviors that we need 
to engage in every day nor do they fully capture the many interactions among these 
components and systems. Further, our hypothesis does not clarify why there are 
individual differences among people with the same putative diagnosis in the degree 
of motivational impairments or why the severity of such deficits may vary over time. 
However, this hypothesis does provide one framework for organizing research on 
mechanisms of motivational impairment in psychopathology, allowing us to begin 
to determine which components reflect truly transdiagnostic impairments, versus 
those that may be more unique or selective to particular forms of psychopathology. 
The field now needs to take up the challenge of addressing these open questions, 
moving beyond single-diagnosis studies and even beyond studies that focus on only 
the extreme of clinically diagnosed individuals. Instead, we need studies that exam-
ine multiple forms of psychopathology with the same methods and approaches, 
working with populations whose impairments span the range from relatively nor-
mative to severely clinically impaired. These studies are starting to emerge in the 
literature, and as their results evolve, they will help us better understand the struc-
ture of psychopathology and eventually help to drive the development of hopefully 
more effective and targeted interventions that enhance quality of life, reduce public 
health burden, and avoid the development of psychopathology in the first place.
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Chapter 6
Motivation: A Valuation Systems 
Perspective

Andero Uusberg, Gaurav Suri, Carol Dweck, and James J. Gross

�Motivation: A Valuation Systems Perspective

The questions that keep behavioral scientists up at night often concern motivation or 
why people and other animals do what they do. Why do people behave in ways that 
harm them in the long run? Why don’t all students try to learn and all adults engage 
in exercise? Why do people conform to some norms but break others? Motivation 
has been central to behavioral science since early theorists such as Sigmund Freud 
and Clark Hull used it as a foundation for constructing grand accounts of behavior. 
In the decades since their time, motivation has continued to fascinate researchers both 
as a focal interest (Dweck, 2017; Ryan, 2012; Shah & Gardner, 2008) and a pathway 
to understanding other phenomena such as the nervous system (Simpson & Balsam, 
2016), emotion (Fox, Lapate, Shackman, & Davidson, 2018), cognition (Braver, 
2016; Kreitler, 2013), development (Heckhausen, 2000), individual differences 
(Corr, DeYoung, & McNaughton, 2013), and social relations (Dunning, 2011). 
These diverse efforts to understand motivation have yielded a diversity of accounts 
that await attempts at integration. In this chapter, we offer one such attempt.
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Our starting point is the idea that understanding motivation involves under-
standing how behavior obtains its force and direction (Pezzulo, Rigoli, & Friston, 
2018). For instance, take the behavior of queuing to buy a ticket for a concert. 
Motivational force relates to the quantitative aspects of this behavior, such as the 
time spent in the queue or the price paid for the ticket. Motivational direction 
relates to the qualitative aspects of this behavior, such as choosing a particular 
concert or ticket booth over alternatives. Where do these aspects of behavior come 
from? Our view is that they emerge from the complex dynamics that produce 
behavior—different mental processes acting and interacting in parallel (Cisek, 
2012; Gross, 2015; Hunt & Hayden, 2017; Ochsner & Gross, 2014; Pessoa, 2018). 
Products of complex dynamics tend to have emergent properties—features that 
characterize the product but not necessarily any of the individual processes that 
give rise to it. For example, political will is an emergent property of a society that 
cannot be found in its entirety within any individual or institution. We view the 
defining features of motivation—force and direction of behavior—as similarly 
emergent properties of behavior that need not exist in their entirety anywhere else 
in the mind. The force and direction of queuing for a ticket simply emerge from a 
combination of perceptions, beliefs, expectations, plans, feelings, habits, and other 
mental processes.

In this chapter, we trace the emergence of different motivational phenomena 
from the mental system that shape behavior. In the first section, we offer a simplified 
sketch of the systems that give rise to behavior and thereby motivation. Specifically, 
we introduce the notion of a valuation system that shapes behavior by solving two 
adaptive problems. Perception loops within valuation systems solve the problem of 
understanding the world by matching models of the world to sensory evidence. 
Action loops within valuation systems solve the problem of acting effectively on the 
world by matching models of means to models of ends. Both loops rely on different 
versions of hierarchical feedback control, the principle of reducing gaps between 
pairs of representations by iteratively altering one of them.

In the second section of the paper, we suggest that distributed valuation systems 
give rise to different forms of motivational force and direction that can be placed 
along a gradient of complexity, revealing three broad levels. The first inherent moti-
vation level consists of the predictability and competence motives arising from the 
gaps that perception and action loops seek to minimize. The second intentional 
motivation level consists of goal commitment arising from sufficiently realistic and 
valuable goals and goal pursuit arising from synchronization of valuation systems 
into a behavioral feedback control cycle. The third identity motivation level consists 
of goals about goals, or identity as well as pursuit of pursuits, or self-regulation that 
emerges from further synchronization of intentional motivation. These emergent 
motivational phenomena are often reflected in awareness as feelings that modulate 
the operation of distributed valuation systems and provide a teaching signal. The 
valuation system perspective integrates insights from motivation theories in a novel 
way and demonstrates how complex motivational phenomena can be characterized 
as emerging from basic perception and action processes.
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�Valuation Systems

To trace how motivation emerges during behavior, we begin with a functional analy-
sis of the valuation systems that produce behavior. By valuation system, we mean 
any mental system that represents the world and prompts action to help an individ-
ual to transition toward more valued states of the world. The mind can be viewed as 
a collection of different valuation systems, many of which are active and interactive 
most of the time (Gross, 2015). For instance, evolutionarily older systems involved 
in producing automatic behavior are complemented by evolutionarily younger sys-
tems producing flexible behavior (Evans & Stanovich, 2013; Rangel, Camerer, & 
Montague, 2008). Likewise, more specialized systems involved in dealing with par-
ticular challenges are complemented by more domain-general systems (Cosmides 
& Tooby, 2013).

To characterize the broad set of different valuation systems in common terms, we 
turn to a functional analysis. Grounded in an understanding of the problems that a 
set of systems can solve, a functional analysis seeks to identify general operating 
principles of these systems on a computational level, overlooking, initially at least, 
algorithmic and implementational details (Marr, 1982). For instance, a functional 
analysis of braking systems would reveal that all braking systems address the prob-
lem of how to slow a vehicle by converting kinetic energy into another type of 
energy. These insights characterize braking systems irrespective of their underlying 
algorithms (e.g., friction or regeneration) and implementations (e.g., steel or carbon 
fiber), thereby providing a common set of concepts for thinking about different 
braking systems. Our aim is to find a comparable common set of concepts for think-
ing about different valuation systems.

As with any functional analysis, we start by asking what problems valuation 
systems address. Broadly, these systems produce behavior that helps an individual 
to approach rewarding and to avoid punishing configurations of the internal and 
external environment. To do this, the valuation systems need to solve two basic 
problems—the perception problem of building a serviceable map of the world while 
relying only on fragmented sensory input and the action problem of finding 
situation-specific means to desired ends.

The perception problem arises because the mind lacks direct knowledge of the 
world. It receives information through an array of sensors that transform isolated 
features of the internal and external environment into streams of noisy data. For 
instance, single features of fruits, such as their size, color, or location, may all fail 
to reliably distinguish edible from inedible fruits. In order to act adaptively, valua-
tion systems need some understanding of the structure of the world, such as the 
objects of edible and inedible fruits. Solving the perception problem therefore 
requires extracting the adaptively relevant structure of the world.

The action problem arises because an action that is appropriate in one place or 
time may not be appropriate in another place or time. For example, just because 
looking near a tree for food worked well last time does not mean it will work well 
this time. Trees do not carry fruit all of the time, and not all trees carry edible fruit. 
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Solving the action problem thus requires flexibly producing different actions in 
different situations. This is because it would be difficult to solve this problem by 
relying solely on rigid links between stimuli and actions (e.g., reflexes) or between 
needs and actions (e.g., instincts). Solving the action problem therefore  requires 
acting in accordance with the structure of the world.

Formulating the perception and action problems helps to identify the operating 
principles that valuation systems use to solve these problems. In the sections that 
follow, we argue that valuation systems solve both problems by combining hier-
archical mental models that represent the structure of the world by conjoining sim-
pler models into increasingly elaborate ones with hierarchical feedback control 
processes that minimize gaps between pairs of models by altering one of them.

�Hierarchical Mental Models

Mental representations are neural patterns that stand in for different pieces of infor-
mation in some computation (Pouget, Dayan, & Zemel, 2000). Some mental repre-
sentations are mental models that stand in for multimodal states that the world can 
take. The term world is used broadly here, to denote the environment both outside 
and inside the individual, and the term state is used to denote a multimodal configu-
ration of the internal and external environment. States of the world can therefore 
include places like a grocery store, beings like a cashier, or objects like an apple. 
They can also include bodily states such as hunger and mental states such as a plan 
to get some apples.

Most mental models rely on hierarchical abstraction, whereby more elaborate 
models are formed by conjoining a number of less elaborate models (Fig.  6.1; 
Ballard, 2017; Simon, 1962). The least elaborate mental models represent embod-
ied experiences produced by the sensory-motor repertoire of the individual (Binder 
et al., 2016). Embodied models on a lower layer help define less embodied semantic 
models on a higher layer such as “food” and “paying.” As hierarchical abstraction 
progresses, it yields increasingly elaborate mental models including schemata, sce-
narios, and narratives (Baldassano, Hasson, & Norman, 2018; Binder, 2016). 
Elaborate models can denote whole situations or events that relate places, beings, 
objects, as well as mental and bodily states into a single comprehensive representa-
tion such as “grocery shopping” (Radvansky & Zacks, 2011). Abstraction hierar-
chies are implemented throughout the brain (Ballard, 2017; Fuster, 2017) and can 
be algorithmically expressed as multilayered neural networks (Lake, Ullman, 
Tenenbaum, & Gershman, 2017; McClelland & Rumelhart, 1981).

A key feature of mental models is their reusability. For example, there is consid-
erable overlap between the neural patterns involved in perceiving and imagining 
equivalent stimuli (Lacey & Lawson, 2013) as well as between performing and 
imagining equivalent actions (Jeannerod, 2001; O’Shea & Moran, 2017). The same 
mental model can thus be used to denote a state of the world as it is experienced here 
and now for one computation and to denote an equivalent state of the world as it is 
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WORLD

SENSORY 
INPUT

MOTOR 
OUTPUT

Abstract models
grocery shopping

Intermediate models
buying, food

Concrete models
apple, cashier

Fig. 6.1  Mental models formed through hierarchical abstraction. Mental models (squares in each 
row) are neural patterns denoting states that the world can take. They are formed through hierar-
chical abstraction whereby patterns on a lower layer denoting experienced states of the world 
(e.g., an apple) are linked to patterns on a higher layer denoting more abstract states of the world 
(e.g., grocery shopping)

mentally simulated within a different computation (Hesslow, 2012). For instance, 
seeing an apple within reach and wanting an apple that has yet to be found can 
involve the same mental model of an apple. Mental models can be reused for differ-
ent purposes, including recalling how the world was, mentalizing how it might seem 
from another perspective, and, crucially for motivation, predicting how it might be 
in the near or distant future (Hesslow, 2012; Moulton & Kosslyn, 2009; Mullally & 
Maguire, 2014). Mental models are activated as predictions that denote states of the 
world that are probable given information arriving  from—and stored knowledge 
about—the world. Some predictions concern imminent sensory input given how the 
world is believed, but not yet sensed, to be here and now (Huang & Rao, 2011; 
Kersten, Mamassian, & Yuille, 2004; Kok & de Lange, 2015). Other predictions 
concern sensory input from the states that the world is expected to take in the future 
(Gershman, 2018; Moulton & Kosslyn, 2009; Toomela, 2016). We assume that most 
mental models can be reused for either of these two versions of prediction (de 
Lange, Heilbron, & Kok, 2018).

Mental models play a key role in solving both the perception and action problems. 
They help to solve the perception problem by replacing the fragmented and variable 
sensory information arriving from the world with a coherent and stable perceived 
reality furnished by mental models. A crocodile is perceived to have sharp teeth 
even if its mouth is closed, because the actual sensory information about teeth, which 
is vulnerable to occlusion, is replaced by a mental model (Kersten et  al., 2004). 
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However, a model is only as useful as its match to the world. It would be decidedly 
unhelpful to mentally model a swimming crocodile as a floating log. Solving the 
perception problem thus requires not only possessing mental models but also choos-
ing the right ones to represent a given state of the world. This suggests that the mind 
has a way to keep track of the probability that a prediction it has made really cor-
responds to reality. In functional terms, the mind can be said to have a tagging sys-
tem that captures perceptual certainty (Petty, Briñol, & DeMarree, 2007). For 
instance, the mental model of an apple will have a stronger certainty tag when it is 
used to perceive a graspable apple than when it is used to desire an as yet unseen 
apple. Certainty tagging is a functional construct that can be implemented in the 
brain using different neural codes (Ma & Jazayeri, 2014). The idea that activated 
mental models have variable certainty aligns with evidence that neural representa-
tions are often probabilistic and that awareness is often accompanied by variable 
degrees of certainty or confidence (Grimaldi, Lau, & Basso, 2015; Pouget, 
Drugowitsch, & Kepecs, 2016). There is further evidence that perceptual decisions 
involve accumulation of evidence in favor of competing representations until one 
crosses a threshold (Gold & Shadlen, 2007). This suggests that strengthening cer-
tainty tags above some threshold is what turns the tagged mental model from a 
prediction into part of perceived reality.

In addition to helping solve the perception problem, mental models also help to 
solve the action problem of choosing one of several possible means, such as pushing 
or pulling the door, to pursue an end, such as to enter a room. Mental models help 
here by representing means and ends in a common modality of future states of the 
world. Ends such as entering a room are mental models of future states that the 
individual is inclined to approach or avoid (c.f. Elliot & Fryer, 2008; Kruglanski 
et al., 2002; Tolman, 1925). Means are mental models of future states that are likely 
to result from preforming some action, such as a door being pushed open (Gershman, 
2018; Hamilton, Grafton, & Hamilton, 2007; Hommel, Müsseler, Aschersleben, & 
Prinz, 2001; Ridderinkhof, 2014).

In addition to representing means and ends in a common domain, however, 
solving the action problem also requires choosing means that are appropriate for an 
end in a given context. This suggests that the mind has a way to keep track of the 
probability that a means would lead to a desired end. We propose, again in func-
tional terms, that this probability is captured by bipolar valence tags. Specifically, a 
valence tag of a mental model represents the extent to which the state of the world 
denoted by that model (i.e., a means) would make a desired state (i.e., an end) more 
or less likely. The idea that activated mental models have variable valence tags 
aligns with evidence that most mental representations have an evaluative property 
of goodness vs. badness for the individual (Bargh, Chaiken, Govender, & Pratto, 
1992; Carruthers, 2018; Cunningham, Zelazo, Packer, & Van Bavel, 2007; Man, Nohlen, 
Melo, & Cunningham, 2017). 

Akin to how certainty tags above some threshold determine which mental models 
are perceived to be real, we argue that valence tags above some threshold determine 
which mental models function as action tendencies or a future state that valuation 
systems seek to make more likely (for positive valence tags) or less likely (for negative 
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valence tags) through action. This view aligns with evidence that actions are 
initiated in the brain not primarily as representations of motion paths or muscle 
movements but instead as representations of states of the world that muscle move-
ments should produce (Adams, Shipp, & Friston, 2013; Colton, Bach, Whalley, & 
Mitchell, 2018; Todorov, 2004). For instance, the action tendency to grasp an apple 
is encoded as a valence-tagged model of the world where the apple is already in 
hand. Under favorable conditions, the tendency can be enacted through muscle 
movements believed to bring about this end state.

Action tendencies can range from very broad, such as to approach or to avoid a 
tagged state of the world (Krieglmeyer, De Houwer, & Deutsch, 2013; Phaf, Mohr, 
Rotteveel, & Wicherts, 2014), to very specific, such as to produce or refrain from a 
small movement. Broad action tendencies that merely indicate whether a state 
should be approached or avoided are usually thought of as ends. More specific 
action tendencies that indicate more fine-grained courses of action are usually 
thought of as means. However, our perspective suggests that both ends such as 
being in a room and means such as the door becoming open through pushing or 
pulling ultimately belong to the same class of action tendencies—valence-tagged 
predictions that valuation systems seek to make more or less likely to exist. 

Our functional analysis thus far suggests that valuation systems involve mental 
models with variable certainty and valence tags. The strength of these tags, which 
can vary independently across different models as well as for the same model across 
different times, determine whether a model functions as a prediction, as part of 
perceptual reality, or as an action tendency (Fig. 6.2). To illustrate, consider a person 
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Fig. 6.2  Different functions of mental models based on variable certainty and valence tags. Many 
mental models are activated as predictions about what the situation might contain now or in the 
future. Valuation systems compare these predictions against sensory evidence and strengthen the 
certainty tags of the most accurate models, turning them into perceived reality. Valuation systems 
also compare means-like predictions to end-like predictions and strengthen the valence tags of the 
most effective means, turning them into action tendencies
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entering a café. As she steps into the café, her abstract schema of a café as well as 
information arriving at her senses combine to activate a number of mental models. 
At this early stage, most of these models are predictions about what the room is 
believed but not yet confirmed to contain (e.g., there should be tea for sale here). 
The predictions also concern what is believed to happen at a café in the future, either 
via action (e.g., getting tea by ordering it) or otherwise (e.g., people will be talking). 
The initially weak certainty tags of such predictions are updated as more sensory 
evidence is accumulated, leading some predictions to be tagged certain enough to 
become part of perceived reality (e.g., I now smell and see tea on sale here). 
Meanwhile, valence tags will be transferred from broad end-like action tendencies 
(e.g., drink something) to increasingly specific means-like action tendencies (e.g., 
order a cup of green tea).

�Hierarchical Feedback Control

Armed with the idea of mental models with variable certainty and valence tags, we 
can now ask how valuation systems activate mental models and update their cer-
tainty and valence tags. Mental models can be activated by bottom-up and top-down 
information flows within abstraction hierarchies (Fig.  6.1; Bar, 2007; de Lange 
et al., 2018; Lamme & Roelfsema, 2000). On the one hand, coarse sensory input 
rapidly spreads across abstraction layers where it activates various mental models of 
what could be causing the sensed input. For instance, from a distance, a shop front 
on a street could activate the models of a café, a restaurant, and a bakery. On the 
other hand, as each activated abstract model activates its less abstract constituent 
models, a parallel top-down stream of model activation ensues. For instance, the 
café model activates the models of people sitting at tables, while the bakery model 
activates the models of people queuing at the counter. As a result of the parallel 
bottom-up and top-down activation flows, there are usually a large number of acti-
vated mental models at any given time. Most of these models function as predictions 
about what might be going on in that moment as well as in the future.

The next step toward solving the perception and action problems involves updat-
ing the certainty and valence tags of the activated predictions so that only the most 
accurate models become parts of perceived reality and only the most desirable mod-
els become action tendencies. We suggest that both tasks can be accomplished by 
variations of the computational principle of hierarchical feedback control (Clark, 
2013; Friston, 2010; Seth, 2015). Feedback control involves iteratively producing 
outputs that reduce a gap between an input and a target. For example, a guitar can 
be tuned by playing a note on one string (input), comparing it to the same note 
played on another string (target), and changing the tension of one of the two strings 
(output) until the gap between the strings is sufficiently reduced. Given that either 
of the strings could be tuned to reduce the gap, there are two kinds of feedback 
control—ascending and descending (see Fig. 6.3).
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Fig. 6.3  Ascending and descending feedback control. Feedback control involves detecting a gap 
between an input and a target and seeking to reduce it with an output that changes the target 
(ascending feedback control) or the input (descending feedback control)

Ascending feedback control loops consider their lower-level input as the refer-
ence value and change their target until it matches the input. This form of feedback 
control helps solve the perception problem by matching mental models to sensory 
input. Descending feedback control loops, by contrast, consider their higher-level 
target as the reference value and change their input until it matches the target. This 
form of feedback control helps solve the action problem by matching means to ends. 
The computational principle of feedback control has a long history in behavioral 
science (Ashby, 1954; Maxwell, 1868; Miller, Galanter, & Pribram, 1960; Powers, 
1973; von Uexküll, 1926; Wiener, 1948) as well as compelling algorithmic and 
implementation expressions including Bayesian inference (Friston, 2010; Gershman, 
2019), optimal feedback control (Scott, 2004; Todorov, 2004), and reinforcement 
learning (Glimcher, 2011; Lee, Seo, & Jung, 2012). It is therefore a promising can-
didate for a functional description of the common operating principles of different 
valuation systems (Carver & Scheier, 2011; Gross, 2015; Pezzulo & Cisek, 2016; 
Seth, 2015; Stagner, 1977; Sterling, 2012).

Ascending and descending feedback control help to solve the perception and 
action problems, respectively, when they operate between layers of abstraction 
hierarchies populated by mental models (see Figs. 6.4 and 6.5). Ascending feed-
back control operating between abstraction layers forms perception loops that use 
bottom-up evidence to assess the accuracy of top-down predictions (Chanes & 
Barrett, 2016; Clark, 2013; Friston, 2010; Henson & Gagnepain, 2010; Huang & 
Rao, 2011). Imagine a person taking a first sip from a cup of tea she has just ordered 
in a café. The action of ordering the tea has activated the mental model of “hot tea” 
as the best guess of what her cup contains. This prediction in turn generates a top-
down cascade of increasingly specific further predictions about the sensations that 
a cup of tea should cause, such as “hotness.” Meanwhile, imagine that the drink in 
her cup is actually iced tea, producing the sensory observation of “coldness.” As 
predictions such as hotness cascade downward and evidence such as coldness cas-
cade upward along abstraction hierarchies, perception loops can harness the gaps 
between these information flows to solve the perception problem using ascending 
feedback control. Specifically, a perception loop takes top-down predictions (e.g., 
hotness) as its targets, compares them to the bottom-up sensory evidence (e.g., 
coldness) as its input, and updates the certainty tags of the predictions as its 
output (e.g., weaken the certainty tag of “hot tea,” strengthen that of “iced tea”). 
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Abstract models
café, bakery

Intermediate models
hot tea, iced tea

Concrete models
hot liquid, cold liquid
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prediction:
hotness

perception:
coldness

prediction:
cup of hot tea

perception:
cup of cold tea
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WORLD

SENSORY 
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Fig. 6.4  Perception loops using ascending feedback control between successive abstraction layers 
to match predictions to sensory evidence. Top-down flow of information corresponds to increas-
ingly specific sensory predictions. Bottom-up flow of information corresponds to increasingly 
abstract sensory evidence. Ascending feedback control loops operating between pairs of layers use 
gaps between predictions and evidence to update certainty tags of predictions on the upper layer

This process can be repeated until all perceptual gaps are sufficiently minimized 
(see Fig. 6.4).

Perception loops minimize gaps between many pairs of abstraction layers in 
parallel. For instance, the target layer of the previous example, where the models 
“hot tea” and “iced tea” reside, is simultaneously the input layer to a more abstract 
feedback loop whose target layer contains a schema representing how cafés work. 
The higher loop takes the evidence produced by the lower loop that the cup might 
contain iced tea as its input and compares it to predictions such as “receiving the hot 
tea that was ordered” produced by the schema. It detects a gap and converts it into 
a change to the broader schema, for instance by inferring that the barista must 
have misunderstood the original order to mean iced tea. Iterative and hierarchically 
parallel ascending feedback control can therefore underlie increasingly complex 
perceptual and cognitive phenomena from perception to categorization, attribution, 
judgment, and so forth (Clark, 2013; Friston, 2010; Seth, 2015).

Mirroring how ascending feedback control loops address the perception prob-
lem, descending feedback control loops address the action problem of selecting 
situation-specific means to valence-tagged ends. Action loops work with predic-
tions that represent how the world ought to be in the future (i.e., ends) and how it 
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action tendency:
order tea

action outcome:
walk to counter

action tendency:
drink tea

action outcome:
order tea

WORLD

Valence 
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Valence 
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Abstract models
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Intermediate models
making a purchase

Concrete models
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Fig. 6.5  Action loops using descending feedback control between successive abstraction layers to 
match means to ends. Top-down flow of information corresponds to increasingly specific action 
tendencies. Bottom-up flow of information corresponds to increasingly abstract action outcomes. 
Descending feedback control loops operating between pairs of layers use gaps between action 
tendencies and action outcomes to update valence tags of action outcomes on the lower layer

would be if different action tendencies were enacted (i.e., means). The computa-
tional task for the action loop is to strengthen the action tendencies that promise to 
be most effective means to an end in a given situation. This can be done by running 
descending feedback control loops between hierarchical layers of mental models 
(Adams et al., 2013; Shadmehr, Smith, & Krakauer, 2010; Todorov, 2004). The target 
positions of such loops are occupied by ends, such as the broad action tendency to 
“drink tea” that might be activated when a person enters a café (Fig. 6.5). The input 
to such loops consists of the expected outcomes of specific actions afforded by the 
situation, such as ordering different beverages from the barista. The action loop can 
now detect gaps between the end state (drink tea) and the predicted action out-
comes (getting the ordered tea vs. getting the ordered coffee) and update the valence 
tags of the actions that yield the smallest gap (strengthen the positive tag for order-
ing tea, weaken the positive tag for ordering coffee).

Action loops minimize gaps between many abstraction layers in parallel. This is 
helpful for implementing relatively abstract action tendencies such as “drink tea” 
that can require different combinations of specific means depending on the charac-
teristics of a situation, such as whether orders are taken at the table or at the counter 
in a particular café. Once a relatively abstract action loop has valence tagged an 
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action outcome such as “order tea” as an effective means to the end of “drink tea,” 
a less abstract action loop can treat “order tea” as its end state and find that it would 
be served well by a means such as being over at the counter. An even less abstract 
loop may then valence-tag walking as a suitable means toward the end of being at 
the counter and so forth. Conversely, an end such as “drink tea” may itself have 
become an action tendency within an action loop serving a more abstract end such 
as adhering to the social convention of ordering something in a café. In effect, 
descending feedback control extends the valence tags from more to less abstract 
predictions until a way to change the world is found (Fishbach, Shah, & Kruglanski, 
2004). This operating principle allows action loops to flexibly identify effective 
courses of action to strive for end states across different and changing situations.

Perception and action processes are deeply interwoven (Hamilton et al., 2007; 
Hommel et al., 2001; Ridderinkhof, 2014). For instance, perception makes use of 
simulated action outcomes to infer how different states of the world might have 
come about (Hesslow, 2012). Similarly, action makes use of perceived action out-
comes to fine-tune motor control (Todorov, 2004). We therefore view each valua-
tion system as a collection of functionally coupled perception and action loops 
(Fig. 6.6). A primary manifestation of perception-action coupling within a valuation 
system is the emergence of action affordances or perceived opportunities for action a 
situation offers (Cisek, 2007; Gibson, 1954). In functional terms, action affordances 
are a series of predictions that are deemed reasonably probable by perception loops 
and are also  linked into a means-ends chain by action loops. For instance, the 
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Fig. 6.6  A valuation 
system. A set of 
functionally coupled 
perception and action loops 
can be thought of as a 
valuation system. The 
system operates with a 
commonly accessible pool 
of mental models (squares 
in each row) activated 
across different layers of 
abstraction hierarchies. 
Action affordances emerge 
from valuation systems as 
perception loops activate 
models of states that may 
follow the current one and 
action loops organize these 
predictions into means-
ends chains
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model of drinking tea functions as an action affordance if it is deemed a probable 
occurrence in a café by a perception loop and is also related to action tendencies 
such as ordering tea and walking to the counter by an action loop. Detection of 
action affordances thus requires perception loops to predict different action out-
comes and action loops to organize them into effective means-end chains.

We have now defined a single valuation system, consisting of coupled perception 
and action loops that minimize gaps between mental models to solve key adaptive 
problems. This sketch of the complex dynamics underlying behavior remains 
incomplete, however, as we also need to consider that behavior usually emerges 
from several valuation systems acting and interacting in parallel. The existence of 
many different valuation systems may reflect the evolution of the brain as an expand-
ing set of fairly compartmentalized solutions to fairly circumscribed problems, in 
addition to a suite of shared and domain-general cognitive resources (Cosmides & 
Tooby, 2013; Pinker, 1999). Rather than being inefficient, this setup may in fact 
provide flexibility and robustness to behavior control (Sterling, 2012). Overt behav-
ior may therefore be best thought of as a distributed consensus between valuation 
systems focusing on different features of the world as well as on different kinds of 
end states (Cisek, 2012; Hunt & Hayden, 2017; O’Doherty, 2014; Vickery, Chun, & 
Lee, 2011). This principle is illustrated by functional specialization in the prefrontal 
cortex between regions evaluating information from different sources such as 
exteroceptive and interoceptive senses, visceral and skeletal motor systems, episodic 
simulation, and metacognitive representations of actions, emotions, and the self 
(Dixon, Thiruchselvam, Todd, & Christoff, 2017).

Given the existence of different valuation systems, how can their contributions 
be integrated without producing contradictory behavior, such as someone reaching 
simultaneously for an apple and a chocolate bar, and failing to grasp either? One 
possibility is that behavioral consistency emerges from competitions between men-
tal models. Both perceptual and action decisions appear to involve sequential accu-
mulation of “evidence” in favor of alternatives until one crosses a threshold and 
emerges as a discrete winner (Bogacz, 2007; Gold & Shadlen, 2007; Ratcliff, Smith, 
Brown, & McKoon, 2016; Yoo & Hayden, 2018). Within our perspective, this 
implies that discrete perception of some models as real emerges from sequential 
accumulation of certainty tags and discrete commitment to act emerges from 
sequential accumulation of valence tags. For instance, a decision to grasp an apple 
over a chocolate bar can ensue when the valence tag on the action tendency to grasp 
an apple reaches a decision threshold sooner than the valence tag on the tendency to 
grasp the chocolate bar. Notably, competitions can occur at different abstraction 
layers in parallel. For instance, in parallel with the competition between grasping 
action tendencies, another competition may have occurred on a higher layer of 
abstraction between end-like tendencies such as eating something tasty or eating 
something healthy. As valuation systems facilitate both ascending and descending 
information flows, the competitions on different layers influence each-other. For 
instance, as the tendency to eat in a healthy manner is strengthened, it will function 
as one source of the evidence that can tip the competition between grasping actions 
in favor of grasping for the apple rather than the chocolate bar.
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�The Emergence of Motivation

We have now considered how valuation systems are formed when hierarchical men-
tal models are combined with feedback control operating in perception and action 
loops. From our valuation systems perspective, it is these  dynamic interactions 
within and between valuation systems that give rise to the emergent motivational 
properties of force and direction.

Complex dynamics can give rise to emergent properties and often do so across 
many levels of increasing complexity. To take an example from the physical domain, 
some properties of water—such as adhesion to other molecules—emerge as soon as 
hydrogen and oxygen atoms form a water molecule. By contrast, other properties of 
water—such as the orderly structure of ice crystals—emerge from interactions 
involving larger numbers of water molecules. In a similar fashion, behavior can be 
characterized by different kinds of force and direction that emerge along a gradient 
of complexity.

In the sections that follow, we identify motivational phenomena that emerge at 
three levels of complexity along this gradient. Each level corresponds to a broad 
section of the gradient, and transitions between the levels are gradual. On the first 
inherent motivation level, predictability and competence motives emerge from 
aggregated gap reduction imperatives of the perception and action loops, respec-
tively. On the second intentional motivation level, goal commitment and goal pur-
suit cycles emerge from synchronized valuation systems. On the third identity 
motivation level, identity and self-regulation emerge from synchronized goal pur-
suit cycles.

As we consider each of these emergent phenomena, we will argue that they can 
become reflected in conscious awareness as affective feelings that orchestrate 
system-wide responses and facilitate learning from experience (Carver & Scheier, 
1990; Chang & Jolly, 2018; Lang & Bradley, 2010; Pessoa, 2018; Weiner, 1985). 
We consider feelings to be affective when they contain the evaluative property of 
goodness vs badness. This suggests that all affective feelings reflect the valence tags 
of relevant mental models, as they are retrieved and updated. However, not all 
valence tags are reflected in feelings as valence tags can also be retrieved and 
updated outside conscious awareness.

From the perspective of understanding motivation, affective feelings have two 
important functions. First, they can modulate several distributed valuation systems 
at once. For instance, affective feelings prioritize relevant world states within men-
tal competitions (Frijda, 2009), constrict and broaden the scope of information pro-
cessing (Gable & Harmon-Jones, 2010), and make certain action families more or 
less prepotent (Frijda, 1987). Affective feelings are therefore one way in which 
emergent motivational phenomena can influence the processes they emerge from. 
The second function of affective feelings is to produce a learnable piece of informa-
tion. As a conscious reflection of an otherwise hidden process, an affective feeling 
makes motivational phenomena part of the world that can be explained by mental 
models (Barrett, 2017; Seth, 2013). As such models are stored in memory, they can 
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influence the operation of valuation systems upon future encounters of similar 
situations. For instance, a memory trace of relaxation brought about by a cup of tea 
can strengthen an action tendency to have another cup of tea in the future.

�Inherent Motivation: Predictability and Competence

The first novel feature to emerge from a constellation of valuation systems involves 
an aggregation of the gap reduction imperatives within individual feedback control 
loops into the motives of predictability and competence (c.f. Mineka & Hendersen, 
1985). Feedback control loops generate elemental motivational force by transform-
ing otherwise inert differences between mental models into changes to certainty and 
valence tags. Individually, each change generated in this way may fall short of being 
a consistent form of motivation, as it may not become manifest in behavior. 
Collectively, however, the outputs of all active feedback control loops give rise to 
the emergent motives of predictability and competence.

The predictability motive emerges from the aggregate imperatives to minimize 
gaps in perception loops. This motive manifests as a desire to understand the world, 
over and above any desire to influence it. Constructs that overlap with the predict-
ability motive include epistemic motivation (De Dreu, Nijstad, & van Knippenberg, 
2008) and the needs for optimal predictability (Dweck, 2017), for confidence 
(Cialdini & Goldstein, 2004), for cognition (Cacioppo & Petty, 1982), for closure 
(Kruglanski & Webster, 1996), and for understanding (Stevens & Fiske, 1995). Our 
perspective suggests that these constructs relate to an imperative to minimize per-
ceptual gaps by finding mental models that explain information arriving from the 
world. Sometimes, sufficiently accurate models can simply be retrieved from mem-
ory. This in itself can be motivating as indicated by the allure of quizzes and cross-
word puzzles. At other times, new models need to be constructed by combining new 
information with information that is already known. The predictability motive 
therefore also contributes to behaviors that facilitate the development of mental 
models such as strategic observation and intuitive experimentation (Gopnik & 
Schulz, 2007).

The competence motive emerges from the aggregate imperative to minimize 
gaps in action loops. This motive manifests as a desire to be able to impact the world 
over and above any ensuing rewards and punishments (Abramson, Seligman, & 
Teasdale, 1978; Bandura, 1977; Leotti, Iyengar, & Ochsner, 2010; Skinner, 1996). 
Constructs that overlap with the competence motive include the needs for compe-
tence (Deci & Ryan, 2000; Dweck, 2017), for achievement (McClelland, Atkinson, 
Clark, & Lowell, 1953), for control (Burger & Cooper, 1979), and for effectance 
(Stevens & Fiske, 1995; White, 1959). Our perspective suggests that these constructs 
relate to an imperative to minimize action gaps by finding effective means to various 
ends. Over short time scales, this can be accomplished without overt action, by 
computations within valuation systems that organize scattered predictions into 
coherent means-ends chains, or action affordances. This in itself can be motivating 
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as indicated by the aversion people feel to situations where their freedom to act is 
restricted. Over longer time scales, minimizing action gaps requires overt action and 
feedback to acquire and hone new skills. The competence motive therefore contrib-
utes to behaviors that facilitate skill acquisition such as play and exploration 
(Pellegrini, 2009).

Interestingly, people’s preferences for predictability and competence appear to 
taper off above some optimal level (Dweck, 2017). For instance, people tend to like 
music in which they can predict many but not all changes in melody and rhythm 
(Eerola, 2016). Similarly, people tend to enjoy games in which they have a good but 
not perfect control over winning (Abuhamdeh & Csikszentmihalyi, 2012). It appears 
that neither complete predictability nor complete competence is necessarily desir-
able. One explanation for this is that the predictability and competence motives are 
satisfied not only by the state of minimized perception and action gaps but also by 
the progress in minimizing them. Focusing only on the size of perception and action 
gaps, and not on their dynamics, can be short-sighted as it may preclude the indi-
vidual from exploring new environments and acquiring new skills. For instance, 
playing one level of a multilevel computer game over and over again would soon 
provide minimal perception and action gaps as event sequences and action out-
comes become fully known. However, sticking to one level would preclude the 
player from discovering new environments and acquiring new skills. Players’ gen-
eral eagerness to progress to new levels suggests that people are motivated by pro-
gressive decreases in perception and action gaps not only by their low levels. The 
nonlinearity of the predictability and competence motives may therefore help main-
tain a balance between exploiting and exploring the environment (Cohen, McClure, 
& Yu, 2007; Friston et al., 2015).

As they emerge from distributed valuation systems, predictability and compe-
tence motives can give rise to affective feelings. Conscious reflections of the pre-
dictability motive include the feelings of surprise, confusion and curiosity that have 
been associated with directing cognitive resources toward understanding (D’Mello, 
Lehman, Pekrun, & Graesser, 2014; Loewenstein, 1994; Silvia, 2008; Wessel, 
Danielmeier, Morton, & Ullsperger, 2012). Our perspective suggests that these feel-
ings reflect to-be-minimized gaps within perception loops. Surprise, elicited by 
unexpected events, should correspond to perception gaps caused by sensory evi-
dence contradicting recent predictions about the future. Confusion and curiosity, by 
contrast, should correspond to perception gaps caused by sensory evidence contra-
dicting predictions about the present, i.e., difficulties in finding mental models that 
would explain the current state of the world.

Conscious reflections of the competence motive may include the feelings of frus-
tration and boredom that have been associated with regulation of effort and explora-
tion (Geana, Wilson, Daw, & Cohen, 2016; Louro, Pieters, & Zeelenberg, 2007; 
Westgate & Wilson, 2018). Our perspective relates these feelings to gaps within 
action loops. Frustration should arise from gaps remaining within action loops 
because of difficulties in detecting feasible action affordances or means-end 
chains that would take the individual from the current state of affairs toward some 
end state. Boredom, by contrast, should arise when the gaps in action loops 
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are minimized to such a high degree that the individual runs the risk of missing 
opportunities to learn new skills, i.e., of sacrificing exploration to exploitation 
(Geana et al., 2016).

Predictability and competence motives form the first level of motivation to 
emerge from distributed valuation systems. This level is relatively low on the 
gradient of complexity as predictability and competence motives arise from sim-
ple aggregation of the gap reduction imperatives within perception and action 
loops. Over and above predictability and competence, people prefer to understand 
some things more than others and to be competent in some activities more than in 
others. We argue that these motives result from the more complex forms of moti-
vation relating to goals and identity, which we will consider in the next two 
subsections.

�Intentional Motivation: From Goal Commitment to Goal Pursuit

The motivational phenomena emerging on the second level along the gradient of 
complexity range from goal commitment to goal pursuit. Goal commitment, or 
incentive salience (Berridge, 2018), is what distinguishes the few goals that domi-
nate behavior at a given time from the many other potential goals or ends that action 
loops also consider. Goal pursuit is the relatively coherent and persistent behavior 
aimed at reducing goal gaps between the current and desired states of the world 
(Moskowitz & Grant, 2009). In this section, we suggest that synchronous certainty 
and valence tagging across several valuation systems give rise to committed goals 
and goal pursuit cycles.

At any given time, people are committed to pursue only a subset of activated 
action tendencies—the future states with valence tags suggesting they should be 
approached or avoided (Elliot & Fryer, 2008; Klein, Wesson, Hollenbeck, & Alge, 
1999). For example, a person in a café might exhibit action tendencies to “talk to 
people” as well as to “read the news” but become committed to only one of these 
goals. What determines which one? Expectancy-value accounts of motivation sug-
gest that people generally commit to end states that are sufficiently valuable as well 
as sufficiently probable (Atkinson, 1957; Eccles & Wigfield, 2002; Hull, 1932; 
Steel & König, 2006; Weiner, 1985). Expressed in terms of our perspective, com-
mitted goals are therefore predictions with sufficiently strong certainty and valence 
tags. For a prediction such as “talk to people” to emerge as a goal, it thus needs to 
be considered sufficiently probable by perception loops as well as a sufficiently 
feasible means toward some end by action loops. Crucially, the more ends a predic-
tion serves, the stronger its valence tag can be. For instance, “talk to people” may 
win commitment over “read the news” because even as both action tendencies 
are feasible means to the end of “avoid boredom,” only talking to people is also a 
feasible means to the end of “find a companion.” We therefore suggest that predic-
tions generally become goals through synchronized consideration by several valua-
tion systems.
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The emergence of a goal can in turn amplify the synchronization between differ-
ent valuation systems. Goal commitment is often accompanied by substantial pri-
oritization of goal-relevant perception and action at the expense of alternatives 
(Landhäußer & Keller, 2012; Shah, Friedman, & Kruglanski, 2002). Our framework 
explains this by the synchronizing impact a prediction with strong certainty and 
valence tags can have on perception and action loops. As a prediction with a strong 
certainty tag, a committed goal activates a number of goal-relevant predictions 
within perception loops. For instance, someone committed to drinking tea may be 
imagining what drinking tea feels like, thinking about where to get tea, and recalling 
a recent article about the health effects of drinking tea. As a prediction with a strong 
valence tag, a committed goal also generates further goal-relevant action tendencies 
within action loops. For instance, the person wanting tea may imagine walking to 
one café, driving to another, and preparing tea at the office. The simultaneous 
impacts on perception and action loops manifest in goal-relevant information 
becoming more easily detected, more thoroughly processed, and more difficult to 
ignore, often at the expense of models that are less relevant for the goal, contributing 
to the related phenomena of motivated attention (Pessoa, 2015; Vuilleumier, 2015) 
and goal shielding (Shah et al., 2002).

Another consequence of increased synchrony between perception and action 
loops is the reliable emergence of a previously unavailable signal of goal gap. Goal 
gap represents the distance between how the world is perceived to be and how it is 
desired to be according to the goal (Chang & Jolly, 2018; Elliot & Fryer, 2008; 
Kruglanski et al., 2002). This signal is distinct from both the perception and action 
gaps that are computed within valuation systems. A goal gap compares the world as 
it is according to the most certain models to how it should be according to the com-
mitted goal. By contrast, a perception gap compares the world as it might be accord-
ing to various predictions to how it is according to sensory evidence, and an action 
gap compares the world as it would be in some end state to how it would be owing 
to some action. A goal gap is an important additional piece of information that 
complements the value (valence tag) and expectancy (certainty tag) associated with 
a goal. The goal gap indicates how much more work and time might be needed 
before a goal can be attained. Integration of recent goal gap changes can further 
function as a speedometer indicating whether success in goal pursuit is accelerating 
or decelerating. These pieces of information are known to be pivotal to the force and 
direction with which people strive for goals (Carver & Scheier, 2011; Chang & 
Jolly, 2018; Louro et al., 2007).

The final unique property to emerge from distributed valuation systems on the 
second level of complexity is the goal pursuit cycle that implements descending 
feedback control to minimize goal gaps (Fig. 6.7a). Recall that descending feedback 
control, which is also operative within action loops, involves iteratively changing an 
input to minimize a gap between the input and a target. Within the goal pursuit 
cycle, the target position is occupied by the goal, the input position by the current 
state of world, and the output position by a desired change to the world. As it iter-
ates, the goal pursuit cycle seeks to minimize the goal gap by changing the world. 
This function emerges from the operation of distributed valuation systems in the 
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Fig. 6.7  Emergence of goal pursuit. (a) Goal pursuit as an emergent feedback control cycle that 
takes the perceived reality produced by perception loops as input, compares it to the committed 
goal as its target, and uses action loops to change the world as its output. (b) A schematic rendering 
of the processes in (a) that focuses on four iterative steps of the goal pursuit cycle

sense that the goal pursuit cycle relies on perception loops for its input and action 
loops for its output. The current state of world, which is compared to the goal, is 
produced by the collective operation of perception loops. Likewise, the change to 
the world that the goal pursuit cycle outputs is produced by the collective operation 
of action loops that translate the desired change to the world into action tendencies 
by valence tagging increasingly specific predictions. The goal pursuit feedback con-
trol cycle is therefore an emergent process that recapitulates the structure of 
descending feedback control.

The goal pursuit process can be redrawn as a simpler cycle consisting of four key 
steps of World, Perception, Valuation, and Action (Fig. 6.7b). Consider for instance 
someone committed to a goal to assemble a piece of furniture such as a shelf. The 
World step of the goal pursuit cycle denotes the current state of the world with a 
disassembled shelf. At the Perception step, mental models are found to capture 
goal-relevant information such as pieces of the shelf and affordances for connecting 
them to each other. At the Valuation step, the perceived disassembled shelf is com-
pared to the committed goal of assembled shelf, and the gaps between the two are 
detected. At the Action step, action tendencies intended to reduce the goal gap are 
generated and, as long as the pursuit of the given goal remains a priority, enacted. 
Next, all steps of the loop are repeated to adjust behavior to the outcomes of the 
actions and other changes in the world. The loop generally iterates until the goal gap 
has been minimized, unless people are also motivated to maintain the absence of the 
gap (Ecker & Gilead, 2018). The loop can also disintegrate when the goal loses its 
committed status (Carver & Scheier, 2005).

These intentional motivational phenomena can be reflected in awareness through 
their contributions to achievement emotions such as hope and anxiety, contentment 
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and disappointment, or relief and despair (Harley, Pekrun, Taxer, & Gross, 2019; 
Pekrun, 2006; Weiner, 1985). This is because emotions rely on appraisal processes 
that represent the relationship between a situation and goals (Moors, 2010; Smith & 
Lazarus, 1993), leading to loosely orchestrated changes in the mind and the body 
(Barrett, Mesquita, Ochsner, & Gross, 2007; Moors, Ellsworth, Scherer, & Frijda, 
2013; Mulligan & Scherer, 2012). In terms of our framework, the appraised rela-
tionships between a situation and goals overlaps with the goal gaps computed at the 
Valuation step of the feedback control goal pursuit cycle (Chang & Jolly, 2018; 
Moors, Boddez, & De Houwer, 2017; Uusberg, Taxer, Yih, Uusberg, & Gross, 
2019). In particular, goal gaps are closely aligned with the appraisal of goal congru-
ence that is strongly associated with the valence of affective feelings (Scherer, Dan, 
& Flykt, 2006). Specifically, positive affect is generated when the world is helpful 
for goals and negative affect is generated when the world is unhelpful for goals. The 
helpfulness assessment may also take into account the rate of goal progress, leading 
to positive affect when a goal is getting closer and negative affect when it is not 
(Carver & Scheier, 1990). Other important appraisal dimensions such as account-
ability and coping potential can be thought of as abstract features of the mental 
models that valuation systems have applied to explain the situation.

We have now seen how intentional motivation ranging from goal commitment to 
goal pursuit can emerge from distributed valuation systems. The synchronized com-
bination of valence and certainty tags produces committed goals and goal pursuit 
feedback control cycles. This cycle focuses perception loops on the extraction of 
goal-relevant information and action loops on the implementation of desired 
changes to the world. One consequence of the emergence of goal pursuit is the tem-
poral and cross-situational durability of the impact a committed goal has on behav-
ior. For instance, someone who has already spent some time queuing for a concert 
ticket may be more resistant to giving up than someone who has not yet begun. 
However, the temporal durability of some goals exceeds what can be explained by 
intentional motivation alone, suggesting a role for a third level of motivation to 
emerge along the gradient of complexity that we discuss next.

�Identity Motivation: From Self to Self-Regulation

The motivational phenomena to emerge on the identity motivation level include 
identity, or a valued sense of self (Berkman, Livingston, & Kahn, 2017), and self-
regulation, or biasing of behavioral impulses serving more imminent goals in favor 
of pursuits of more distant goals (Berkman et al., 2017; Kotabe & Hofmann, 2015; 
O’Leary, Uusberg, & Gross, 2017). We propose that these motivational phenomena 
emerge from distributed valuation systems on the third level along the gradient of 
complexity. In this section, we will argue that identity and self-regulation can be 
seen as meta-level versions of goal commitment and goal pursuit. Specifically, we 
view identity as a commitment to attain certain goals and self-regulation as a feed-
back control pursuit of certain goal pursuits.
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Identity as well as self-regulation revolve around highly abstract mental models 
that denote the self. Mental models of the self can be viewed as conjunctions of 
various other models that represent self-related information such as personal char-
acteristics, social roles, long-term goals, and personal narratives (Dweck, 2013; 
Gillihan & Farah, 2005; McAdams, 2013). These self-related mental models arise 
within perception loops to help make sense of what is going on inside and outside 
of the person. Self-models with a sufficiently good match to evidence populate 
a person’s self-awareness. Over time, some self-models can obtain persistent certainty 
tags and become part of perceived reality irrespective of momentary evidence, 
underlying a person’s self-concept.

Self-models can also function as committed goals or end states that an individual 
seeks to turn into reality. We refer to such goals as identity. Our perspective suggests 
that self-models amount to identity the same way any mental model becomes a 
goal—by sufficiently strong valence and certainty tags. Identity includes parts of 
the self-concept that are persistently tagged with positive or negative valence, giv-
ing rise to the phenomenon of self-esteem (Mann, Hosman, Schaalma, & de Vries, 
2004). We suggest that the need for self-coherence or the self-verification motive 
can be understood as a commitment to positively valenced aspects of the self-
concepts (Dweck, 2017; Leary, 2007; Swann, 1982). A related but distinct compo-
nent of identity is the ideal self (Higgins, 1987) which can be viewed as a set of 
self-models that are strongly valence tagged, insufficiently certainty tagged to 
already belong to the self-concept, but sufficiently certainty tagged to emerge as a 
committed goal. The striving for this aspect of identity overlaps with motivational 
phenomena such as self-enhancement and self-protection (Alicke & Sedikides, 
2009; Leary, 2007).

 We suggest that identity can synchronize valuation systems the same way all 
committed goals do and should therefore produce goal shielding and goal gaps. This 
prediction aligns with findings that self-related information is prioritized in various 
information processing stages, indicating that identity can indeed produce goal 
shielding (Alexopoulos, Muller, Ric, & Marendaz, 2012). Identity can also produce 
goal gaps, or representations of the distance between the self as it is perceived to be 
and how it is desired to be. For instance, people can have a strong sense of being 
incongruent with their self-concept (Swann, 1982) and not living up to their ideal 
selves (Alicke & Sedikides, 2009).

The unique feature to emerge on the third level of the gradient of complexity is 
recursiveness or meta-level nature of identity and self-regulation. Identity, a type of 
goal, can be thought of as a goal about other goals. The intentional-level goals are 
often in competition as people regularly juggle different pursuits in parallel. For 
instance, a meeting with a colleague can involve working on several agenda items, 
maintaining the relationship, handling of phone notifications, and dealing with 
bodily signals such as thirst. The number of parallel goals people care about 
increases with the temporal window of analysis, as we move from a moment to a 
day, to a week, to a year, or to the foreseeable future. Identity can be seen as one 
mechanism through which some goals will become prioritized over others (Berkman 
et al., 2017). For instance, when the meeting described above grows overwhelming, 
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a person who identifies with being an efficient manager but not with being a nice 
person may sacrifice the goal of managing the relationship in service of managing 
the agenda. The person’s identity has therefore functioned as a goal to prioritize one 
goal over another.

The recursiveness of identity motivation is also visible when self-regulation is 
viewed as an identity pursuit gap reduction feedback loop. Self-regulation is what is 
needed to stop oneself from consuming pleasant substances that are harmful in the 
long run or to sacrifice activities with a short-term payoff such as watching TV to 
activities with a long-term payoff such as exercising. A common element in these 
situations, and a defining feature of self-regulation, is the competition between the 
pursuit of shorter-term goals and the pursuit of longer-term goals (Berkman et al., 
2017; Duckworth, Gendler, & Gross, 2016; Kotabe & Hofmann, 2015; Van Tongeren 
et al., 2018). The goals or end states that self-regulation seeks to alter thus amount 
not to any state in the external environment but to the state of competition between 
different goal pursuits within the individual. 

Viewing self-regulation as a form of goal pursuit suggests that self-regulation 
can also be analyzed as a feedback control process involving the World, Perception, 
Valuation, and Action steps (see Fig. 6.8). Self-regulation as a feedback control goal 
pursuit cycle seeks to reduce the gap between some component of identity and the 
perceived self. A key difference between regular goal pursuit emerging on the inten-
tional motivation level and the meta-level goal pursuit of self-regulation is the nature 
of the world that these cycles seek to change. Whereas goal pursuit seeks to change 
the state of environment, both external and internal, self-regulation seeks to change 
the state of other goal pursuits. For instance, consider someone trying to overcome 
a craving for a tasty burger in favor of a healthy and environmentally friendly salad. 
Self-regulation is needed in this situation not for actually ordering the salad, 
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Fig. 6.8  Self-regulation as identity pursuit. Self-regulation is a feedback control goal pursuit cycle 
that seeks to minimize a gap between an aspect of identity and perceived state of the self. It repre-
sents the state of relevant ongoing goal pursuits at the Perception step, evaluates them in relation 
to identity at Valuation step, and launches regulation strategies at the Action step
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which would be trivial for action loops within an intentional-level goal pursuit cycle. 
Self-control is needed in this situation to shift the balance among the motivational 
processes emerging on the intentional level to commit to the salad instead of the 
burger. Thus, the world that self-regulation seeks to change is the state of other goal 
pursuits (Fig. 6.8).

The focus on other goals is then propagated to the remaining steps of self-
regulation goal pursuit cycle (Gross, 2015; O’Leary et al., 2017). The Perception 
step of self-regulation involves perception loops using interoceptive and other evi-
dence to populate self-awareness with appropriate mental models, such as the con-
cept of craving for the burger (Barrett, 2017; Seth, 2013). At the Valuation step, gaps 
are detected between the perceived state of ongoing goal pursuits and aspects of 
identity such as being a healthy and ethical person. Finally, the Action step of self-
regulation includes overt and covert action that are directed at changing the state of 
ongoing goal pursuits, such as deliberately focusing on the negative consequences 
of eating the burger with the aim to reappraise its allure (Duckworth et al., 2016; 
Lazarus, 1993; O’Leary et al., 2017). Self-regulation can go through multiple itera-
tions before the identity gap is minimized.

Identity motivation can also give rise to unique emotional episodes. One class of 
emotions emerging on this level are self-conscious emotions such as pride, shame, 
and guilt (Leary, 2007; Tracy & Robins, 2004). The appraisal process underlying 
these emotions assesses the congruence between the situation and aspects of iden-
tity, such as one’s social standing. Another unique class of emotion to emerge on 
this level are meta-emotions or emotions arising in response to another emotion. For 
instance, people can feel negatively about an emotion they experience, such as anxi-
ety, if they have appraised this emotion to be incongruent with a relevant goal such 
as giving a good presentation (Tamir, 2015). The affective feelings in response to 
internal states are important triggers of self-regulatory processes such as emotion 
regulation (Gross, 2015).

We have drawn parallels between committed goals and identity and between goal 
pursuit and self-regulation. In fact, the structure of the feedback control goal pursuit 
process can also help us understand the action tendencies produced by the higher-
order self-regulatory process (Gross, 1998, 2015). As the goal of identity pursuit is 
to alter the state of concurrent goal pursuits, it can in principle alter each of the four 
phases of goal pursuit. First, the self-regulatory loop can alter or modify the world 
states that goal pursuit processes take as their input. For instance, someone wishing 
to avoid eating too many sweets may remove sweets from their home. Second, 
self-regulation can interfere with the Perception step of goal pursuit by directing 
attention away from thinking about sweets. Third, the self-regulatory loop can inter-
fere with the Valuation step of goal pursuit, for instance by thinking about how a 
recent meal already provided a sweet experience, thereby making the goal gaps 
seem smaller. Finally, the self-regulatory loop can launch actions that directly target 
the tendencies produced by goal pursuit processes, such as suppressing the urge to 
get some sweets.
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�Conclusion

In this chapter, we have presented a valuation systems perspective on motivation. 
This account relies on a functional analysis of valuation systems that combine 
mental models with hierarchical feedback control to solve the perception and action 
problems associated with producing adaptive behavior in a dynamic, rapidly chang-
ing world. The perception problem is solved by perception loops that populate per-
ceptual reality with predictions that do the best job of explaining sensory evidence. 
The action problem is solved by action loops that generate action tendencies by 
identifying the means that do the best job of approximating end states. Motivational 
force and direction emerge from the dynamic interactions within and between valu-
ation systems at three broad levels along a gradient of complexity. Inherent motives 
of predictability and competence arise from aggregated gaps within perception and 
action loops, respectively. Intentional motivation arises as predictions with suffi-
cient certainty and valence tags become committed goals that synchronize valuation 
systems and give rise to a goal pursuit cycle that uses descending feedback control 
to minimize goal gaps. Identity motivation arises from further synchronization of 
valuation systems into identity, or goal about goals, and self-regulation, or feedback 
control of goal pursuits. Each of these levels can also give rise to affective feelings 
that can regulate distributed valuation systems and function as teaching signals.

Motivation as viewed from the valuation systems perspective has three broad char-
acteristics. First, motivation is emergent. There is no stage in the unfolding of behavior 
at which the motive to act is fully formed and then merely implemented. Instead, 
action affordances detected by valuation systems are converted to action tendencies 
across several competing valuation systems. Second, motivation is constructive as it 
arises neither from the environment nor the person in isolation but from an active 
negotiation between the two within valuation systems. Our perception of the world, of 
our own goals, and of afforded actions relies on the mental models that perception 
systems have generated over time and in the moment. This suggests that the mental 
models we bring to a situation have a substantial impact on the motivation we experi-
ence (Dweck, 2017). Third, motivation is allostatic. While homeostatic control seeks 
to maintain a fixed state of a system, allostatic control seeks to flexibly adjust the state 
of the system in anticipation of changes in the world (Barrett, 2017; Sterling, 2012; 
Toomela, 2016). Action loops enact allostatic control by guiding behavior toward 
predictive mental models across multiple layers of complexity. Taken together, we 
hope these ideas help move us toward an integrative perspective on motivation.
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Chapter 7
Toward a Deep Science of Affect 
and Motivation

Brian Knutson and Tara Srirangarajan

Scientists of the mind have long sought to marry their models with mechanism. For 
instance, the innovators of neural network models of cognitive processing advised 
that a thorough understanding of something at one level of analysis also requires 
understanding at adjacent levels of analysis (Rumelhart, McClelland, & PDP 
Research Group, 1987). Linking levels of analysis represents the core of the “deep 
science” approach we advocate below. While such an approach is challenging and 
often represents a road less traveled in research, it may also offer unique advan-
tages. For instance, linking levels of analysis may provide the most direct route 
from the scientific goals of observation and explanation to those of prediction and 
control (Watson, 1913).

This review enlists a deep science approach to reconnect affect and motivation 
by linking them to a neural level of analysis. The first section looks to the past to 
define components within levels of analysis and propose a framework for linking 
levels of analysis. The second and third sections describe current evidence linking 
neural activity to anticipatory affect and motivated behavior. The fourth section 
highlights future extensions to other levels of analysis and opportunities for 
exploration.

�Past Foundations

Theories about links between affect and motivation are at least as old as the field of 
experimental psychology, yet their connection remains unclear (Berridge, 2004). 
Over time, research on affect and motivation has diverged into separate fields of 
inquiry, and their connections have been lost or forgotten. Reconnecting affect and 
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motivation requires both definitions of these concepts as well as a framework for 
linking them.

Defining Affect  Scientific definitions of affect can be traced to the first experimen-
tal psychologist, Wilhelm Wundt, who wrote: “In this manifold of feelings…it is 
nevertheless possible to distinguish certain different chief directions, including cer-
tain affective opposites of predominant character” (Wundt, 1897). Underlying the 
variety of emotional experiences, Wundt proposed dimensions running from posi-
tive to negative, aroused to subdued, and strained to relaxed. Remarkably, research 
over the following century repeatedly supported Wundt’s early suspicions. For 
instance, studies of diverse emotional stimuli, including words used to describe 
emotional experience, emotional facial expressions, and responses to various sen-
sory stimuli (e.g., sounds, smells, tastes) have consistently revealed that two inde-
pendent dimensions can account for over half of their covariance. These independent 
dimensions have been called valence (running from positive to negative) and arousal 
(running from high to low) (Lang, Bradley, & Cuthbert, 1990; Osgood, Suci, & 
Tannenbaum, 1957; Russell, 1980).

Affective dimensions of valence and arousal have the potential to modulate sen-
sory input as well as motor output. Subsequent theorists noted that a quarter turn 
(45° rotation) of the valence and arousal dimensions yielded continua which might 
descriptively be labeled “positive arousal” and “negative arousal” (Thayer, 1989; 
Watson & Tellegen, 1985). Functionally, the arousal component of these rotated 
dimensions should recruit attention and behavior, while the valence component 
might direct elicited attention or behavior toward or away from stimuli under con-
sideration (Watson, Wiese, Vaidya, & Tellegen, 1999). The rotated dimensions 
therefore imply that positive arousal and negative arousal might not only sharpen 
sensory processing of opportunities or threats, but also could prepare relevant 
approach or avoidance behaviors, respectively. These dimensions might also evoke 
distinct affective experiences—with positive arousal eliciting feelings like energy, 
excitement, and confidence but negative arousal eliciting feelings like tension, 
anxiety, and irritability. Thus, affective dimensions describe covariance in subjec-
tive responses across a range of stimuli rather than to an isolated stimulus (e.g., 
words, faces, smells). Further, the fact that these affective dimensions can be 
assessed not only with verbal reports, but also with nonverbal expressive behavior 
(e.g., facial expression) and peripheral physiology (e.g., skin conductance, heart 
rate) (Lang, Greenwald, & Bradley, 1993) implies that conscious awareness or 
symbolic representation is not necessary for affect to modulate perception or 
behavior (Zajonc, 1980).

Beyond valence and arousal, Wundt proposed a third dimension running from 
tension to release, which was associated with the passage of time. In the context of 
motivation, tension versus release might represent affective changes that occur 
before versus after goal attainment (since behavioral approach and avoidance 
require both arousal and action). Consistent with Wundt’s third dimension, we have 
proposed that “anticipatory affect” involves increases in positive arousal and/or 
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negative arousal, which then primes appetitive and/or aversive motivational states 
that facilitate movement toward or away from stimuli (Knutson & Greer, 2008).

The notion that affect occurs not only in response to significant outcomes, but 
also in anticipation of them, draws upon more recent theories which imply that 
arousal can influence both optimal (Bechara, Tranel, Damasio, & Damasio, 1996) 
and suboptimal risky choice (Loewenstein, Weber, Hsee, & Welch, 2001). These 
theories, however, typically invoke general arousal without also specifying valence, 
and so do not clarify when arousal should promote approach or avoidance behavior. 
The Anticipatory Affect Model sharpens these accounts by positing that positive 
arousal promotes approach, while negative arousal instead promotes avoidance 
(Knutson & Greer, 2008). Notably, anticipatory affect can be distinguished from 
“anticipated affect”—which refers to cognitive predictions about how one will feel 
in the future after an outcome has occurred, rather than how one feels immediately 
during anticipation of the outcome (Wilson & Gilbert, 2003). Anticipatory affect 
instead increases before uncertain goal outcomes occur. In this review, we focus on 
anticipatory affect, as defined by the independent dimensions of positive arousal 
and negative arousal, to cleanly link affect to motivation (see the third ring from the 
center of Fig. 7.1).

Defining Motivation  Behaviorally, motivation (derived from the Latin “movere,” 
meaning “to move”) can simply be defined as an energization or amplification of 
ongoing activity. Psychological definitions for motivation, however, have ranged 
from broad to specific (Berridge, 2004). A broad definition might simply distinguish 
between different levels of motivation, which might correlate with changes in a state 
of general arousal. Narrower definitions typically refer to drives to fulfill specific 
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Fig. 7.1  Linking levels of 
analysis. Concentric circles 
represent levels of analysis 
extending from molecular 
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anticipatory affect, and 
motivated behavior 
(adapted from Knutson, 
Katovich, & Suri, 2014)
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unmet needs (i.e., which might compensate for a lack of specific necessities like 
food, water, oxygen, etc.). Between these broad and narrow definitions lies an inter-
mediate definition describing motivations to approach potential opportunities or to 
avoid possible threats (Craig, 1918). These appetitive and aversive motivations fur-
ther imply subsequent “consummatory” states capable of terminating motivated 
behavior after acquisition of an opportunity or avoidance of a threat.

Linking Levels of Analysis  At the turn of the twenty-first century, growing compu-
tational power and availability of behavioral data (e.g., on the Internet) ushered in a 
new era of social science—transforming the earlier problem of too little data into a 
new challenge of too much data. In response, teams of researchers combined efforts 
to comprehensively map out different levels of analysis—including genetics, epi-
genetics, metabolics, neural connectivity, and other domains (sometimes applying 
the “-omics” suffix in the process). A primary goal of these projects typically 
involved comprehensively mapping all components (“nodes”) and connections 
(“edges”) within a given level of analysis (e.g., mapping out all the neurons and 
their connections in a worm; Bargmann, 2012). After a given level of analysis had 
been thoroughly characterized, researchers assumed that the acquired knowledge 
could inform research at other levels of analysis. Based on the goal of comprehen-
sively characterizing all components and connections within a given level of analy-
sis, these approaches might collectively be characterized as “broad science” 
(Knutson, 2016). In contrast to these “broad science” approaches, however, “deep 
science” approaches might instead seek to first identify critical components in adja-
cent levels of analysis and then to connect them across levels of analysis (e.g., dem-
onstrating that optogenetic stimulation of midbrain dopamine neurons in rats can 
increase striatal Functional Magnetic Resonance Imaging (FMRI) activity and 
approach behavior (Ferenczi et al., 2016)).

Although broad and deep scientific approaches differ in their initial aims, they 
might serve complementary and synergistic functions. For example, the Research 
Domain Criteria (RDoC) framework endorsed by the National Institute of Mental 
Health (Insel et al., 2010) is both horizontally defined by different functional sys-
tems, and vertically defined by different levels of analysis (ranging from micro to 
macro; see Table  7.1). Broad science versus deep science approaches, however, 
invoke different potential costs and benefits. While broad science approaches 
require expertise and instrumentation at a single level of analysis, deep science 
approaches require expertise and instrumentation across two or more levels of anal-
ysis. Thus, while broad science approaches might accumulate findings faster within 
a given level of analysis, deep science approaches might more rapidly link compo-
nents across levels of analysis.

The deep science goal of linking levels of analysis first requires identifying adja-
cent levels of analysis and relevant components within them to connect (Cacioppo 
& Berntson, 1992). A popular three-level scheme proposed by neuroscientist David 
Marr included: (1) a computational level, describing the goal of a computation; (2) 
an algorithmic level, describing relevant representations and rules for transforming 
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Table 7.1  Broad (rows) versus deep (columns) science approaches in  the National Institute of 
Mental Health Research Domain Criteria (adapted from Insel et al., 2010)

them; and (3) an implementational level, describing the machinery supporting the 
algorithm (Marr, 1982). Though logically and causally connected, Marr noted that 
these three levels were only “loosely related,” allowing some phenomena to be 
explored at only one level of analysis. He also suggested that many phenomena 
could be addressed by analyzing higher computational or algorithmic levels before 
the lower implementational level. Consequently, theorists often interpreted Marr’s 
suggestions in a way that justified focusing exclusively on higher functional levels 
of analysis (but not lower physical levels), thus pursuing broad but not deep scien-
tific aims.

Although originally applied to visual processing, Marr’s scheme might also 
extend to affective processing—but only after some modifications. First, the three 
levels could be more transparently relabeled (from bottom to top) as “physiology,” 
“process,” and “purpose.” This relabeling might reaffirm the implicit aim of using 
lower-level neurophysiology to constrain higher-level algorithms and computations. 
Second, the lower level (of physiology) might offer a more promising starting point 
than the middle (of process) or higher (of purpose) levels of analysis, as causal 
influences are likely to flow first and fastest up from physiology to process to pur-
pose. Additionally, while the physiological level is necessarily constrained by the 
design of nature, the purpose level is only constrained by the bounds of human 
imagination. Third, the ultimate purpose of vision likely differs from that of affect. 
For instance, meeting the visual computational goal of object identification (origi-
nally specified by Marr) might require a series of algorithms capable of identifying 
features, textures, shapes, objects, and so forth, which are implemented by a “ven-
tral visual” cortical processing stream (DiCarlo, Zoccolan, & Rust, 2012). By con-
trast, the affective purpose of approaching opportunities while avoiding threats 
might require processes that weigh potential gains against potential losses, and 
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which are physiologically modulated by ascending monoaminergic projections to 
critical subcortical targets (Knutson & Greer, 2008).

These overarching differences in purpose imply that linking brain to affect to 
motivation may ultimately require shifting from an “information processor” meta-
phor (e.g., in the case of processing visual objects) to a “hedonic sharpener” meta-
phor (e.g., in the case of processing affect; see Table 7.2). Specifically, the goal of 
affective circuits is not necessarily to accurately convey information, but rather, to 
efficiently assess potential gains and losses in order to facilitate rapid action capable 
of promoting or preserving inclusive fitness. This overarching goal of pursuing pos-
itive feelings versus informational accuracy might lead to divergent outcomes over 
time. But information processing and hedonic sharpening purposes need not neces-
sarily conflict, and might also sequentially and synergistically align.

Once relevant concepts have been identified to connect across levels, evaluating 
potential links raises a further challenge of measuring relevant concepts at matching 
resolution. Starting from the physiological level of brain activity, two primary reso-
lution criteria include space (e.g., the size of the brain circuit under consideration) 
and time (e.g., its speed of operation). For instance, linking monoaminergic activity 
to anticipatory affect requires consideration of the spatial constraint that neurons 
carrying these neurotransmitters project to small subcortical regions mere millime-
ters in diameter, as well as the temporal constraint that the firing of these neurons 
and subsequent release of neurotransmitters in projection targets varies on a second-
to-second basis (Robinson, Venton, Heien, & Wightman, 2003). These constraints 
imply that neural measures should offer millimeter subcortical spatial resolution as 
well as second-to-second temporal resolution, while measures of affect should 
match a similar timescale. Methods that measure concepts with matching resolution 
could therefore best allow researchers to test new links across levels. Indeed, rapid 
advances since the turn of the twenty-first century in the discovery of neural 

Table 7.2  Comparison of levels of analysis for processing visual objects versus anticipatory affect 
(modified from Marr, 1982)
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mechanisms that drive behavior might have resulted from the rise of neuroimaging 
methods like Functional Magnetic Resonance Imaging (FMRI) and neural manipu-
lation methods like optogenetics—which feature overlapping spatial (on the order 
of millimeters) and temporal (on the order of sub-seconds) resolution (Sejnowski, 
Churchland, & Movshon, 2014). A deep science approach could therefore not only 
inform the selection of concepts but also of matching methods capable of linking 
those concepts across levels of analysis.

�Leveling Up from Physiology to Process: Linking FMRI 
Activity and Anticipatory Affect

Which brain circuits are recruited during the anticipation of good and bad out-
comes? Based on the adapted levels of analysis approach described above, one 
might begin by linking physiology to process. But where in the haystack of the brain 
should researchers begin to search for the needles of activity that can connect neural 
activity to anticipatory affect? Over a century of affective neuroscience studies 
involving animal models could guide the search for relevant neural circuits, while 
technical developments offer newer methods with matching resolution for linking 
physiology to process in humans.

Midway through the twentieth century, comparative researchers discovered that 
electrical and chemical stimulation of specific brain circuits could unconditionally 
elicit approach or avoidance behavior (Panksepp, 1998). Dramatic examples 
included “self-stimulation,” in which animals would work to increase or decrease 
electrical or chemical stimulation of their own brain, often to the exclusion of all 
other incentives—including food, drink, and sex (Olds, 1955; Olds & Milner, 1954). 
Subsequent research revealed that most circuits that support self-stimulation lie 
below the neocortex in deeper subcortical or allocortical regions. For instance, elec-
trical stimulation of regions along the ascending trajectory of midbrain dopamine 
neurons (i.e., projecting from the Ventral Tegmental Area (VTA) to the Lateral 
Hypothalamus (LH), Ventral Striatum (VS;  including the Nucleus Accumbens, 
NAcc), and Orbital and Medial Prefrontal Cortex (OFC and MPFC)) can uncondi-
tionally elicit approach behavior (Olds & Fobes, 1981). Electrical stimulation of 
other brain regions (i.e., descending from the Anterior Insula (AIns) and BasoLateral 
Amygdala (BLAmy) through the Stria Terminalis (ST) to the Medial Hypothalamus 
(MHyp) and PeriAqueductal Gray (PAG)) can instead unconditionally elicit avoid-
ance behavior (Hess, 1958). Since electrical stimulation of these circuits uncondi-
tionally evokes approach or avoidance behavior, they might provide reasonable 
initial starting points for linking brain activity to anticipatory affect in humans 
(Knutson & Greer, 2008; Schultz, Dayan, & Montague, 1997).

Linking activity in these circuits to anticipatory affect in humans might next 
require noninvasive neuroimaging methods capable of resolving activity at millimeter 
deep spatial resolution and second-to-second temporal resolution. FMRI, developed 
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in the early 1990s, first offered this combination of spatial and temporal resolution 
(Bandettini, Wong, Hinks, Tikofsky, & Hyde, 1992; Kwong et  al., 1992). Early 
FMRI studies attempted to localize neural activity associated with parametrically 
varying sensory stimuli (e.g., responses in primary visual cortex to checkerboards 
flickering at different frequencies) and motor responses (e.g., responses in primary 
motor cortex to finger tapping at varying tempos; Engel et  al., 1994; Rao et  al., 
1995). Inspired by sensorimotor localization studies, researchers subsequently 
sought to localize neural activity related to more abstract psychological phenomena, 
including affect and valuation. While previous research using other neuroimaging 
methods had explored neural responses to positive and negative emotional stimuli 
(e.g., standardized sets of affective pictures), many could not control for confounds 
related to variation in sensory input, motor output, arousal, or expectancy due to 
limited temporal (e.g., Positron Emission Tomography or PET) or spatial (e.g., 
ElectroEncephaloGraphy or EEG) resolution.

The spatiotemporal resolution of FMRI allowed researchers to control for some 
of these confounds by precisely timing the presentation of positive and negative 
cues and outcomes, and by synchronizing task presentation to image acquisition. 
Further, although many comparative studies were conducted with primary rewards 
(e.g., juice) and punishments (e.g., shocks), primary incentives proved difficult to 
directly compare or scale. Thus, FMRI researchers began to use money as a flexible 
but controllable incentive that could be inverted, scaled, cued, and delivered to 
humans (Delgado et al., 2000; Elliott, Friston, & Dolan, 2000; Knutson, Westdorp, 
Kaiser, & Hommer, 2000; O’Doherty, Kringelbach, Rolls, Hornak, & Andrews, 
2001). For instance, using a Monetary Incentive Delay (or “MID”) task, researchers 
could distinguish neural responses during anticipation of uncertain monetary gains 
and losses from responses to actual monetary gain and loss outcomes (Knutson, 
Adams, Fong, & Hommer, 2001; Knutson, Fong, Adams, Varner, & Hommer, 2001; 
Knutson, Fong, Bennett, Adams, & Hommer, 2003). Beginning in the early 2000s, 
these FMRI studies using monetary incentives began to yield robust and replicable 
results. Specifically, while anticipation of increasing gains proportionally increased 
activity in the ventral striatal NAcc, dorsal striatal medial caudate, and AIns, antici-
pation of increasing losses proportionally increased activity only in the medial cau-
date and AIns (Knutson et al., 2003). Gain outcomes, on the other hand, increased 
activity in the MPFC and ventral striatal putamen (Delgado et al., 2000), whereas 
loss outcomes tended to increase activity in the AIns (Knutson et al., 2003).

Initial localization of neural responses during incentive anticipation with event-
related FMRI raised further questions about the scope and limits of these findings, 
which were subsequently addressed by research. First, NAcc activity during antici-
pation of secondary (or learned) monetary gains and AIns activity during anticipa-
tion of monetary losses also generalized to anticipation of primary (or unlearned) 
gustatory gains and losses (e.g., tasting sweet juice vs. salty tea; O’Doherty, 
Deichmann, Critchley, & Dolan, 2002), suggesting that anticipatory activity does 
not depend on the sensory modality of outcomes. Second, NAcc activity during 
anticipation of gains and AIns activity during anticipation of losses did not depend 
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on a subsequent motor response requirement (Ramnani, Elliott, Athwal, & 
Passingham, 2004). This activity could be augmented by anticipating a motor 
response, however, particularly in dorsal striatal regions including the medial cau-
date (Tricomi, Delgado, & Fiez, 2004). Third, NAcc activity during anticipation of 
gains and AIns activity during anticipation of losses could be elicited by sublimi-
nally presented cues, suggesting that  it does not require conscious awareness 
(Pessiglione et al., 2008). Fourth, NAcc activity during anticipation of gains could 
augment other types of subsequent behavior, including memory (Adcock, Thangavel, 
Whitfield-Gabrieli, Knutson, & Gabrieli, 2006) and effort (Pessiglione et al., 2007), 
implying that anticipatory activity has the capacity to modulate a broad range of 
outputs. Fifth, adding other attributes to cues during anticipation of gains and losses 
(e.g., probability, delay) tended to increase MPFC activity as well, consistent with 
the notion that the  MPFC plays  a role in value integration (Knutson, Taylor, 
Kaufman, Peterson, & Glover, 2005). Together, these findings suggest that neural 
activity during anticipation of gains and losses is robust, can be elicited by a flexible 
spectrum of cues, and can potentiate a broad range of responses.

Two decades and hundreds of studies later, these patterns of anticipatory activity 
have been largely confirmed by several meta-analytic reviews of FMRI studies of 
incentive processing (Bartra, McGuire, & Kable, 2013; Clithero & Rangel, 2013; 
Diekhof, Kaps, Falkai, & Gruber, 2012; Knutson & Greer, 2008; Liu, Hairston, 
Schrier, & Fan, 2011; Sescousse, Caldú, Segura, & Dreher, 2013). Moreover, when 
self-reported affective responses to incentive cues are probed, the anticipation of 
monetary gain proportionally increases positive arousal, whereas the anticipation of 
monetary loss proportionally increases negative arousal (Cooper & Knutson, 2008). 
Finally, individual differences in NAcc responses to large gain cues correlate with 
cue-elicited positive (but not negative) arousal, whereas individual differences in 
medial caudate and AIns responses to large loss cues correlate with cue-elicited 
negative arousal as well as positive arousal (Samanez-Larkin et al., 2007). Together, 
these findings suggest that anticipation of gain elicits proportional activity in the 
NAcc and correlated positive arousal, whereas anticipation of loss elicits proportional 
activity in the AIns and medial caudate and correlated general arousal—linking 
brain activity to anticipatory affect (see also: Kruschwitz et  al., 2018; Kühn & 
Gallinat, 2012).

Unexpectedly, this pattern of findings appeared more robustly for anticipated 
gain than for anticipated loss. Whereas gain anticipation clearly increases NAcc, 
medial caudate, and AIns activity, loss anticipation also seems to increase medial 
caudate and AIns activity. So, while NAcc activity aligns well with positive arousal, 
AIns and medial caudate activity appear to more closely align with general arousal. 
Despite this apparent absence of a full dissociation, given the relative difference in 
regions’ alignment with valence, researchers should still be able to use activity in 
the NAcc to infer positive arousal, and relative activity in the AIns versus the NAcc 
to infer negative arousal (Knutson et al., 2014; Fig. 7.1). Together, these findings 
could help to resolve a debate about whether NAcc activity correlates with the expe-
rience of affective valence or salience (Berridge & Robinson, 1998; Zink, Pagnoni, 
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Martin-Skurski, Chappelow, & Berns, 2004) by suggesting that it is associated with 
both positivity and arousal—and that the experience of anticipatory affect is likely 
to be fleeting (Cooper & Knutson, 2008; Litt, Plassmann, Shiv, & Rangel, 2011).

�Leveling Up from Process to Purpose: Linking Anticipatory 
Affect and Incentive Motivation

After establishing links from brain activity to anticipatory affect, could additional 
links extend to motivated behavior? By 2005, researchers began to realize that 
FMRI methods could not only clarify how sensory input influences brain activity, 
but could also elucidate whether some of that brain activity predicts motor output. 
Research accordingly shifted from the scientific goal of explanation to that of pre-
diction. Specifically, researchers began to examine whether activity in circuits asso-
ciated with anticipatory affect could predict upcoming motivated behavior. 
According to an Anticipatory Affect Model inspired by localization findings, if 
risky propositions are framed as choices that require balancing uncertain gains 
against uncertain losses, NAcc activity should promote approach and risk-seeking, 
whereas AIns activity should instead promote avoidance and risk-aversion (Knutson 
& Greer, 2008; see Fig. 7.2). Subsequent studies investigating whether anticipatory 
affective activity could predict behavior involved diverse scenarios such as gam-
bling, purchasing, and social interaction.

– +

Incentive Cue

?

Avoid Approach

Motivated BehaviorAnticipatory Affect

NA PA

Fig. 7.2  Anticipatory affect model. An incentive cue for an uncertain future outcome initially 
elicits activity in at least two brain regions (NAcc = orange and AIns = blue), which may correlate 
with positive arousal and negative arousal, respectively. The balance of activity in these regions 
then promotes either approach toward or avoidance of the cued outcome (adapted from Knutson & 
Greer, 2008)
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Early prediction studies focused on financial risk-taking. In an initial study of 
risk-taking in the context of financial investing, increased NAcc activity predicted 
both optimal and suboptimal risk-seeking choices, whereas increased AIns activity 
predicted both optimal and suboptimal risk-averse choices (Kuhnen & Knutson, 
2005). Other research indicated that activity in these circuits could predict accep-
tance versus rejection of risky gambles, respectively (Canessa et al., 2013; Hampton 
& O’Doherty, 2007; Knutson, Wimmer, Kuhnen, & Winkielman, 2008). Some evi-
dence linked these predictions to affect rather than numerical calculation, since both 
positive arousal and NAcc activity could account for commonly observed but appar-
ently inconsistent preferences for positively skewed (or lottery-like) gambles, unlike 
traditional finance theory (e.g., mean-variance accounts; Leong, Pestilli, Wu, 
Samanez-Larkin, & Knutson, 2016; Wu, Bossaerts, & Knutson, 2011). Further, 
incidental affective stimuli may alter risky choice by changing activity in these cir-
cuits. On the one hand, presenting incidental but attractive pictures before gambles 
evoked positive arousal and increased risk-taking, an effect partially mediated by 
increased NAcc activity (Knutson et  al., 2008). On the other hand, the threat of 
shock reduced risk-taking in the case of gambles, partially as a function of increas-
ing AIns activity (Engelmann, Meyer, Fehr, & Ruff, 2015). Further, resting NAcc 
activity prior to gamble presentation could predict subsequent risk-taking (Huang, 
Soon, Mullette-Gillman, & Hsieh, 2014). Thus, these findings not only confirm that 
NAcc and AIns activity increase during risk anticipation (Preuschoff, Quartz, & 
Bossaerts, 2008), but further demonstrate that activity in these circuits differentially 
predicts choices to approach or avoid those risks (Wu, Sacchet, & Knutson, 2012), 
consistent with financial risk analyses that model mean and variance as distinct but 
oppositely weighted terms (Knutson & Huettel, 2015).

Other prediction studies explored people’s choices to purchase consumer prod-
ucts. Early research suggested that increased NAcc activity in response to products 
and increased MPFC but decreased AIns activity in response to associated prices 
could predict choices to purchase seconds later (Karmarkar, Shiv, & Knutson, 
2015; Knutson et  al., 2008; Knutson, Rick, Wimmer, Prelec, & Loewenstein, 
2007). Subsequent research indicated that brain activity could predict even more 
distant choices, since mere exposure to products without a choice prompt similarly 
elicited NAcc and MPFC responses that predicted later choices made outside the 
scanner (Levy, Lazzaro, Rutledge, & Glimcher, 2011; Smith, Douglas Bernheim, 
Camerer, & Rangel, 2014). Further, full attention was not necessary, since NAcc, 
MPFC, and AIns responses to products presented in the context of focused versus 
distracting tasks equally predicted later choices (Tusche, Bode, & Haynes, 2010). 
Together, these findings linked anticipatory affect to motivated choice, and further 
suggested an ongoing implicit influence (Zajonc, 1980). Other studies broadened 
the range of stimuli under consideration, demonstrating that increased NAcc and 
MPFC (and sometimes decreased AIns) activity in response to faces, places, pic-
tures, and music could predict subjects’ later preferences for those stimuli over 
other options or money (Lebreton, Jorge, Michel, Thirion, & Pessiglione, 2009; 
Salimpoor et al., 2013; Smith et al., 2010). Results from another study even sug-
gested that students’ NAcc responses to pictures of food and erotica could predict 
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those individuals’ weight gain and sexual activity, respectively, several months 
later (Demos, Heatherton, & Kelley, 2012). Accordingly, reviews of this expanding 
literature have concluded that NAcc, MPFC, and AIns (negative) responses to var-
ied stimuli can predict later choice behavior (Knutson & Karmarkar, 2014; Levy & 
Glimcher, 2012).

A third body of research investigated social interaction—often in the context of 
quantifiable and controllable exchange tasks adapted from Game Theory (Sanfey, 
2007). With respect to cooperative behavior, increased NAcc activity predicted 
increased cooperation with strangers in a Prisoner’s Dilemma Game (Rilling et al., 
2002), as well as increased reciprocation in a Trust Game (King-Casas et al., 2005). 
Increased NAcc activity and self-reported positive arousal also predicted choices to 
give resources to strangers and charities in tasks similar to a Dictator Game 
(Genevsky, Västfjäll, Slovic, & Knutson, 2013; Harbaugh, Mayr, & Burghart, 2007; 
Krueger et al., 2007; Park, Blevins, Knutson, & Tsai, 2017). With respect to com-
petitive behavior, however, increased AIns activity in response to unreciprocated 
cooperation predicted subsequent defection in the Prisoner’s Dilemma Game 
(Rilling, Sanfey, Aronson, Nystrom, & Cohen, 2004). Increased AIns activity also 
predicted rejection of unfair offers, even at personal cost, in the Ultimatum Game 
(Sanfey, Rilling, Aronson, Nystrom, & Cohen, 2003). Although self-reported affect 
was not assessed in many of these dynamic interaction studies, several lines of evi-
dence implicated anticipatory affect promoting acceptance or rejection of social 
offers. For instance, the presence of MPFC lesions is associated with increased 
rejection of unfair offers in the Ultimatum Game (Koenigs & Tranel, 2007). Further, 
induction of negative affect also increased rejection of unfair offers in the Ultimatum 
Game, and this effect was mediated by increased AIns activity (Harlé & Sanfey, 
2007). Thus, as summarized in reviews, NAcc activity and positive arousal can fos-
ter cooperation, whereas AIns activity and negative arousal may instead promote 
competition in the context of social interaction (Knutson & Wimmer, 2007; Ruff & 
Fehr, 2014; Sanfey, 2007).

These collected findings are consistent with the prediction that neural activity 
associated with anticipatory affect can predict risky choice (Knutson & Greer, 
2008). Specifically, when confronting diverse scenarios (e.g., financial risk, con-
sumer products, and social interactions), NAcc activity predicts choices to approach, 
whereas AIns activity predicts choices to avoid. While activity in these circuits typi-
cally changes on a second-to-second basis, presenting incidental but affect-inducing 
stimuli immediately before choice can perturb ongoing activity in these circuits, 
which then appears to alter the upcoming choice. Further, activity in these circuits 
predicts both consistent and inconsistent choices, implying that anticipatory affect 
contributes to rational as well as irrational choices. Thus, these findings link both 
brain activity and anticipatory affect to motivated behavior.

Anticipatory affect can be further situated within a comparative anatomical 
framework that describes frontal and subcortical circuits as connecting in an 
“ascending spiral” pattern (Haber & Knutson, 2010). This Affect-Integration-
Motivation (AIM) framework (Samanez-Larkin & Knutson, 2015) specifies ana-
tomical, chemical, and functional physiology capable of supporting the processing 
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of: (1) anticipatory affect (midbrain dopamine connections to NAcc, midbrain 
norepinephrine connections to AIns, and glutamatergic connections from AIns to 
NAcc); (2) value integration (connections of NAcc and AIns indirectly to the MPFC 
and then back again to the ventral striatum); and (3) incentivized motivation (par-
tially overlapping ascending loops through the dorsal striatum and medial wall of 
the frontal cortex to the motor cortex). The AIM framework thus presents a compo-
nential, sequential, and hierarchical scheme for predicting and testing links from 
brain activity to anticipatory affect to motivated behavior (Fig. 7.3).

�Future Directions

�Summary

Remarkable advances since the turn of the twenty-first century have illuminated 
how brain activity can support anticipatory affect and motivated behavior in humans. 
These advances likely arose not only from conceptual advances in acknowledging 
the influence of anticipatory affect in motivating subsequent behavior (Bechara 
et al., 1996; Finucane, Alhakami, Slovic, & Johnson, 2000; Knutson & Greer, 2008; 
Loewenstein et al., 2001), but even more from the technical innovation of methods 
for measuring brain activity immediately prior to behavioral responses.

Rapidly accumulating evidence has begun to link previously disparate levels of 
analysis (see Fig. 7.1). Initial findings linked brain activity to anticipatory affect, as 
NAcc activity increases during anticipation of diverse gains (including but not lim-
ited to monetary outcomes) and correlates with self-reported positive arousal, but 
AIns activity increases during anticipation of both losses and gains and correlates 
with self-reported general or negative arousal. Subsequent findings linked anticipa-
tory affect to motivated behavior, as NAcc activity and positive arousal predict moti-
vated approach toward diverse stimuli (e.g., financial risks, consumer products, 
social interaction), but AIns activity and negative arousal predict motivated avoid-
ance of those same stimuli.

Together, these links across levels of analysis lay the groundwork for specifying 
testable causal predictions. On the one hand, dopamine release (and the resulting 
rate of postsynaptic agonism of D1 receptors) should increase NAcc FMRI activity, 
positive arousal, and subsequent behavioral approach toward stimuli under consid-
eration (Ferenczi et  al., 2016; Knutson & Gibbs, 2007). On the other hand (and 
more speculatively), norepinephrine release (and the resulting rate of postsynaptic 
agonism of AD1B receptors) should increase AIns FMRI activity, general or nega-
tive arousal, and subsequent behavioral avoidance of stimuli under consideration. 
The balance of activity in these circuits should predict choices to approach or avoid 
risky propositions, which feature uncertain gains as well as losses (Knutson et al., 
2014; Knutson & Greer, 2008). If both circuits are similarly activated, other neural 
mechanisms (e.g., descending from the MPFC) may be necessary to resolve differ-
ences and thereby facilitate choice (Samanez-Larkin & Knutson, 2015).
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Fig. 7.3  The Affect-Integration-Motivation (AIM) framework. According to the AIM framework, 
three hierarchical and sequential processes can precede and promote choice. Brain regions involved 
in these processes are: (top) Affect processes associated with: Ventral Tegmental Area (VTA) 
DopAmine (DA; yellow) neurons projecting to the Nucleus Accumbens (NAcc); Locus Coeruleus 
(LC) NoradrenalinE (NE; red) neurons projecting to the Anterior Insula (AIns); and AIns glutama-
tergic (blue) neurons projecting to the NAcc, which potentiate anticipation of gain and loss (white 
lines on the right indicate the plane of sections depicted on the left); (middle) Integration processes 
associated with: VTA dopamine neurons and LC noradrenaline neurons which also project to the 
Medial PreFrontal Cortex (MPFC). Additionally, the NAcc indirectly projects to the MPFC via 
GABAergic connections to the pallidum (not depicted) and glutamatergic projections from the 
thalamus. The AIns also projects to the MPFC, presumably via glutamatergic connections. Finally, 
MPFC glutamatergic neurons project directly back to the NAcc (and adjacent Ventral Striatum), 
facilitating integration of value and other relevant input (for instance, arriving from the medial 
temporal and lateral frontal cortical regions); (bottom) Motivation processes are associated with 
dorsal striatal and insular glutamatergic neurons that project to the Supplementary Motor Area 
(SMA), potentiating motor action (adapted from Samanez-Larkin & Knutson, 2015)
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�Implications

A deep science approach need not restrict itself to only three levels of analysis—
once links have been established from brain activity to anticipatory affect to moti-
vated behavior, this approach could extend to include additional lower (e.g., 
neurochemistry) and higher (e.g., group behavior) levels of analysis (see Fig. 7.1).

Leveling Down  Links might extend up from an even lower level to connect changes 
in neurochemistry to FMRI activity in predicted circuits. New comparative methods 
make causal tests of these links possible. For instance, optogenetic tools now allow 
researchers to transfect specific neurons with viruses that induce their genetic 
machinery to express light-sensitive ion channels. These transfected neurons can 
then be precisely controlled with light via implanted fiber optic probes (Witten 
et al., 2011). Based on the proposed levels of analysis scheme (see Fig. 7.1), dopa-
mine firing should increase FMRI activity in the ventral striatum, including the 
NAcc (Knutson & Gibbs, 2007). In fact, research has indicated that in awake rats, 
phasic optogenetic stimulation of midbrain dopamine neuron firing at a frequency 
similar to that elicited by reward cues (i.e., 2  s of 20  Hz stimulation) robustly 
increased FMRI activity in both the ventral and dorsal striatum. Moreover, the mag-
nitude of increased FMRI activity in the ventral striatum (including the NAcc) pre-
dicted how intensely rats would work to self-administer that same stimulation 
(Ferenczi et al., 2016; Fig. 7.4). This robust causal link from optogenetic stimula-
tion of midbrain dopamine neurons to increased striatal FMRI activity has been 
independently replicated in other laboratories (Decot et  al., 2017; Lohani, 
Poplawsky, Kim, & Moghaddam, 2017). By using tools with matching resolutions, 
researchers could causally demonstrate that optogenetically stimulating the firing of 
midbrain dopamine neurons increases NAcc FMRI activity, which further predicts 
approach behavior. Additional evidence for this link showed that: (1) optogenetically 
inhibiting midbrain dopamine neuron firing slightly decreased striatal FMRI activ-
ity; (2) blocking postsynaptic dopamine receptors blunted this effect; and (3) opto-
genetically enhancing MPFC input to the striatum also blunted this effect. Together, 
these findings establish causal links from an even lower level by demonstrating that 
selective optogenetic stimulation of midbrain dopamine firing can increase NAcc 
FMRI activity and associated approach behavior. Future research might explore the 
effects of norepinephrine firing in the AIns in a similar manner.

Leveling Up  Links could further extend to an even higher level to connect indi-
vidual behavior to aggregate behavior. Data from the motivated behavior level might 
be used to forecast aggregate choice. In the case of “neuroforecasting,” researchers 
have used brain activity in smaller scanned groups to forecast the choices of other 
larger groups of people outside the laboratory (e.g., in markets on the internet; 
Knutson & Genevsky, 2018). Growing evidence suggests that sampled FMRI activ-
ity can forecast market demand for a diverse array of online products. Specifically, 
sampled NAcc activity has been used to forecast music sales (Berns & Moore, 
2012), the impact of advertisements (Venkatraman et al., 2015), purchases of food 
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Fig. 7.4  Linking midbrain dopamine neuron firing to NAcc FMRI activity. Optogenetic stimula-
tion of midbrain dopamine neurons increases striatal FMRI activity (top left; white circle indicates 
ventral striatum), whereas optogenetic silencing of these neurons mildly diminishes striatal FMRI 
activity (top right). Only transfected rats work to self-administer optogenetic midbrain dopamine 
stimulation (bottom left); and rats with increased ventral striatal activity from optogenetic mid-
brain dopamine neuron stimulation also work more intensely to self-administer that stimulation 
(bottom right) (adapted from Ferenczi et al., 2016)

(Kühn, Strelow, & Gallinat, 2016), the spread of news stories on social media plat-
forms (Scholz et al., 2017), and the success of microlending appeals (Genevsky & 
Knutson, 2015) as well as crowdfunding appeals (Genevsky, Yoon, & Knutson, 
2017). Researchers have additionally used group MPFC activity to forecast aggre-
gate responses to smoking cessation appeals (Falk, Berkman, & Lieberman, 2012) 
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and news articles (Scholz et al., 2017). Remarkably, in some cases, neural activity 
can forecast market behavior even when individual self-report and behavior can-
not—potentially supporting a “partial scaling” account in which neural activity in 
circuits associated with anticipatory affect affords better forecasts than activity in 
other circuits or even individual choice itself (Knutson & Genevsky, 2018). Together, 
these findings suggest that sampled neural activity can forecast aggregate choice. 
Further, in some cases, neural measures might augment or even outperform more 
traditional behavioral measures.

Leaping Levels  The linking levels account implies movement from one level up to 
the next adjacent level in the same direction. In many cases, however, links bridging 
more than one level have been established. For instance, much of the research 
reviewed above links neural activity directly to motivated behavior without assess-
ing intermediate anticipatory affect. While not inconsistent with the spatial logic of 
predictions implied by the linking levels account (Fig 7.1), these findings raise the 
possibility that intermediate measures could be refined either conceptually or tech-
nically (e.g., substituting momentary implicit measures of affective experience for 
retrospective explicit measures) to better match adjacent levels. In a more extreme 
example from neuroforecasting, sampled brain activity forecasts aggregate choice, 
even when sampled self-reported affect and choice do not. These findings may 
imply that some lower-level components can reveal “hidden information” about 
higher-level components (Ariely & Berns, 2010), and possibly, that concepts at 
intermediate levels need further refinement (e.g., mixed incentives may induce 
ambivalent affective responses). Thus, linking components across levels of analysis 
may provide clues for future conceptual and technical refinement of relevant 
measures.

Recursive Influence  Unlike functional accounts that start from higher levels of 
analysis, the current approach builds from lower levels of analysis. Regardless of 
initial priorities, however, causality likely flows down as well as up the levels of 
analysis—but not in the same manner. Specifically, downward links might involve 
distinct processes which operate at longer timescales. For instance, approach behav-
ior only requires neural firing to change on a second-to-second timescale (i.e., dopa-
mine agonism of the postsynaptic receptor opens ion channels which change the 
membrane potential of the postsynaptic neuron, causing it to fire). Reward learning, 
however, requires genetic transcription to modify neural membranes and alter 
receptor expression, which necessarily unfolds over a longer timescale on the order 
of hours (Hyman, Malenka, & Nestler, 2006). Thus, reward learning might recipro-
cally influence reward anticipation, but only at this longer timescale after upward 
and downward causal influences have cycled through the system. By implication, 
then, tracking recursive causation from higher to lower levels might require distinct 
methods featuring different spatial and temporal resolutions. Studying reciprocal 
links across levels of analysis (both upwards and downwards) might ultimately 
enhance scientific understanding of how components at different levels interact over 
time, both with respect to negative feedback mechanisms typical of homeostatic 
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regulation (e.g., the cycle of food appetite, consumption, and satiety), as well as 
positive feedback loops that sometimes arise in the context of pathological dysregu-
lation (e.g., escalating addiction to stimulants).

�Limits

The deep science approach prioritizes depth over breadth, and so has associated 
costs as well as benefits. Critically, researchers need to first identify and extend 
from sparse nodes that can support robust, reliable, and ideally causal links across 
levels. This might come at the cost of conceptual richness associated with character-
izing all the connections within a single level of analysis. The initial sparsity of the 
deep science approach, however, hopefully leaves gaps open for more extensive 
exploration later.

Emotion  Emotion is notably absent from the levels of analysis framework pre-
sented so far. While Wundt believed that neural mechanisms drove both affect and 
emotion, he also stated that affective qualities infused all emotions but that emo-
tions required a higher and more complex level of description. He did not, however, 
specify exactly how affect might link to emotion (Wundt, 1897). Following these 
historical claims and more recent arguments (Russell & Barrett, 1999), we also 
suspect that broad dimensions of affect underpin more specific categorical emotions. 
One intriguing possibility is that different movements through affective space (or 
“affect dynamics”) might imply more categorical emotional states (Kirkland & 
Cunningham, 2012; Nielsen, Knutson, & Carstensen, 2008). While elegant mea-
sures of affect dynamics have been used to describe changes in experience at longer 
timescales of hours or days (Kuppens, 2015; Kuppens, Oravecz, & Tuerlinckx, 
2010), a challenging but tantalizing line of future research might attempt to map 
affect dynamics at the more rapid timescale of seconds—which might most closely 
match the neural and affective measures described above (Knutson et al., 2014).

Connecting affect dynamics to emotion at matching temporal resolution might in 
turn demonstrate that affective qualities and their dynamics underlie different cate-
gorical emotions. For instance, starting from an affective baseline state, movement 
up and to the right might imply excitement, to the right happiness, down and to the 
right calmness, down and to the left sadness, to the left anger, and up and to the left 
anxiety (all predictions which would require verification with empirical data). 
Linking neural and affective levels of analysis might provide a framework for chart-
ing out these affect dynamics, which could be tested for specific mapping to tempo-
rally precise probes of emotional experience (see also Kirkland & Cunningham, 
2011). Further avenues for exploration might include individual differences in affect 
dynamics and their relationship to emotional traits as well as psychiatric symptom 
profiles (Davidson, 2015). If affect dynamic probes can yield reliable and valid 
results, they might be used to assess the impact of various interventions (ranging 
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from psychological to pharmacological). Thus, affect dynamic probes might 
eventually improve the accuracy of diagnoses as well as the tracking of changes in 
psychiatric symptoms.

Self-Awareness  Some theorists have asserted that affective experience requires 
self-aware reflection, and possibly verbal representation (e.g., Barrett, Mesquita, 
Ochsner, & Gross, 2007; LeDoux, 2012). Based on the lack of a strong association 
between brain activity and self-reported emotional experience in earlier neuroimag-
ing studies, these theorists have argued that subcortical neural circuits implicated in 
anticipatory affect cannot generate emotional experience in humans. The proposi-
tion that affective experience requires self-reflective awareness is interesting 
because studies of lesioned patients (e.g., Stuss, Gow, & Hetherington, 1992) as 
well as neuroimaging research on healthy individuals (e.g., Northoff et al., 2006) 
have implicated the prefrontal cortex in self-reflective awareness. Current evidence 
linking brain activity to affective experience, however, contradicts these assertions 
by demonstrating that when measures with matching resolution are employed, sub-
cortical brain activity can correlate with self-reported affective experience (i.e., 
NAcc activity with positive arousal, and AIns activity with general arousal; Knutson 
& Greer, 2008). Associations of subcortical activity with self-reported affect, how-
ever, are often fragile and not large. Future research might profitably explore where, 
when, and in whom neural activity most robustly correlates with affective experi-
ence. Assuming the use of measures with matching resolution, one surprising impli-
cation of the linking levels approach is that when brain activity and self-report fail 
to converge, brain activity may provide a better index of affective experience and 
associated behavioral tendencies than does self-reported experience. For instance, 
in stimulant users, NAcc responses to drug cues can predict relapse months later, 
even when self-reported affect cannot (MacNiven et al., 2018).

�Contributions

Philosophical Tractability  Demonstrations of causal influence across levels of 
analysis can refute at least two contrasting views of mental function. The first view, 
dualism, presumes that body (or brain) and mind exist on separate and mostly 
unconnected levels of analysis (e.g., Descartes, 1641). Demonstrating that perturba-
tion of neural activity can alter affective experience or motivated behavior suggests 
that although components exist at different levels of analysis and can be measured 
separately, components at one level are connected to and can causally influence 
components at another level. The second view, reductionism (Nagel, 2007), implies 
that all higher levels of analysis can be reduced to lower levels of analysis. The 
separation of levels with respect to distinct components, temporally resolved 
sequential responses, and probabilistic causal influence implies that different levels 
can still be related. The present view further makes room for a type of “expansionism,” 
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since components at lower levels can influence those at a higher level, but likely in 
combination with many other components inside and outside of that higher level. 
Based on a deep science approach, demonstrating a lower-level component’s neces-
sity for influencing a higher-level component need not imply sufficiency. In fact, the 
deep science approach offers an intermediate vision that falls between the extremes 
of dualism and reductionism, and remains capable of preserving distinctions 
between levels of analysis while simultaneously tracing causal links that connect 
them.

Causal Impact  The linking levels framework thus implies not only the first two 
scientific goals of description and explanation, but also the last two scientific goals 
of prediction and control (Watson, 1913). The surveyed findings that link brain 
activity to anticipatory affect to motivated behavior over the short span of two 
decades indicate that researchers have moved beyond description and explanation to 
prediction. The ability of these findings to not only account for but also to predict 
choice has partially spurred the birth and growth of new hybrid fields of scientific 
inquiry (e.g., neuroeconomics, neurofinance, neuromarketing, decision neurosci-
ence, consumer neuroscience, and others). Demonstrating causal links across levels 
of analysis also implies control (limited by inevitable noise and multicausality). 
Specifically, manipulating a component at one level should have the causal capacity 
to alter a linked component at an adjacent but higher level.

New tools developed for precise neural manipulations now make possible iden-
tification of these linked components, as well as subsequent tests of control 
(Namburi, Al-Hasani, Calhoon, Bruchas, & Tye, 2016). For instance, optogenetic 
manipulations of midbrain dopamine neural firing increase ventral striatal FMRI 
activity, which elicits approach toward self-administration of the optogenetic stimu-
lus (Ferenczi et al., 2016). Identifying these causal links across levels of analysis 
can then lead to new predictions and tests of control. For example, recent research 
has indicated that reward anticipation proportionally induces low frequency electro-
physiological activity in the NAcc (i.e., in the delta range), and further, that electri-
cal interference with these signals temporarily halted an animal’s approach toward 
appetizing stimuli (e.g., high-fat food; Wu et al., 2017). Thus, consistent with causal 
links across levels of analysis, manipulating brain activity necessary for anticipa-
tory affect and associated motivated behavior can change the course of that behav-
ior. Demonstrations of causal influence across levels of analysis could inspire more 
precisely targeted interventions. These interventions might include “closed loop 
control”—in which a device detects and then interferes with a predictive neural 
signature to prevent the onset of a pathological experience or behavior (Grosenick, 
Marshel, & Deisseroth, 2015).

Metaphorical Reframing  The goal of linking levels invites reconsideration not 
only of lower levels of analysis (e.g., physiology) but also higher levels (e.g., pur-
pose) (Table 7.2). Theorists have often based their metaphors for the mind on its 
assumed general function. Thus, behaviorists favored a reflex metaphor for the mind 
based on the ability of reflexes to reliably and rapidly translate input into output, 
whereas cognitivists favored a computer metaphor for the mind based on the capacity 
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of computers to faithfully process information. Here, we propose an adaptive meta-
phor for a mind that prioritizes survival and procreation. Such a mind would ideally 
need to rapidly anticipate, detect, and compare opportunities with threats in order to 
promote approach or avoidance. A concise phrase that captures these functions, 
alluded to earlier, is the “hedonic sharpener.” In contrast to “computer” or “reflex” 
metaphors, the overarching goal of a hedonic sharpener is neither accuracy nor con-
sistency, but rather rapid action in the service of maximizing pleasant feelings and 
minimizing unpleasant ones. These feelings presumably signaled potential increases 
or decreases in fitness and motivated appropriate behavior in the ancestral past 
(Panksepp, Knutson, & Burgdorf, 2002). The hedonic sharpener metaphor not only 
implies novel underlying components (e.g., gain anticipation, loss anticipation, 
value integration, motivated action), but might also better account for behavior that 
might appear anomalous or suboptimal in the context of alternative reflex or com-
puter metaphors (e.g., reliance on quick heuristics, overconfidence, confirmation 
bias, biased assimilation of positive versus negative feedback, etc.). One counterin-
tuitive but testable implication of this metaphorical reframing is that in the case of a 
reflex or computer, input should be more correlated with output than intermediate 
processing (since information degrades with processing). In the case of the hedonic 
sharpener, however, intermediate processing should be more correlated with output 
than input, since the goal of the system is not to faithfully represent incoming infor-
mation but rather to transform it in a way that facilitates rapid adaptive action.

Conclusion  Instead of a closed system, a deep science approach offers an open 
framework that can be extended or modified by new findings. Thus, the initial links 
described here raise more questions than they answer. Still, recent findings have 
clearly begun to link neural activity, anticipatory affect, and motivated behavior. 
These advances have been enabled by theoretical recognition of the influence of 
anticipatory affect on motivated behavior and methodological advances in measur-
ing concepts at matching resolution. Based on the speed and promise of these 
advances, linking levels of analysis may provide the most direct path from the sci-
entific goals of description and explanation to those of prediction and control. By 
linking previously disparate levels of analysis, the deep science approach could 
accelerate the development of effective interventions for enhancing human health 
and well-being.
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Chapter 8
Reproducible, Generalizable Brain Models 
of Affective Processes

Philip Kragel and Tor D. Wager

Nature has placed mankind under the governance of two sovereign masters, pain and plea-
sure. On the one hand the standard of right and wrong, on the other the chain of causes and 
effects, are fastened to their throne. They govern us in all we do, in all we say, in all we 
think…—Jeremy Bentham, The Principles of Morals and Legislation

Pain and pleasure are primary motivating forces that underlie much of human 
behavior. Take pain, for example. It is defined as an aversive sensory and emotional 
experience. Generally, we avoid it. Many of our philosophical and religious tradi-
tions are focused around advice on how to escape, avoid, manage, or accept its 
reality without causing additional suffering.

But what is pain, exactly? Pain is multiple things. It is an experience, a motivat-
ing force, an elicitor of emotional responses, a driver of decisions. Sometimes it is, 
more or less, a “negative sensory and emotional experience” caused by activation in 
nociceptive pathways. But it cannot be only that, because it teaches us to fear pain 
in the future, and it drives our autonomic systems and the musculature that allows 
us to escape. It motivates goals, from the simple and immediate—take your hand off 
the stove!—to the elaborate and complex, even becoming a focal point around 
which one’s life is organized. It teaches us to fear it, but sometimes also to seek it, 
as during the expiation of guilt or when we turn to pain to relieve emotional distress. 
And because it is an experience, it is consciously accessible. We will never fully 
understand pain until we understand consciousness.
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Identifying the brain representations that underlie pain is a crucial step towards 
understanding it. There are many fundamental questions that remain unanswered. Is 
pain caused by a specific neural pathway or region? Is the thing that makes pain 
conscious the same as the thing that makes us conscious of the visual world, or of 
our own intentions? Is pain a single type of experience, with one neural mechanism, 
or a family of experiences with diverse mechanisms? What is the relationship 
between the processes that cause us to experience immediate pain in the moment 
and those that drive long-term avoidance? Is the aversiveness of physical pain neu-
rologically similar to the aversiveness of other negative experiences—the empathic 
distress of seeing another person suffer, or the emotional heartbreak of being 
rejected by a lover or a longtime friend? Are pain and suffering the same thing, and 
must the one cause the other?

Without understanding the brain processes involved, our answers to these ques-
tions will be definitional. People use similar words to describe pain and emotional 
distress (MacDonald, 2009)—so by definition they are conceptually similar. But 
these similarities may say more about the way we organize our thoughts and the 
pragmatics of communication than about the deeper nature of our being.

How do we even know when someone is in pain? In one sense, it’s simple: We 
can ask them. But, though it is tempting to take self-report as a ground-truth mea-
sure of subjective experience, experience is private. I cannot directly observe 
whether you are in pain, or whether the color red looks the same to you as it does to 
me (Chalmers, 2007). And though people’s self-reports are often trustworthy, in 
many cases they fall short. If you burn your hand and you tell me you are experienc-
ing 7 out of 10 pain, that pain report is very likely related to the degree of nocicep-
tive activity traveling through your spinothalamic tract (and other tracts) up to your 
brain. But it is also related to your prior belief that you’ve been injured and that it 
should be painful. It is colored by the emotions you feel—are you cool and objec-
tive, or afraid of serious injury? Are you angry at yourself for putting your hand on 
the stove, or at me for leaving the stove on? And it is filtered by what you are trying 
to communicate. Do I look sorry for causing your injury, or empathetic, or under-
standing? Or do you need to make sure you are being taken seriously? Your “7” is a 
communicative behavior that results from a judgment that is made relative to your 
past experience—how bad should a “7” be?—and your appraisal of the overall con-
text of the situation.

If we are simply to believe all pain reports in all situations, we will have to accept 
a number of uncomfortable things. We will have to accept that when people report 
pain after a fake auto crash—a controlled experiment that looked like a crash but 
involved no real sudden movement—the whiplash pain they report is just as real as 
the pain from a real accident (Castro et al., 2001). We will have to accept that males 
who are strongly gender identified really experience less pain than those who are 
not (Alabas, Tashani, Tabasam, & Johnson, 2012). We will have to accept that if a 
faith healer reduces a person’s pain report with a sham surgery, magnets, or device 
that manipulates “auras,” that is just as good as a drug that reduces pain by a similar 
amount. We will have to accept that if I give two groups scales with different 
anchors, and they report different pain intensities relative to those different anchors, 
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they really feel different levels of pain (Schwarz, 1999). And we will have to accept 
that people with intellectual disabilities who do not communicate pain effectively 
(de Knegt & Scherder, 2011) are not really experiencing it in the same way as the 
rest of us. This kind of blind trust in self-reports is, in part, what underlies the mis-
treatment of groups thought to be “incapable” of normal pain, including animals 
and human infants (Fitzgerald & Walker, 2009).

�Brain Representations

The complexity of even “basic” affective processes like pain and pleasure and the 
limitations inherent in using self-reports as exclusive measures are fundamental 
issues that have held back the study of motivation and emotion since the inception 
of the scientific disciplines that study them. The hope, then, is that neuroscientific 
measures will enable us to identify neurophysiological processes that cause affec-
tive experiences—brain representations of affective states.

In some sense, studying a defined brain circuit or process that contributes to 
pain, or any other affective/motivational state, is much simpler than understanding 
pain reports (or other behaviors) as a whole. This is because behaviors emerge 
from the interactions among many brain processes. Identifying particular brain 
circuits and their relationship to overall behavior is a way of beginning to decon-
struct those behaviors and thereby understand the elemental ingredients of affect 
and motivation.

However, the way in which we have historically approached studying the brain 
has, in many respects, been oversimplified in ways that do not lead to greater under-
standing. Some of these simplifications have been embedded in the way we analyze 
brain data and make inferences about the mappings between brain and mind. This 
chapter outlines some of these difficulties, anchoring on pain, negative affect, and 
empathy as exemplars. It also presents a new approach to brain-mind mapping, 
predictive modeling, that is gaining traction in the field and promises to help over-
come some of the limitations of previous work. Finally, we discuss current progress 
using predictive modeling to understand some of the brain “ingredients” that con-
tribute to pain, negative affect, and empathy, and how the brain processes involved 
relate to one another.

�Betwixt Simplicity and Complexity: A Middle Road

�Representations and Measures

One of the major goals in mapping brain to mind is to develop brain measures that 
capture the underlying representation of a mental event. “Representation” is a theo-
retical construct that came out of cognitive science over the past decades. A “repre-
sentation” of an object, an orange for example, is an information structure that 
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describes the properties of the orange (orange-colored, sweet, healthy) and can be 
linked to actions (eat it, smell it, slice it) and similar objects (lemons, watermelon). 
We assume that the brain encodes such representations, so that oranges and other 
objects can be perceived and categorized, acted upon, remembered, and so forth. A 
brain representation, then, should be an obligatory information structure encoded 
into the brain; without it, one cannot recognize an orange. It should also be suffi-
cient; if I activate a perceptual representation of “orange” in your brain, you will 
perceive or imagine an orange. Pain and other affective experiences are thought to 
be encoded similarly. Activating a representation of pain would create the experi-
ence of pain and activate at least some of its associated actions and thoughts; sup-
pressing such a representation would block pain.

If we can identify a brain measure that is closely aligned with a representation, 
that provides a powerful inferential tool that enables testing of interventions. For 
example, if we can establish a measure of pain based on fMRI activity, that measure 
becomes a target for interventions. We can test whether various interventions mod-
ify that pattern; if they do, we might infer that they influence the brain mechanisms 
that generate pain (Fig.  8.1). Such tests would provide objective measures for 

Fig. 8.1  Brain measures and brain targets: The specificity problem. Initially, neuroimaging stud-
ies defined brain “representations” of a mental construct, or category of mental events, as areas that 
responded to an instance of that construct. For example, brain “representations” for pain were 
defined as regions that responded to a painful stimulus (the image shown is a pain-related map 
from Wager et al., 2004). The logic was sensible: Define brain markers that correspond to a mental 
construct, and these would become targets for interventions. One could then compare intervention 
effects on those targets, characterize their changes across time, and more. However, identifying a 
brain representation that corresponds to a mental construct is much more difficult than we initially 
realized. One problem, shown in the right panel, is that individual regions or voxels are rarely 
highly specific for any category of mental event. The figure shows one of the most pain-selective 
voxels in the dorsal cingulate cortex. It is activated by approximately 200 studies in the neurosynth.
org database (Yarkoni, Poldrack, Nichols, Van Essen, & Wager, 2011) that correspond to many 
different mental categories (Wager et al., 2016). Thus, unfortunately, it is a poor measure of any 
type of mental event, and when testing the effects of an intervention, observing effects on the 
cingulate cannot tell us whether it affects pain, emotion, decision-making, motor, or language, or 
social cognitive processes
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interventions that are less complex and variable across contexts than self-report, and 
put psychological, drug, and other interventions on a level playing field, enabling 
direct comparisons of their effect sizes across interventions.

The trouble is that a representation is an information structure, not a pattern of 
brain activity. Work on population coding in neuroscience suggests that in many 
cases, representations of objects, actions, and so forth are encoded in patterns across 
neurons with different tuning curves (for reviews, see Averbeck, Latham, & Pouget, 
2006; Kragel, Koban, Barrett, & Wager, 2018; Sakurai, 1996). But establishing 
mappings between measurable brain features and “representations” of mental events 
is very tricky and requires an extensive set of empirical tests—and, where evidence 
is not available, a leap of faith. Suppose we identify a set of neurons that respond 
with increased firing rates to a painful event, for example a hot stimulus on the hand. 
We do not yet know that those neurons “represent” anything, or what they represent. 
One must ask several questions to get closer to understanding what the neural pat-
terns encode. Is the increase in activity highly sensitive to the event, meaning that 
they respond the same way every time? Is it generalizable across different types of 
painful events (heat, cold, chemical, ischemia) and across body sites? Is it specific 
to painful events, or does it respond to other kinds of salient events as well (touch, 
food, threatening auditory cues)? Is it predictive of the onset, probability, or magni-
tude of pain behaviors (self-reports in humans or other behaviors in animals)? Is it 
necessary, so that if we suppress its expression in the brain we eliminate pain behav-
ior? Is it sufficient, so that if we activate it exogenously, we recreate pain behavior 
in the absence of a stimulus?

Whether we are measuring populations of single neurons or patterns of activity 
in human neuroimaging studies, the same principles for understanding representa-
tions apply. We can develop measures, but to know how they relate to mental cate-
gories and behavior, we have to engage in the series of tests outlined above, and 
perhaps others. To the degree that a measure is validated in these ways, it can be 
taken as a provisional proxy for a “representation.”

Viewed in this way, it is not clear whether there is one “representation” of pain 
(or any other state) in the brain, or many. It is also not clear whether there is a rep-
resentation of pain itself that is particular to the conscious experience of pain rather 
than other associated processes (avoidance, withdrawal, autonomic responses, 
learning, memory encoding, updating of goals). In fact, “pain” is a construct, a cat-
egory that we have invented. Whether or not it is coherent at the brain level is debat-
able. That is, does “pain” exist as a useful neurological category, or is it a category 
we invented for human convenience, like the categories “furniture,” “heavy metal 
music,” or “actors who played in Hamilton”?

But all is not lost: The set of criteria above outline an empirical framework for 
testing what any particular brain measure actually measures, and we can use that to 
make progress in understanding which kinds of mental constructs (including 
“pain,” “empathy,” “reward,” or their subtypes) we can identify coherent brain mea-
sures for, and which we cannot. Humans can invent any categories they want to; 
some, we will find, map onto neurological systems in coherent ways because they 
are innate, developed early in life, or developed through human experience shaped 
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by neuroplasticity. Such categories are likely to have predictive and explanatory 
power in terms of our innate tendencies and predispositions. Biology can also form 
a basis for agreement among scholars on what the essential constructs are and 
where the boundaries between them lie. Others do not; these may still be useful for 
human communication, but they likely will have little predictive power in terms of 
our innate tendencies and predispositions. And, if we invent psychological catego-
ries in a way unmoored to biology, we run the risk of simply inventing our own 
“convenient truths,” with little agreement on constructs, definitions, and boundar-
ies. Our contention here is that we should anchor psychological constructs to 
biology, and that the set of criteria outlined above provides a way to validate psy-
chological constructs at the brain level.

�Over-Simplified Measures

In the grand timeline of the study of mind and brain, neuroimaging arrived very late 
on the scene, a few decades ago. It grew up in the intellectual soil of neuropsycho-
logical research conducted over the previous two centuries. One of the legacies of 
neuropsychology and early philosophy of mind was that brain processes are imple-
mented in single, discrete chunks of brain (Lindquist & Barrett, 2012). Some dra-
matic successes identified patients with focal lesions and distinct, circumscribed 
cognitive deficits—in, e.g., speech production, language comprehension, percep-
tion and action (reviewed in Banich, 2004; Brett, Johnsrude, & Owen, 2002). These 
successes defined the field, and the way in which neuroimaging data were ana-
lyzed—one region at a time, with hopes of finding a single, key region that was 
crucially involved in the behavior.

A “one-region-one-function” ideology licensed several problematic assump-
tions. First is the assumption that scientists can understand the brain by examining 
one region at a time. This is the way the vast majority of neuroimaging analyses are 
still conducted, with “mass-univariate” outcomes that treat each unit of brain (or 
“voxel”) as an outcome in a separate analysis. Maps are collections of effect esti-
mates across voxels. Second is the assumption that if one identifies an area that 
responds to a particular stimulus or correlates with a particular behavior, it is suffi-
cient to take activity in that region alone as a measure. For example, it has been typi-
cal to assume that one can identify regions whose activity represents pain by 
identifying one or more regions that respond to painful stimuli.

The same assumption plays out across different areas in affective science. 
Because the amygdala responds to negative affective stimuli, it is widely assumed 
that the amygdala represents negative affect. Amygdala activity has thus been taken 
as a measure of negative affect and used as a target for manipulations of the social 
context, mental health interventions, and more. The same is true for the nucleus 
accumbens/ventral striatum and reward; the dorsal cingulate and pain or “conflict”; 
the ventromedial prefrontal cortex and value, reward, or emotion more generally; 
and more.
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One way to describe the problems with this assumption is to consider the formal 
inference being made. If we want to understand which brain areas encode the inten-
sity of a painful stimulus, we need to infer on the probability (or effect size) of 
activity in a local region given an increase in stimulus intensity. This is called a 
forward inference, and it is what statistics in standard brain mapping studies are 
designed to address. The ability to make forward inferences depends on the mea-
sure’s sensitivity to the event in question. However, if I am interested in whether 
activating a brain measure implies that a particular type of mental event (e.g., pain) 
has occurred, this is a different type of inference. It is known as reverse inference in 
the brain mapping literature (Poldrack, 2006) because it involves inference on the 
stimuli or causal events rather than their effects on the brain. The ability to make 
reverse inferences depends on more than sensitivity; it depends on the positive pre-
dictive value of the measure, which depends jointly on sensitivity, specificity, and 
the base rate of the mental event in question. If a single brain region or network is 
active during many different behaviors or tasks, inferring mental states based on its 
activation becomes impossible, because one of many different constructs could be 
driving changes in activity.

This is precisely the case with brain regions typically used as measures of pain 
and other affective processes. For example, Fig. 8.1 shows a breakdown of the vari-
ous types of tasks that activate one of the most “pain-selective” regions of the dorsal 
cingulate cortex, part of the anterior midcingulate (aMCC). Though the aMCC does 
contain single neurons that encode the incidence and intensity of noxious events 
(Hutchison, Davis, Lozano, Tasker, & Dostrovsky, 1999; Koyama, Tanaka, & 
Mikami, 1998; Sikes & Vogt, 1992), fMRI activity is observed in a wide variety of 
non-pain-related tasks as well, including cognitive, motor, and language functions. 
Thus, little can be inferred about the mental processes engaged based on finding 
activity increases at this location—and if a pain-related intervention influences 
activity in aMCC, little can be said about which of the processes potentially involved 
(pain perception, emotion, decision making, etc.) are being represented.

But again, all is not lost. Whether the aMCC is activated is only a small fraction 
of the information available in a brain image. In addition, we have information 
about the precise locations within aMCC, the magnitude of activation in each loca-
tion, and the relative activation across locations. This pattern information can be 
substantially more sensitive and specific to pain and other mental categories, as we 
shall see below.

In sum, identifying brain measures for mental constructs is a worthy goal. These 
measures can tell us a great deal about the physiological architecture that supports 
the mind, and they can form a useful set of physiological targets for interventions. 
But problems arise with over-simplified definitions of brain measures and hasty, 
superficial validation. Showing that the dorsal cingulate responds to painful events, 
or the amygdala responds to negative images, is only the first in a long series of 
steps outlined above for understanding what constructs the brain measures repre-
sent. The strategy is not wrong, but the development and validation of the brain 
measures we use as proxies for affective representations is incomplete. In addition, 
the measures that come from standard hypothesis tests (is region x active in task y) 
are too coarse to have high positive predictive value for mental constructs.

8   Brain Models Affect



228

�Hyper-Complexity

The combination of sophisticated machine learning approaches and non-invasive 
whole-brain imaging has produced brain measures that are increasing in complex-
ity. Rather than basing predictions on the activity of a single brain region, it is pos-
sible to develop more complex measures for mental constructs. Currently, many 
brain measures include on the order of a hundred of thousand parameters to make 
predictions. And a new class of models based on brain connectivity expands the 
space of parameters even more dramatically. For example, many studies now 
develop predictions based on connectivity across pairs of voxels (Dosenbach et al., 
2010; Drysdale et al., 2016; Rosenberg et al., 2016; Shen et al., 2017; Turk-Browne, 
2013). A standard fMRI scan at spatial resolutions now easily accessible has 62 bil-
lion pairs of connections, leading to models with up to 62 billion parameters. And 
although this may lead to better predictive performance, it comes with its own prob-
lems including interpretability and transparency.

The more complex a brain measure, the more difficult it is to interpret and explain 
how it makes predictions. A simple brain measure based on the activity of single 
region is easy to interpret: if the brain region is active above a set threshold, then we 
can make a probabilistic claim about the likelihood of a mental state. There is a 
single parameter to interpret and model predictions can be explained in a straight-
forward manner. This model is transparent (Lipton, 2016) because it is easy to con-
template in its entirety, it utilizes a simple (linear) learning algorithm, and each 
component can be intuitively explained. On the other hand, a complex brain mea-
sure that is based on the joint activation of every region of the brain is not so straight-
forward to understand. Because model parameters are jointly estimated, no single 
brain area is guaranteed to predict a mental phenomenon on its own. Dependencies 
across brain regions, estimated by their functional covariation, are also learned by 
the model in many cases. Often, modeling covariation across regions can help to 
more accurately predict outcomes of interest (Woo, Schmidt, et  al., 2017). This 
means that the role of individual regions in these complex models can be difficult to 
infer (Haufe et al., 2014), and inferences are most accurate when the model is exam-
ined in its entirety.

The tendency for complex models to outperform simpler ones in many cases has 
given rise to the popular notion of a tradeoff between prediction and explanation. If 
prediction is the primary goal, we may not worry much about a model’s complex-
ity. Conversely, if explanation is primary, we may care less about predictive accu-
racy. However, characterizing prediction and explanation as a simple tradeoff is a 
very limited way of thinking. Typically, we want both. A model that “explains” a 
phenomenon without being able to predict new instances of that phenomenon is a 
myth. For example, “the volcano erupted because the volcano god is angry” is one 
of many explanations, but if it has no predictive validity, there is no substantive 
reason to prefer it over any other explanation. Conversely, a model that predicts 
instances without explaining—the proverbial “black box”—is problematic because 
without knowing why a model makes one prediction vs. another, one never knows 
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when the model will fail. It might make accurate predictions in one context, but be 
wildly inaccurate in others. For example, a brain model that predicts ADHD status 
might be based on head movement (Couvy-Duchesne et al., 2016; Eloyan et al., 
2012), which obviously has little explanatory power for the brain basis of ADHD 
and might have predictive validity only until better motion-correction algorithms 
are available. Prediction and explanation might be better thought of as the two par-
ents of understanding—sometimes at odds, but more often working together toward 
a common goal.

Beyond complicating our understanding of how they work, complex models can 
often be less generalizable. Models that are overly complex tend to characterize 
idiosyncrasies of the data used to build models to make predictions, rather than core 
features related to a mental construct. For example, a hypothetical brain measure of 
a broad construct like negative emotion may rely not on responses related to unpleas-
antness or negative motivation per se, it could also be driven by responses that are 
related to affective arousal or the attentional demands of negative stimuli. This does 
not suggest that such a model is inherently flawed, simply that it uses many corre-
lated features to make predictions about negative emotion. However, such a model 
is not likely to be broadly generalizable; it may not fare well in less frequent cases 
of negative emotion that are low in arousal, do not demand attention, or are superfi-
cially dissimilar for other reasons.

Thus, models should ideally be as simple and transparent as possible, but still 
retain good measurement properties. Determining the balance between simplicity 
and complexity is a well-known problem in machine learning, known as the bias-
variance tradeoff: a model can either be more complex to precisely characterize the 
training data used to build it (a case of low bias or overfitting) or it can be less com-
plex to minimize the variance in model predictions (a case of low variance or under-
fitting). Increasing complexity decreases bias but increases variance. The goal in 
model development is to find the proper balance of bias and variance to optimize 
model complexity. Many helpful approaches from machine learning have been 
developed to meet this goal (e.g., cross-validation and regularization, among oth-
ers), and ideally produce more transparent, interpretable models. However, using 
tools from machine learning alone does not guarantee psychologically interpretable 
models. Insights from psychology and psychometrics are also crucial when it comes 
to developing brain predictors of mental constructs.

�From Maps to Models of Brain Function

�The Difference Between Maps and Models

The aim of brain mapping is to identify which brain regions are consistently acti-
vated by different experimental manipulations of mental state. The classical out-
come of a brain mapping study is a parametric map that shows how different 
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experimental conditions are associated with fMRI activity spanning the entire brain: 
perceiving faces (relative to other objects) produces a map with peaks in the lateral 
occipital cortex, fusiform gyrus, and amygdala; receiving rewards reveals a map 
with high activation the ventromedial prefrontal cortex, ventral striatum, and amyg-
dala. Brain maps identify the neural correlates of different manipulations, substan-
tiating forward inferences about the brain regions that will be active during a 
particular mental state.

Superficially, a brain model may not appear very different from a brain map. This 
is because they both comprise a set parameter estimates from a regression model (or 
related statistics) across local areas of the brain. Both reveal patterns of brain activ-
ity that are related to some mental phenomenon. However, the purpose of brain 
maps and models is quite different. Whereas brain maps characterize which brain 
regions respond to different stimuli or mental events, multivariate brain models are 
designed to make reverse inferences about (or predict) an individual person’s men-
tal state or behavior based on their brain activity (Kragel, Koban, et al., 2018; Woo, 
Chang, Lindquist, & Wager, 2017).

The utility of brain models lies in their ability to quantify reverse inferences by 
making objective, testable predictions about mental states based on brain activity. 
This allows researchers to focus on models that have desirable measurement proper-
ties, to falsify models by making strong predictions, to establish the reproducibility 
of models, and to identify the mental constructs with which a model is most consis-
tent. Brain maps contribute useful knowledge about the function of brain regions, 
particularly when accumulated across studies and summarized in mega- and meta-
analyses (Wager, Lindquist, & Kaplan, 2007; Yarkoni et al., 2011). But brain models 
are more useful for understanding how the brain constructs mental states and orga-
nizes the space of mental phenomena, through their capacity to predict outcomes of 
interest and characterize brain representations of mental constructs.

Predictive brain models come in many forms (for review, see Kragel, Koban, 
et al., 2018), but perhaps the most common form is a map of linear associations 
between voxels in multiple brain regions and an outcome of interest. An outcome of 
interest can be estimated by computing the dot product of this map, often called a 
weight map or predictive map (Fig. 8.2), with brain activity measured during scan-
ning. This estimation procedure involves computing the product of the predictive 
map and measured brain activity at every voxel, and then summing across all vox-
els. This way, brain activity measured at every voxel in the map contributes to the 
prediction. Depending on the form of the model, outcomes of interest could be a 
continuous measure of behavior, a subjective measure of self-report, a probability of 
a mental state, or a diagnostic outcome such as clinical status.

To build models that achieve the goals described above, models need to be 
trained with generalizability and falsifiability in mind. Increasing the amount of 
training data should improve performance and decrease the likelihood of overfit-
ting. Verifying that the model performs well on data that is independent from that 
used to train it is essential to be certain it does not only predict idiosyncrasies of the 
training data (cross-validation is one way to estimate the generalizability of a model, 
see Fig. 8.2). Training on data from different manipulations that are all conceptually 
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Fig. 8.2  Brain mapping versus brain modeling, and valid tests of model accuracy. The standard 
brain mapping procedure (top left) identifies brain areas that respond to known (or assumed) psy-
chological events. It provides a map of local effects, but not a model of how these various brain 
effects work separately or together to construct a psychological state. The predictive modeling 
approach (top right) reverses the equation, treating psychological states as outcomes. These out-
comes are jointly predicted by combinations of brain regions (including connectivity and integra-
tive network properties if desired). The bottom panels show some desirable schemes for testing the 
predictive accuracy of a model on new individual participants. One of the most efficient ways is 
cross-validation (bottom left), in which a subset of participants is held out as a test set. The model 
is trained (i.e., its parameters estimated) on the remaining participants (the training set), and the 
trained model’s performance is evaluated on the test set. The procedure is repeated with a different 
test set until every participant has been tested at least once. If done properly, this provides a virtu-
ally unbiased estimate of how well a model trained on one group of individuals will generalize to 
others. However, there are many ways in which the assumptions underlying cross-validation can 
be violated, resulting in over-optimistic estimates. For this reason, it is desirable to also test the 
model prospectively on an additional hold-out sample that is tested only once. Repeated testing 
with different models will produce an over-optimistic bias and invalidate the test. Models that hold 
up to validation in this way can be validated on other samples as well

related to the outcome of interest but that differ from one another in superficial ways 
(e.g., modeling brain responses to aversive images and sounds) is one approach to 
increase generalization across contexts. Training models on data from a sample (or 
multiple samples) of independent subjects has multiple advantages. It greatly 
increases the amount of data that can be used to train models, as data can be pooled 
across large and diverse samples. It also allows models to be tested prospectively in 
new studies, enabling new hypotheses about the specificity and generalizability to 
be tested.
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�Three Examples: Models of Pain, Affect, and Emotion

To date, we have developed over 18 predictive models focused on basic affective 
and emotional processes, all of which were designed to generalize to new individu-
als (for a partial review, see Kragel, Koban, et al., 2018; Woo, Chang, et al., 2017). 
These have been tested across independent samples to varying degrees, fostering the 
process of prospective testing and validation. Although these models are at different 
stages of development, and some affective processes are easier to manipulate and 
measure with fMRI, here we focus on several examples that have been successfully 
evaluated in multiple prospective tests, leading to a better understanding of which 
cognitive and affective processes they respond to, and which they do not. These 
models aim to characterize the neural substrates that best describe affective process-
ing related to physical pain, negative affect, and discrete emotional experiences. 
They show that it is possible to develop brain models that robustly and reproducibly 
predict individual people’s affective experiences.

�The Neurologic Pain Signature: A Neural Marker at the Core 
of Nociception

Perhaps the most extensively validated brain model of a basic affective process is 
the Neurologic Pain Signature (NPS, Wager et al., 2013). The NPS was designed to 
predict differences in subjective pain reports based on fMRI activity in areas com-
monly associated with painful stimulation (Yarkoni et al., 2011), including dorsal 
cingulate cortex, insula, somatosensory cortex, thalamus, midbrain, and a number 
of other regions (Fig. 8.3). The model was developed using brain responses to ther-
mal stimulation and was found to discriminate between painful heat and nonpainful 
warmth, the anticipation of pain, and pain recall with over 94% sensitivity and spec-
ificity. In a prospective test, the NPS was found to be sensitive to the subjective 
intensity of thermal stimulation in an independent study and specific to physical 
pain, as the NPS responded strongly to painful thermal stimulation, but showed lit-
tle response to nonpainful stimulation and no response to “social pain” evoked by 
viewing an image of an ex-romantic partner and recalling an experience that evoked 
rejection-related distress (Wager et al., 2013). This was surprising in light of other 
work highlighting the similarity of somatic pain and rejection (Eisenberger, 2015; 
Keysers, Kaas, & Gazzola, 2010; Kross, Berman, Mischel, Smith, & Wager, 2011). 
Because rejection has been considered one of the experiences most similar to 
somatic pain in its brain representation, finding no NPS response to rejection was a 
particularly important demonstration of specificity. In addition, many researchers 
have focused on the similarities between pain-related activation and activation 
related to other salient events (Legrain, Iannetti, Plaghki, & Mouraux, 2011). But 
rejection-related stimuli and other stimuli that fail to activate the NPS—e.g., observ-
ing others’ pain (Krishnan et  al., 2016) and highly aversive emotional pictures 
(Chang, Gianaros, Manuck, Krishnan, & Wager, 2015) are highly salient, suggest-
ing that the NPS is not tracking general salience, attentional demand, or arousal.
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Fig. 8.3  The Neurologic Pain Signature (NPS). The left panel shows the local activity patterns 
that together comprise the NPS, which was trained on voxels covering about 10% of the brain 
(Wager et al., 2013). Many regions involved in nociception, like the dorsal cingulate and posterior 
insula, are included in the NPS. The important thing, however, is that the model comprises specific 
local patterns in these regions that are difficult to name, often do not respect anatomical boundaries 
precisely, and specify the relative levels of activity in neighboring voxels. This is very different 
from a “model” that stipulates that one should find some activity somewhere in the cingulate: It is 
much more precise. The right panel shows the performance of the NPS in tracking trial-to-trial 
variations in subjective pain reports, in nearly 400 participants across 11 studies collected in our 
laboratory. Each data point shows the correlation between pain and brain responses across single 
trials. Though this is expected to be quite noisy, as single-trial responses are highly variable, the 
vast majority of participants (over 95%) show a positive correlation between NPS responses and 
pain reports. The “violins” in the plot show the distribution in these correlation values (y-axis) 
across individual participants for each study. This shows that the NPS’s correlation with pain is 
highly reproducible across individuals and samples, without any model re-fitting or any special 
techniques. The NPS was also reliable, with an odd-even trial reliability of 0.84 on average across 
the studies. Though accuracy could increase if acquisition and preprocessing procedures were 
standardized across studies, good performance across studies shows robustness to some variations 
in paradigm, acquisition (including field strength), and analysis

Since its development, the NPS has been validated cross-culturally using brain 
responses to pain in over 34 independent cohorts at the time of writing (e.g., see 
Zunhammer, Bingel, Wager, & Placebo Imaging Consortium, 2018). Figure  8.3 
depicts a recent analysis examining the relationship between trial-by-trial variation 
in the NPS response and self-reports of pain. Although individual studies vary in 
terms of stimulation parameters, imaging protocols, sample demographics, and con-
current cognitive and affective demands, the NPS is reliably associated with pain 
reports in each study, with notably large effect sizes.

The generalizability and specificity of the NPS has been evaluated in an ongoing 
series of studies (summarized in Kragel, Koban, et al., 2018; Woo, Chang, et al., 
2017). The specificity of the NPS has been tested against brain activation during a 
range of non-painful events, such as viewing aversive images, observing others in 
pain, performing challenging cognitive tasks, and viewing images of ex-romantic 
partners. In addition, a number of interventions that influence reported pain have 
no apparent effects on NPS responses. These include cognitive self-regulation 
(Woo, Roy, Buhle, & Wager, 2015), most placebo effects (Zunhammer et al., 2018), 
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reward preceding pain (Becker, Gandhi, Pomares, Wager, & Schweinhardt, 2017), 
and manipulations of expectations (Geuter, Boll, Eippert, & Büchel, 2017; Woo, 
Schmidt, et  al., 2017) and perceived control (Bräscher, Becker, Hoeppli, & 
Schweinhardt, 2016; Woo, Schmidt, et al., 2017). These null findings suggest that 
the NPS is not influenced by “top down” effects in most cases, with the exception 
of some forms of conditioned (learned) influences on pain (Jepma, Koban, van 
Doorn, Jones, & Wager, 2018) and some manipulations of social context (López-
Solà, Koban, & Wager, 2018; Sola, Koban, Geuter, Coan, & Wager, 2019). This 
suggests it mediates core nociceptive and affective aspects of pain, rather than 
evaluative aspects that are known to influence pain reports. Motivated in part by 
debates about the degree to which the NPS is a marker of pain specifically or is also 
responsive to stimulus salience (Hu & Iannetti, 2016), current efforts focus on eval-
uating the sensitivity of the NPS to a broader array of painful events, including 
visceral and mechanical stimulation and its specificity against other potentially 
iso-salient, aversive stimuli such as unpleasant and even “painful” sounds, and 
breathlessness, among others.

These findings also illustrate two additional principles related to model validation 
across studies. First, the NPS tracks pain in some, but not all, contexts. For example, 
it responds to pain increases caused by turning up the heat, but not by imagining 
more intense heat (Woo et al., 2015) or expecting more intense pain (Zunhammer 
et al., 2018). Does this falsify the NPS as a pain-related measure? No, we do not 
think so! No brain measure can ever perfectly measure “pain,” or any other subjec-
tive experience. Brain measures measure brain systems, which are linked to pain and 
may play a role in creating it. But these brain systems can be ignored; my “pain 
systems” may be firing like crazy but I may be ignoring them, unconscious, or just 
stoic and unwilling to report my experience as “pain.” Since the publication of the 
NPS, it has become increasingly clear that it reflects one system (with subsystems) 
that contributes to pain, but other brain systems are important for capturing other 
aspects of pain, including the change in negative evaluation that occurs when one 
imagines that a stimulus is damaging or harmless (Woo et al., 2015).

Second, testing a validated pain-related measure can provide a new window into 
which interventions are effective in shaping the construction of pain. Most psycho-
logical and behavioral interventions (e.g., placebo and cognitive regulation) do not 
affect the NPS, implying that they affect a later stage in pain construction or evalu-
ation, or at least different brain processes that contribute to pain reports. Some inter-
ventions influence the NPS (e.g., generating expectations of higher levels of pain, 
see Jepma et al., 2018), which—because the NPS is very sensitive to painful periph-
eral input—implies a deeper level of influence on earlier aspects of pain sensation 
and perception. The magnitude of an intervention’s effect on the NPS may turn out 
to be relatively unrelated to the effects on pain reports, leading to interesting new 
questions: Is minimizing NPS responses helpful in terms of long-term pain, avoid-
ance, and physiological harms? Or will minimizing self-reported pain always be the 
sine qua non of pain treatment?
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�The Picture Induced Negative Emotion Signature: Multiple Brain Systems 
Engaged in Processing Unpleasant Images

One of the most prominent organizing features of affective states is their valence: 
whether they are pleasant and positively reinforce behavior or whether they are 
aversive and act as negative reinforcers. The Picture Induced Negative Emotion 
Signature (PINES) was developed to characterize the brain systems involved in pre-
dicting negative affect generated during picture viewing. The PINES was trained in 
a sample of 121 individuals, using whole-brain patterns of fMRI responses to scenes 
and objects to predict subjective ratings of negative affective experience. Cross-
validation in this training sample revealed exceptional prediction of negative affect 
in independent subjects: the root mean squared error was only 1.23 points on a 
5-point rating scale, and correlations between observed and predicted ratings were 
high (r = 0.85, Cohen’s d = 3.23). Holdout testing in 61 participants not used for 
training the model showed similar performance in a completely independent sam-
ple, discriminating between negative and neutral images (Fig. 8.4).

Because high levels of negative affect are often associated with salience or 
arousal, a follow-up test was conducted to examine the specificity of the PINES to 
another unpleasant experience that is highly arousing: painful thermal stimulation. 
This test revealed that while the PINES is sensitive to the intensity of negative affect 

Fig. 8.4  The picture-induced negative affect signature (PINES). This brain model was trained to 
predict the intensity of reported negative affect on a 1–5 scale, across approximately 180 partici-
pants (Chang et al., 2015). The pattern is shown in the left panel; it includes local patterns in the 
amygdala, insula, dorsomedial prefrontal cortex, hypothalamus, periaqueductal gray, and other 
regions related to affect and social cognition. The middle panel shows that it tracks ratings across 
all levels of negative affect in an approximately linear fashion, with nearly identical performance 
for the cross-validation set and prospective holdout set, which was tested only once. This similarity 
indicates a lack of bias in the cross-validation test. The right panel shows the performance on the 
holdout set (tested once) on responses to negative versus neutral images. Each pair of dots con-
nected by a line represents data from one participant. The model correctly predicted which image 
was the negative one in 100% of the participants, with a massive effect size of d = 3.3. This is an 
unbiased estimate because the model was tested only once on these data, without re-fitting param-
eters. Measures with large effects like this one offer substantially more power than single-region 
effects as targets for interventions (e.g., Gilead et al., 2016; Koban, Kross, Woo, Ruzic, & Wager, 
2017; Reddan, Wager, & Schiller, 2018)
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evoked by images, it is not sensitive to thermal stimulation, ruling out the possibility 
that a simple common factor such as arousal adequately describes the mental pro-
cesses characterized by the PINES. Since its development, efforts are underway to 
determine if the PINES is better thought of as a general marker of negative emotion 
or is fine-tuned to a particular set of appraisals, such as evaluations of threat or 
prospection about negative outcomes. In particular, work has focused on whether 
the PINES is sensitive to affect evoked by aversive sounds and to positive images to 
see whether it captures appraisals common to highly salient stimuli.

Relatedly, the PINES has been validated in a prospective test examining whether 
perspective taking can modulate affective responding to negative images (Gilead 
et al., 2016). In this study, participants were presented negative and neutral images, 
and were instructed to either take the perspective of a tough individual who feels 
little emotion or a more emotionally sensitive and squeamish person who is more 
prone to responding emotionally. The PINES robustly generalized to this indepen-
dent sample; brain responses to negative images evoked greater PINES responses 
compared to neutral images (Cohen’s d = 2.3). Moreover, PINES responses were 
diminished by perspective taking. Responses were lower when participants took the 
perspective of a tough individual compared to the perspective of someone with high 
levels of emotional sensitivity, although with a smaller effect size (Cohen’s d = 0.37). 
This result demonstrates that, unlike the NPS, the PINES is sensitive to cognitive 
self-regulation—making it a potentially useful target for clinical interventions.

�Brain-Based Markers for Emotion Categories: Distributed 
Representations Identify Qualitatively Distinct Kinds of Emotional 
Experience

In addition to models that characterize continuous affective dimensions, such as the 
intensity of pain and negative affect, predictive models have also been developed to 
identify brain states that distinguish emotional experiences that are rated as being cat-
egorically distinct (Kragel & LaBar, 2015). These brain-based models of discrete emo-
tions (Fig. 8.5) were identified by modeling whole-brain patterns of fMRI response to 
cinematic films and instrumental music that participants rated as evoking distinct feel-
ings of either contentment, amusement, surprise, fear, anger, sadness, or the absence of 
emotion which was rated as neutral. The decision to include both films and music in the 
training dataset for these models illustrates a powerful principle: To train models to be 
maximally generalizable, it is a good idea to include examples of the constructs (here, 
emotion categories) that are as distinct as possible from one another on superficial 
features, such as the sensory modality used to elicit emotion. This reduces the chances 
that the model picks up on confounding characteristics (e.g., different visual properties 
of movies that evoke feelings of anger or happiness) and increases the chances that its 
predictions will generalize to new stimulus sets and tasks.

Cross-validation across independent subsamples of subjects revealed that brain 
responses to single movie and music clips could be classified into one of these seven 
categories of emotional experience with a medium effect size (Cohen’s d = 0.55) 
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Fig. 8.5  Brain-based markers for multiple emotion categories. These distributed brain models 
were trained to predict the emotion category labels assigned to both emotional videos and music 
clips. As with other models, the peak regions are shown, but the models included a broader pattern 
across the brain. The models were able to classify single-trial responses into one of seven emotion 
categories with an average accuracy of just over 37%—nearly triple the chance level of perfor-
mance. As shown in the lower left panel, pairwise classification of single trials revealed effects 
robustly above chance levels, with an average area under the ROC curve = 0.652. In terms of self-
reported experience, the frequency of model classifications explained 57% of the variance in self-
report across the seven emotion categories (based on a binomial regression model). Thus, even 
though the models were trained using a categorical framework, and did not include information 
about self-report, they are sensitive to differences in emotional experience across a priori 
categories

and that the models could predict 57% of the variance in self-reported emotional 
experience.

Given the initial success classifying brain responses to films and music in inde-
pendent subjects, the generalizability of these models was prospectively tested in 
the absence of stimulation to see if the brain states identified aspects of emotional 
experience that were stimulus-related, or if they captured more general aspects of 
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emotion that are shared across internally and externally generated feelings. This test 
was conducted by classifying brain activity during resting-state scanning (in a sam-
ple of 499 participants in the Duke Neurogenetics Study—Kragel, Knodt, Hariri, & 
LaBar, 2016) and evaluating the relationship between individual differences in emo-
tional states (anxiety and depression) and traits (anxiety, angry hostility, and depres-
sion). Associations were found between participants’ state anxiety and 
model-predicted fear, depressive symptoms and model-predicted sadness, trait anx-
iety and model-predicted fear, trait angry hostility and model-predicted anger, and 
trait depression and model-predicted sadness. Although effect sizes were modest 
(on the order of Cohen’s d = 0.1), which is common when examining individual 
differences, these findings validated the emotion markers by showing selective cor-
relations with conceptually related state and trait measures of emotion.

�Learning About the Brain, Learning About the Mind

Key questions in affective science have traditionally focused on either the mind or the 
brain. Ongoing debates in psychology concern whether affective states and constructs 
should be characterized as points in a multi-dimensional space, represented as differ-
ent kinds or categories, or as some combination of the two. These types of debates 
span multiple areas of affective science, including pain (Davis, Kucyi, & Moayedi, 
2015) and emotion (e.g., Barrett, Khan, Dy, & Brooks, 2018; Cowen & Keltner, 2017, 
2018). Until recently, evidence from neuroimaging has played a relatively minor role 
in constraining theories of pain and emotion. Analogously, debates in affective neuro-
science tend to focus on mapping different psychological processes onto different 
neural substrates: does the amygdala selectively process information related to 
valence, threat, fear, or salience? Is the dorsal cingulate a pain selective region 
(Lieberman, Burns, Torre, & Eisenberger, 2016; Lieberman & Eisenberger, 2015), or 
does it integrate multiple different computations involved in valuation and action 
(Apps, Rushworth, & Chang, 2016; Brown & Alexander, 2017; Kolling et al., 2016; 
Kvitsiani et al., 2013; Shenhav, Straccia, Cohen, & Botvinick, 2014; Wager et al., 
2016)? For the most part, hypotheses about the brain and mind have been separate, 
making it difficult to use our knowledge of the brain to advance our understanding of 
the mind, and vice versa. The predictive modeling framework aims to overcome this 
issue by making links between psychological theory and brain models explicit, with 
the goal of simultaneously uncovering knowledge about both the brain and mind.

�Learning About the Brain: Using Models to Understand Brain 
Representation

Predictive brain models can be used to answer many different questions about brain 
representation. One line of questions explores the relationship between brain struc-
ture and mental events: Which neural structures are important for a mental 
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construct? Are certain networks or groups of brain regions more important than oth-
ers? Is the brain representation of a construct distributed, or is it engendered by local 
codes? These questions reveal insight into the nature of brain representations, pro-
viding a rich way of comparing predictive models of mental phenomena.

These questions can be answered by crafting models using different approaches 
and comparing the results. To understand which brain regions are important for a 
mental construct, multiple models can be built using brain activity from different 
sets of areas. If a single region, or as is more often the case, if a set of brain regions 
is sufficient for predicting an outcome of interest (e.g., the intensity of negative 
affective experience), then increasing the complexity of the model by including 
signals from additional brain regions should not improve the accuracy or perfor-
mance of the model. Conversely, if a brain region is necessary for predicting an 
outcome of interest, then any predictive model that does not include it should per-
form worse than if it had been included in the model.

As an example, consider two predictive models that are both good predictors of 
an outcome of interest that were trained using two non-overlapping brain regions. 
Model performance is the same regardless of which brain region is used to build a 
predictive model. Thus, either brain region is sufficient for prediction, but neither 
brain region is necessary. In this scenario, the outcome of interest may be coded 
similarly in each of these brain regions, because no information is gained by adding 
signals from both regions to a common model. In this case, the regions could be 
considered redundant from an information theoretic perspective.

Related to the problem of identifying which brain regions are necessary and suf-
ficient for prediction, brain representations can be characterized either as local or 
distributed codes. Local representations are spatially restricted to a single brain 
region (or circumscribed neural circuit). Distributed representations are spatially 
extended, and contain multiple codes that on their own do not directly reflect the 
outcome of interest but only do so when considered together. The distinction 
between local and distributed representations could apply to coding in single neu-
rons vs. populations of neurons in a brain region (Averbeck et al., 2006), or to single 
brain regions vs. large-scale distributed networks or combinations of networks 
(Kragel, Koban, et al., 2018).

The representation of objects in inferotemporal cortex is one particularly well-
studied example of distributed representation. This brain region contains neurons 
which code for different high-level visual features, such as color and form (Tanaka, 
1996). Individually, these neurons cannot effectively represent an object. However, 
when considered jointly, populations of these feature-selective neurons can be used 
to code for many different types of objects. Consider, for instance, populations of 
neurons that selectively respond to objects that are orange in color, or objects that 
have curved edges, or are somewhat glossy, or that have a dimpled texture, and so 
on. Any single one of these features is not sufficient to represent the fruit “orange,” 
but when enough of these features are combined, they can form a distributed repre-
sentation for “oranges.” In addition, a number of studies have shown that the indi-
vidual neurons that respond most strongly to a given object type (e.g., oranges) are 
not sufficient to decode object categories—i.e., to discriminate oranges from others 
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(Kiani, Esteky, Mirpour, & Tanaka, 2007). Distributed population codes also appear 
to be crucial in other areas as well, from motor control to emotion (reviewed briefly 
in Kragel, Koban, et al., 2018).

With fMRI, this logic can be extended to the analysis of distributed codes that 
span the entire brain. A goal in model development is to identify the full set of brain 
regions that are internally consistent (i.e., that reliably code for a single feature) and 
which improve performance when added to a predictive model (i.e., is not redun-
dant with other brain features). In this case, each individual feature is necessary for 
the distributed representation, but no single feature is a sufficient prediction. 
Characterizing the different aspects of distributed representations can help charac-
terize the nature of complex mental constructs. As an example, there are many dif-
ferent features related to negative affect: valuation of poor outcomes, unpleasant 
feelings, high levels of arousal, increased attention, motor activation, and so forth. 
This kind of distributed representation of negative affect would not likely be coded 
in a single brain region, but would be processed in parallel by multiple systems 
specialized for different processes. Predictive modeling of negative affect using 
fMRI provides evidence for such a representation: the PINES, which predicts the 
intensity of negative affective experience, is composed of multiple subnetworks 
(including visual, somatosensory, limbic, subcortical, among other brain regions). 
Although each of these subnetworks independently contributes to predictions of 
negative affect, no single region is necessary or sufficient for prediction—providing 
evidence that brain representations of negative affect are distributed in nature.

Our model predicting negative emotion from brain activity patterns (Chang 
et al., 2015) exhibited characteristics of a broadly distributed process: No single 
resting-state network was either necessary or sufficient to predict the intensity of 
reported negative affect. In addition, a model that combined voxels across multi-
ple large-scale networks was vastly superior to models restricted to any single 
region (Fig.  8.6). Likewise, models of somatic and vicarious pain constructed 
from territories spanning multiple brain networks outperform those constrained to 
single brain regions.

Validating predictive models can additionally be used to show which contexts 
and variables a brain representation generalizes to or is specific against. For exam-
ple, the amygdala is an important structure for acquiring conditioned skin conduc-
tance responses to tones paired with aversive outcomes. However, is the same 
amygdala representation also critical for fear-potentiated startle? Is the same repre-
sentation involved in learning the negative value of certain tones also utilized in 
learning which tastes should be avoided? Often, we do not know which features are 
important for affective behavior; we make assumptions, but the boundaries of gen-
eralization are usually untested.

Prospectively testing predictive brain models moves beyond assuming brain rep-
resentations are shared across these factors by making tests explicit. Showing that 
the NPS responds robustly with the intensity of thermal and mechanical stimulation, 
but not other emotionally salient events like “feeling” another’s pain or viewing aver-
sive images makes it clear that the NPS is not just a model of exteroceptive salience, 
but that it is uniquely predictive of intense sensory events that lead to physical pain. 
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Best Searchlight

PINES

0 0.2 0.4 0.6 0.8
Variance Explained: Negative Affect

Best Searchlight

NPS

0 0.1 0.2 0.3 0.4 0.5 0.6
Variance Explained: Somatic Pain

Best Searchlight

VPS

0 0.005 0.01 0.015 0.02 0.025 0.03
Variance Explained: Vicarious Pain

Fig. 8.6  Testing the necessary and sufficient basis for prediction. Comparing predictive models 
and testing their relative accuracy can inform us about the features of a model that are necessary 
and sufficient for prediction. One important aspect is the question of how much brain “real-estate” 
is needed to accurately predict an outcome? Perhaps a single region, like the amygdala, is enough. 
Perhaps the critical voxels are all contained within one coherent network, like the “default mode” 
network. Or maybe the situation is more complex and multiple networks are required. Though 
distributed models appear to produce more accurate results with larger effect sizes in many stud-
ies—with outcomes ranging from memory to sustained attention to pain and emotion—the benefits 
of distributed models are rarely tested systematically. Here, we show two examples of such com-
parisons, for negative emotion (top), somatic pain (middle), and vicarious pain (bottom). In each 
case, a model including the whole brain substantially outperformed even the best single regions 
identified in searchlight analyses across the brain (e.g., the amygdala for emotion, or posterior 
insula for pain). These analyses show that for both outcomes, negative affect is truly encoded in a 
distributed network, and no single region is adequate

Just as these tests can tighten the boundaries of a predictive model, by showing 
specificity, so too can they broaden the limits of presumed generalization. For 
instance, predictive brain models for distinct kinds of emotional experience 
(e.g., fear and sadness) respond not only to rich stimuli such as narrative film, but 
also to individual differences in self-generated feelings in the absence of 
stimulation.

These examples show how systematically evaluating predictive models—
whether testing in an independent subject or a different population, and testing the 
response of a model to related psychological manipulations—provides insight 
regarding whether a mental construct has a reliable brain basis, and what the nature 
of brain representation might look like.
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�Learning About the Mind: Distinct Systems for Different Types 
of Affect

Comparing brain representations to one another sheds light on which constructs are 
more similar to one another, and may be conceptually linked. Often, we make psy-
chological distinctions based on behavior, language, subjective experience, or more 
generally based on long-held assumptions about how the mind works. Comparing 
and contrasting models based on the brain can shed new insight into the structure of 
the mind.

As an example, consider relationships among emotional experiences. Most of the 
time, correlations among self-reports and judgments of conceptual similarity show 
that anger and sadness are more similar to each other than to happiness. This is 
assumed to be the case because anger and sadness are both associated with negative 
affect whereas happiness is a positive emotion. But our assumptions are often not 
holding up when validated against human brain activity. Both meta-analyses 
(Murphy, Nimmo-Smith, & Lawrence, 2003; Wager et  al., 2015) and individual 
studies (Kragel & LaBar, 2015) have shown that sadness and happiness are, rela-
tively speaking, more similar to one another, and that anger is farther away in brain 
space. This challenges the notion that the emotions are organized primarily based on 
valence, and that other dimensions of appraisal and affective experience, such as 
self-relevance and internal orientation (Wager et al., 2015), may be equally if not 
more important in organizing emotions. Thus, understanding the brain can be used 
to update current theories about how the mind works by identifying commonalities 
and differences between mental constructs.

When we begin to compare models that predict various kinds of affective out-
comes, a very interesting pattern emerges. The models are largely distinct, suggest-
ing that different affective outcomes are related to different patterns across brain 
systems. The similarity in the spatial patterns for 18 predictive models developed in 
our lab is shown in Fig. 8.7. The matrix of intercorrelations shows that the maximal 
correlation among any pair of models is around r = 0.2, suggesting that each model 
is distinct. There are caveats; comparing cross-prediction of outcomes is a stronger 

Fig. 8.7  (continued) r = 0.2. This suggests that each brain model is distinct. We must be cautious 
here, as two brain models can be spatially dissimilar but make the exact same predictions (it’s 
true!). Thus, spatial similarity is only part of the story, and cross-prediction and tests of separate 
modifiability provide a stronger way to evaluate whether two models predict different things. 
Nonetheless, the picture that emerges from both comparing spatial similarity across models and 
patterns of separate modifiability within individual studies is that different affective outcomes are 
predicted by different brain patterns. The dendrogram shows the group of the models; those closest 
together are most similar. The model groups models for similar outcomes together: neighbors 
include models of pain (NPS and SIIPS), empathy (care and distress), autonomic responses to 
stress (heart rate [HR] and galvanic skin response [GSR]), similar emotions (fear and surprise), 
and fibromyalgia (pain and multisensory responses). Some are less similar than expected: the 
Vicarious Pain Signature (VPS), trained on pictures and validated on non-visual stimuli, is differ-
ent from a model of empathic distress trained on auditory narratives and linked with charitable 
donation
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Fig. 8.7  Similarity across brain models of affective processes. The matrix image shows the cor-
relations in the spatial patterns (weights predicting affective outcomes) across 18 models, each 
designed to predict a specific affective outcome across participants. These models are remarkably 
dissimilar from one another: The maximum correlation between any pair of models is around 
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criterion for assessing similarity across models (see Fig. 8.7 legend for discussion), 
and the low correlations could be due in part to noise. Nonetheless, when paired 
with the dissociations in outcome prediction we have observed, the results suggest 
that there is much more differentiation among affective brain processes than we, at 
least, had previously imagined.

�Empathy: A Case Study

The study of empathy provides a useful example of how the modeling approach we 
describe above can reveal a new picture of how perceiving pain in oneself and others 
intersect, and why it matters. Empathy can mean different things to different people 
and has multiple aspects (Klimecki, Leiberg, Ricard, & Singer, 2014; Preston & de 
Waal, 2002; Zaki & Ochsner, 2012). We view those as existing along a continuum 
from (a) perception of another’s suffering to (b) “feeling with” them, including feel-
ings of personal distress and empathic care (warmth and tenderness), to (c) deciding 
to take action and give care or support. Here, we’ll focus examples on two aspects 
of the empathy continuum, recognizing another’s distress and feelings of care and 
personal distress.

Recognizing others’ distress can involve at least two kinds of processes. One is 
fast and relatively reflexive and automatic, involving little conscious thought. It 
tends to produce “experience sharing” or “state matching” (e.g., I am distressed at 
your distress), which is believed to underlie emotional contagion and some specific 
forms of helping (and aggressive or fearful) behavior in animals (Preston & de Waal, 
2002). At the brain level, representing others’ actions, and perhaps emotional states, 
is associated with “mirror neurons” in the premotor and inferior frontal cortex. 
Additionally, perceiving others’ distress is associated with activation of the anterior 
insula and cingulate cortex (Lamm, Decety, & Singer, 2011). The second process is 
slower, more deliberate, and is thought to involve higher-level cognition and, in 
particular, mentalizing about others’ distress. Mentalizing requires the ability to rec-
ognize that another’s mind is distinct from one’s own and conceive a theory about 
their mental state based on (potentially) multiple context clues. At a brain level, it is 
thought to rely on cortical networks associated with social cognition, including dor-
somedial prefrontal cortex and superior temporal sulcus. It remains largely an open 
question how important each of these facets of empathy are when it comes to gener-
ating feelings for others and helping behavior.

For our purposes here, we’ll focus in on one aspect of this broad picture: How 
similar are brain responses to one’s own pain vs. vicarious “pain” from observing 
others? The idea that they activate the same brain systems, particularly the anterior 
insula and cingulate (Singer et al., 2004), has been used to argue that state-matching 
mechanisms are important for empathic care and helping responses in humans. The 
implications of the answers to this question go beyond understanding how empathy 
works; as David Brooks wrote in his article “The Archipelago of Pain” (Brooks, 
2014), if emotional pain is the same as somatic pain at a brain level, why treat them 
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differently in our legal system and policymaking endeavors? Brooks argued that if 
social isolation is like being physically tortured, maybe it should be just as illegal. 
And if observing someone else in pain activates our pain circuits, does that qualify 
it as a type of harm as well?

Studies comparing self-pain with other-pain (or vicarious pain) reveal very dif-
ferent patterns of brain overlap depending on whether one is looking at overlap in 
univariate brain responses to stimuli or comparing patterns that decode experiences 
of distress. Most early studies have found overlap in the anterior insula and cingu-
late, but there are a couple of problems with concluding that this reflects a “shared 
mechanism.” First, these studies generally do not establish a strong link between 
activity and vicarious pain, and they do not establish that the responses are specific 
to “painful” events rather than other classes of emotional, cognitive, language, deci-
sion, and motor processes. Thus, if there is overlapping activation when experienc-
ing heat pain and looking at pictures of others in pain, what does this overlap mean 
in terms of which processes are shared? Any set of mental processes common to 
self- and other-pain and reduced in the control tasks (generally non-painful warmth 
and neutral pictures) could be driving shared activation. This includes greater atten-
tion, greater salience or relevance, stronger autonomic responses, and greater 
demand on action planning mechanisms. To infer that what is shared is specifically 
related to empathy involves ruling out these and other alternatives.

A second problem is that these studies typically focused on the overlapping areas 
and assume all the differences are essentially due to noise. For example, if self-pain 
and other-pain overlap in 5% of the voxels tested, does this mean that a “shared 
mechanism” has been found? It might be prudent to consider the differences as 
well—perhaps it means that self- and other-pain are only 5% similar. But this con-
clusion would be premature as well, for at least three reasons. First, overlapping 
voxels are a poor way to assess similarity in mental processes because the number 
of activated voxels is not a measure of any particular process, as described above, 
and may not be related to empathy at all. Secondly, it ignores the magnitude of the 
responses. What if the voxels in common are activated twice as strongly by one 
condition than another? Should this still be counted as an identical response for 
purposes of assessing overlap? Third, the similarity metric will be strongly influ-
enced by measurement noise as well as the similarity in the underlying processes.

The first of these is the most conceptually profound, and points to some funda-
mental uncertainties in how we should use brain similarity to infer similarity in 
mental processes. Even if we quantify the degree of overlapping vs. non-overlapping 
voxels, we need to understand the relationship between activation patterns and the 
behavior we are interested in (e.g., vicarious pain). This is a conceptual problem, 
not a problem with measurement noise. An illustrative example comes from a recent 
study by Carrillo et al. (2019). They quantified the proportions of cells in rodent 
dorsal anterior cingulate cortex (dACC) that respond to (1) painful shocks, (2) 
observation of another rodent receiving painful shocks, and (3) a threatening sound 
conditioned to painful shock. Some neurons responded to each of the three motiva-
tionally relevant conditions, and subsets responded selectively to pairs of conditions 
or to all three. They interpreted those neurons that responded to self-pain and other-
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pain as “empathy selective.” This is appropriate—but does it mean that the dACC 
contains a “mechanism” for empathy? Maybe, but we have to make an additional 
assumption: We must assume that shared neural activation implies a shared process. 
However, this need not be the case. A wealth of population-coding evidence in neu-
roscience indicates that in many domains, the pattern across neural population car-
ries information about stimulus types, mental categories, and motor responses—not 
the individual neurons. If we accept the “empathy mechanism” account of neuronal 
overlap, we must also posit that there is a “pain and emotion but not empathy” pro-
cess also represented in the cingulate, and a “empathy and emotion but not pain.” A 
more parsimonious alternative is that the cingulate contains distributed representa-
tions related to each of the three types of events. These may share some neurons in 
common, but involve distinct or even completely independent neural patterns. In 
this case, a natural similarity metric would be the spatial similarity across the popu-
lations of neurons—do they share 5%, 50%, or 90% of their neurons in common? 
This can be captured by calculating the spatial correlation across neural patterns, 
perhaps considering the continuous intensity of the neural responses to each type as 
well as whether or not they pass a statistical threshold and are thus considered 
“responsive.”

We must also recognize that linear spatial similarity may be insufficient and 
other metrics apply—or even that the overlap in individual units has little bearing on 
the population-level representation. As an analogy, consider three words: GRASS, 
FLOWERS, and BAGS.  Imagine that each word represents a mental process, or 
construct, and each letter a neuron that fires in response to that process. Some neu-
rons (“S”) respond to all three, and some (“A,” “R,” “G”) to only two. If we sum-
marize these overlaps, we will find that there are some “grass-flower” units (“R”), 
which we might capture a mental process common to the two conditions (R encodes 
“living plants”). If we calculate the similarity across units, we might infer that 
GRASS and FLOWER share slight overlap, but GRASS and BAGS are very simi-
lar. In fact, they are! They are orthographically similar, but they are not semanti-
cally similar. The relationships between letters and conceptual meaning are not 
linear, and one cannot construct a function of the similarity in letters and come up 
with an answer for the similarity in meaning. This example shows us that counting 
overlapping neural populations, or even assessing spatial neural similarity, may not 
always give us the right answers when it comes to inferring similarity in mental 
processes.

We are not particularly nihilistic about the situation, and there are solutions. 
Multivariate pattern analysis provides a complementary way of looking at neural 
populations—whether fMRI voxels or individual neurons—that partially solves the 
problems raised above. First, multivariate decoding provides a set of predictive 
models that can quantify how much variance in an outcome (e.g., reported vicarious 
pain experience) is captured by the model. If the predictive validity is high, then we 
can be more certain that we are studying brain measures related to empathy. In addi-
tion, if the predictive models can be tested across studies, some alternative pro-
cesses can be ruled out—e.g., if other tasks that enhance attention do not increase 
responses in the model, enhanced attention can be ruled out as an explanation for 
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what the brain model is measuring. Second, we can provide an unbiased estimate of 
brain similarity, in two ways. We can assess the spatial similarity across two multi-
variate models, as described above. Or we can assess cross-prediction: How much 
variance in one outcome (e.g., somatic pain experience) is predicted by a model of 
a comparator outcome (e.g., vicarious pain experience), and vice versa. Third, 
cross-prediction provides an unbiased estimate of similarity, controlling for effects 
of measurement noise. For example, if Brain Model 1 explains 25% of the variance 
in somatic pain ratings and 25% of the variance in vicarious pain ratings, we might 
infer that it reflects both somatic and vicarious pain. If it explains 25% of somatic 
pain ratings but only 5% of vicarious pain ratings, we might infer that the effects are 
five times stronger for somatic pain. And if there is more noise or the outcomes are 
unreliable, we can still assess the relative predictive power—e.g., 5% for somatic 
but only 1% for somatic pain. Finally, assessing cross-prediction avoids some of the 
problems with the mapping between neural units and conceptual categories dis-
cussed above, because it assesses the pattern as a whole, and whether that pattern is 
specific for one condition or general across both. We need not assume that the units 
of the model (voxels or neurons) are individually interpretable in relation to the 
mental category that the pattern reflects.

In a series of studies comparing pain and empathy, we tested whether self- and 
other-pain activate similar brain representations. We identified whether multivariate 
brain patterns that predict pain and vicarious pain are similar or different, and ana-
lyzed both spatial pattern similarity and cross-prediction to compare the models that 
predicted each. The design of the first study (Krishnan et al., 2016) involved pre-
senting a randomized series of trials of self- and other-pain. In one fMRI session, 
participants experienced three levels of somatic pain (heat at 44, 45, and 46 °C), 
selected to reliably sample the range from nonpainful/barely painful to moderately 
painful (Green, 2004), on two body sites: the upper forearm and foot. In a second 
session, participants viewed pictures of painful events on others’ hands or feet (e.g., 
a toe being caught in a door), which were selected in pilot testing to span three lev-
els of vicarious pain approximately matched to the heat in subjective intensity. We 
selected these images because they have been used extensively in past work 
(Jackson, Brunet, Meltzoff, & Decety, 2006), and have been shown to activate areas 
in the dorsal cingulate and anterior insula that putatively encode the affective dimen-
sion of pain. Participants were also instructed to take the perspective of the experi-
encer and imagine the painful stimulation was happening to them; this has been 
found to increase dorsal cingulate and anterior insula activation as well (Jackson, 
Meltzoff, & Decety, 2006). Before each stimulus, participants saw a cue instructing 
them to get ready for the upcoming trial, which allowed us to identify anticipatory 
activity and compare it to activity during stimulus viewing. After each trial, follow-
ing a time-varying delay that allowed us to separate stimulus-related from rating-
related brain activity, participants rated the subjective intensity of the experience. 
Though we selected stimuli at three levels of intensity for each of the arm and foot 
stimuli in each of the self- and other-pain modalities, our analyses focused on pre-
dicting variation in trial-by-trial intensity ratings in each modality.
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Four other design features are particularly important for our ability to compare 
self-pain and other-pain brain representations. First, we developed models predict-
ing within-person variation in reported experience. This focuses on brain patterns 
that are related to experience, and furthermore is much less noisy and subject to 
fewer confounds than predicting individual differences in reported experience. 
Second, we developed models that can make predictions about previously unob-
served individual participants, or “population-level” models. This allows the model 
to be tested for specificity and generalization across different task variants by test-
ing the model on new samples. This validation tells us much more about what each 
pattern measures than any single study is likely to be able to do. We compared the 
population-level models to idiographic models, in which the brain patterns predict-
ing self-pain and other-pain are customized for each individual; the performance of 
these models was only marginally better than the population-level model, indicating 
that the brain patterns that predict experience are stable across individuals. Third, 
before the main fMRI study, we conducted pilot studies to select self-pain and 
other-pain stimuli that are matched in subjective intensity, eliminating a potential 
confound. In addition, subjective intensity is controlled for in the analysis, in the 
sense that we are looking for similarities and differences in brain measures that 
predict subjective intensity. And fourth, we built in two design features that allow us 
to test the representation of subjective intensity: (1) selecting stimuli that spanned 
the range of low, medium, and high subjective intensity in each of the self-pain and 
other-pain modalities; and (2) testing two body sites (upper and lower limb) in each 
of the self-pain and other-pain modalities, allowing us to analyze somatotopy and 
compare it to the established somatotopic organization of pain-related areas.

So what did we learn about shared brain representations for self- and other-pain? 
When we simply analyzed high-intensity stimuli vs. rest, we observed strong over-
lapping activation in the dorsal cingulate and anterior insula, among other regions, 
replicating the pattern found in previous studies. But when we compared the models 
trained to predict experience, the brain representations for self-pain and other-pain 
were distinct, involving many different areas across the brain and different local 
patterns within the dACC, insula, and other regions. We can see the same qualitative 
pattern across a series of analyses, each providing a slightly different window into 
shared representation. We’ll walk through the main analyses here.

A first way to look at shared representation is to compare whole-brain, population-
level models. We have found that because such models capture patterns of activity 
within local regions and across large-scale systems, they often more accurately 
predict affect ratings than any single local region or individual “network” (see above 
for an analysis and examples). Testing the NPS, which was previously validated to 
track pain across multiple studies, we found that NPS responses strongly tracked 
stimulus categories and predicted pain ratings across both upper- and lower-limb 
body sites. This makes sense, because while some areas are somatotopically orga-
nized (particularly somatosensory S1, S2, and dorsal posterior insula), painful stim-
uli activate broad, bilateral patterns that overlap across body sites, and many 
individual nociceptive neurons have broad receptive fields that span body sites. 
However, though the NPS tracked somatic pain intensity strongly, it showed no 
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response to images of others in pain (Fig. 8.8). In fact, NPS responses were signifi-
cantly below zero. Further analysis revealed that this is because the NPS includes 
negative weights in some regions activated by pictures, e.g., visual cortex, and that 
focusing only on areas with positive pain-predicting weights (e.g., dACC, insula, 
S2, posterior insula, which are also nociceptive targets) showed no significant acti-
vation or deactivation for observed pain. Conversely, a population-level model 
trained to predict vicarious pain intensity (Fig. 8.8, right) showed very strong out-
of-sample prediction of vicarious pain in new individuals, but showed no response 
to painful somatic events.

This pattern of cross-prediction results, in which one brain pattern tracks one and 
only one effect (self- or other-pain), is called “separate modifiability” (34). This 
pattern provides strong evidence for the separability of the brain processes underly-
ing each type of “pain.” In particular, it helps to rule out the presence of potential 
shared, confounding processes like enhanced salience or attention. Imagine that 
each pattern was driven by a common process, which we’ll call “salience.” Salience 

Fig. 8.8  Vicarious vs. experienced pain: Separate modifiability. This figure shows data from 
Krishnan et al. (2016), who tested three levels of each of somatic (heat) pain and vicarious pain 
(images of others in pain) in each of two body sites (upper and lower limb). The left panel shows 
the NPS (top), and brain responses in the NPS to somatic and vicarious pain stimuli, in warm and 
cool colors, respectively. The NPS responded only to somatic pain stimuli, across both body sites, 
with a magnitude proportional to stimulus intensity (and reported pain intensity). The right panel 
shows the “Vicarious Pain Signature” (VPS), a model trained to predict the intensity of vicarious 
pain ratings across both body sites. It responded in a graded manner to vicarious pain, but showed 
no response to somatic pain. This pattern of results, termed separate modifiability, indicates that 
neither pattern is strongly driven by shared psychological processes common to both conditions, 
including salience, arousal, and demand on attention. The NPS shows separate modifiability with 
other patterns for romantic rejection (Wager et  al., 2013) and negative emotion (Chang et  al., 
2015) as well, suggesting that these various types of salient, arousing events have distinct brain 
bases. ∗∗∗P < 0.001, ∗∗P < 0.01, ∗P < 0.05, error bars reflect within-participant standard error of 
the mean
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is enhanced for high-pain vs. low-pain stimuli in each modality; is this what our 
models are capturing? If so, we should see at least some cross-prediction from self- 
to other-pain and vice versa. That is, a model trained on self-pain that actually cap-
tures salience should respond to the higher-salience vicarious pain stimuli more 
strongly than the lower-salience ones. But this is not what we observed. Therefore, 
these data suggest that the two brain patterns are not representing any common 
process that is shared by painful heat and observation of others’ pain.

The two patterns also involve different regions, and different patterns within 
regions. By taking bootstrap samples and re-running the predictive model many 
(e.g., 5000) times, we can obtain P-values for how reproducible each voxel’s con-
tribution to the overall prediction is across participants. This allows us to interpret 
the statistically significant areas for both somatic and vicarious pain, which are 
shown in Fig. 8.8 at q < 0.05 false discovery rate corrected. The somatic pain sig-
nature (NPS) most strongly involved many areas that receive nociceptive informa-
tion from the body. The vicarious pain signature (VPS) most strongly involved 
some areas related to mentalizing and social cognition, including the dorsomedial 
prefrontal cortex, and other areas less important for pain prediction here, including 
the amygdala. In addition, the global patterns and local patterns within dACC and 
other regions were uncorrelated. We can perform a more systematic analysis of the 
large-scale differences in the networks involved by comparing each predictive pat-
tern (across all voxels, not only the significant ones) to identified resting-state cor-
tical networks. This is a useful technique for helping to interpret the brain patterns. 
As Fig. 8.9 shows, the somatic pain-related NPS showed a concentration of posi-
tive weights in the “ventral attention” and “somatomotor” networks, and negative 
weights in the “dorsal attention,” “visual,” and “default mode” networks as defined 
by Yeo et al. (2011). The vicarious pain-related VPS displayed a very different pat-
tern, including positive weights in the “default mode” and (to a lesser degree) 
“ventral attention” networks and negative weights elsewhere, including in the 
“somatomotor” network associated with somatic pain.

Of course, pain and images involve different sensory modalities and cognitive 
processes, and so it should not be surprising that their brain patterns are differen-
tiable. But the claim these data support is stronger than that: They suggest that the 
patterns that predict experience are not shared, even within the regions that are 
thought to encode common representations related to pain affect. A series of addi-
tional analyses provided converging evidence for this basic conclusion (Krishnan 
et al., 2016):

	1.	 A “searchlight” analysis of local regions revealed that though some local regions 
predicted ratings in each modality, no brain regions showed substantial evidence 
for cross-prediction, and cross-prediction results were much weaker than train-
ing within-modality. These tests are fair and unbiased because whether a model 
is trained on the same modality as the test data (e.g., somatic pain model predict-
ing somatic pain test data) or a different modality, the test data are taken from 
new individuals not used in model training.

	2.	 Quantifying the effect sizes shows successful prediction within-modality, but 
weak cross-prediction. Training on vicarious pain explains 9 times less variance 
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Fig. 8.9  Different types of affect, different brain networks. Interpreting multivariate models in 
terms of identified systems is a challenge. One lens through which to view them is their loading on 
(spatial similarity to) large-scale resting-state networks. Here, we show the similarity of the NPS 
(left) and VPS (right) to each of seven resting-state networks identified by Yeo et al. (2011). The 
inner dark circle on the polar plots marks the zero-correlation point, so that points outside it show 
positive correlations between the brain model and network, and points inside it show negative cor-
relations. These plots reveal quite different patterns across large-scale networks for the NPS and 
VPS, with similar positive loadings on the “ventral attention” network and negative loadings on the 
“visual” network for both, but very different (usually opposite) correlations with each of the other 
networks. These networks do not fully capture the models, and similar correlations with the “ven-
tral attention” network does not imply that the two models activate the same locations or patterns 
within this network—but the pattern of differences across networks illustrates that the two models 
are different in their macroscopic as well as their mesoscopic (local pattern) organization

in somatic pain and training on somatic pain explains about 500 times less vari-
ance in vicarious pain.

	3.	 Training a vicarious pain model without the visual cortex resulted in prediction 
that was just as accurate as the whole-brain model, and is not driven simply by 
visual activation or attention.

	4.	 Re-training both pain-predictive and vicarious pain-predictive models within 
this study resulted in the same pattern of separate modifiability.

	5.	 Analyzing the time-courses of NPS and VPS responses before, during, and after 
stimulation revealed that the responses were specific to the stimulus period in 
both models, and did not respond to either anticipation or post-trial response 
selection and reporting periods.

	6.	 Training models with patterns customized for each person revealed the same pat-
tern of separate modifiability. Such models are more susceptible to confounds, as 
they are much more flexible (different patterns for different individuals) and can 
pick up on different types of artifacts and confounds for different individuals 
(Todd, Nystrom, & Cohen, 2013). Here, customizing the models yielded little 
benefit in predictive accuracy.

	7.	 Somatotopy models trained to predict whether stimulation was on the upper 
or lower limb in each modality showed strong somatotopy for somatic pain in 
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sensory cortex and posterior insula, with hand and foot regions corresponding to 
those found in previous studies. These patterns could predict whether stimula-
tion occurred on the upper or lower limb for an individual (averaging over same-
site trials) with 90% accuracy. But no such somatotopy was observed in the 
vicarious pain condition, indicating that self-pain nociceptive pathways are not 
activated by observing others’ pain. Surprisingly, we also observed differentia-
ble brain patterns for observed pain on hands and feet, which could be predicted 
with close to 90% accuracy from brain data—but these patterns did not transfer 
to somatic pain. Thus, somatotopic representations for self- and other-pain are 
also qualitatively distinct.

As may be evident by now, meaningful tests of shared representation across two 
types of mental events is possible, but it requires a number of analyses from differ-
ent angles. Most importantly, the tests are only as good as the models: To compare 
brain representations of somatic and vicarious pain, one must develop models that 
are validated to track each type of pain, and ideally rule out other kinds of processes 
that the models might capture. In any domain, this will likely require prospective 
tests of pre-identified, population-level models like the NPS and VPS across multi-
ple studies. Fortunately, this also seems possible.

Part of our process of testing the NPS and VPS was to test their performance, and 
in particular their separate modifiability, across studies. For example, is the NPS 
really an adequate model of pain? It could be that vicarious pain is like a different 
kind of pain, not heat, with brain patterns similar to that kind of pain. In Studies 2 
and 3 of Krishnan et al. (2016), we tested the NPS on mechanical and electrical 
pain, respectively, and found robust responses. Subsequently, it has been general-
ized to other types of pain as well, as described above. Study 3 included both painful 
shocks and pictures of others in pain, allowing us to conduct a prospective test of 
whether the NPS and the VPS trained in Study 1 show separate modifiability in a 
new sample. They did.

Another type of test involves testing whether the VPS really captures “vicarious 
pain” in general, or whether it is capturing something related to the particular 
images we used or emotionally intense images in general. We tested this in a subse-
quent study, which also replicated the separate modifiability pattern for somatic and 
vicarious pain (López-Solà, Koban, Krishnan, & Wager, 2017). In this study, het-
erosexual women arrived for the fMRI session with their male romantic partners. 
The partners sat in the scanner room and a thermode was attached to their arm; the 
women viewed the male partner with pain-induction device attached through the 
scanner mirror. In the somatic condition, women experienced painful heat during 
fMRI. In the vicarious pain condition, a small change in the fixation cross indicated 
that the partner was receiving pain, and there were no other sensory cues. Even in 
this conceptually driven “cued empathy” situation, the VPS responded strongly and 
specifically to vicarious pain, and the NPS responded strongly and specifically to 
self-pain. The separate modifiability criterion held, supporting the independence of 
the brain processes involved and the generalizability of the models to new samples 
and task variants.
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The space of “prosocial emotions” like vicarious pain is still relatively unknown 
territory, especially when it comes to their brain bases. Recognizing others’ pain 
could just as easily lead to schadenfreude (joy in others’ suffering) and motivation 
to harm others as to empathic distress and helping. In some cases, this decision may 
be instinctual, but often—and particularly in humans—the decision to help others 
requires a deliberate choice (Schumann, Zaki, & Dweck, 2014). In addition to men-
talizing about others’ suffering, there must be an act of affiliation, a recognition of 
the suffering other as worthy of help and comfort. Empathic distress is not the only, 
or perhaps even the primary, emotion that motivates helping behavior. It has an 
ambiguous and context-dependent relationship with helping motivation, as distress 
can lead to disengagement and burnout. In some caregiving professions and spiri-
tual traditions, practitioners are taught to avoid getting “lost” in personal distress. 
Feelings of warmth and tenderness—or empathic care—may be more consistently 
related to helping. They may also be more sustainable, as they may be rewarding for 
those who experience them. Empathic care is intertwined with affiliation, a sense 
that another is close to or aligned with oneself.

In our work, we have developed models predicting how much people will donate 
their experimental earnings to charity. In one study, we created biographies of 
potential aid recipients—pictures and stories—that varied along a number of dimen-
sions. The pictures varied on whether the recipient was old or young, black or white, 
male or female. The stories varied on whether the recipient was prosocial (e.g., 
helping others, volunteering), whether they were more or less responsible for their 
hardship (e.g., contracting AIDS because of a childhood blood transfusion or by 
injecting illegal drugs), whether monetary aid would have an instrumental value (be 
likely to help improve their condition), along with clues about the political and 
social identity of the recipient. By creating a “grammar” of statements that can be 
recombined in many ways, we created hundreds of unique stories, allowing us to 
investigate which variables predicted higher donation amounts to a target. One 
recipient was selected at random and the decision enacted; the money participants 
gave was, in fact, given to charity.

The results of this study indicated that giving was predicted by a combination of 
emotions and social cognitive judgments and attributions. Both personal distress 
and empathic care led to more giving, as did judgments that the person was not 
responsible for their hardship and that giving would have instrumental value. 
Perceived similarity—whether external (race, gender, age, socioeconomic status) or 
internal (values and attitudes)—did not predict donation amounts. A quantitative 
model combining feelings and judgments correlated over r = 0.6 with within-person 
variations in donations.

In a subsequent fMRI study, we asked whether empathic care and distress could 
be predicted by distinct multivariate brain models. Participants listened to 30-s 
audio stories of real individuals taken from charity websites, then subsequently 
received a reminder about each story and were asked to donate up to $100 (100%) 
of their experimental earnings to a charity that would help individuals in similar 
situations. After the fMRI session, participants made second-by-second ratings of 
empathic care or personal distress, which were averaged across participants to 
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create normative time-courses for each biography. We trained multivariate models 
to predict the time-courses of each prosocial emotion, testing the models for sensi-
tivity and specificity to each emotion in held-out participants (i.e., using cross-
validation). The results identified a pattern that robustly predicted ratings of both 
empathic care and distress.

The care model, which was selective for care (not distress), involved increased 
activity in parts of ventromedial prefrontal cortex (vmPFC) and ventral striatum 
(VS), posterior cingulate, temporal-parietal junction, and anterior temporal cortex 
(Fig.  8.10). Among these, the vmPFC and VS are particularly associated with 
appetitive value and reward, including vicarious reward to others (Zaki, Schirmer, 
& Mitchell, 2011) and prediction of purchasing decisions (Grosenick, Greer, & 
Knutson, 2008; Knutson & Genevsky, 2018) and donations to charity (Genevsky 
& Knutson, 2015; Genevsky, Yoon, & Knutson, 2017; Hare, Camerer, Knoepfle, & 
Rangel, 2010). The vmPFC is particularly associated with self-referential thoughts 
(Denny, Kober, Wager, & Ochsner, 2012), perceived closeness (Krienen, Tu, & 
Buckner, 2010; Tamir & Mitchell, 2010), and compassion (Klimecki et al., 2014), 
and increases after compassion meditation training (Engen & Singer, 2015). And 
the portion of the TPJ and posterior cingulate activated are particularly associated 
with social cognition and recognizing others’ actions and intentions (Carter & 
Huettel, 2013; Miele, Wager, Mitchell, & Metcalfe, 2011). Thus, the brain model 
that predicts empathic care brings together elements of self- and other-oriented 
cognition and positive valuation.

The personal distress model strongly tracked distress but was not highly selec-
tive, as it also tracked empathic care. This model involved premotor regions associ-
ated with “mirror neurons” and recognition and imitation of others’ actions (Keysers, 
2009; Losin, Iacoboni, Martin, Cross, & Dapretto, 2012; Losin et al., 2015). To test 
whether these two models were reliably different and help interpret them, we com-
pared each model to two meta-analytic patterns derived from neurosynth.org, an 
online meta-analysis tool that links reported coordinates from thousands of neuro-
imaging studies to terms and topics used in the papers (Yarkoni et al., 2011). The 
empathic care pattern was very similar to the meta-analytic map for “value,” as 
indicated by a Dice coefficient—a measure of overlap across binary maps—of 22%, 
but not to the meta-analytic map for “mirror” (1%). The empathic distress pattern 
showed the opposite, overlapping substantially with the meta-analytic map for 
“mirror” (52%) but not with “value” (0%).

Another open question concerns which emotions these models track most 
strongly. Does the empathic care model track something different than “happiness” 
or “positive affect” in general? An advantage of training normative, population-
level models is that they can be annotated with additional data. In this case, we 
collected second-by-second ratings of each biography from 200 additional partici-
pants in an online study. The time courses of each brain model were then correlated 
against ratings of each of ten different emotions (Fig. 8.10). The care model corre-
lated with empathic care and a blend of other emotions including surprise and posi-
tivity, suggesting that it is a relatively unique experience that is not reducible to 
generic positive affect or emotional salience. The distress model correlated with a 
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Fig. 8.10  Brain models for empathic care and distress. In this study, participants listened to audio 
narratives of other hardships. Two models were trained to track normative (group) moment-by-
moment ratings of empathic care (warmth and tenderness) and distress. The empathic care-
selective model (purple, top) included high weights in regions associated with reward, value, and 
self-relatedness. We compared this with a neurosynth-generated meta-analytic map for “value” 
(purple, bottom), and identified strong overlap in the voxels included. The empathic distress-
selective model (orange, top) included premotor and inferior frontal regions associated with self-
other action mirroring and negative affect in other models (e.g., for romantic rejection). We 
compared this with neurosynth’s “mirror” map (orange, bottom) and identified substantial overlap. 
These findings suggest that these two empathy-related emotions have distinct brain bases. The 
right panel shows how these models can be further explored and validated in new studies. Because 
they were trained on group rating data, we were able to conduct an online study in which partici-
pants rated the same narratives on other emotions, shown at right. These time courses were 
regressed on the fMRI time courses for the two models. The empathic care model correlated most 
strongly with reported “care” in the online sample, and less strongly with other emotions. The 
empathic distress model correlated positively with a range of negative emotions, and negatively 
with ratings of “positive” and “happy.” Thus, the brain systems underlying empathic care in par-
ticular may be relatively unique to care as opposed to other positive emotions

range of negative emotion ratings approximately equally strongly, but less strongly 
with positive emotions, suggesting that it tracks a relatively undifferentiated form of 
negative affect. This illustrates how population-level brain models can be retroac-
tively tested by correlating them with measures collected on the same stimuli in 
subsequent experiments.
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This work leaves a number of questions to be addressed in future studies: What 
is the relationship between vicarious pain and empathic distress across stimulus 
types? The VPS and empathic care patterns appear to be qualitatively different; is 
this a function of the types of stimuli used, the social judgments made, or partici-
pants’ intentions in the context of the different types of studies? And what is the 
relationship with helping behavior? Stronger activity in both models predicted 
donations, but only weakly, suggesting a variable relationship between the brain 
systems underlying these feelings and action. Our view is that helping decisions are 
complex, and depend only partly on empathic feelings and attributions—they are 
also influenced by cognitive policies about how much to give, relative comparisons 
about how much one has given previously and whether one has “done enough,” 
personal thoughts about the value of keeping the money for oneself, and likely other 
factors.

�Conclusions and Implications

Given the complexities and variability involved in human affect and decision-
making, it is remarkable that it is possible to identify consistent brain correlates of 
multiple types of affect across individuals. This appears to be true for complex 
social emotions like empathic care as well as basic, evolutionarily conserved pro-
cesses such as pain. This did not have to be the case; the construction of pain, feel-
ings of rejection, vicarious pain, anger, sadness, and other emotions could have been 
very different across different individuals, making it impossible to identify stable 
brain predictors. In a famous example from philosophy, one can never be sure 
whether my experience of the color “red” and yours are similar or completely dif-
ferent; we have learned to label them the same way regardless of our inner experi-
ence (Chalmers, 2007). However, in this case, the brain systems most closely linked 
to feelings—and which presumably play a central role in their construction—appear 
to be relatively conserved across individuals. This has been much more extensively 
tested for some forms of affect (experimentally evoked pain) than for others (empa-
thy), and there is much more work to do, but the way forward seems promising.

These brain models reveal another interesting conclusion about how affective 
processes are organized in the brain. We are used to thinking of rejection, vicarious 
pain, somatic pain, hunger, thirst, and disgust as birds of a feather in some respects: 
They are all negative experiences, shaped over the course of evolution to elicit 
escape and avoidance. Descriptive models that group human judgments have con-
sistently found that negative emotions are grouped together in our conception and 
set in contradistinction to positive emotions. But this conceptual similarity need not 
reflect similarity in the underlying brain systems, which may more precisely deter-
mine how they jointly or separately arise and how they might interact with one 
another. Put simply, there may be no common representation of “negative affect” in 
the brain. Different systems might, having evolved to respond to particular environ-
mental demands, “feel like something” (or, in more technical terms, be associated 

P. Kragel and T. D. Wager



257

with conscious “qualia”). Viewed in this light, it is easy to imagine one system that 
evolved to escape from the imminent damage caused by coming too near a fire, and 
a different one evolved to avoid dying of thirst or being attacked by an angry group 
member. We may have many systems that represent many types of negative and 
positive affect, organized in part by the eliciting stimuli, the canonical organism-
environment relationships or “situations” involved, the types of actions afforded and 
the time scale involved, and more. The critical variables that carve the affective 
brain “at its joints,” determining when one affective brain system versus another is 
engaged, remain to be determined.

This “multiple affect systems” view stands in stark contrast to recent concep-
tions of the organization of the affective brain. Many studies have highlighted the 
broad convergence of multiple types of affect on the anterior insula and cingulate 
(Klimecki et al., 2014; Lamm et al., 2011). Lieberman et al., for example, proposed 
that the dACC reflects a unitary system that responds to events “relevant for sur-
vival” (Lieberman & Eisenberger, 2015). Eisenberger and Cole relate physiological 
responses in the endocrine and immune systems to a general “alarm system” in the 
brain (Eisenberger & Cole, 2012). And our own work has highlighted commonali-
ties in the brain systems involved in constructing multiple types of emotional expe-
riences (Ashar, Andrews-Hanna, Dimidjian, & Wager, 2016; Kober et  al., 2008; 
Roy, Shohamy, & Wager, 2012). There may indeed be commonalities at the level of 
broad systems and concepts like constructing representations of schemas and 
assigning personal meaning to actions and events. But at the circuit level, the brain 
processes that mediate particular forms of negative affect—and our behavioral and 
physiological responses to them—need to be defined with increasing specificity. In 
animals, there is now overwhelming evidence that specific neural populations 
mediate specific affective behaviors in response to specific contexts (Lammel, Tye, 
& Warden, 2014). For example, different populations of neurons in the dACC medi-
ate different types of foraging behavior (Kvitsiani et al., 2013) and specific aspects 
of pain (Dale et al., 2018; Tan et al., 2017; Zhang et al., 2018). In humans, different 
local patterns within the dACC track evoked pain and specific types of negative 
affect and cognitive control (Kragel, Kano, et al., 2018), though there appears to be 
a pattern that generalizes across multiple types of pain. Even within autonomic 
responses to stress, largely different systems mediate increases in skin conductance 
and heart rate (Eisenbarth, Chang, & Wager, 2016), though there appears to be a 
common core related to the vmPFC.

The implications of this “multiple affect systems” view are not merely academic 
abstractions. They bear concretely on how we move forward in identifying the sys-
tems that confer resilience or risk to disease, and target those systems with biologi-
cal and psychosocial interventions. If there is a unitary system for “negative affect,” 
one can measure its function with multiple behavioral readouts in humans and ani-
mals, and probe it with a variety of interchangeable stimuli (faces, sounds, memory 
cues). We could identify the molecular substrates of this system and develop pills to 
cure depression, anxiety, and pain. We could characterize genetic and environmen-
tal precursors that lead to its dysfunction, and thus direct prevention and treatment 
resources to those at greatest risk. But if biology has taught us one overarching 
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lesson, it is that this way of thinking will not work. Biology is complex, and its 
pathways and interactions are myriad. Molecular mechanisms that operate in one 
strain of mouse may not be operative in another, much less in other species. As a 
result, advancing treatments for mental health disorders has proven extremely dif-
ficult. By some accounts, there are no new classes of drugs for depression, anxiety, 
or pain, in spite of over a trillion dollars spent on drug development over the past 
decade. Identifying specific pathways and targets, and relating these to specific 
treatments, is a promising way forward. The future of neuroscience lies in embrac-
ing complexity—but in a limited way, simplifying and generalizing where we can, 
and throughout hewing to the lines nature draws for us that carve the affective brain 
at its joints.
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