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Abstract In this paper we have shown how use of a simple lemma first proved
by Davies and Petersen and later extended by Mohapatra and Russell can be
used effectively to prove three main results which can yield integral inequalities
of Hardy and Copson. We have also shown how those results can be used to
obtain many known results obtained by Levinson, Pachpatte, Chan, etc. by carefully
manipulating these three theorems. A look at this paper will also reveal that there can
be simple proofs of sophisticated results after they have been proved by exploiting
the important points that make things work. It does not take away the value of
the original contributions. We have also mentioned that it has not been possible
to deduce other known results by using our results.
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1 Introduction

With a view to providing an alternative proof of the discrete version of Hilbert’s
inequality G. H. Hardy proved the following inequality:

Theorem 1.1 ([13] p. 239, Theorem 326) Ifp > 1,a, >0,n =0,1,2, ..., then
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with % + ql = 1. The constant g” on the right-hand side of (1) is best possible. In
[23, Theorem 1] Davies and Petersen proved the following result.

Theorem 1.2 ([7], Theorem 1) Suppose A = (am,) be an infinite matrix with
aumn >0 m<m),am, =0 (m>m),m,n=1,2,..., 2)

Further assume that

Amn

Akn

0= =K, O=n=<k=m) 3)

and a’:" is a decreasing sequence as n increases in (3) with0 <n <k < m.

Let us also assume that there exists an f(m) (f(m) — oo as m — 00) such
that the matrix (¢, ) defined by ¢, = f(m)am, (n = 1,2, ...) has properties (2)
and (3) mentioned before with perhaps a different constant & in (2).

Ifx,>0(mn=1,2,...,)andif

> an {f oy r )
k=1
converges and
D a {f R < May (f ()} 77, )

k=n
then

e8]

e8] m p
Z {Zamnxn} <C Z {xm f(m)amn}p , (6)
n=1

where p is an integer and C is an arbitrary constant.

In [9, Theorem 2], Davies and Petersen extended Theorem 1.2 to all real p > 1.
This extension was, in fact, a consequence of the following lemma which we name
as Davies—Petersen lemma for sequences.

Lemma 1.1 ([9], Lemma 1) Ifp > landz, >0 (n=1,2,...,), then
p—1

n p n k
(ZZk) < pZZk sz : (7
k=1 k=1 j=1

Using this lemma, Davies and Petersen proved an analogue of the Theorem 1.2
for all real p > 1. Johnson and Mohapatra [15] proved discrete inequalities for a
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class of matrices and called such inequalities as Hardy—Davies—Petersen inequality.
For details, we refer the reader to [15].

An analogue of the Lemma 1.1 for integrals was proved in [9, Lemma 2] by
Davies and Petersen.

Lemma 1.2 ([9], Lemma 2) Let p > 1 and z(x) be any positive integral function

of x. Then
X 4 X X p—1
</ Z(x)dx) = p/ z(x) (/ Z(t)dl‘) dx. ®)
0 0 0

Davies and Petersen used Lemma 1.2 to prove an integral inequality (see [9,
Theorem 4]) involving p-kernel which is defined below.
Let an p-kernel a(x, y) satisfy the following conditions:

a(x,y) >0 (y =x)

(x,y) = 0. ©)
a(x,y) =0 (y > x)
Also
0< 250k 0<y<x <) (10)
a(xi,y)

where K is an absolute constant. Further let there exist a function f(x) (f(x) — o0
as x — 00) such that c(x, y) = f(x)a(x, y) is an u-kernel. Davies and Petersen
proved

Theorem 1.3 ([9], Theorem 4) Let a(x, y) be an p-kernel and u(y) > 0 (y > 0).
Then if

/O (F )P d (an
exists and

/ (FOOV P dx < Moo =7 (12)

0

we have
[’} X P [ele)
/ {/ a(x,y)u(y)dy} dx < C/ {u(x) f(x)a(x, x)}” dx, (13)
0 0 0

where p > 1 and C is a constant which depends on p.
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The intent of Davies and Petersen in proving Theorem 1.3 was to provide a
generalization of Hardy’s integral inequality:

Theorem 1.4 ([13], Theorem 327) Ifp > 1, f(x) > 0for0 < x < o0

[e'¢) 1 X )4 [ele}
/ (—/ f(t)dt) dx < q”/ fx)Pdx (14)
0 X Jo 0

unless f(x) is identically zero, withq = p/(p — 1).

Over the years Theorem 1.4 has been generalized in several directions and many
research papers have been written on this inequality (see [1-12, 14-18, 20-32] and
all the references in those papers).

Mohapatra and Russell [21] mentioned Lemma 1.2 as Davies—Petersen lemma
and remarked what happens when 0 < p < 1. They wrote the following:

Lemma 1.3 ([21], Lemma 1)

(i) Let1 < p < oo and Z(t) be non-negative and integrable over 0 < t < x. Then

X p X t p—1
(/ Z(t)dt) = p/ Z(1) {/ Z(u)du} dt. (15)
0 0 0

The result holds for 0 < p < 1 provided fot Z(u)du > 0for0 <t < x.
(ii) Let 1 < p < oo and Z(t) be an integrable function for x <t < co. Then

) p 00 ) p—1
(/ Z(t)dt) = p/ Z(1) {/ Z(u)du} dt. (16)
X x t

The result holds for 0 < p < 1 provided that ftoo Zu)du > Oforx <t < oo.

Proof of (15) was given by Davies and Petersen [9] and proof of (16) was given
by Mohapatra and Russell (see [21, Lemma 1, p. 201]).

The main objective of this chapter is to use the above lemma (hereafter called
as Davies—Petersen lemma) to obtain three theorems which will yield many known
results as corollaries.

2 Known Integral Inequalities

In this section we give a number of generalizations of Hardy’s, Copson’s and
Levinson’s integral inequalities. The results of Copson and Levinson were proved
to provide generalization of Hardy’s integral inequality. We state these below:

Theorem 2.1 (Hardy [13]) Let p > 1, ¢ # 1, and h(x) be non-negative and
Lebesgue integrable on [0, a] or [a, o0] for every a > 0 according as ¢ > 1 or
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¢ < 1. If, we define,
f(;‘h(t)dt, c>1;
F(x) =
fxooh(t)dt, 0<c<l;

then

[ee] P o0
/ X {F(0))P dx < < P ) f X~ (xh(x)}” dx. (17)
0 lc — 1] 0

In [8] Copson has proved integral inequality with a view to generalizing Hardy’s
inequality. One such result is

Theorem 2.2 ([8], Theorem 1) Let ¢ (x), f(x) be non-negative for x > 0 and be
continuous in [0, 00). Let p > 1,¢ > 1. If 0 < b < 0o and

b
/ Fx)?®(x) o (x)dx (18)
0
converges at the lower limit of integration, then

b p V4 b
/ F(x)f’@(x)‘%(x)dxs(—) / FEPR@PCpmdx  (19)
0 0

c—1

where @ (x) = [ p(t)dt, F(x) = [ f(1)¢(t)d.

Remark 2.1 Thecasec = p > 1 and ¢ (x) = 1is Hardy’s classical integral inequal-
ity [13, Theorem 327] which inspired numerous researchers including Copson. In
fact, Theorem 2.2 mentioned above is one of the six inequalities established in [8].
Beesack [2] has proved six similar inequalities two of which provide alternative
proofs of [8, Theorem 5 and Theorem 6]. Independent generalization of Copson’s
inequalities has been done by Love [18], Mohapatra and Russel [21], and Mohapatra
and Vajravelu [22].

With a view to generalizing Hardy’s inequality, Levinson established the follow-
ing results

Theorem 2.3 ([17], Theorem 4, p. 329) Let p > 1, f(x) > 0 and let r(x) be
positive and locally absolutely continuous in (0, 0o). In addition, let

p—1 +xr’(x) -

1
p r(x) ~a

(20)

for some ) > 0 and for almost all x. If
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H(x) = M’ @1
xr(x)
then
/OOH(x)pdx <P /‘00 f)Pdx. (22)
0 0

Theorem 2.4 ([1], Theorem 5, p. 393) Let p > 1, f(x) > 0, r(x) be locally
absolutely continuous for x > 0. Let

xr'(x) P 1 - 1 (23)
r(x) p A
for some A > 0. If
L) [0
J(x) = —= O dt, (24)
then
/OO J(x)Pdx < AP /00 f(x)Pdx, (25)
0 0

Remark 2.2 If in Theorem 2.4, we take r(x) = l and A = %1, then we get Hardy’s
integral inequality [13, Theorem 327]. If r(x) = x and A = p, then (25) reduces to
the dual inequality related to that of Hardy.

3 Main Results

In this section, we shall prove three integral inequalities from which we shall be able
to deduce a number of known results as corollaries. These theorems will be proved
by using Davies—Petersen lemma and careful use of Holder inequalities.

Since some of the research papers consider the interval of integration as (a, b)
in place of (0, 0o0), our next theorem will be established for (a, b). Although these
were proved in [6], we give complete proofs and apply them to get many known
results as corollaries.

Thus, this chapter shows how simple techniques can yield nice results.

Theorem 3.1 (See [6], Theorem A) Let 0 < a < b < oo and h be a non-negative
function which is Lebesgue integrable in (x, b), and u is a positive function with

Ux) = /x u(t)dt (26)
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is finite for each x in a < x < b. Then the following inequality holds:

(i) When1 < p < oo,

b b p b p
/ u(x) </ h(t)dt) dxfpp/ u(x) (%) dx. 27

(ii) If 0 < p < 1, then the inequality < is replaced by >. If p = 1, then the
inequality (27) reduces to an equality.

Proof
Casel If p=1,

b b b t b
/ u(x) </ h(t)dt) dx:/ h(t) </ u(x)dx) dt:/ h(t)U (t)dt. (28)

This completes the proof for the case p = 1.

Case 2 If 1 < p < oo, if the left-hand side of (27) is infinite, then apply the
following with b replaced by ¢ with a < ¢ < b, and the let ¢ approach b from
below.

Using Davies—Petersen lemma (Lemma 1.7),

1

b b p b b b pP—
/ u(x) (/ h(t)dt) dx = p/ u(x)/ h(t)dt (/ h(s)ds) dx
a X a X t
b b p—1 t
= p/ h(t) (/ h(s)ds) dt/ u(x)dx
a t a
b b p—1
= p/ h(HU (1) (/ h(s)ds) dt. (29)
a t

Now, let us write the expressing on the right-hand side of (29) as

b b p—1
p/ Mu(t) ([ h(s)ds) dt 30)
a M(t) t

and apply Holder’s inequality to (30).
Hence, (30) is not greater than

hs 1
b b p P b p 7
p /u(t) (f h(s)ds) dr U u() <M> dt} RET))
a t a u(t)
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Now, collecting results from (29)-(31), we have, after dividing both sides by
1
[fa" (fj’ h(s)ds)P u(t)dt] ,

1 1
b b p P b p ?
U u(x)(f h(t)dt) dx:| 5p[/ u(t) (%) dr} .3

which yields the required result for Theorem 1.1, when 1 < p < oo.

Case 3 When 0 < p < 1. In this case the Holder inequality applied to the
expression (30) in case 2 yields

¥ 1
b b p b » 1
|:/ u(x) (/ h(t)dt) dxi| ! >p |:[ u(t) (h(;)([t])(t)> dt:|

and the result follows.

Note that in cases 2 and 3, if the expression by which we are dividing both
sides is zero, then the inequality is automatically satisfied because both sides of
the inequality to be proved are zero. O

Theorem 3.2 (See [6], Theorem B) Let 0 < a < b < o0, h be a non-negative
function which is Lebesgue integrable in a < x < b and u be a positive function
such that

b
U(x) =/ u(t)dt

is finite fora < x < b. Then for 1 < p < o0,

b x p b p
/ u(x) (/ h(t)dt) dxfp”/ u(x) (%) dx. (33)

If0 < p < 1, then the inequality in (33) becomes >.
Proof

Case 1 p = 1.1In this case change of order of integration for the double integral on
the left-hand side of (33) yields the equality.

Case 2 1 < p < oo, if the left-hand side of (33) is infinite, we apply the proof
given below with a replaced by ¢, a < ¢ < b and then let c — a from above. Hence
we assume, for the rest of the proof, the left-hand side of (33) as finite.

By Davies—Petersen Lemma (Lemma 1.2), we have
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b X p b X t p—1
/ u(x) (/ h(t)dt) dx = p/ u(x) |:/ h(t) (/ h(s)ds) dt:| dx
b t =1 ,b
= p/ h(t) <f h(s)ds) / u(x)dx dt (34)
a a t

By applying Holder’s inequality in the same manner, as in the proof of Theorem 3.1,
we obtain with p’ = p/(p — 1),

b x P b t P ﬁ
/ u(x) </ h(t)dt) dx <p |:/ u(t) (/ h(s)ds> dt:|
1
b p »
Loyl os

P
Since the integral f: u(t) (fut h(s)ds) dt is finite, we divide both sides of (35) by
that integral to get

b x p % b p %
[/ u(x) (/ h(t)dt) dx:| §p|:/ u(t) <%> dt:| . (36)

Raising both sides of (36) to power p the result follows.

Case 3 0 < p < 1. In this case the Holder’s inequality yields the required results
because < is replaced by >. O

Our next theorem is Levinson type generalization of Hardy’s inequality. We first
state Levinson’s result for the reader to appreciate our next theorem.

Theorem 3.3 (See Levinson [17], Theorem 2) Let 0 <a < b < o0, ¢p(u) > 0
and " (u) > Owhen0 <u < b, p > 1. Let

o (x)p" (x) > (1 — %) ((]b/()c))2 for a<x <b. 37

At end points of the interval a < x < b, let ¢ (x) take its limiting values, finite or
infinite. For x > 0, let r (x) be continuous and non-decreasing, and let

R(x) = /X r(t)dt. 38)
0

Then

[e’e} X p o
/ ¢( / r(t)f(t)) de(L) / ¢ (f(x)dx. (39)
0 o R p=1/"Jo
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Remark 3.1 When ¢(u) = u?, p > 1, (39) is automatically satisfied and the
inequality (39) reduces to Hardy’s inequality when r(¢) = 1.

We prove the following generalization of Theorem 3.3.

Theorem 3.4 (See [6] Theorem C) Ler p > 1 andlet ¢, R, r, and f be defined as
in Theorem 3.3 so that the hypotheses of Theorem 3.3 are satisfied. Further assume
that g is a positive function which is Lebesgue integrable over the interval (0, b),
and

b
_ 8(1)
Ux) = i (R(t))pdt. (40)
Then
’ "r(x)f(t))
) a
/ g(x)"’(fo R )
b
< [ e {Rer roum| e eds @41

Proof Let us write n(t)? = ¢(t). Then

1
P (x)p" (1) > (1 - ;) (¢' @)’

means

p(p = Dn*P=V (' ) + pn)*P " @1) = (p = Hp* P~ (W @)

This implies that n(£)n”(t) > 0. Since ¢(¢) > 0, n(¢r) > 0 and consequently, the
condition (37) amounts to n”(t) > 0. Hence, the function 5 () is convex. Now, by
Jensen’s in equality applied to fox %d t yields

. </" r(t)f(t)dt> < fx r(t)n(f(t))dt @2)
o R 0 R(x)
Substituting d)(t)l/ P for n(t) in (42) and raising both sides to power p, we get
® </X r(t)f(t)df> = /x r(t)¢(f(t—))1/pdt ’ 43)
0o RX) “\Jo R(x)

since g is a positive function (43) yields
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b X () £ (1) b *re(fenr \’
fo g(x)as(/o o dt>dXE /O o) /0 et BCE

Now, we can apply Theorem 3 2 to the left-hand side of (44) with h(t) =
r(¢ ()P and u(x) = (R(x)),, ,and a = 0. We will get

’ * b 1/ p
/ 2(x)¢ (/ r(t)f(t)dt) dxf/ gx) [rx)e(f(x)PUMK)R(x)P
0 0 R) o R(x)? 2(0)

b
< pl’/o g()=? {R(x)pilr(x)U(x)}p¢(f(x))dx, )

after simplification. This completes the proof of Theorem 3.4. O

Remark 3.2 Theorem 3.3 can be obtained from Theorem 3.4 by setting g(x) = 1.
Since r(x) is non-decreasing, we estimate u (x) from

U r(t) < 1 1 46
m‘r(x)/ o5 —1<r(x)R(x)1’_1> (46)

Then (39) follows.

4 Corollaries from Theorems 3.1 and 3.2

Corollary 4.1 (See Chan [7], Theorem 1, p. 165) Ifh(t) is Lebesgue integrable in
(x, 00) forevery x € (1,00), and h(t) > 0 forallt € (1, 00), then for 1 < p < 00,

00 [ee} P o]
/ l </ h(t)dt) dx < pp/ l (x Inx h(x))? dx. 47
X 0 1 X

The inequality is reversed if 0 < p < 1 and yields equality when p = 1.

Proof Equation (47) follows from Theorem 3.1 by setting u(x) = )lc and U(x) =
In(x),a = 1and b = oo. |

Corollary 4.2 (See Chan [7], Theorem 2, p. 166) Suppose h(t) is Lebesgue
integrable over (0, x) for each x € (0, 1), and h(t) > O for all t € (0, 1). Then
forl < p < oo,

1 1 X 14 1 1
/ —(f h(t)dt) dxfpp/ — (x |Inx| h(x))? dx. (48)
0o X 0 0o X

The inequality is reversed if 0 < p < 1 and yields equality when p = 1.
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Proof In Theorem 3.2,takea = 0,b = 1, u(x) = }C, 0 < x < 1. Then

1
1
U(x):/ Lix = —Inx = Inxl, (49)
x X

with these, we see that the Corollary 4.2 holds. O

Corollary 4.3 (See Chen [7], Theorem 3, p. 166) Suppose h(t) is integrable in the
sense of Lebesgue over (1, x) for each x € (1, 00), and h(t) > 0 forallt € (1, 00).
Then for 1 < p < oo,

[ele) 1 B X P p P [ee} 1
/ —(Inx) P(f h(t)dt) dx < <—) / — (xh(x)Pdx. (50)
1 X 1 p—1 10X

Proof In Theorem 3.2, set u(x) = x’l(lnx)”’, l<p<oo,a=1,and b = oo.
Then U(x) = (p — 1) '(Inx)~?*! and Corollary 4.3 follows. |

Corollary 4.4 (See Chen [7], Theorem 4, p. 167) Let h(t) be Lebesgue integrable
over (x, 1) for each x € (0, 1). Then for 1 < p < 00,

1 1 p p p 1
/x_l(lnx)_p </ h(t)dt) dx5<—) [x_l(xh(x))de. (51)
0 x p—1 0

Proof In Theorem 3.1, set u(x) = x '(Inx) P and 1 < p < oo. Leta approach
zero from above and b = 1. Clearly,

/X dt
o tlInt|?

Equation (51) follows from Theorem 3.1. O

1
~(p—DInxP7V

Ux) = (52)

Corollary 4.5 Let h(t) be as in Corollary 4.3. Then for 1 < p,q < oo,

b 1 b p p 14 b
/ (/ h(t)dt) dxg<—> /xf’*‘|1nx|1’*‘1h(x)1’dx (53)
o x|Inx|? \J, p—1 0

Corollary 4.6 Let h(t) be as in corollary 4.4. Then for 1 < p,q < 09,

oo 1 X 4 p P poo
/ S / h(tydt ) dx<|——— / P Inx|P~9h(x)Pdx (54)
« X|Inx|? \J, p—1 a

Remark 4.1 Corollaries 4.5 and 4.6 are obtained from Theorems 3.1 and 3.2 by
choosing u(x) = . Also both inequalities are reversed when 0 < p < 1.

_ 1
x|Inx|4
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Corollary 4.7 (Hardy [12]) Let p > 1, r # 1, and h(t) be a non-negative function
which is integrable on the interval (0, a] or [a, 00) for every a > 0, according as
r > lorr < 1. If F(x) is defined by

Jo h(H)dt r > 1;

Fl) = {fxooh(t)dt r<l1;

then

0] p e}
/ X" F(x)Pdx < ( P ) / X (xh(x))Pdx (55)
0 [r — 1] 0

Proof Inequality (55) is deducible from Theorems 3.1 and 3.2 by taking u(x) = x~"
according to the value of r. If r < 1, it is deduced from Theorem 3.1 but when
r > 1, it can be obtained using Theorem 3.2. U (x) is easily calculated to complete
the proofs for both cases. O

Corollary 4.8 (Levinson [17], Theorem 4) Suppose 1 < p < oo, f(x) > 0 and
r(x) is positive and locally absolutely continuous in (0, 00). Further assume that
r(x) satisfies the following:

-1 xr'(x 1
p n (x)

>, 56
p r(x) T A 0
for some X > 0 and for almost all x.
If we define
1 X
H(x) = —f r(t) f()dt, (57)
xr(x) Jo
then
o o
/ H(x)Pdx < Ap/ fx)Pdx. (58)
0 0
Remark 4.2 If r(x) = 1, » = -£, then (58) reduces to well-known Hardy’s

p—
inequality [12, Theorem 327].

Proof (of Corollary 4.8) We shall use Theorem 3.2 with a = 0, h(x) = r(x) f(x)
and u(x) = (xr(x))~".
Applying integration by parts,

b

b dt t7p+1 1 p b e ,
U(x)=/x e = [(_HHW)]X— p_lfx T O (59

Since r(b) > 0,b >0and 1 < p < o0.
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p—p+l1
o = (0
Hence, (59) yields
b /
X p tr'(t) dt
VO = e T - / [ r(1) ] (tr()? ©b
Using
_tr/(l)ip—l_l 62)
r(t) P A
in the integral on the right-hand side of (61), we get by (59) and (61)
X p
Ux) < m+U(x)+mU(x)
or
Ax AxU (x)
U = , 63
W= perar T ©2
since u(x) = (xr(x))~”. Now, for % + # = 1, we have
u(x) VP U@ r ) f(x) < u(x)—l/f"“”—(x)r(x)f(x) — &f(t), (64)
p p

since 7(x) ™! = u(x)!/P. Now applying Theorem 3.2 and letting b — oo, the result
follows. 0

Corollary 4.9 (See Levinson [17], Theorem 5) Suppose f(x) > 0, r(x) > O,
1 < p < oo, and r(x) be locally absolutely continuous for x > 0.
Let

xr'(x) _p- 1 - l 65)
r(x) p A
for some X > 0. If, we write
Ty =" [ ]: ((:)) dt (66)

then

/OO J(x)Pdx < AP /00 fx)Pdx (67)
0 0
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Proof In Theorem 3.1, take b = oo and u(x) = (r(x)/x)?,1 < p < ocoand h(t) =
f(@®)/r(t). Now follow the method of proof of Corollary 4.8 and use Theorem 3.1
witha — 0. O

Remark 4.3 1f, in Corollary 4.9, r(x) = x and A = p, then Corollary 4.9 reduces
to the dual inequality related to Hardy’s inequality.

Pachpatte [27] followed the method of Levinson [17] to obtain generalization
of two theorems of Chan [7]. We can deduce the results of Pachpatte from our
Theorems 3.1 and 3.2 by appropriate choice of u(x).

Corollary 4.10 (See Pachpatte [27], Theorem 1) Let f be a non-negative and
Lebesgue integrable function over the interval [1,b), 1 < b < oo. Let1 < p < o0
and r(x) be a positive and locally absolutely continuous function on the interval
[1, b). Let

1-— px(lnx)r *) > l (68)
r(x) o
for almost all x in [1, b) and for some constant o« > 0. If F (x) is given by
b
FQx) = L/ rOI0 4 e, (69)
r(x) Jy t
then
b b
/ xVF(x)Pdx < (ap)l’/ x~MInxf(x)]? dx. (70)
1 1

Proof In Theorem 3.1 take u(x) = x = (r(x)) ™7, h(x) = "L/ and ¢ = 1. Then,
by integrating by parts,

U(x)—/x dt B Inx —(=p )/ (Unx)r’ (t) 71
St @)? ()P ! r(t)p“ '

Using (68) in the integral on the right-hand side of (71), we get, after some
calculation,

U(x)S/x di _ Inx +p xmdt (72)
1

t(r()P  rx)? | r(nrt!

using (68) to the integral on the right-hand side of (72), and observing that

o t@pr’
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we will get
Ul < alnx 73)
x) < .
(r(x))”?
Now the corollary can be deduced from Theorem 3.1. O

Remark 4.4 If, in Corollary 4.10, we take r(¢) = 1 in [1, b) and f(t) = tg(¢), then
o = 1 yield Theorem 1 (1a) of Chan [7].

Corollary 4.11 (See Pachpatte [27], Theorem 2) Let p > 1 and f be a non-
negative and integrable function on (0, 1). Let r be a positive and locally absolutely
continuous function on (0, 1). Suppose further that

/
1
1-— px(lnx)r x) > — (74)
r(x) o
for almost all x in (0, 1) and for some constant o > 0.
If, we define,

Flo) = / rOf0 e, (75)
rx) Jo t

then

1 1
/ (F();)))pdx < (ap)? / ! [|Inx]| f(x)]” dx. (76)
0 0

Proof Use Theorem 3.2 witha = 0,b = 1, h(t) = r(t)f(¢)/t and u(x) =
x~1r(t)™P. Then follow the method used in the proof of Corollary 4.10 to get the
required results of Corollary 4.11. We leave the details to the interested reader. O

Remark 4.5 Thecaser(x) = 1forallxin (0, 1), = 1 and f(x) = xg(x), reduces
Corollary 4.11 to Theorem 2 of the Chan [7].

Our next set of corollaries will be concerned with inequalities of the type proved
by Copsen [8] and Beesack [2]. When those results were proved one felt that they
are unique in their findings and could not be unified. We shall show that they follow
from our Theorems 3.1 and 3.2 by choosing u(x) appropriately.

Let f and ¢ be positive and measurable functions on (0, co) and let us suppose
that ®(x) = f(f ¢ (¢)dt exists for all x in 0 < x < oo. Whenever the integrals
written below have finite values, we can write

G1()6)=/O J(e)dt, (77)
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and
o0
Ga(x) = / f@®e@)de. (78)
X
Corollary 4.12 (Copson [8], Theorem 1) If0 < b <00, 1 < p < 00, then

b p V4 b
/ Gl(x>a><x)-0¢<x>dx<<—> / FEPR@PS)dx (19
0 0

c—1

if0<a<oo,0<p<lc>1and lim @(x) = oo, then
X—>00

oo )4 o
/ de)”@(x)qu(x)dxz(%) / FEOPD ()PP x)dx. (30)

a

Proof In Theorem 3.2, take u(x) = g ((;‘))L (x > 0). Then

Ukx) =

- i 5 [@(x)l_c _ @(b)‘—f] .

O

Since ¢ > 1 and @ (x) is a monotonically increasing function of x, we can conclude
that

Ux) < [®(x)]'.

(c—=1

Now (79) follows from Theorem 3.2 when we substitute for u(¢) and h(z).
To obtain (80), we need to note that @ (co) = oo and that gives

u(t) < ! @01, c¢>1.

T (-1

Then we use Theorem 3.1 to get the required result.
Corollary 4.13 (Copson [8], Theorems 3 and 4)

(i) If1 < p<oo,¢c>10<a < oo, then

o0 17 o0
/ Gz(x>"a>(x>—f¢<x)dx<(£) / FEPBEPPdx (81)

(ii) if0<p<1l,c<1,0<b <00 then



566 M. Kumar and R. N. Mohapatra

b PN
/ Go(x)PP(x) ‘P (x)dx = <—> / FOP@ ()P~ P (x)dx. (82)
0 0

1—c¢

Proof Use the method outlined in the proof of Corollary 4.12 and use Theorem 3.1
instead of Theorem 3.2. O

Corollary 4.14 (Beesack [2], Results (33))

(i) If0 <a <oo, 1 < p < o0, then

D (x)
¢(x)

(ii) [Copson [8], Theorem 6 and Beesack [2], result (33)]. If 0 < p < 1, and
0 < a < oo, then the inequality in (83) is reserved. We also get equality when

p=1

Proof In Theorem 3.1, let b — oo, and u(x) = ¢(x)/P(x) and h(x) = f(x)p(x).
Then

[ee) 00 p
f G2(x)P D (x) "' p(x)dx<p” / F)Po )Pt {ln }¢>(x>dx (83)

x D
vy = [ 29 - { x) } :
a D) D (a)
since ¢ (1) = @’(¢) almost everywhere. The results can now be obtained. O

Corollary 4.15 (See Copson [8], Theorem 5 and Beesack [2], Result (28)) If0 <
b<oo, 1< p< oo then

@ (b)

p
(D(x)} D (x)dx, (84)

b b
/ G0 )~ g(x)dx < p f fF@P o {ln
0 0

if0 < p <land0 < b < oo, the inequality (84) is reserved. If p = 1, (84) reduces
to an equality.

Proof In Theorem 3.2, let us take a = 0, u(x) = 2% and h(1) = f(x)$ (x). Then

b (x)
b - P (b)
Uix) = ¢()DP () 'dt =1In (85)
X D(x)
since @'(x) = ¢ (x) almost everywhere. Now the corollary follows. O

5 Conclusion

As we have obtained many known results from Theorem 3.1-3.3 in Sect.4, we
can also obtain results proved in Mohapatra and Russell [21] and Mohapatra and
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Vajravelu [22]. We can also obtain results proved by same authors given in the
references. However at this time we are unable to deduce results proved by Love
[18] and [19] and Bicheng et al. [3].

A look at Theorem 2.1 of [3] shows that it is an improvement of Hardy’s
inequality. It will be instructive to see how are can generalize the results proved
in [3] and many other papers in the reference so that a number of inequalities can be
unified.

The objective of this chapter is to demonstrate that simple use of integration by
parts and Holder’s inequality which led to Davies—Peterson lemma can deliver fairly
general results which unify variants of inequalities of Hardy, Copson, and Levinson
types.

One can think of generalizing the results of Sect. 3 to Orlicz spaces and try to
obtain interesting results. A look at the result of Love [20] where he has proved
Hardy inequalities in Orlicz and Luxemburg norms shows that one can think of
generalizations of theorems in Sect.3 to more general norms as a field for future
research. We should also look at the paper of Andersen and Heinig [1] where nice
results involving integral operators have been proved. Equally instructive are also
the papers of Boas [4], Boas and Imoru [5], and Nemeth [23] where nice results
are established. It will be interesting to see if some unification of these results is
possible.
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