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 Introduction

Risk is a common metric for public health and environmental decision-making. 
Scientifically, credible risk assessments underpin decisions regarding the potential 
safety of emerging technologies (National Academy of Sciences National Research 
Council 1983). Furthermore, individuals who may be exposed to the products of 
these technologies must understand the exposure and decide whether the potential 
risks are acceptable. Most environmental exposure decisions have low probability 
of substantial risk, for example, wastewater treatment plant design, construction of 
barriers to prevent migration of pollutants to drinking water wells, or selection of air 
pollution control equipment for particulate matter (PM). The difference between 
these decisions and those involving emerging technologies is that the latter have 
much greater uncertainty and must often rely on comparisons to conventional 
technologies.

The more advanced the technology, the more uncertain the exposure and risk will 
be. In particular, emerging technological exposures involve the potential for low- 
probability, high consequence (“rare”) events, which present special challenges to 
risk communications (Solomon and Vallero 2016). Scientific and engineering rigor 
are essential for rare events, as they are for any risk assessment scenario. Certainly, 
managing the risks presented by rare events requires many of the same fundamental 
communication elements of any credible risk-based decision analysis. Given the 
diversity of stakeholders and unconventional aspects of most rare events, a greater 
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understanding and application of numerous other factors are needed, especially 
psychosocial and ethical factors.

One means of determining whether a substance is handled properly is to deter-
mine if the actions lead to exceedances of a standard or limit, which is based on 
scientific evidence that the exposure and risk introduced by these actions are 
acceptable. These standards and limits are often based on the amount of product 
that is released, for example, the concentration in air or water that escapes during 
a process. However, exposure and risk information for emerging contaminants are 
often lacking or deficient, so other metrics are needed, for example, the expecta-
tion that an action is accompanied by measures to ensure that the actions’ risk will 
be “as low as reasonably possible” (ALARP) for the potential to produce impuri-
ties, for example, genotoxic impurities (GTI) (Callis et al. 2010; Teasdale et al. 
2013). In engineering and medicine, the size of safety factors increases indirectly 
with certainty (Arnaldi and Muratorio 2013; Falkner and Jaspers 2012; Finkel 
1990; Kodell 2005; McNamara et  al. 2014; Roca et  al. 2017; Shepherd 2009). 
This measure of risk, then, is an expression of operational success or failure. Too 
much risk means the governance process has failed society. As mentioned, accept-
able risk is defined by the standards and specifications, often developed by gov-
ernmental or other certifying authorities. However, acceptable exposure and risk 
cannot be estimated solely from physical and biological information but must also 
factor in cultural, social, and communications information, for example, what is a 
person doing greatly affects the extent and intensity of exposure (Covello 2003; 
Cummings and Kuzma 2017; Kahan et  al. 2009; Kuzma and Tanji 2010; 
Slovic 1987).

Within the environmental and public health communities, definitions of 
“acceptable risk” vary widely. The conventional metrics are incorporated into 
health codes and regulations, zoning and building codes and regulations, design 
principles, canons of professional engineering and medical practice, national 
standard-setting bodies, and standards promulgated by international agencies 
(e.g., ISO or the International Organization for Standardization). In the United 
States, for example, standards can come from a federal agency, such as hazard-
ous waste landfill guidelines of the US Environmental Protection Agency, or 
material specifications for equipment, such as those of the National Institute of 
Standards and Technology (NIST). Unfortunately, these metrics are often absent 
or inappropriate for new technologies which vary from their conventional ana-
logs. This begs the question as to whether existing disposal guidelines are suffi-
ciently protective to reduce exposures in the myriad scenarios likely to arise 
when the new technology moves from research to application. Often, emerging 
technologies follow standards articulated by private groups and associations, but 
which may be so focused on the utility and other benefits of the technology that 
potential exposure and risk receive comparatively less rigorous and inadequate 
emphasis (Vallero 2010a).
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 Background

Risk is generally understood to be the likelihood that an unwelcome event will 
occur. Risk assessment is the scientific investigation into the factors that lead to a 
risk. An assessment may be retrospective, that is, to see what damage has occurred, 
or prospective, that is, to predict risk posed from reasonable present and future risk 
scenarios. Much of synthetic biological risk assessment is the latter. Risk manage-
ment follows risk assessment. The dispassionate and objective scientific findings 
must underpin the decisions needed to reduce adverse outcomes. For example, an 
assessment may indicate that a synthetic organism poses a risk to human health if it 
were to escape and reach water supplies, whereas risk management would include 
the design and installation of building containment structures around a laboratory or 
test facility.

Articulating the hazard, that is, the physical, chemical, or biological agent of 
harm, is matched against the receptor’s contact with that hazard, that is, exposure. 
The types of receptors range in scale and complexity, for example, the exposed 
receptor may be:

• An individual organism, for example, a human or other species
• A subpopulation, for example, asthmatic children or endangered plant species in 

a habitat
• An entire population, for example, all persons in a city or nation or the world
• A macro-system, for example, a forest ecosystem

Hazard is an inherent trait. Thus, the hazard may occur before a waste is generated, 
such as a component of a manufacturing process. For example, if 1,1,1- trichloroethane 
(TCE) is used as a solvent in a chemical processing plant, it may be hazardous to 
the workers because it is carcinogenic. It may also be hazardous if it finds its way to a 
landfill (in drums or in contaminated sawdust after a cleanup).

The second component of the risk assessment is the potential of exposure to the 
hazard. Most of the exposure science literature to date has addressed chemical haz-
ards, but given the focus of this book, this chapter must also address exposure to 
biological agents, especially genetically modified organisms (GMOs) and products 
of synthetic biology. Organisms engineered from synthetic biology may contain 
genes/genomes that are derived de novo, possibly without naturally occurring 
homologs. Any biological agent, that is, natural, genetically modified, or synthetic, 
may have inherent properties that render it hazardous, for example, production of 
exotoxins or infection of higher organisms. The uncertainties are further increased 
when chemical and biological hazards are combined, for example, the use of solvents 
and biological materials in the synthesis phases.

In the previous TCE/biological agent example, people can come into contact 
with the solvent in occupational settings and the organism during environmental 
(e.g., escape) and use (e.g., drinking water) scenarios. Thus, the exposure to TCE 
varies by activities (high for workers who use it, less for workers who may not work 
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with TCE, but are nearby and breathe the vapors, and even less for other workers). 
The exposure to the biological agent is zero if it is completely contained and poten-
tially expansive if not. Also, worker exposure is commonly based on a 5-workday 
exposure (e.g., 8 or 10  hours), whereas environmental exposures, especially for 
chronic diseases like cancer, are based on lifetime, 24-hour per day exposures. 
Thus, environmental regulations are often more stringent than occupational regula-
tions when aimed at reducing exposure to a substance.

Risk assessment requires a sound physical, chemical, and biological characteriza-
tion of the hazard, a consideration of changes to the agent in time and space, and how 
they may act synergistically or antagonistically with abiotic and biotic components 
of the system to which they are introduced. To assess a given scenario, the severity 
of the effect and the likelihood that it will occur in that scenario are calculated. 
This combination of the hazard particular to that scenario constitutes the risk.

The relationship between the severity and probability of a risk follows a general 
equation (Doblhoff-Dier et al. 2000):

 
R f S P= ( ),

 
(1)

where risk (R) is a function (f) of the severity (S) and the probability (P) of harm. 
The risk equation can be simplified to be a product of severity and probability:

 R S P= ×  (2)

The traditional chemical risk assessment paradigm (see Fig. 1) is generally a step-
wise process. It begins with the identification of a hazard, which summarizes an 
agent’s physicochemical properties and routes and patterns of exposure and reviews 
toxic effects. The tools for hazard identification take into account the chemical 
structures that are associated with toxicity, metabolic and pharmacokinetic proper-
ties, short-term animal and cell tests, long-term animal (in vivo) testing, and human 
studies (e.g., epidemiology, such as longitudinal and case-control studies). These 
comprise the core components of hazard identification; however, additional hazard 
identification methods have emerged that provide improved reliability of character-
ization and prediction.

Characterizing the inherent properties of an individual constituent used in a pro-
cess is the first step in risk assessment. A number of tools have emerged to assist in 
this characterization. Risk assessors now can apply biomarkers of genetic damage 
(i.e., toxicogenomics) for more immediate assessments, as well as improved 
structure- activity relationships (SAR), which have incrementally been quantified in 
terms of stereochemistry and other chemical descriptions, that is, using quantitative 
structure-activity relationships (QSARs) and computational chemistry. There are 
fewer tools available for biological agents, but incorporating quantitative microbial 
risk assessment into a life cycle analysis (LCA) is promising (Harder et al. 2015). 
Health-effects research has mainly focused on early indicators of outcomes, making 
it possible to shorten the time between exposure and observation of an adverse 
outcome (National Academy of Science National Research Council 2002).
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 Microbes

Emerging technologies often generate nonchemical hazards. Notably, biological 
and infectious wastes present hazards from biological agents that differ from those 
posed by chemical-laden wastes. Of course, biological agents range from beneficial 
to extremely dangerous. The risks from microbes can be categorized. For geneti-
cally modified organisms, the categories are (Doblhoff-Dier et al. 2000):

 1. Risk class 1. No adverse effect or very unlikely to produce an adverse effect. 
Organisms in this class are considered to be safe.

 2. Risk class 2. Adverse effects are possible but are unlikely to represent a serious 
hazard with respect to the value to be protected. Local adverse effects are possi-
ble, which can either revert spontaneously (e.g., owing to environmental elasticity 
and resilience) or be controlled by available treatment or preventive measures. 
Spread beyond the application area is highly unlikely.

 3. Risk class 3. Serious adverse local effects are likely with respect to the value to 
be protected, but spread beyond the area of application is unlikely. Treatment 
and/or preventive measures are available.

Fig. 1 Risk assessment and management paradigm as employed by environmental agencies in the 
United States. The inner circle includes the steps recommended by the National Research Council. 
The outer circle indicates the research and assessment activities that are currently used by regula-
tory agencies to meet these required steps. (Source: National Academy of Sciences National 
Research Council 1983. NRC (1983))
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 4. Risk class 4. Serious adverse effects are to be expected with respect to the value 
to be protected, both locally and outside the area of application. No treatment or 
preventive measures are available.

Future products of biotechnology also vary by novelty and complexity, that is, 
extent and method of genetic modification (e.g., transgenic or metagenome engi-
neering), scale of impact, and comparators. As such, the National Academies of 
Sciences, Engineering, and Medicine has classified these products accordingly 
(National Academies of Sciences and Medicine 2017):

 A. Organisms domesticated by transgenic/recombinant DNA, engineered along 
one or only a few gene pathways, and which have ample comparators

 B. Undomesticated and domesticated organisms by transgenesis involving new 
genome engineering along multiple pathways and which have few or no 
comparators

 C. Many candidate organisms generated by genome engineering and gene drives 
via genome refactoring, recoding, and cell-free synthesis and which have few or 
no comparators

 D. Synthetic communities of microbes and individual synthetic, multicellular 
plants and animals generated by metagenome and microbiome engineering in a 
population or ecosystem and which have no or merely ambiguous 
comparators.

These classes indicate that even the safest microbes carry some risk, with uncertainty 
increasing with extent of synthesis. With more uncertainty about an organism, one 
cannot assume it to be safe, especially for synthetic protocells and larger organisms 
about which little is known, that is, Novelty Class D. The risks may be direct or indi-
rect. An example of a direct risk would be the likelihood of a person contracting a 
pathogenic disease, whereas an indirect risk example is a change induced by the 
release of organism into an environment where there are no natural predators, allow-
ing them to displace natural organisms. Thus, risk scenarios include not only the 
effects resulting from the intended purpose of the environmental application but also 
downstream and side effects that are not part of the desired purpose. For example, the 
European Union (EU) requires that a synthetic biology risk assessment define the 
“exposure chain,” that is, the events leading to the adverse health or environmental 
outcome (Scientific Committee on Health and Environmental Risks 2015).

As mentioned, the large uncertainties associated with emerging technologies and 
synthetic biology call for conservative science and treating the potential hazards and 
exposure as risk class 4. An impact could be widespread and irreversible. The nature 
of emerging entities is that we cannot know with even a modicum of confidence the 
extent and effectiveness of any existing treatment or preventive measure. Risk can 
be extrapolated from available knowledge of chemical or biological agents with 
similar characteristics or to yet untested but similar environmental conditions (e.g., 
a field study’s results in one type of field extrapolated to a different agricultural or 
environmental remediation setting). In chemical hazard identification, this is accom-
plished by structural activity relationships.
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 Complex Mixtures

Organisms are seldom exposed to a single hazard but are rather continuously 
exposed to complex mixtures. Until recently, toxicologists have considered a com-
plex mixture to be a combination of two or more chemicals (Carpenter et al. 2002). 
From an exposure perspective, a mixture is actually a co-exposure. Humans and 
ecosystems are exposed to an array of compounds simultaneously (Kortenkamp 
et al. 2009). A key question is how do individual constituents’ physical and chemi-
cal properties affect those of other chemical and biological constituents used during 
biological synthesis? The additive, synergistic, and antagonistic effects must be 
considered. Until relatively recently, toxicologists studied mixtures in a stepwise 
manner, adding substances one at a time to ascertain the response of an organism 
with each iteration (Feron and Groten 2002). Thus, toxicologists and exposure sci-
entists have begun to look at multicomponent mixtures from a systems 
perspective.

Synthetic biology further complicates the concept of “mixtures,” that is, the com-
plex series of steps in synthetic biology, as mentioned, can result in exposures to 
mixtures that may contain both biological and chemical agents.

 Exposure Probability

Following the hazard identification process for a chemical or a natural or synthetic 
microbe according to its inherent properties, the environmental conditions are 
examined to characterize different responses to doses in different populations. Both 
the hazard identification and dose-response information are based on research that 
is used in the risk analysis. For microbes, the highest score for any one effect deter-
mines the overall risk class for environmental application. In addition, the exposure 
estimate is the sum of all the exposures, that is, the evaluation of the likelihood of 
the occurrence of each potentially adverse outcome (Scientific Committee on Health 
and Environmental Risks 2015).

The factors leading to the exposure probability include the release, replication, 
dispersion, and ultimate contact with the microbe and other contaminants produced 
during and after the synthesis. The release may be intentional, for example, use of 
the product during medical, veterinary, agricultural, or consumer activities, and 
unintentional, for example, during laboratory studies and manufacturing.

Managing exposures to biological wastes (and any waste for that matter) must 
consider protecting the most vulnerable members of society, especially pregnant 
women and their yet-to-be-born infants, neonates, and immunocompromised sub-
populations. Also, the exposure protections vary by threat. For example, adolescents 
may be particularly vulnerable to hormonally active agents, including many 
pesticides.
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In the United States, ecological exposure and risk assessment paradigms have 
differed from those applied to human health risk. The ecological risk assessment 
framework (see Fig. 2) is based mainly on characterizing exposure and ecological 
effects. Both exposure and effects are considered during problem formulation (US 
Environmental Protection Agency 1992).

Interestingly, the ecological risk framework is driving current thinking in human 
risk assessment. The process shown in the inner circle of Fig. 1 does not target the 
technical analysis of risk so much as it provides coherence and connections between 
risk assessment and risk management. When scientific assessment and management 
are carried out simultaneously, decision-making could be influenced by the need for 
immediacy, convenience, or other political and financial motivations. The advantage 
of an arms-length, bifurcated approach is that decisions and management of risks 
are based on a rational and scientifically credible assessment (Loehr et al. 1992; 
Ruckelshaus 1983).

In both human health and ecological assessments, the final step is “characteriza-
tion,” that is, integrating the “quantitative and qualitative elements of risk analysis 
and of the scientific uncertainties in it” (National Academy of Sciences National 
Research Council 2009). The problem formulation step in the ecological framework 
has the advantage of providing an analytic-deliberative process early on, since it 
combines sound science with input from various stakeholders inside and outside of 
the scientific community.

Fig. 2 Framework for integrated human health and ecological risk assessment. (Sources: US 
Environmental Protection Agency 1992; World Health Organization 2000)
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The ecological risk framework calls for the characterization of ecological effects 
instead of hazard identification used in human health risk assessments. This is 
because the term “hazard” has been used in chemical risk assessments to connote 
either intrinsic effects of a stressor or a margin of safety by comparing a health 
effect with an estimate of exposure concentration. Thus, the term becomes ambigu-
ous when applied to nonchemical hazards, such as those encountered in biological 
systems. Specific scientific investigations will often be needed to augment existing 
assessment methods, especially when adverse outcomes may be substantial and 
small changes may lead to very different functions and behaviors from unknown 
and insufficiently known chemicals or microbes. For example, a genetically modi-
fied microbe (GMM) may have only been used in highly controlled experiments 
with little or no information about how it would behave inside another organism. 
Often, the proponents of a product will conduct substantial research on the benefits 
and operational aspects of the chemical constituents, but the regulatory agencies 
and the public may call for more and better information about unintended and yet- 
to- be-understood consequences and side effects (Doblhoff-Dier et al. 2000).

Even when a GMM is well studied, there often remain large knowledge gaps 
when trying to estimate environmental impacts. The bacterium Bacillus thuringien-
sis, for instance, has been applied for several decades as a biological alternative to 
some chemical pesticides. It has been quite effective when sprayed onto cornfields 
to eliminate the European corn borer. The current state of knowledge indicates that 
this bacterium is not specific in the organisms that it targets. What if in the process, 
B. thuringiensis (Bt) also kills honeybees? Obviously, this would be a side effect 
that would not be tolerable from either an ecological or agricultural perspective (the 
same corn crop being protected from the borer needs the pollinators). Furthermore, 
physical, chemical, and biological factors can influence these effects, for example, 
type of application of Bt can influence the amount of drift toward nontarget species. 
Downstream effects can be even more difficult to predict than side effects, since 
they not only occur within variable space but also in variable time regimes. For 
example, exposure potential can arise from both the application method and from 
the buildup of toxic materials and gene flow following the use of a GMM.

 Dosimetry and Exposure Calculation

The typical routes of exposure are by inhalation or ingestion or through the skin 
(Dionisio et  al. 2015; Jones-Otazo et  al. 2005; Weschler and Nazaroff 2012). 
Humans and other organisms can also come into contact with synthetic organisms 
or other substances generated during the life cycle of an emerging technology, for 
example, nanomaterials or chemicals through various exposure routes simultane-
ously. Inhalation is the most likely route for human exposure when a substance 
reaches the air, which can occur during manufacturing processes, consumer use, 
and other scenarios involving synthetically derived substances. Airborne exposures 
do not always involve the respiratory system, such as nasal exposures where the 
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substance passes from the nose to the brain or when airborne contaminants pene-
trate the skin via the dermal route (Genter et  al. 2015; Maheshwari et  al. 2019; 
Schiffman et al. 1995). Likewise, waterborne substances may include routes other 
than ingestion, for example, inhalation of volatile substances during showering and 
cooking (Northcross et al. 2015; Zhang et al. 2018).

Emerge technologies may also generate aerosols, which may be living, for exam-
ple, a modified cell or GMM, or nonliving, for example, an engineered nanoparticle 
(NP). Numerous synthetic biology processes can produce aerosols (Scientific 
Committee on Health and Environmental Risks 2015). In addition to atmospheric 
concentrations, exposure calculations must also account for the scale and extent of 
the activity, the concentrations of the substance of concern in reactors and other ves-
sels, the production volume (cultures, supernatants, etc.), the industrial use or other 
types of setting, and the kind of biological processes used during synthesis (e.g., 
in vivo or in vitro).

Identifying potential hazards is the first step in risk assessment. Sometimes the 
physicochemical structures of a substance can provide clues of potential hazards. If 
an unknown compound is similar to better known substances, statistical and math-
ematical modeling based structural activity relationships can be used as a first step 
in screening for hazard and exposure (Lagunin et al. 2011; Liu and Gramatica 2007; 
Roy and Mitra 2012; U.S.  Environmental Protection Agency 2015; Vilar et  al. 
2008). For example, partitioning coefficients, such as the octanol-water coefficient 
(Kow) of known compounds, can be used to estimate and model the chemical and 
biological behavior of lesser known substances (Kimura et al. 1996). However, the 
greater the divergence from the known to the unknown, the less reliable such che-
mometric methods, for example, QSARs, become. For synthetic biology, there are 
little or no reliable data and information available for even crude QSARs. This is 
also true for other emerging technologies, for example, genetic engineering and 
nanomaterials, but the databases are much larger and more reliable (Tropsha et al. 
2017; Winkler et al. 2015). Often, preliminary or screening toxicity data may be 
available for a substance, but potential uses and exposures are almost completely 
uncertain. Regulatory programs are beginning to identify and categorize substances 
according to potential toxicity and potential exposure. Notable examples include 
REACH in Europe (Kortelainen 2015), exposure-based prioritization in the United 
States (Egeghy et al. 2011), and rapid exposure and dosimetry in North America 
(Barber et al. 2017; Dionisio et al. 2015; Egeghy et al. 2016; Wambaugh et al. 2014). 
Unfortunately, these almost exclusively address chemicals.

Most of the exposure knowledgebase consists of chemical compounds, aerosols, 
and pathogenic microbes. To demonstrate the steps involved in human exposure, 
this chapter will focus on chemical exposure routes and pathways generally and 
aerosols specifically. However, it is important to keep in mind that synbio and other 
emerging technologies may produce substances and organisms that do not follow 
every concept discussed here. We will also focus on the inhalation route and air 
pathway.

Much can happen internally after substances are absorbed. The mass at the inter-
face between the organism and the environment, for example, breathing zone, is 
merely the potential dose. Applied does occurs once the chemical crosses the inter-
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face. The dose experienced by different organs and tissues within the body is the 
focus of toxicokinetics (TK) studies. TK models have been developed to predict the 
chemical’s internal fate, which begins with absorption, followed by distribution, 
metabolism and elimination (ADME). Therefore, the uptake into an organism 
begins with the absorbed dose. Exposure is completed at biologically effective or 
target dose, that is, when the aerosol or its metabolic products reach the organ/tissue 
that is the site of effect/outcome, for example, the liver for a hepatotoxin and brain 
for a neurotoxin. The amount of the parent compound and its metabolites remaining 
in the organs and tissues is known as the chemical body burden. Any damage that 
results from this exposure falls in the realm of effects. For example, an exposure 
biomarker would show that the xenobiotic has hit the target (e.g., release of a liver 
enzyme), whereas an effects biomarker would show liver damage (perhaps a differ-
ent liver enzyme, or the same enzyme, but at higher concentrations to indicate 
hepatotoxicity).

Aerosol size and shape determine the rate and extent of exposure. The differences 
between the dosimetry of nanoscale and bulk materials are not well understood. 
Measuring the hazard of a chemical substance is difficult in part because the applied 
dose will not be the same as the absorbed and biologically effective dose, given the 
losses to container wall, dissolution, aggregation and other mechanisms that may be 
much more important for nanoscale materials, but also much more difficult to quan-
tify at the nanoscale (Ivask et al. 2018; Lead et al. 2018; Sekine et al. 2015).

The human respiratory tract can be divided into three regions, that is, the extratho-
racic, tracheobronchial, and alveolar (see Fig. 3). The extrathoracic region consists of 
airways within the head, that is, nasal and oral passages, through the larynx and rep-
resents the areas through which inhaled air first passes. From there, the air enters the 
tracheobronchial region at the trachea. From the level of the trachea, the conducting 
airways then undergo dichotomous branching for a number of generations. The ter-
minal bronchiole is the most peripheral of the distal conducting airways and leads to 
alveolar region where gas exchange occurs in a complex of respiratory bronchioles, 
alveolar ducts, alveolar sacs, and alveoli. Except for the trachea and parts of the main-
stem bronchi, the airways surrounded by parenchymal tissue are composed mainly of 
the alveolated structures and blood and lymphatic vessels. The respiratory tract 
regions are made up of various cell types, and the distribution of cells that line the 
airway surfaces has different anatomical qualities in the three regions (EPA 2004).

The first exposure characterization of a particle is its size and shape, because the 
way that a particle of any size behaves in the lung depends on the aerodynamic 
characteristics of particles in flow streams. In contrast, the major factor for gases is 
the solubility of the gaseous molecules in the linings of the different regions of the 
respiratory system (see Fig. 3). However, given the size of nanoparticles, they may 
behave at times as an aerosol and other times as a gas.

The deposition of particles in different regions of the respiratory system depends 
on their size. The nasal openings permit very large dust particles to enter the nasal 
region, along with much finer airborne particulate matter. Air pollution scientists 
and engineers consider particulate matter (PM) the same size as engineered nanopar-
ticles. PMs with aerodynamic diameters of less than 100 nm, that is, the upper size 
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range of nanoparticles, are known as ultrafine PM. For example, drug delivery 
research applying synthetic biology may involve the engineering of nanoparticles, 
as well as the unintentional release of variously sized PMs, ranging from ultrafine 
aerosols to coarse particles, for example, those with aerodynamic diameters larger 
than 2.5 microns, that is, PM2.5.

Coarse particles deposit in the nasal region by impaction on the hairs of the nose 
or at the bends of the nasal passages (Fig. 4). Smaller particles pass through the 
nasal region and are deposited in the tracheobronchial and pulmonary regions. 
Particles are removed from the airflow by impacts with the walls of the bronchi 
when they are unable to follow the gaseous streamline flow through subsequent 
bifurcations of the bronchial tree. As the airflow decreases near the terminal bron-
chi, the smallest particles are removed by Brownian motion, which pushes them to 
the alveolar membrane (Vallero 2014).

The aerodynamic properties of particles are determined not only by size but also 
by their shape and density. The behavior of a chain type or fiber may also be depen-
dent on its orientation to the direction of flow. Thus, another variable introduced by 

Fig. 3 Anatomy of the human respiratory tract. (Source: EPA 2004)
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synthetic biology is uniquely shaped PM. Morphology and size are important fac-
tors in aerosol exposure, including nanoparticles, but others will be more critical for 
products generated by other emerging technologies like synthetic biology, in which 
novel biological functions are likely to lead to toxicity, exposure, and risk (Pauwels 
et al. 2013). For example, a synthetic organism may have traits that allow it to be 
undetected by immune cells or have unprecedented toxicokinetics and dynamics 
after taken up by an organism (SCHER).

The highly complex mechanisms controlling the inhaled particle behavior also 
control the extent to which an aerosol is eliminated from the body. The walls of the 
nasal and tracheobronchial regions are coated with a mucous fluid. The tracheo-
bronchial walls have fiber cilia which sweep the mucous fluid upward, transporting 
particles to the top of the trachea, where they are swallowed. This mechanism is 
often referred to as the mucociliary escalator. In the pulmonary region of the respi-
ratory system, foreign particles can move across the epithelial lining of the alveolar 
sac to the lymph or blood systems, or they may be engulfed by scavenger cells 
called alveolar macrophages. The macrophages can move to the mucociliary escala-
tor for removal. For gases, solubility controls removal from the airstream. Highly 
soluble gases such as SO2 are absorbed in the upper airways, whereas less soluble 
gases such as NO2 and ozone (O3) may penetrate to the pulmonary region. Irritant 
gases are thought to stimulate neuroreceptors in the respiratory walls and cause a 
variety of responses, including sneezing, coughing, bronchoconstriction, and rapid, 
shallow breathing. The dissolved gas may be eliminated by biochemical processes 
or may diffuse to the circulatory system (Vallero 2008).

Fig. 4 Particle deposition as a function of particle diameter in various regions of the lung, from 
nanoparticles (10–100 nm) to coarse particles (>10 μm). The nasopharyngeal region consists of the 
nose and throat; the tracheobronchial (T-bronchial) region consists of the windpipe and large air-
ways; and the pulmonary region consists of the small bronchi and the alveolar sacs. (Source: 
International Commission on Radiological Protection Task Force on Lung Dynamics and Task 
Group on Lung Dynamics 1966)
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Since the location of particle deposition in the lungs is a function of aerodynamic 
diameter and density, then changing the characteristics of aerosols can greatly affect 
their likelihood to elicit an effect. Larger particles (>5 μm) tend to deposit before 
reaching the lungs, especially being captured by ciliated cells that line the upper 
airway. Moderately sized particles (1–5 μm) are more likely to deposit in the central 
and peripheral airways and in the alveoli but are often scavenged by macrophages. 
Particles with an aerodynamic diameter less than 1 μm remain suspended in air and 
will be exhaled if they do not adhere to lung tissue. Thus, smaller aerosols that 
deposit will do so deeply in the lung.

Inhaled NPs may alter the lung tissue, changing the respiratory system either 
directly (e.g., airway inflammation) or indirectly (e.g., by altering its immune 
response). Susceptibility to air pollutants differs among individuals, as exemplified 
by several diseases and conditions (e.g., asthma), but the fluid dynamics are the 
same, that is, disruption of the movement of air into the lungs to provide oxygen.

The motion of air and gases in the respiratory system follows the fundamental 
fluid dynamics theory (Isaacs et al. 2012; European Union 2015). The motion of 
these fluids is governed by the conservation of mass (continuity) equation and con-
servation of momentum (Navier-Stokes) equation. Under most conditions, the flow 
of air in the respiratory airways is assumed to be incompressible. For incompress-
ible flow, the continuity equation is expressed as (Grotberg 2011):

 ∇⋅ =V 0  (3)

And, the continuity equation is:
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where ∇ is a gradient operator; ∇2 is a Laplacian operator; V is velocity; ρ is fluid 
density; μ is absolute fluid viscosity; p is the hydrodynamic density; and f is a volu-
metric force that is applied externally, for example, gravity.

For cylindrical profiles like bronchi, the gradient operator ∇ can be expressed in 
cylindrical coordinates:
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Thus, the continuity equation can also be expressed cylindrically:
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where Vr, Vθ and Vz are the components of the fluid velocity, which are depicted in 
Fig. 5, that is, radial (r), circumferential (θ), and axial (z) directions, respectively. 
Thus, the momentum equations in these directions can be expressed as:
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where:
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The first terms (i.e., time derivatives) in these three equations can be ignored 
under steady-state conditions. The Laplacian operator can be defined in cylindrical 
airways as:
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Airway velocities are complicated by numerous factors, including lung and other 
tissue morphologies and the airway generations, that is, the levels of branching 
through which the air is flowing. Equations can be tailored to these conditions, or 
idealized velocity profiles can be assumed for the cascade of generations. These 
include parabolic flow (laminar fully developed), plug flow (laminar undeveloped), 
and turbulent flow (Isaacs et  al. 2012). For example, the upper tracheobronchial 
airways may be assumed to be turbulent, but in the pulmonary region, plug and 
parabolic profiles may be assumed.
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Fig. 5 Coordinate system 
for an ideal cylindrical 
airway, depicting velocity 
component at an arbitrary 
point. (Source: Vallero 
2014 Adapted from: Isaacs 
et al. 2012)
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The right lung and left lung are connected via their primary bronchi to the tra-
chea and upper airway of the nose and mouth (see Fig. 3). From there, the bronchi, 
that is, airways, subdivide into a branching network of many levels. Each level, 
called a generation, is designated with an integer. The tracheas are generation n = 0, 
the primary bronchi are generation n = 1, and so forth. Thus, theoretically there are 
2n airway tubes at generation n. In the conducting zone (i.e., generations 0 ≤ n ≤ 16), 
airflow is restricted to entry and exit in the airway (Grotberg 2011). That is, air is 
moving, but there is no air-blood gas exchange of O2 and CO2.

Air exchange occurs in generation n  >  16, known as the respiratory zone. 
Generations 17 ≤ n ≤ 19 are the locations of the airway walls’ air sacs (alveoli), 
which range from 75 to 300 μm in diameter (Grotberg 2011). Alveoli are thin- 
walled and, owing to the rich capillary blood supply in them, are designed for gas 
exchange. The respiratory bronchioles are the vessels by which air passes to alveoli. 
The walls of the tubes or ducts in generations 20 ≤ n ≤ 22 consist entirely of alveoli. 
At generation n  =  23, terminal alveolar sacs are made up of clusters of alveoli 
(Isaacs et  al. 2012). Thus, Fig.  4 shows that this is the pulmonary region where 
aerosols can deposit (International Commission on Radiological Protection Task 
Force on Lung Dynamics & Task Group on Lung Dynamics, 1966).

Two principal factors that are relevant to gas exchange are the airway volume 
(Vaw) and airway surface area (Aaw), which are proportional to the size of the person. 
Air exchange increases in proportion to Aaw. The Vaw (mL) for children is propor-
tional to height and is approximated as (Kerr 1976):

 
Vaw Height cm= × ( )1 018 76 2. .−

 
(12)

Vaw (mL) can be estimated for adults by adding the ideal body weight (pounds) plus 
age in years (Bouhuys 1964). For example, a 40-year-old adult whose ideal body 
weight is 160 pounds has an estimated Vaw of 200 mL (George and Hlastala 2011).

The average human lung has from 300 to 500 million of these air sacs. In an aver-
age adult lung, the total alveolar surface area is 70 m2. This large Aaw allows for 
efficient gas exchange to supply O2 for normal respiration, but also large increases 
in gas exchange are needed when a person is stressed (e.g., during exercise, injury, 
or illness). The Reynolds number varies according to the branching level through 
which the air is flowing, that is, the generation (very high in the trachea, but low in 
the alveoli) (Grotberg 2011). Airways have liquid lining, with two layers in the first 
generations (up to about n = 15). A watery, serous layer is next to the airway wall, 
behaving as a Newtonian fluid. This layer has cilia that pulsate toward the mouth. 
Atop the serous layer is a mucus layer that possesses several non-Newtonian fluid 
properties, for example, viscoelasticity, shear thinning, and a yield stress.

Alveolar cells produce surfactants that orient at the air-liquid interface and 
reduce the surface tension significantly. Air pollutants can adversely affect the sur-
factant chemistry, which can make the lungs overly rigid, thus hindering inflation 
(Grotberg 2011). A pulmonary surfactant is a surface-active lipoprotein complex 
(phospholipoprotein) produced by type II pneumocytes, which are also known as 

D. A. Vallero



123

alveolar type II cells. These pneumocytes are granular and comprise 60% of the 
alveolar lining cells. Their morphology allows them to cover smaller surface areas 
than type I pneumocytes. Type I cells are highly attenuated, very thin (25 nm) cells 
that line the alveolar surfaces and cover 97% of the alveolar surface. Surfactant 
molecules have both a hydrophilic head and a lipophilic tail. Surfactants adsorb to 
the air-water interface of the alveoli with the hydrophilic head that collects the 
water, while the hydrophobic tail is directed toward the air. The principal lipid com-
ponent is dipalmitoylphosphatidylcholine, which is a surfactant that decreases sur-
face tension. The actual surface tension decrease depends on the surfactant’s 
concentration on the interface. This concentration’s saturation limit depends on 
temperature and the presence of other compounds in the interface. Surface area of 
the lung varies during compliance (i.e., lung and thorax expansion and contraction) 
during ventilation. Thus, the surfactant’s interface concentration is seldom at the 
level of saturation. When the lung expands, the surface increases, opening space for 
new surfactant molecules to join the interface mixture. During expiration, lung sur-
face area decreases, compressing the surfactant and increasing the density of surfac-
tant molecules, thus further decreasing the surface tension. Therefore, surface 
tension varies with air volume in the lungs, which protects the lungs from collapsing 
at low air volume and from tissue damage at high air volume (Schurch et al. 1992; 
George & Hlastala 2011).

Transport by concentration gradient at the molecular scale, that is, Fickian diffu-
sion, is important only for very small particles (≤0.1 μm diameter) because the 
Brownian motion allows them to move in a “random walk” away from the air-
stream. Interception works mainly for particles with diameters between 0.1 and 
1 μm. During interception, the particle does not leave the airstream but comes into 
contact with the filter medium (e.g., a strand of fiberglass). Inertial impaction col-
lects particles that are sufficiently large to leave the airstream by inertia (diameters 
≥1 μm). Electrostatics consist of electrical interactions between the atoms in the 
filter and those in the particle at the point of contact (Van der Waal’s forces), as well 
as electrostatic attraction (charge differences between particle and filter medium). 
Other important factors affecting filtration efficiencies include the thickness and 
pore diameter or the filter, the uniformity of particle diameters and pore sizes, the 
solid volume fraction, the rate of particle loading onto the filter (e.g., affecting par-
ticle “bounce”), the particle phase (liquid or solid), capillarity and surface tension 
(if either the particle or the filter media are coated with a liquid), and characteristics 
of air or other carrier gases, such as velocity, temperature, pressure, and viscosity.

Basically, lung filtration consists of four mechanical processes: (1) diffusion, (2) 
interception, (3) inertial impaction, and (4) electrostatics (see Fig. 6). Diffusion is 
important only for very small particles (≤0.1 μm diameter) because the Brownian 
motion allows them to move away in a “random walk” away from the airstream. 
This can be an important process for NPs.

All of these filtration processes apply to capture and escape of synbio and 
nanoparticles. Notably, interception occurs when a particle stays in the airstream but 
comes into contact with matter (e.g., lung tissue), mainly for particles in the upper 
nanoscale size range, that is, diameters near 100 nm and up to 1 μm. Impaction 
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 collects sufficiently large particles to leave the airstream by inertia (diame-
ters ≥ 1 μm); hence this is commonly referred to as “inertial impaction.” Given their 
size, nanoscale and ultrafine aerosols are strongly affected by electrostatics given 
the electrical interactions between the atoms in a surface and those in the particle at 
the point of contact (Van der Waal’s force), as well as electrostatic attraction (charge 
differences between particle and surface). Other important factors affecting lung 
filtration are surface stickiness, uniformity of particle diameters, the solid volume 
fraction, the rate of particle loading onto tissue surfaces, the particle phase (whether 
liquid or solid), capillarity and surface tension, and characteristics of air in the air-
way, such as humidity, velocity, temperature, pressure, and viscosity.

In addition to aerosol size, the chemical composition also determines the fate of 
symbiotic products in the respiratory system. Endogenously, varying amounts of the 
parent substance (e.g., zero-valent metal), any salts and ions formed, and other 
chemical species (e.g., organometallic compounds) are absorbed and distributed 
within the body. For metal NPs, the principal difference between the way that nano-
materials and other forms of metal will partition among zero-valence, ions, and 
metallic compounds is determined by its relative volume and mass. The greater 
amount of surface area in NPs means that compared to even fine particulate matter, 
the NP has a greater number of potentially active sites for sorption and solution. The 
low mass also means that the NP can remain suspended for a very long time. Such 
nano-suspensions in surface waters mean that the metal tends to remain in the water 
column, rather than settle onto the surface, so it is more likely to be exposed to free 
oxygen than to the more reduced and anoxic conditions of the sediment. In the air, 
these features mean that the NP will be more likely to remain airborne for longer 
time periods and to undergo atmospheric transformation.

These differences in mass and volume from bulk materials can also translate into 
endogenous differences, meaning that absorption, distribution, metabolism, excre-
tion, and toxicity could also be different for a NP. The fraction of the metal species 
or its transformation products that accumulates in lipids and other tissue substrates 
could be higher, and the amount excreted decreased, so that the difference results in 
bioaccumulation and increased body burden (see Fig. 7).
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Fig. 6 Mechanical 
processes leading to the 
deposition of particulate 
matter. Diffusion can be an 
important filtration 
mechanism for 
nanoparticles. (Source: 
Vallero 2013, 2014; 
adapted from: Rubow et al. 
2004)
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Fig. 7 Toxicokinetics for a hypothetical nanomaterial that has been inhaled, ingested, or contacted 
dermally. (Based on: Agency for Toxic Substances and Disease Registry 2002; adapted from: 
Vallero 2014)
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The metal NP, cations, and its metabolites thereafter induce toxicity in various 
ways. For toxicity (e.g., metal-induced neuropathologies) to occur, a metal must 
reach a target (e.g., a neuron) at a concentration sufficient to alter mechanistically 
the normal functioning of the tissue. Metal toxicity can involve the types of mem-
brane receptor-ligand disruptions. However, it may also involve intracellular recep-
tors and ion channels. Metals tend to react with nucleophilic macromolecules, for 
example, proteins, amino acids, and nucleic acids. A nucleophile donates an elec-
tron pair to an electrophile, an electron pair acceptor, to form a chemical bond. 
Mercury, for example, reacts with sulfur (S) in thiols, cysteinyl protein residues, and 
glutathione and S in thiols and thiolates. However, other metals, for example, lith-
ium, calcium, and barium, preferentially react with harder nucleophiles, for exam-
ple, the oxygen in purines. Lead (Pb) tends to fall between these two extremes, that 
is, exhibits universal reactivity with all nucleophiles (Shanker 2008).

Again, these effects have been observed in metals and metalloids in various 
forms, with nanomaterials playing a role of either degrading or improving environ-
mental conditions. How metal NPs differ is a subject of current research. In addi-
tion, metals in various forms and sizes are influenced by the presence of NPs. For 
example, Pb mobility and bioavailability can be adjusted by inserting iron (Fe) NPs 
(e.g., Fe3(PO4)2·8H2O) into Pb-contaminated soil, that is, converting highly aqueous 
soluble and exchangeable forms to less soluble and less exchangeable forms (Liu 
and Zhao 2007). Such findings can greatly improve environmental remediation 
efforts.

Much of the toxicology resulting from inhalation exposure (E) can be expressed 
as (Derelanko 2014; Vallero 2014):

 

E
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where:

C = concentration of the contaminant on the aerosol/particle (mg kg−1)
PC = particle concentration in air (gm m−3)
IR = inhalation rate (m3 h−1)
RF = respirable fraction of total particulates (dimensionless, usually determined by 

aerodynamic diameters, e.g., 2.5 μm)
EL = exposure length (h d−1)
ED = duration of exposure (d)
AF = absorption factor (dimensionless)
BW = body weight (kg)
TL = typical lifetime (d)
10−6 = a conversion factor (kg to mg)

The human body and other biological systems have a capacity for the uptake of 
myriad types of substances and utilize them to support some bodily function or 
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eliminate them. In work or exercise scenarios, for example, the exposure to NPs is 
greatly increased because of the elevated IR and PC values.

The quality and amount of data from which to base nanomaterial exposures vary. 
As analytical capabilities have improved, increasingly lower concentrations of 
chemicals have been observed in various parts of the body. Some of these chemicals 
enter the body by inhalation, whereas the dominant pathway for others could be in 
drinking water, food, and skin contact. Equations for each of these pathways are 
analogous to Eq. 1.

Engineers and scientists document and try to quantify uncertainty by working 
within the known domain and using tools to extend knowledge to the lesser known 
domains, that is, extrapolating information and knowledge from the data-rich to 
data-poor domains. If something has failed under specified conditions and did not 
fail under different, specified conditions, this may inform decisions within unknown 
domains. However, if this is all the information available, the gap between the two 
domains is the region of uncertainty. From both an engineering and biomedical 
perspective, uncertainties are addressed by conservative safety, including protective 
factors of safety. For example, regulatory agencies may have reference doses (RfD) 
and concentrations (RFC) for chemical compounds that have been based largely on 
in vitro and in vivo studies of pure compounds. However, when these compounds 
are constituents of synbio products and nanoparticles, additional levels of protection 
are required, given the additional uncertainties about exposure and toxicity.

 Exposure Models

Risk management depends on models to estimate exposures. Such models range 
from “screening-level” to “high-tiered.” Screening models generally overpredict 
exposures because they are based on conservative default values and assumptions. 
They provide a first approximation that screens out exposures not likely to be of 
concern (Chemical Computing Group 2013; Guy et al. 2008; Hilton et al. 2010; 
Judson et al. 2010; U.S. Environmental Protection Agency 2017; Zhang et al. 2014). 
Conversely, higher-tiered models typically include algorithms that provide specific 
site characteristics and time activity patterns and are based on relatively realistic 
values and assumptions. Such models require data of higher resolution and quality 
than the screening models and, in return, provide more refined exposure estimates 
(U.S. Environmental Protection Agency 2017).

Environmental stressors can be modeled in a unidirectional and one-dimensional 
fashion. A conceptual framework can link exposure to environmental outcomes 
across levels of biological organization (Fig.  8). Thus, environmental exposure 
assessment considers coupled networks that span multiple levels of biological orga-
nization and can describe the interrelationships within the biological system. 
Mechanisms can be derived by characterizing and perturbing these networks, for 
example, behavioral and environmental factors (Hubal et al. 2010). This can apply 
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to a food chain or food web model (Fig. 9) or a kinetic model (Fig. 10) or numerous 
other modeling platforms.

 Exposure Estimation

Exposure results from sequential and parallel processes in the environment, from 
release to environmental partitioning, movement through pathways to uptake, and 
fate in the organism (see Fig. 11). The substances often change to other chemical 
species as a result of the body’s metabolic and detoxification processes. From a 
precautionary perspective, it may be necessary to assume that synthesis and genetic 
modifications will affect such processes. New substances, known as degradation 
products or metabolites, are produced as cells use the parent compounds as food and 
energy sources. These metabolic processes, such as hydrolysis and oxidation, are 
the mechanisms by which chemicals are broken down.

The exposure pathway also includes the ways that humans and other organisms 
can come into contact with a hazard. The pathway has five parts:

 1. The source of contamination (e.g., fugitive dust or leachate from a landfill)
 2. An environmental medium and transport mechanism (e.g., soil with water mov-

ing through it)

Fig. 8 Systems cascade of exposure-response processes. In this instance, scale and levels of bio-
logical organization are used to integrate exposure information with biological outcomes. The 
stressor (chemical or biological agent) moves both within and among levels of biological organiza-
tion, reaching various receptors, thereby influencing and inducing outcomes. The outcome can be 
explained by physical, chemical, and biological processes (e.g., toxicogenomic mode-of-action 
information). (Source: Hubal et al. 2010)
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 3. A point of exposure (such as a well used for drinking water)
 4. A route of exposure (e.g., inhalation, dietary ingestion, nondietary ingestion, 

dermal contact, and nasal)
 5. A receptor population (those who are actually exposed or who are where there is 

a potential for exposure)

If all the five parts are present, the exposure pathway is known as a completed expo-
sure pathway. In addition, the exposure may be short term, intermediate, or long 
term. Short-term contact is known as an acute exposure, that is, occurring as a single 
event or for only a short period of time (up to 14 days). An intermediate exposure is 
one that lasts from 14 days to less than 1 year. Long-term or chronic exposures are 
greater than 1 year in duration.

Determining the exposure for a neighborhood can be complicated. For example, 
even if we do a good job identifying all of the contaminants of concern and possible 
sources (no small task), we may have little idea of the extent to which the receptor 
population has come into contact with these contaminants (steps 2 through 4). Thus, 

Fig. 9 Biochemodynamic pathways for a substance (in this case, a single substance). The receptor 
is mammalian tissue. Various modeling tools are available to characterize the movement, transfor-
mation, uptake, and fate of the compound. Similar biochemodynamic paradigms can be con-
structed for multiple chemicals (e.g., mixtures) and microorganisms. (Source: Vallero 2010b)
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Fig. 10 Toxicokinetic model used to estimate dose as part of an environmental exposure. This 
diagram represents the static lung, with each of the compartments (brain, carcass, fat, kidney, liver, 
lung tissue, rapidly and slowly perfused tissues, spleen, and the static lung) having two forms of 
elimination, an equilibrium binding process, and numerous metabolites. Notes: K refers to kinetic 
rate; Q to mass flow; and QB to blood flow. A breathing lung model would consist of alveoli, lower 
dead space, lung tissue, pulmonary capillaries, and upper dead space compartments. Gastrointestinal 
(GI) models allow for multiple circulating compounds with multiple metabolites entering and leav-
ing each compartment, that is, the GI model consists of the wall and lumen for the stomach, duo-
denum, lower small intestine, and colon, with lymph pool and portal blood compartments included.
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assessing exposure involves not only the physical sciences but the social sciences, 
for example, psychology and behavioral sciences. People’s activities greatly affect 
the amount and type of exposures. That is why exposure scientists use a number of 
techniques to establish activity patterns, such as asking potentially exposed indi-
viduals to keep diaries, videotaping, and using telemetry to monitor vital informa-
tion, for example, heart and ventilation rates.

General ambient measurements, such as air pollution monitoring equipment 
located throughout cities, are often not good indicators of actual population expo-
sures. For example, metals and their compounds comprise the greatest mass of toxic 
substances released into the environment. This is largely due to the large volume 
and surface areas involved in metal extraction and refining operations. However, 
this does not necessarily mean that more people will be exposed at higher concen-
trations or more frequently to these compounds than to others. A substance that is 
released or even that if it resides in the ambient environment is not tantamount to its 
coming in contact with a receptor. Conversely, even a small amount of a substance 
under the right circumstances can lead to very high levels of exposure (e.g., han-
dling raw materials and residues at a waste site).

The simplest quantitative expression of exposure is:

 E D t= /  (14)

where E is the human exposure during the time period t (units of concentration 
(mg kg−1d−1); D is the mass of pollutant per body mass (mg kg−1); and t is time (day).

D, the chemical concentration of a pollutant, is usually measured near the inter-
face of the person and the environment, during a specified time period. This mea-
surement is sometimes referred to as the potential dose (i.e., the chemical has not 
yet crossed the boundary into the body but is present where it may enter the person, 
such as on the skin, at the mouth, or at the nose).

Expressed quantitatively, exposure is a function of the concentration of the agent 
and time. It is an expression of the magnitude and duration of the contact. That is, 
exposure to a contaminant is the concentration of that contact in a medium inte-
grated over the time of contact:
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where E is the exposure during the time period from t1 to t2 and C(t) is the concentra-
tion at the interface between the organism and the environment, at time t.

The concentration at the interface is the potential dose (i.e., the agent has not yet 
crossed the boundary into the body but is present where it may enter the receptor). 

Fig. 10 (continued) Bile flow is treated as an output from the liver to the duodenum lumen. All 
uptaken substances are treated as circulating. Nonspecific ligand binding, for example, plasma 
protein binding, is represented in arterial blood, pulmonary capillaries, portal blood, and venous 
blood. Source: (C. C. Dary, 2007); adapted from: (Blancato, Power, Brown, & Dary, 2006)
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Since the amount of a chemical agent that penetrates from the ambient atmosphere 
into a control volume affects the concentration term of the exposure equation, a 
complete mass balance of the contaminant must be understood and accounted for; 
otherwise, exposure estimates will be incorrect. Recall that the mass balance con-
sists of all inputs and outputs, as well as chemical changes to the contaminant:

 

Accumulation or loss of contaminant A Massof A transported in

Mass

=
− oof A transportedout Reactions±  

(16)

The reactions may be either those that generate substance A (i.e., sources) or those 
that destroy substance A (i.e., sinks). Thus, the amount of mass transported in is the 
inflow to the system that includes pollutant discharges, transfer from other control 
volumes and other media (e.g., if the control volume is soil, the water and air may 
contribute mass of chemical A), and formation of chemical A by abiotic chemistry 
and biological transformation. Conversely, the outflow is the mass transported out 
of the control volume, which includes uptake, by biota, transfer to other compart-
ments (e.g., volatilization to the atmosphere), and abiotic and biological degrada-
tion of chemical A. This means the rate of change of mass in a control volume is 

Fig. 11 Processes leading to organismal uptake and fate of chemical and biological agents after 
release into the environment. In this instance, the predominant sources are air emissions, and the 
predominant pathway of exposure is inhalation. However, due to deposition to surface waters and 
the agent’s affinity for sediment, the ingestion pathways are also important. Dermal pathways, in 
this case, do not constitute a large fraction of potential exposure. (Source: McKone et al. 2006)
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equal to the rate of chemical A transported in less the rate of chemical A transported 
out, plus the rate of production from sources, and minus the rate of elimination by 
sinks. Stated as a differential equation, the rate of change contaminant A is:
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where:

v is the fluid velocity.
Γ is a rate constant specific to the environmental medium.

d A

dx

[ ]
 is the concentration gradient of chemical A.

r is the internal sinks and sources within the control volume.

Reactive compounds can be particularly difficult to measure. For example, many 
volatile organic compounds in the air can be measured by collection in stainless 
steel canisters and followed by chromatography analysis in the lab. However, some 
of these compounds, like the carbonyls (notably aldehydes like formaldehyde and 
acetaldehyde), are prone to react inside the canister, meaning that by the time the 
sample is analyzed, a portion of the carbonyls are degraded (underreported). 
Therefore, other methods may need to be applied, such as trapping the compounds 
with dinitrophenylhydrazine (DNPH)-treated silica gel tubes that are frozen until 
being extracted for chromatographic analysis. The purpose of the measurement is to 
see what is in the air, water, soil, sediment, or biota at the time of sampling, so any 
reactions before the analysis give measurement error.

The general exposure in Eq. 13 is rewritten to address each route of exposure, 
accounting for chemical concentration and the activities that affect the time of con-
tact. The exposure calculated from these equations is actually the chemical intake 
(I) in units of concentration (mass per volume or mass per mass) per time, such as 
mg kg−1 d−1:

 
I

C
=

⋅ ⋅ ⋅ ⋅
⋅

CR EF ED AF

BW AT  
(18)

where:

C is the chemical concentration of contaminant (mass per volume).
CR is the contact rate (mass per time).
EF is the exposure frequency (number of events, dimensionless).
ED is the exposure duration (time).

These factors are further specified for each route of exposure, such as the lifetime 
average daily dose (LADD) as shown in Table 1. The LADD is obviously based on 
a chronic, long-term exposure.
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Acute and subchronic exposures require different equations, since the exposure 
duration (ED) is much shorter. For example, instead of LADD, acute exposures to 
noncarcinogens may use maximum daily dose (MDD) to calculate exposure (see 
discussion box). However, even these exposures follow the general model given 
in Eq. 15.

Hypothetical Example of an Exposure Calculation
Over an 18-year period, VICHLOSYN has successfully applied synthetic biol-
ogy to detoxify soil contaminated with vinyl chloride. Contaminated soil has 
been trucked to their facility. However, storing the soil and treatment have 
contaminated the soil on its property. Complaints and audits led to 
VICHLOSYN closing the facility 2 years ago but vinyl chloride vapors con-
tinue to reach the neighborhood surrounding the plant at an average concen-
tration of 1 mg m−3. Assume that people are breathing at a ventilation rate of 
0.5 m3 h−1 (about the average of adult males and females over 18 years of age) 
(Moya et al. 2011). The legal settlement allows neighboring residents to evac-
uate and sell their homes to the company. However, they may also stay. The 
neighbors have asked for advice on whether to stay or leave, since they have 
already been exposed for 20 years.

Vinyl chloride is highly volatile, so its phase distribution will be mainly in 
the gas phase rather than the aerosol phase. Although some of the vinyl chlo-
ride may be sorbed to particles, we will use only vapor phase LADD equation, 
since the particle phase is likely to be relatively small. Also, we will assume 
that outdoor concentrations are the exposure concentrations. This is unlikely, 
however, since people spend very little time outdoors compared to indoors, so 
this may provide an additional factor of safety. To determine how much vinyl 
chloride penetrates living quarters, indoor air studies would have to be con-
ducted. For a scientist to compare exposures, indoor air measurements should 
be taken.

Find the appropriate equation in Table 1 and insert values for each variable. 
Absorption rates are published by the EPA and the Oak Ridge National 
Laboratory’s Risk Assessment Information System (http://risk.lsd.ornl.gov/
cgi-bin/tox/TOX_select?select=nrad). Vinyl chloride is well absorbed, so for 
a worst case we can assume that AF = 1. We will also assume that the person 
staying in the neighborhood is exposed at the average concentration 24 hours 
a day (EL = 24) and that a person lives the remainder of entire typical lifetime 
exposed at the measured concentration.

Although the ambient concentrations of vinyl chloride may have been 
higher when the plant was operating, the only measurements we have are 
those taken recently. Thus, this is an area of uncertainty that must be discussed 
with the clients. The common default value for a lifetime is 70 years, so we 
can assume the longest exposure would be is 70 years (25,550 days). Table 2 
gives some of the commonly used default values in exposure assessments. If 
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Once the hazard and exposure calculations are complete, risks can be character-
ized quantitatively. There are two general ways that such risk characterizations are 
used in environmental problem-solving, that is, direct risk assessments and risk- 
based cleanup standards.

 Conclusion

The benefits of emerging technologies must be weighed against the amount of risk 
that they introduce. The risks to health and the environment must be reduced or 
avoided by proper management. Risk management decisions must be underpinned 
by scientifically credible and reliable assessments of both the hazards and the likeli-

the person is now 20 years of age and has already been exposed for that time 
and lives the remaining 50 years exposed at 1 mg m−3, then:

 

LADD
IR EL AF ED

BW TL
=
( ) ⋅ ( ) ⋅ ( ) ⋅ ( ) ⋅ ( )

( ) ⋅ ( )

=
( ) ⋅ ( ) ⋅ ( ) ⋅ ( ) ⋅

C

1 0 5 24 1 2. 55550

70 25550

0 2 1 1

( )
( ) ⋅ ( )

= − −. mgkg day

 

If the 20-year-old leaves today, the exposure duration would be for the 
20 years that the person lived in the neighborhood. Thus, only the ED term 
would change, that is, from 25,550 days to 7300 days (i.e., 20 years).

Thus, the LADD falls to 2/7 of its value:
 LADD mgkg day .= − −0 05 1 1.  

Note that this is a straightforward, chemical exposure estimate in the gas 
phase. Often, a chemical will exist as a vapor, an aerosol, or sorbed to an 
aerosol. In this case, the inhalation exposure would have to be calculated for 
the gas and the PM, that is, the concentration of PM and the concentration of 
the chemical in the PM. Furthermore, if this were an exposure involving an 
emerging technology, it would be much more complex and uncertain, since 
the routes and pathway information may be more difficult to ascertain, for 
example, GMMs do not behave like chemical compounds. The risk assess-
ment may be even more uncertain, since it is likely that at least some of the 
products may lack data on toxicity and hazard, including genetically modified 
organisms, so even if the exposure probability is reliable, the risk assessment 
will be weakened.
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hood and extent of exposure to those hazards. Thus, reliable exposure estimates are 
required for decisions involving products of synthetic biology and other emerging 
technologies.

This chapter introduced exposure assessment approaches, identifying where con-
ventional methods may fail, along with possible ways to augment them to address 
the large uncertainties in assessing and managing the risks posed by these 
technologies.

Among the challenges of substances generated in synthetic biology processes is 
that they are not limited to chemical contaminants but will include mixtures and 
biological agents generated during various life stages of synthesis and use. The 
agents may include products during various stages of synthesis, beginning with 
chassis bacteria. They may also include genetically modified biological agents, as 
well as pathogens and other natural organisms which induce harm when released 
into a human population or ecosystem. Methods for estimating and predicting 
 exposures to these agents are much more uncertain than those employed in tradi-
tional chemical risk assessment. Assessment methodologies must be adapted to 
address the various routes of exposure and adverse outcomes introduced from new 
technologies that generate unprecedented biological entities, such as (Epstein and 
Vermeire 2016):

 1. Integration of protocells into living organism
 2. Xenobiology
 3. DNA synthesis and direct genome editing of zygotes that can lead to multiplexed 

genetic modifications
 4. Increased modifications introduced in parallel by large-scale DNA synthesis and 

highly parallel genome editing

Table 2 Commonly used human exposure factors

Exposure factor
Adult 
male

Adult 
female

Child (3–12 years of 
age)

Body weight (kg) 70 60 15–40
Total fluids ingested (L d−1) 2 1.4 1.0
Surface area of the skin, without clothing (m2) 1.8 1.6 0.9
Surface area of the skin, wearing clothes (m2) 0.1–0.3 0.1–0.3 0.05–0.15
Respiration/ventilation rate (L min−1) – resting 7.5 6.0 5.0
Respiration/ventilation rate (L min−1) – light 
activity

20 19 13

Volume of air breathed (m3 d−1) 23 21 15
Typical lifetime (years) 70 70 NA
National upper-bound time (90th percentile) at 
one residence (years)

30 30 NA

National median time (50th percentile) at one 
residence (years)

9 9 NA

Sources: Centers for Disease Control and Prevention 2005; Moya et al. 2011
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These and other synthetic process will result in increased genetic distance between 
the synthetic organism and any natural organism or any previously modified organ-
ism (Epstein and Vermeire 2016). Thus, existing exposure and risk science provide 
a pathway to exposure assessment for synthetic biology but are wholly insufficient 
given these differences. Research is needed to compare and contrast synthetic 
biology- generated contaminants and agents with chemicals.

Disclaimer Drs. Jay Reichman and Caroline Stevens of EPA’s Office of Research and 
Development provided substantive reviews and technical recommendations that enhanced this 
chapter. Mention of trade names commercial products does not constitute endorsement nor recom-
mendation for use. The views expressed in this chapter are those of the author and do not necessar-
ily reflect the views or policies of the U.S. EPA.

Bibliography

Agency for Toxic Substances and Disease Registry. (2002). Toxicological profile for DDT, DDE, 
and DDD. Atlanta. U.S. Government, Center for Disease Control and Prevention.

Arnaldi, S., & Muratorio, A. (2013). Nanotechnology, uncertainty and regulation. A guest edito-
rial. Springer.

Barber, M. C., Isaacs, K. K., & Tebes-Stevens, C. (2017). Developing and applying metamodels of 
high resolution process-based simulations for high throughput exposure assessment of organic 
chemicals in riverine ecosystems. Science of the Total Environment, 605, 471–481.

Blancato, J., Power, F. W., Brown, R. N., & Dary, C. C. (2006). Exposure Related Dose Estimating 
Model (ERDEM) a Physiologically-Based Pharmacokinetic and Pharmacodynamic (PBPK/
PD) model for assessing human exposure and risk. U.S. Environmental Protection Agency. Las 
Vegas, Nevada, EPA/600/R-06/061.

Bouhuys, A. (1964). Respiratory dead space. Handbook of Physiology. Section III, 1, 699–714.
Callis, C. M., Bercu, J. P., DeVries, K. M., Dow, L. K., Robbins, D. K., & Varie, D. L. (2010). 

Risk assessment of genotoxic impurities in marketed compounds administered over a short- 
term duration: Applications to oncology products and implications for impurity control limits. 
Organic Process Research & Development, 14(4), 986–992.

Carpenter, D. O., Arcaro, K., & Spink, D. C. (2002). Understanding the human health effects of 
chemical mixtures. Environmental Health Perspectives, 110(Suppl 1), 25–42.

Centers for Disease Control and Prevention, A. f. T.  S. a. D.  R. (2005). Public health assess-
ment guidance manual. Atlanta. Retrieved from https://www.atsdr.cdc.gov/hac/PHAManual/
toc.html

Chemical Computing Group. (2013). Molecular operating environment: Chemoinformatics and 
structure based tools for high throughput screening. Montreal, Canada.

Covello, V. T. (2003). Best practices in public health risk and crisis communication. Journal of 
Health Communication, 8(S1), 5–8.

Cummings, C. L., & Kuzma, J. (2017). Societal risk evaluation scheme (SRES): Scenario-based 
multi-criteria evaluation of synthetic biology applications. PLoS One, 12(1), e0168564.

Dary, C. C., P. J. G., Vallero, D.A., Tornero-Velez, R., Morgan, M., Okino, M., Dellarco, M., 
Power, F. W., & Blancato, J. N. (2007). Characterizing chemical exposure from biomonitoring 
data using the exposure related dose estimating model (ERDEM). 17th Annual Conference of 
the International Society of Exposure Analysis, Durham, North Carolina.

Derelanko, M. J. (2014). Risk assessment. In M. J. Derelanko & C. S. Auletta (Eds.), Handbook of 
toxicology. CRC Press. Boca Raton, Florida.

D. A. Vallero

https://www.atsdr.cdc.gov/hac/PHAManual/toc.html
https://www.atsdr.cdc.gov/hac/PHAManual/toc.html


139

Dionisio, K. L., Frame, A. M., Goldsmith, M.-R., Wambaugh, J. F., Liddell, A., Cathey, T., et al. 
(2015). Exploring consumer exposure pathways and patterns of use for chemicals in the envi-
ronment. Toxicology Reports, 2, 228–237.

Doblhoff-Dier, P., Bachmayer, H., Bennett, A., Brunius, G., Býrki, K., Cantley, M., et  al. 
(2000). Safe biotechnology 10: DNA content of biotechnological process waste. The Safety 
in Biotechnology Working Party on the European Federation of Biotechnology. Trends in 
Biotechnology, 18(4), 141–146.

Egeghy, P. P., Vallero, D. A., & Hubal, E. A. C. (2011). Exposure-based prioritization of chemicals 
for risk assessment. Environmental Science & Policy, 14(8), 950–964.

Egeghy, P. P., Sheldon, L. S., Isaacs, K. K., Özkaynak, H., Goldsmith, M.-R., Wambaugh, J. F., 
et al. (2016). Computational exposure science: An emerging discipline to support 21st-century 
risk assessment. Environmental Health Perspectives (Online), 124(6), 697.

EPA, U. (2004). Air quality criteria for particulate matter. (EPA/600/P-99/002bF).
Epstein, M. M., & Vermeire, T. (2016). Scientific opinion on risk assessment of synthetic biology. 

Trends in Biotechnology, 34(8), 601–603.
European Union (2015). Opinion on synthetic biology II-risk assessment methodologies and safety 

aspects. Scientific Committee on Health and Environmental Risks, and Scientific Committe on 
Consumer Safety, European Commission. Brussels, Belgium.

Falkner, R., & Jaspers, N. (2012). Regulating nanotechnologies: Risk, uncertainty and the global 
governance gap. Global Environmental Politics, 12(1), 30–55.

Feron, V., & Groten, J. (2002). Toxicological evaluation of chemical mixtures. Food and Chemical 
Toxicology, 40(6), 825–839.

Finkel, A. M. (1990). Confronting uncertainty in risk management; a guide for decision makers a 
report (No. GTZ 828). Resources for the Future, Washington, DC (EUA).

Genter, M. B., Krishan, M., & Prediger, R. D. (2015). The olfactory system as a route of delivery 
for agents to the brain and circulation. In Handbook of olfaction and gustation (pp. 453–484). 
Wiley-Blackwell. Hoboken, New Jersey.

George, S.  C., & Hlastala, M.  P. (2011). Airway gas exchange and exhaled biomarkers. 
Comprehensive Physiology, 1(4), 1837–1859.

Grotberg, J.  B. (2011). Respiratory fluid mechanics. Physics of Fluids (1994-present), 23(2), 
021301.

Guy, A., Gauthier, C., & Griffin, G. (2008). Adopting alternative methods for regulatory testing 
in Canada. Paper presented at the Proceedings of the 6th World Congress on Alternatives & 
Animal Use in the Life Sciences. AATEX.

Harder, R., Holmquist, H., Molander, S., Svanström, M., & Peters, G. M. (2015). Review of envi-
ronmental assessment case studies blending elements of risk assessment and life cycle assess-
ment. Environmental Science & Technology, 49(22), 13083–13093.

Hilton, D. C., Jones, R. S., & Sjödin, A. (2010). A method for rapid, non-targeted screening for 
environmental contaminants in household dust. Journal of Chromatography A, 1217(44), 
6851–6856.

Hubal, E. A. C., Richard, A. M., Shah, I., Gallagher, J., Kavlock, R., Blancato, J., & Edwards, 
S. W. (2010). Exposure science and the US EPA National Center for computational toxicology. 
Journal of Exposure Science and Environmental Epidemiology, 20(3), 231–236.

International Commission on Radiological Protection Task Force on Lung Dynamics, & Task 
Group on Lung Dynamics. (1966). Deposition and retention models for internal dosimetry of 
the human respiratory tract. Health Physics, 12(2), 173.

Isaacs, K., Rosati, J. A., & Martonen, T. B. (2012). Modeling deposition of inhaled particles. In 
Aerosols handbook: Measurement, dosimetry, and health effects. Boca Raton: CRC press.

Ivask, A., Mitchell, A. J., Malysheva, A., Voelcker, N. H., & Lombi, E. (2018). Methodologies and 
approaches for the analysis of cell–nanoparticle interactions. Wiley Interdisciplinary Reviews: 
Nanomedicine and Nanobiotechnology, 10(3), e1486.

Jones-Otazo, H. A., Clarke, J. P., Diamond, M. L., Archbold, J. A., Ferguson, G., Harner, T., et al. 
(2005). Is house dust the missing exposure pathway for PBDEs? An analysis of the urban fate 
and human exposure to PBDEs. Environmental Science & Technology, 39(14), 5121–5130.

Estimating and Predicting Exposure to Products from Emerging Technologies



140

Judson, R. S., Houck, K. A., Kavlock, R. J., Knudsen, T. B., Martin, M. T., Mortensen, H. M., et al. 
(2010). In vitro screening of environmental chemicals for targeted testing prioritization: The 
ToxCast project. Environmental Health Perspectives (Online), 118(4), 485.

Kahan, D., Braman, D., & Mandel, G. (2009). Risk and culture: Is synthetic biology different?
Kerr, A. (1976). Dead space ventilation in normal children and children with obstructive airways 

diease. Thorax, 31(1), 63–69.
Kimura, T., Miyashita, Y., Funatsu, K., & Sasaki, S.-i. (1996). Quantitative structure− activity rela-

tionships of the synthetic substrates for elastase enzyme using nonlinear partial least squares 
regression. Journal of Chemical Information and Computer Sciences, 36(2), 185–189.

Kodell, R. L. (2005). Managing uncertainty in health risk assessment. International Journal of 
Risk Assessment and Management, 5(2), 193–205.

Kortelainen, M. (2015). The REACH authorisation procedure–Follow-up and prediction as a 
downstream user.

Kortenkamp, A., Backhaus, T., & Faust, M. (2009). State of the art report on mixture toxicity. 
Contract, 70307(2007485103), 94–103.

Kuzma, J., & Tanji, T. (2010). Unpackaging synthetic biology: Identification of oversight policy 
problems and options. Regulation & Governance, 4(1), 92–112.

Lagunin, A., Zakharov, A., Filimonov, D., & Poroikov, V. (2011). QSAR modelling of rat acute 
toxicity on the basis of PASS prediction. Molecular Informatics, 30(2–3), 241–250.

Lead, J. R., Batley, G. E., Alvarez, P. J., Croteau, M. N., Handy, R. D., McLaughlin, M. J., et al. 
(2018). Nanomaterials in the environment: Behavior, fate, bioavailability, and effects—An 
updated review. Environmental Toxicology and Chemistry, 37(8), 2029–2063.

Liu, H., & Gramatica, P. (2007). QSAR study of selective ligands for the thyroid hormone receptor 
β. Bioorganic & Medicinal Chemistry, 15(15), 5251–5261.

Liu, R., & Zhao, D. (2007). Reducing leachability and bioaccessibility of lead in soils using a new 
class of stabilized iron phosphate nanoparticles. Water Research, 41(12), 2491–2502.

Loehr, R., Goldstein, B., Nerode, A., & Risser, P. (1992). Safeguarding the future: Credible science, 
credible decisions. The report of the expert panel on the role of science at EPA. Washington, 
DC: Environmental Protection Agency.

Maheshwari, R., Joshi, G., Mishra, D. K., & Tekade, R. K. (2019). Bionanotechnology in phar-
maceutical research. In Basic fundamentals of drug delivery (pp. 449–471). London: Elsevier.

McKone, T., Riley, W., Maddalena, R., Rosenbaum, R., & Vallero, D. (2006). Common issues 
in human and ecosystem exposure assessment: The significance of partitioning, kinetics, and 
uptake at biological exchange surfaces. Epidemiology, 17(6), S134.

McNamara, J., Lightfoot, S. B.-Y., Drinkwater, K., Appleton, E., & Oye, K. (2014). Designing 
safety policies to meet evolving needs: iGEM as a testbed for proactive and adaptive risk man-
agement. ACS Publications. Washington, DC.

Moya, J., Phillips, L., Schuda, L., Wood, P., Diaz, A., Lee, R., et al. (2011). Exposure factors hand-
book: 2011 edition. Washington: US Environmental Protection Agency.

National Academies of Sciences, E., & Medicine. (2017). Preparing for future products of biotech-
nology. Washington, D.C.: National Academies Press.

National Research Council, N.  A. o. S. (1983). Risk assessment in the federal government: 
Managing the process. Washington, D.C.: National Academy Press.

National Research Council, N. A. o. S. (2002). Biosolids applied to land: Advancing standards 
and practices. Washington, D.C.: National Academies Press.

National Research Council, N. A. o. S. (2009). Science and decisions: Advancing risk assessment. 
Washington, D.C.: National Academies Press.

Northcross, A. L., Hwang, N., Balakrishnan, K., & Mehta, S. (2015). Exposure to smoke from 
the use of solid fuels and inefficient stoves for cooking and heating is responsible for approxi-
mately 4 million premature deaths yearly. As increasing investments are made to tackle this 
important public health issue, there is a need for identifying and providing guidance on 
best practices for exposure and stove performance monitoring, particularly for public health 
research. EcoHealth, 12(1), 196–199.

D. A. Vallero



141

Pauwels, K., Mampuys, R., Golstein, C., Breyer, D., Herman, P., Kaspari, M., et al. (2013). Event 
report: SynBio Workshop (Paris 2012)–Risk assessment challenges of Synthetic Biology. 
Journal für Verbraucherschutz und Lebensmittelsicherheit, 8(3), 215–226.

Roca, J. B., Vaishnav, P., Morgan, M. G., Mendonça, J., & Fuchs, E. (2017). When risks cannot 
be seen: Regulating uncertainty in emerging technologies. Research Policy, 46(7), 1215–1233.

Roy, K., & Mitra, I. (2012). Electrotopological state atom (E-state) index in drug design, QSAR, 
property prediction and toxicity assessment. Current Computer-Aided Drug Design, 8(2), 
135–158.

Rubow, K. L., Stange, L. L., & Huang, B. (2004). Advances in filtration technology using sintered 
metal filters. Paper presented at the 3rd China Int. Filtration Exhibition and Conf.

Ruckelshaus, W. D. (1983). Science, risk, and public policy. Science, 221(4615), 1026–1028.
Schiffman, S. S., Miller, E. A. S., Suggs, M. S., & Graham, B. G. (1995). The effect of environ-

mental odors emanating from commercial swine operations on the mood of nearby residents. 
Brain Research Bulletin, 37(4), 369–375.

Schurch, S., Lee, M., & Gehr, P. (1992). Pulmonary surfactant: Surface properties and function of 
alveolar and airway surfactant. Pure and Applied Chemistry, 64(11), 1745–1750.

Scientific Committee on Health and Environmental Risks, S. C. o. E. a. N. I. H. R., and Scientific 
Committe on Consumer Safety. (2015). Opinion on synthetic biology II-risk assessment meth-
odologies and safety aspects. Luxembourg: European Commission.

Sekine, R., Khurana, K., Vasilev, K., Lombi, E., & Donner, E. (2015). Quantifying the adsorp-
tion of ionic silver and functionalized nanoparticles during ecotoxicity testing: Test container 
effects and recommendations. Nanotoxicology, 9(8), 1005–1012.

Shanker, A. K. (2008). 21 mode of action and toxicity of trace elements.
Shepherd, J. (2009). Geoengineering the climate: Science, governance and uncertainty. London: 

The Royal Society.
Slovic, P. (1987). Perception of risk. Science, 236(4799), 280–285.
Solomon, J.  D., & Vallero, D.  A. (2016). From our partners  – Communicating risk and resil-

iency: Special considerations for rare events. The CIP Report. Retrieved from https://cip.gmu.
edu/2016/06/01/partners-communicating-risk-resiliency-special-considerations-rare-events/

Teasdale, A., Elder, D., Chang, S.-J., Wang, S., Thompson, R., Benz, N., & Sanchez Flores, I. H. 
(2013). Risk assessment of genotoxic impurities in new chemical entities: Strategies to demon-
strate control. Organic Process Research & Development, 17(2), 221–230.

Tropsha, A., Mills, K. C., & Hickey, A. J. (2017). Reproducibility, sharing and progress in nano-
material databases. Nature Nanotechnology, 12(12), 1111.

U.S.  Environmental Protection Agency. (2015). Quantitative structure activity relationship. 
Retrieved from http://www.epa.gov/nrmrl/std/qsar/qsar.html

U.S. Environmental Protection Agency. (2017). Guidelines for human exposure assessment: Peer 
review draft. Washington, D.C.: U.S. EPA. Retrieved from https://www.epa.gov/sites/produc-
tion/files/2016-02/documents/guidelines_for_human_exposure_assessment_peer_review_
draftv2.pdf.

US Environmental Protection Agency. (1992). Framework for ecological risk assessment. 
Washington, D.C.: USEPA Risk Assessment Forum. Retrieved from https://www.epa.gov/
sites/production/files/2014-11/documents/framework_eco_assessment.pdf.

Vallero, D. A. (2008). Fundamentals of air pollution (4th ed.). Amsterdam; Boston: Elsevier.
Vallero, D. (2010a). Environmental biotechnology: A biosystems approach. Academic Press. 

Burlington, Massachusetts.
Vallero, D. (2010b). Environmental contaminants: Assessment and control. Academic Press. 

Burlington, Massachusetts.
Vallero, D. A. (2013). Measurements in environmental engineering. In M. Kutz (Ed.), Handbook 

of measurement in science and engineering. Wiley, Hoboken, New Jersey.
Vallero, D. A. (2014). Fundamentals of air pollution (5th ed.). Waltham: Elsevier Academic Press.
Vilar, S., Cozza, G., & Moro, S. (2008). Medicinal chemistry and the molecular operating environ-

ment (MOE): Application of QSAR and molecular docking to drug discovery. Current Topics 
in Medicinal Chemistry, 8(18), 1555–1572.

Estimating and Predicting Exposure to Products from Emerging Technologies

https://cip.gmu.edu/2016/06/01/partners-communicating-risk-resiliency-special-considerations-rare-events/
https://cip.gmu.edu/2016/06/01/partners-communicating-risk-resiliency-special-considerations-rare-events/
http://www.epa.gov/nrmrl/std/qsar/qsar.html
https://www.epa.gov/sites/production/files/2016-02/documents/guidelines_for_human_exposure_assessment_peer_review_draftv2.pdf
https://www.epa.gov/sites/production/files/2016-02/documents/guidelines_for_human_exposure_assessment_peer_review_draftv2.pdf
https://www.epa.gov/sites/production/files/2016-02/documents/guidelines_for_human_exposure_assessment_peer_review_draftv2.pdf
https://www.epa.gov/sites/production/files/2014-11/documents/framework_eco_assessment.pdf
https://www.epa.gov/sites/production/files/2014-11/documents/framework_eco_assessment.pdf


142

Wambaugh, J. F., Wang, A., Dionisio, K. L., Frame, A., Egeghy, P., Judson, R., & Setzer, R. W. 
(2014). High throughput heuristics for prioritizing human exposure to environmental chemi-
cals. Environmental Science & Technology, 48(21), 12760–12767.

Weschler, C. J., & Nazaroff, W. (2012). SVOC exposure indoors: Fresh look at dermal pathways. 
Indoor Air, 22(5), 356–377.

Winkler, J. D., Halweg-Edwards, A. L., & Gill, R. T. (2015). The LASER database: Formalizing 
design rules for metabolic engineering. Metabolic Engineering Communications, 2, 30–38.

World Health Organization. (2000). Environmental health criteria 214: Human exposure assess-
ment. Geneva: WHO.

Zhang, X., Arnot, J. A., & Wania, F. (2014). Model for screening-level assessment of near-field 
human exposure to neutral organic chemicals released indoors. Environmental Science & 
Technology, 48(20), 12312–12319.

Zhang, Y., Zhang, N., & Niu, Z. (2018). Health risk assessment of trihalomethanes mixtures from 
daily water-related activities via multi-pathway exposure based on PBPK model. Ecotoxicology 
and Environmental Safety, 163, 427–435.

D. A. Vallero


	Estimating and Predicting Exposure to Products from Emerging Technologies
	Introduction
	Background
	Microbes

	Complex Mixtures
	Exposure Probability
	Dosimetry and Exposure Calculation
	Exposure Models
	Exposure Estimation
	Conclusion
	Bibliography




