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Synthetic biology is a technology with incredible promise yet equally galling uncer-
tainty. The United Nations Convention on Biological Diversity defines synthetic 
biology as “biotechnology that combines science, technology, and engineering to 
facilitate and accelerate the understanding, design, redesign, manufacture, and/or 
modification of genetic materials, living organisms, and biological systems” 
(Convention of Biological Diversity). Synthetic biology can produce entirely new 
organisms, some of which may pose risks to naturally existing ecosystems. While 
humans have been selectively breeding plants and animals for millennia, synthetic 
biology and its enabling technologies allow combining genetic material from organ-
isms that cannot procreate in nature and grant more deliberate and precise control 
over the selection of genetic processes.

Synthetic biology innovations might support disease prevention, large-scale food 
production, and sustainable energy, as well as more dubious applications like 
eugenics and invasive manufactured organisms. The difference between highly 
beneficial and highly hazardous outcomes depends upon the decisions of the people 
funding, producing, and regulating synthetic biology projects. The new and unique 
qualities of synthetic materials and their complex intersections with existing 
biological, ecological, and sociotechnical systems raise the specter of unpredictable 
outcomes (Linkov et al. 2018) and can complicate these decisions. For established 
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technologies, the current risk assessment and management paradigms are well- 
developed (Linkov et al. 2018), but there is uncertainty surrounding decisions in 
synthetic biology, including the scope of risks and the methods for monitoring them. 
This uncertainty should decrease as the field produces more data and stabilizes, 
which will require time, scholarship, and investment.

This book, Synthetic Biology 2020: Frontiers in Risk Analysis and Governance, 
examines the synthetic biology field after two decades of innovation. Within such a 
topic, the book includes perspectives of synthetic biology from the social sciences, 
such as risk assessment, governance, ethics, and communication (Fig.  1). 
Contributing authors in this volume represent diverse disciplines related to the 
development of synthetic biology’s social sciences and consider different areas of 
risk analysis and governance that have developed over this time and the societal 
implications. The chapters of this volume note that while the first 20  years of 
synthetic biology development have focused strongly on technological innovation 
and product development, the next 20 must emphasize the synergy between 
developers, policymakers, and the public to generate the maximally beneficial, 
well-governed, and transparent technologies and products.

 Making Sense of Synthetic Biology: Raw Opportunity 
and Uncertain Implications

The field is growing rapidly; estimates for 2020 equity funding forecast nearly $40 
billion dollars to be directed to private synthetic biology companies (Polizzi et al. 
2018), a 40-fold increase from funding in 2016. But the products of synthetic 
biology will not be demanded nor subsequently deployed if potential customers 
distrust their utility or safety. Fears of tragedies from synthetic biology applications 
are readily imaginable: privileged designer babies, bioterrorism, and disrupted 
ecosystems are all moral or physical calamities that could arise should synthetic 
biology development be inadequately regulated.

While there is usually risk in implementing new technologies, there is also risk 
in choosing to let existing hazards continue to control aspects of our environment. 
In that sense, unwarranted negative public perception of synthetic biology 

Fig. 1 Breakdown of 
disciplines within social 
science and implication- 
related research pertinent 
to synthetic biology
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innovations could hinder societal advancement (Palma-Oliveira et al. 2018). While 
industry, government, and private actors have different priorities and motivations in 
producing and using synthetic biology, concerns over the safety and protection of 
their communities and the natural world that supports them are universally shared. 
However, some end users may disproportionally bear potential risks of synthetic 
biology applications and thus rationally perceive safety differently. These percep-
tions can be captured and addressed through social science assessments to guide 
safe and socially acceptable development of synthetic biology. Anticipating both 
physical and social outcomes enables insights to be integrated into revisions of pre-
vious decisions and improves the value of iterative processes of experimentation 
and innovation.

Technological development and assessment have historically occurred as two 
distinct steps, often separated by a time period measurable in years. First, 
technological breakthroughs rise within the physical and natural sciences, which are 
subsequently discussed by social science regarding the technology’s societal 
implications, risks, and regulatory needs. For example, the growth of mass 
transportation technologies in the early nineteenth century brought risks of 
mechanical accidents and toxic emissions (Cummings et al. 2013). When dichloro-
diphenyltrichloroethane (DDT) use spread globally in the 1940s, its deleterious 
environmental and human health effects were unknown. It took until 1972 for the 
United States to ban it, followed by a worldwide ban under the Stockholm 
Convention in 2001 (Cummings et al. 2013).

Inferring policy needs and recommendations for developing technology is an 
uncertain business. A product’s impacts on society are difficult to assess when the 
product is underdeveloped and does not yet resemble the version that will ultimately 
be adopted. Many products may prove infeasible and therefore inconsequential (see 
Fig. 2), and their assessments can squander precious resources. Yet, waiting for a 
relatively finalized product disadvantages social scientists because their inquiry will 
be in its earliest stages while the physical scientists are finalizing their own and 
potentially beginning to market a product. Jasanoff (2009) writes that the responsive 
and reflexive nature of social science inquiry causes it to lag behind physical science 
research. But if the reflexive nature of social science were incorporated within the 
innovation process, the societal infeasibility of some products could be identified 
earlier and used to guide physical scientists to create more universally beneficial 
products.

Ideally, including social science in the innovation process can provide transpar-
ency that may reassure members of the public that the benefits of a new technology 
outweigh the risks. Such social science scrutiny promotes developing governance 
initiatives that can be operated in tandem with broader technological dissemination. 
However, the same critical inquiry of developing technologies may stoke fears of 
the new, uncertain, and unknown. Ideas can be presented out of context in ways that 
emphasize their risks without communicating their safeguards and may provoke 
public criticism and opposition. Too much opposition can hamper or even halt inno-
vations before scientists can incorporate or address criticism in their products. A 
two-step process that separates innovation from evaluation precludes this type of 
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project derailment – but also can bring products to market without adequate safeties 
in place.

The social convulsions associated with emerging technologies could be less dra-
matic or harmful when better anticipated. Consider the automobile: delayed full- 
privileged licensure for teenage drivers, in combination with other factors, reduces 
crash rates for new drivers (Ferguson et al. 1996; Williams 2009). This information 
would have been useful in the 1940s when most US states picked the age 16 as the 
minimum driving age. States partially addressed the issue later by implementing 
graduated licensing laws, but the minimum driving age is now ingrained in the 
United States’ car-dependent culture and is unlikely to change despite its recog-
nized risks.

Fig. 2 Illustrating path dependency 
or the winding road and various 
choices that transform a scientific 
idea into a commercial product
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In recent decades, the time lag between physical science innovation and social 
science assessment and governmental mobilization has narrowed. Lessons learned 
from previous mistakes have prompted greater scrutiny and evaluation of 
technological impacts prior to their immersion in society. Synthetic biology in par-
ticular has not been insulated from social science inquiry during the innovation 
process. The physical and social science publications examining synthetic biology 
show nearly parallel trends in growth, indicating that social scientists have the 
ability to directly comment on emerging research (Trump et al. 2019). Torgersen 
and Schmidt (2013) and Shapira et al. (2015) attribute the contemporaneous, rather 
than lagged, growth of social science discourse of synthetic biology to the 
foundations laid by social science research on genetically modified organisms 
(GMOs), which had a controversial reception in the public sphere.

The simultaneous inquiry by both physical and social scientists augurs a process 
that will be fundamentally different than for previous innovations that developed 
outside of the public eye. Synthetic biology offers powerful remedies for some of 
the world’s most intractable problems, but these solutions may not be developed or 
applied if the public perceives them to accompany unacceptable risks. Already a 
small but notable population exists that favors banning the field outright until the 
risks are better understood (Pauwels 2009; Pauwels 2013; Marris 2015). Such 
public mistrust and suspicion can be fueled by interest groups or misguided 
individuals (Linkov et al. 2018) who enjoy the public’s attention. Calvert and Martin 
(2009) argue that the social concerns surrounding synthetic biology research 
through 2009 might have been addressed by “institutionaliz[ing]” social scientists’ 
involvement in the field. A proactive and adaptive approach to risk management and 
governance can aid risk assessment in circumstances of limited experimental data 
(Oye 2012; Trump 2017), and social science inquiry can play a key role (Trump 
et al. 2018).

Since social science research of synthetic biology is already underway, physical 
and natural scientists have the opportunity to actively engage social scientists to 
evaluate innovations and help develop feasible products. In our modern era, physi-
cal scientists must understand that public perception matters and is a determinant 
in how applications of synthetic biology are ultimately funded, used, and gov-
erned. Because synthetic biology has the attention of social sciences so early in its 
innovation process, it has an opportunity to demonstrate the value of transdisci-
plinary collaboration in technological innovation as a way of providing secure ben-
efits and a safe and socially acceptable forum for further exploration and 
development. Myriad perspectives around synthetic biology represent distinct 
motives and can directly address public wariness to adopt new technologies 
(Linkov et al. 2018). These steps may prevent a world of draconian policies based 
on insufficient understanding and widespread fear. Collaboration between physical 
scientists and social scientists during the innovation process should provide valu-
able opportunities to question potential broader impacts and ensure that products 
are acceptably safe.
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 Twenty Years of Synthetic Biology Development

Here, we present a short history of synthetic biology’s development followed by 
brief descriptions of the chapters in this volume. As editors, we hope to provide a 
valuable and compelling resource that motivates the next generation of stakeholder 
collaborations to be resolute in envisioning a future that maximizes the potentials of 
synthetic biology while anticipating and respecting the needs and values of a diverse 
global citizenry.

Starting in the late 1970s, genetic engineers could blindly launch a novel gene 
into a host cell, hoping it landed in a good spot and worked in the new environment. 
After decades of incremental improvements in biochemical and genomic science, 
modern synthetic biology began to take root in the 1990s and early 2000s through 
engagement in more complex system engineering of viruses and bacteria. During 
the 1990s, “automated DNA sequencing and improved computational tools enabled 
complete microbial genomes to be sequenced, and high-throughput techniques for 
measuring RNA, protein, lipids and metabolites enabled scientists to generate a vast 
catalogue of cellular components and their interactions” (Cameron et  al. 2014). 
This, coupled with a system engineering approach to biology, served as the core 
principles that made modern synthetic biology possible (Porcar and Peretó 2014; 
Cameron et al. 2014). In other words, genetic engineering around this time began to 
consider whether complex cellular networks could be viewed as engineered systems 
where biological engineering of a cell’s DNA could yield complex changes to how 
those systems operate.

In 2000, Nature published two articles that discussed the deliberate creation of 
biological circuit devices (where biological parts inside a cell are designed to 
perform logical functions mimicking those observed in electronic circuits) by 
combining genes within E. coli cells. Gardner et al. (2000) constructed a genetic 
toggle switch to influence the expression of mutually inhibitory transcriptional 
repressors. Elowitz and Leibler (2000) engineered an oscillatory circuit that, when 
activated, produced the ordered and periodic oscillation of repressor protein 
expression. These publications encouraged the further development of research 
centered on circuit engineering and synthetic circuit construction to influence a 
cell’s network design, including cell-to-cell communication and interactions (Weiss 
and Knight 2001).

During this time, the field of systems biology also emerged as a mature and inde-
pendent field of inquiry pertaining to the computational and mathematical modeling 
of complex biological systems (Kitano 2002; Ideker et al. 2001). The field seeks to 
better understand the various properties of cells, tissues, and the systemic infra-
structure that comprises living organisms (Hucka et al. 2004; Hood et al. 2004). 
This generally entails researching cell signaling networks or the signals and stimuli 
that govern and control cellular actions (Ingber 2003; Kitano 2002). For example, 
Park et al. (2003) published their work on posttranslational regulation using protein–
protein interaction domains and scaffold proteins using S. cerevisiae. Coupled with 
earlier principles of genetic engineering, the technological and scientific 
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advancements derived within systems biology serve as some of the driving forces 
behind the development of synthetic biology research (Andrianantoandro et  al. 
2006; Khalil and Collins 2010).

By 2004, synthetic biology had clearly evolved from a small number of biolo-
gists and engineers into a growing and unique field of emerging technology research 
in its own right. The Massachusetts Institute of Technology hosted “Synthetic 
Biology 1.0” in June 2004 as the first international conference explicitly dedicated 
to synthetic biology research (Ball 2004). At this meeting, an interdisciplinary col-
lection of professionals encompassing the field of biology, chemistry, computer sci-
ence, and others discussed the desire to design, build, and characterize biological 
systems and interactions (Ferber 2004). This conference spurred further international 
meetings known colloquially as the SBx.0, with the latest iteration as of this writing 
held in Imperial College London in 2013 (SB 6.0). This conference series advanced 
discussion around blending elements of engineering with molecular biology to 
determine whether synthetic biology could develop as an engineering field like 
electrical engineering or materials science (Cameron et al. 2014). Specifically, Endy 
et al. (2005) and Cameron et al. (2014) describe these early efforts as an attempt to 
produce a collection of modular parts and improve design pathways for engineered 
cells with the idea that modifying specific cell circuit designs could deliberately 
change the behavior or interactions of that cell with its local environment.

Between 2004 and 2010, “the second wave of synthetic biology” produced cir-
cuit design and metabolic engineering (Purnick and Weiss 2009; Isaacs et al. 2004). 
The former included attempts to expand RNA-derived cellular systems of biological 
circuit engineering from “transcriptional control” into posttranscriptional control 
vehicles and capabilities (Bayer and Smolke 2005). Generally accomplished using 
E. coli, various scientists sought to expand circuit and part designs, with one such 
circuit dedicated to the conversion of light into gene expression for a collection of 
E. coli cells (Levskaya et al. 2005).

For the developments in metabolic engineering, a group of scientists at the 
University of California, Berkeley, studied isoprenoid biosynthesis which produces 
artemisinic acid, or the component precursor to the wormwood Artemisia annua 
(Ro et  al. 2006). Using a collection of organisms including Saccharomyces 
cerevisiae and E. coli, scientists under the leadership of Dr. Jay Keasling produced 
artemisinic acid using fermented yeast cells in controlled and pre-planned settings 
(Ro et al. 2006; Hale et al. 2007). The World Health Organization uses artemisinin 
combination therapies as the primary initial treatment for P. falciparum malaria. 
The drug destroys the majority of parasites in a patient’s blood upon the drug’s 
ingestion (Nosten and White 2007; Van Agtmael et al. 1999). However, the plant’s 
erratic price points (ranging from $120 to $1200 USD per kilogram between 2005 
and 2008) and fluctuating production levels have hindered naturally produced 
artemisinin antimalarial drug distribution in Africa and Southeast Asia (Mutabingwa 
2005; White 2008; Kindermans et al. 2007). Natural artemisinin-based treatments 
may require subsidies and controlled crop development to ensure accessibility 
(Mutabingwa 2005; White 2008). However, synthetic production of artemisinic 
components provides a faster timeline and more efficient resource use and can 
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obviate the reliance upon natural crop cycles for artemisinin plants. By 2013, the 
World Health Organization prequalified the use of semisynthetic artemisinin, 
allowing the pharmaceutical company Sanofi to begin its distribution with an initial 
shipment of 1.7 million artemisinin treatments in August 2014 (Singh and Vaidya 
2015). This advancement in synthetic biology research demonstrated the 
technology’s ability to yield therapeutic benefits for human health and commercial 
products (Hale et al. 2007; Westfall et al. 2012; Kong and Tan 2015).

Contemporary to these developments, since 2003, the nonprofit foundation 
International Genetically Engineered Machine (iGEM) has hosted annual 
competitions for teams of high school students, undergraduate students, graduate 
students, and entrepreneurs to build synthetic biological systems using pre-defined 
parts (Kelwick et  al. 2015). Teams receive a kit of biological components from 
which to build biological systems and operate them in living cells (Kelwick et al. 
2015; Mercer 2015; Stemerding 2015). Each fall, teams gather to demonstrate their 
creations and operate the pre-defined parts alongside biological parts they fostered 
for the competition (Kelwick et  al. 2015; Stemerding 2015). The competition’s 
membership grew to 130 teams worldwide by 2010 and 341 teams by 2019, with at 
least one team from every habitable continent on Earth (iGEM 2019). However, 
Tocchetti and Aguiton (2015) and Gronvall (2018) note that such “do-it-yourself” 
research raises concerns about biosafety and biosecurity risk. Though iGEM 
participants are screened and reviewed by multiple judges for safety concerns, some 
stakeholders in government and the lay public remain uneasy about the potential for 
risks, making the competition’s biosafety and biosecurity practices a point of 
discussion for the synthetic biology community (Guan et al. 2013).

Following the rise in circuit design and eventual characterization alongside the 
growth and development of the synthetic biology research community, by 2008, 
synthetic biology’s development had accelerated to creating more complex 
biological circuits and better controlling systemic biological behavior within cells. 
In this timeframe, the declining cost of gene synthesis alongside the development of 
high-throughput DNA assembly approaches advanced circuit engineering 
capabilities (Engler et  al. 2008; Gibson et  al. 2009; Cameron et  al. 2014). This 
enabled greater control of genetic systems and novel gene expression such as light- 
sensing circuits within bacteria (Tabor et al. 2009) and faster and more complex 
pattern formation in E. coli swarms (Liu et  al. 2011). Overall, this period drove 
greater connections between synthetic biologists and network engineers to improve 
controlling and altering the form and function of cellular networks on a system level 
(Cameron et al. 2014).

A widely publicized development within the second wave of synthetic biology 
occurred at the James Craig Venter Institute (Gibson et al. 2010; Ellis et al. 2011; 
Elowitz and Lim 2010; Cameron et al. 2014). In 2010, the Institute announced the 
creation of the first synthetic cell (Gibson et al. 2010). Using a modified Mycoplasma 
mycoides genome, Venter’s team demonstrated that genome design may be 
“constructed on a computer, chemically made in the laboratory and transplanted 
into a recipient cell to produce a new self-replicating cell controlled only by the 
synthetic genome” (JCVI 2010). In their experiment, Venter’s team synthesized a 
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version of the M. mycoides genome and transplanted it into an empty Mycoplasma 
capricolum bacterial shell (JCVI 2010; Cameron et al. 2014; Gibson et al. 2010; 
Ellis et al. 2011). This process fostered a self-replicating bacteria cell containing 
only the Institute’s synthesized genome through transplantation of digitally 
synthesized genetic base pairs (Gibson et al. 2010). Within a year, a research team 
led by Jef Boeke at Johns Hopkins University performed a similar synthesis of 
S. cerevisiae in yeast (Dymond et al. 2011).

The Venter team’s breakthrough proved the viability of constructing and editing 
a computerized genome for physical transplantation of a fully synthetic genome in 
a bacterial cell in controlled settings (JCVI 2010; Gibson et  al. 2010). New 
developments enable scientists to cut and delete particular spots of DNA, replace 
portions of genes, or add entirely new genes in specific places. These techniques, 
collectively called “gene editing,” are akin to our abilities to take pen to paper to 
correct typos, delete words or phrases, rearrange sentences, or add new ones. 
Current developments of synthetic biology applications are increasingly globalized 
and bring ever-expanding opportunities but more uncertainty around risk.

A team led by George Church developed the multiplex automated genome engi-
neering (MAGE) platform to rapidly alter multiple loci in the E. coli genome (Wang 
et  al. 2009; Cameron et  al. 2014). This platform enabled the “proof-of- principle 
replacement of all TAG stop codons with the synonymous TAA codon” (Isaacs et al. 
2011; Cameron et al. 2014; Wang et al. 2009). Jiang et al. (2013) and DiCarlo et al. 
(2013) used the clustered regularly interspaced short palindromic repeats-associ-
ated system (or CRISPR-Cas, for short) as a tool for genome editing that helped to 
generate genomic mutations within a cell. This increased the ability of geneticists to 
alter genetic structures in bacteria and yeast (Jiang et al. 2013; DiCarlo et al. 2013). 
CRISPR-Cas9 allows genetic engineers to mutate, swap, or add multiple genes at 
one time. Researchers used this approach to efficiently edit a set of 62 pig genes to 
produce porcine organs that harbor fewer viruses and so are safer for human trans-
plantation (Servick 2017). Another gene-editing technique, zinc fingers, is particu-
larly useful for engineering proteins that target specific genes (Klug 2010), allowing 
scientists to selectively switch specific genes on and off (Heinemann and Panke 
2006; Klug 2010), and enabling more complex genetic manipulation of larger 
eukaryotic organisms (Khalil et al. 2012).

Animal and crop genetic engineering are heading quickly toward gene editing, 
not just because of its speed and creative power but also because developers 
recognize loopholes in oversight in the United States. Some of the new gene-editing 
techniques fall outside of current regulatory definitions, which are based on early 
genetic engineering applications. As a result, several edited crops have evaded US 
regulation (Kuzma 2016).

Synthetic biologists became increasingly able to alter cell DNA and produce 
systemic-level change to the cell’s genome and behavior. However, significant 
challenges remain to synthetic biology, such as with the high variability of cellular 
part and circuit performance to overall cellular circuit construction (Nandagopal 
and Elowitz 2011). Smith et al. (2014) and Baltes and Voytas (2015) further note 
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that variability within a complex intracellular environment is inherent and, at least 
currently, seemingly improbable to prevent or avoid.

Purnick and Weiss (2009), Andrianantoandro et al. (2006), Ellis et al. (2009), and 
Cheng and Lu (2012) sought to work around this problem by constructing libraries 
of synthesized cellular parts and rigorously quantifying the behavior and activity of 
these parts under certain conditions. Such libraries support assembling cellular 
circuits from thoroughly researched collections of parts, which would then be 
screened and improved as necessary for a particular function or project. The 
International Open Facility Advancing Biotechnology (BIOFAB) aims to construct 
and characterize libraries of bacterial promoters and transcription terminators 
(Mutalik et al. 2013; Cambray et al. 2013). Specific to this aim, BIOFAB seeks to 
foster a reliability score for individual cellular parts, which characterizes the 
potential flaws that each part may express, which can assist debugging efforts within 
circuit engineering exercises (Mutalik et al. 2013).

Most genetically engineered organisms (GEOs) approved for release into natural 
or agricultural environments are not expected to survive on their own for multiple 
generations because they are either less fit than the wild type or designed for human- 
managed systems. Confinement of the GEO and the introduced genes has been 
desirable for current applications of GEOs such as GE plants in agriculture or GE 
microorganisms for environmental pollution remediation. However, a recent 
advancement in gene editing enables spreading altered genes through entire 
populations in either a self-limited or unlimited way.

Most genes in sexually reproducing species follow the laws of Mendelian inheri-
tance: an introduced gene is carried on one of a pair of chromosomes and is thus 
inherited by about half of the offspring in the first generation. If there is no selective 
advantage to the gene, it will dilute in the population over time. However, diverse 
genetic mechanisms can enable genes to occur more frequently than the expected 
50% of first-generation offspring. Evolutionary biologists have been studying these 
naturally occurring “selfish genetic elements” for over 80 years, but only in the past 
decade have researchers synthesized genetic elements with these properties. 
Experimental new “gene drive” systems allow an edited gene on one chromosome 
to copy itself into its partner chromosome to ensure that nearly all offspring will 
inherit the engineered gene. Thus, even if just a few organisms with gene drives are 
released into the wild, species with short generation times and random mating could 
spread an engineered gene through a large population within just a season. Synthetic 
“gene drive” systems took a leap forward with CRISPR- Cas9 technology, which 
greatly increases the ease and pace at which engineered organisms with drive mech-
anisms can be produced (Esvelt et al. 2014, Mali et al. 2013).

Gene drives have not yet been released into the wild, but they have been demon-
strated in laboratory-cage experiments with fruit flies and mosquitos. In the wild, 
the drives could spread killer genes to destroy unwanted pest populations, invasive 
species, or disease-carrying organisms. Releasing a few individuals with killer-drive 
systems could theoretically eradicate a whole population, like mosquitos carrying 
dengue, malaria, or Zika virus. Gene drives could also add beneficial genes to popu-
lations to immunize endangered species against disease or protect them from the 
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effects of climate change. In some cases, gene drives might be the only option to 
save an endangered species or to protect humans from great harm.

The ecological and health risks and benefits of synthetic biology will depend on 
the species engineered, the type of alteration carried, the place where it is released, 
the strategy for release and monitoring, and the properties of the genetic alterations. 
Some questions for thinking about these risks of synthetic biology include the 
following: How might a genetic construct(s) spread to a natural population, both 
intentionally or not? Does the construct(s) alter the characteristics of individuals in 
the population (ability to transmit pathogens), decrease population size, or both? 
Could the construct(s) cause extinction of the population or even the species, and is 
that desirable? Will the construct(s) remain in a wild population or be lost with 
time? Is there a means for “recalling” (or eliminating) the initially released 
construct(s) by releasing other variants of the target species? How would changes in 
the target population affect the overall ecosystem? Could other more harmful 
species fill the ecological niches of the eradicated organisms, perhaps ones spreading 
even more detrimental human or ecological disease?

These are scientific questions with potentially broad social science implications. 
Many chapters in this volume provide new data and approaches that demonstrate the 
feasibility for multi-stakeholder efforts involving policymakers, regulators, 
industrial developers, workers, experts, and societal representatives that can together 
create effective and acceptable governance in the face of uncertain risk probabilities. 
Such participation bestows responsibility and is a partial remedy for ignorance and 
may provide a pathway for humanity to maximize its benefits from synthetic biol-
ogy while minimizing risks.

 A Brief Introduction to Synthetic Biology 2020’s Chapters

The chapters in this book provide perspectives of historical synthetic biology devel-
opments and implications for the technology’s applications in the future. Topically, 
they range from general background, to differing perspectives on risk assessment 
and management, to governance, to risk communication and ethical 
decision-making.

In chapter “Synthetic Biology: Research Needs for Assessing Environmental 
Impacts,” the team of Warner, Carter, Lance, Crocker, Meeks, Adams, Magnuson, 
Rycroft, Pokrzywinski, and Perkins reviews multiple platforms of synthetic biology 
research to better understand their potential environmental implications. Such a 
comprehensive review of technological use scenarios as well as their hazards and 
exposure considerations helps to structure the research environment and identify 
areas where potential threats or safety challenges may be likely or unacceptable.

Chapter “Transfish: The Multiple Origins of Transgenic Salmon” documents the 
development of transgenic salmon and the various mechanisms that render such an 
innovation “safe” in the eyes of US consumers. It describes consumer suspicions 
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and misunderstandings of synthetic biology products (will fish antifreeze make ice 
cream taste fishy?) and the approval process in the United States.

In chapter “The State of Synthetic Biology Scholarship: A Case Study of 
Comparative Metrics and Citation Analysis,” Cegan applies a network/connectivity 
analysis to synthetic biology publications to better understand the different disci-
plines and actors evaluating synthetic biology and where they are headed. Using 
network and citation analysis, this chapter demonstrates how more advanced ana-
lytical tools can help make sense of a rapidly growing body of literature such as the 
physical/natural and social sciences of synthetic biology.

In chapter “Synthetic Biology, GMO, and Risk: What Is New, and What Is 
Different?,” Trump offers a background of synthetic biology’s various threats, 
including those related to biosafety and biosecurity. This chapter examines what 
types of risk may be unusual, novel, or particularly difficult for a stakeholder to 
assess and thereby contribute to governance challenges where no clear best practice 
or operating procedure has yet been identified.

Chapter “Estimating and Predicting Exposure to Products from Emerging 
Technologies” (Vallero) describes the risk assessment and management paradigm 
applied by environmental agencies in the United States and methodologies for 
estimating human exposures to contaminants. Vallero asserts that better 
understanding exposures and subsequent risks will support informed decisions 
involving synthetic biology and emerging technologies.

In chapter “Mosquitoes Bite: A Zika Story of Vector Management and Gene 
Drives,” Berube examines the trade-offs of continued disease infection and disease 
reduction enabled by releasing varieties of engineered mosquitos, and the public 
reception of those options. Berube writes, “What stands between us and addressing 
one of the biggest public health issues in the world is not science. It’s how we talk 
about science.”

In chapter “Synthetic Biology Industry: Biosafety Risks to Workers,” Murashov, 
Howard, and Schulte consider the risks of synthetic biology to the workers in the 
biotech industry. The authors describe the safety measures that can be implemented 
to mitigate worker risk from exposure to hazardous materials. Demonstrated con-
tainment and control of synthetic biology will support the safety of innovation 
processes.

Finkel (chapter “Designing a “Solution-Focused” Governance Paradigm for 
Synthetic Biology: Toward Improved Risk Assessment and Creative Regulatory 
Design”) reviews challenges associated with quantitative risk assessment relative to 
synthetic biology and describes how a complementary approach, known as 
“solution-focused risk assessment,” can better inform the trade-offs and implications 
of synthetic biology applications in areas of considerable uncertainty. As new 
technologies empower humans, new inventions must examine the full spectrum of 
trade-offs, including risks, their associated uncertainties, and their variation across 
different populations. Finkel advocates for transparency in hidden influential value 
judgments as part of risk communication.

Chapter “A Solution-Focused Comparative Risk Assessment of Conventional 
and Emerging Synthetic Biology Technologies for Fuel Ethanol” (Wells, Trump, 
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Finkel, and Linkov) compares conventional options for energy production from 
corn and sugarcane feedstock to biofuel produced from engineered algae. Wells 
et al. utilize one permutation of Finkel’s proposed solution-focused risk assessment 
to identify areas of novel risk to weigh against the benefits of algal biofuels and 
incorporate the uncertainty of synthetically engineered biofuel impacts. This holistic 
process could be a tool for assuaging public concerns surrounding synthetic biology 
for fuel production.

Chapter “An Initial Framework for the Environmental Risk Assessment of 
Synthetic Biology-Derived Organisms with a Focus on Gene Drives” (Landis, 
Brown, and Eikenbary) uses a more advanced analytical approach to demonstrate 
how the environmental impacts of synthetic biology-derived organisms can be 
assessed for environmental risk implications. Whereas a major concern of the 
potential use of gene drives is the irreversibility and disruption posed by engineered 
organisms upon the natural environment, Landis et al.’s approach is one that can 
help inform developers and policymakers alike of the safe use requirements and best 
practices that synthetic biology research should incorporate.

Kuiken (chapter “Biology without Borders: Need for Collective Governance?”) 
begins by using the competition iGEM and its Safety and Security Committee as a 
study of governance for synthetic biology. Kuiken expands on ideas of equity and 
safety as he profiles the synthetic biology community that emerged from independent 
informal laboratories around the United States and the world. He shares a model for 
collective governance that can reconcile international laws and provide a means for 
overseeing synthetic biology as it evolves.

Trump, Siharulidze, and Cummings (chapter “Synthetic Biology and Risk 
Regulation: The Case of Singapore”) differ from other governance chapters by 
reviewing the hard and soft law activities within Singapore. As a growing developer 
of synthetic biology and its enabling technologies, Singaporean governance of 
synthetic biology differs from their Western counterparts due to its inherently 
diverging political and institutional frameworks and can cause it to address and 
govern the risks posed by such technologies in an equally divergent manner.

Novossiolova, Bakanidze, and Perkins (chapter “Effective and Comprehensive 
Governance of Biological Risks: A Network of Networks Approach for Sustainable 
Capacity Building”) document the various factors spurring innovation in synthetic 
biology and emphasize that regulations must manage risk without stymieing 
innovation. Lela examines various governance structures and asserts that biological 
security will benefit from both top-down actions, such as regulations and inspections, 
and bottom-up approaches, including education and standardized procedures.

Ndoh, Cummings, and Kuzma (chapter “The Role of Expert Disciplinary 
Cultures in Assessing Risks and Benefits of Synthetic Biology”) review not only 
how different expectations, norms, values, and operating requirements within 
various disciplinary domains shape their perception of synthetic biology and its 
products, but also how risk analysis, policy, and governance are crafted and exe-
cuted to capture the technology. Their notion of “expert culture” is one that demon-
strates the usefulness of a collaborative and mixed-method approach toward 
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synthetic biology governance moving forward, including the combined views of 
natural and social scientists.

Howell et al. (chapter “Scientists’ and the Publics’ Views of Synthetic Biology”) 
analyze surveys of scientific experts and members of the American public to 
examine their respective risk perceptions of synthetic biology. Howell recognizes 
the polarization that has grown around issues like genetically modified crops or 
stem cell research, and the path forward for synthetic biology appears to be through 
public engagement in decision-making.

In chapter “Dignity as a Faith-based Consideration in the Ethics of Human 
Genome Editing,” Austriaco explores the notion of human dignity to explain 
divergent views on synthetic biology between religious and lay communities. The 
confluence of values like dignity, free will, and agency supports understanding the 
emotional connotations that communities voice around issues like gene editing for 
human babies.

In chapter “Highlights on the Risk Governance for Key Enabling Technologies: 
From Risk Denial to Ethics,” Merad explores the confusion between science and 
counter science and the denial of scientific fact. This can help frame how scientific 
information is developed, disseminated, and consumed and the trade-offs are 
considered by different actors in that process.

Ultimately, synthetic biology can provide valuable benefits to humanity that 
likely cannot be achieved by alternate means. Such innovations will certainly also 
enrich the teams that create them. The incentives are prodigious and obvious, and 
the public deserves assurances that all potential downsides are understood and 
minimized accordingly. Social science may impose additional constraints on the 
innovation process, but its simultaneous support in improving end product 
acceptability to society at large is a worthy trade-off.
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