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Preface

The eighth edition of the “International Congress Design and Modelling of
Mechanical Systems” CMSM’2019 was held in Hammamet, Tunisia, from March
18 to 20, 2019. This congress was organized jointly between two Tunisian research
laboratories: the Laboratory of Mechanical Engineering of the National School of
Engineers of Monastir and the Laboratory of Mechanics, Modelling and Production
of the National school of Engineers of Sfax.

This book is the fourth volume of the LNME book series “Design and Modelling
of Mechanical Systems”. It contains 101 selected from papers presented during the
CMSM’2019 congress. More than 350 participants discussed during the 3 days
of the congress, latest advances in the field of design and modeling of mechanical
systems. Similar to the past editions, the topics presented and discussed during the
congress were very broad covering of research topics of mechanical modeling and
design.

The organizers of the conference were honored by the presence of six keynote
speakers, who are experts in the field of modeling of mechanical systems, namely:

• Prof. Maurice Pillet, SYMME Laboratory, University of Savoie Mont Blanc,
France

• Prof. Pierre-Olivier Mattei, CNRS Deputy Director of LMA, University of
Marseille, France

• Prof. Lucas F. M. da Silva, Faculty of Engineering of the University of Porto,
Portugal

• Prof. David Daney, Inria Laboratory, Sofia Antipolis, Bordeaux, France
• Prof. Jean Yves Choley, Laboratory QUARTZ, SUPMECA, Paris, France
• Prof. Faida Mhenni, Laboratory QUARTZ, SUPMECA, Paris, France
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Each chapter included in this book was rigorously reviewed by three referees. Our
gratitude goes to all members of the scientific committee for their valuable efforts to
reach a high quality of contributions. We would like also to thank all authors,
presenters, and participants of eighth edition of CMSM’2019. Finally, special
thanks go to Springer for their continuous support of this conference.

Hammamet, Tunisia
March 2019

Nizar Aifaoui
Zouhaier Affi

Mohamed Slim Abbes
Lassad Walha

Mohamed Haddar
Lotfi Romdhane

Abdelmajid Benamara
Mnaouar Chouchane

Fakher Chaari
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Abstract. With the new technologies of the product design, the assembly
automation lines has expatriated to a new assembly strategy characterized by an
assembly modularization. This strategy consists, in a first time, in preparing
subassemblies on secondary lines and then assembled with each other on the
main line in a second time. The choice has been made to automate certain
sections of the main line and to leave the subassembly lines in a manual way.
The aim of this work is to identify the subassemblies of a mechanical product
from its CAD model in order to predict secondary’s assembly lines. For better
discussing and explaining all the steps of the proposed approach a CAD
assembly of an industrial complex product is presented in all sections of this
paper.

Keywords: Assembly automation lines � Modular product � Sub-assembly �
CAD model � Base part � Contact matrices � Interference matrices

1 Introduction

The organization of an assembly line is an important issue of the industrialization of
complex products. As example, for the case of aircraft structure, up to 80% of the final
cost is determined during the design phase, while up to 30% is due to assembly
operations [1]. The relevance of both: the product design phases and the assembly line
design are pointed out by two relevant cost-related facts. Nowadays, the assembly
automation lines has transformed on a new assembly strategy characterized by an
assembly modularization. This strategy consists, in a first time, in preparing sub-
assemblies on secondary assembly lines and then assembled with each other on the
main assembly line in a second time. The choice has been made to automate certain
sections of the main assembly line and to leave the subassembly lines in an automatic
or manual way.

Regarding the literature, both concepts: Assembly Line (AL) and
Assembly/Disassembly Sequence Planning (ASP/DSP) are treated independently. AL
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is a flow production system and is usually composed of a set of sequentially linked
workstations in which a set of tasks is performed by operators [2]. While the early AL
was utilized by Henry Ford and his colleagues in 1913, the design and industrialization
of AL have been important problems for practitioners and academics [3]. Several
authors have approved the need to develop specific methods, guidelines, and software
applications to support AL designers using the product database [4–6]. The assembly
line balancing problem is basically the difficulty, not only to allocate assembly tasks in
the ASP of a product but also to arrange the workstations with respect to the prece-
dence relations and optimized performance.

In the other hand, Ullah et al. [7] proposed an ASP generation approach. The
developed tool named “Computer Aided Assembly Sequence Plan” is composed of two
mains steps. The first step is the extraction of the CAD assembly data. The second one
deals with the identification of all possible free directions during the part displacement
in order to generate feasible ASP. Trigui et al. [8] presented an approach based on a
mobility matrix defined for every part as mobility constraints. An original model of
disassembly directions based on geometric and assembly CAD data has been proposed
and implemented under Open Cascade© platform. In order to avoid the ASP/DSP
combinatory problem of complex mechanism having important number of parts,
Issaoui et al. [9] proposed a DSP approaches based on genetic and ant colony algo-
rithms. The developed methods allow the generation of an optimal and feasible DSP of
a complex product from its CAD data. In these approaches, several criteria have been
considered such as disassembly directions, part volume, tool change, and the main-
tainability of usury part. Kheder et al. [10] proposed a new approach to identify
subassemblies in order to transform a product into a modularization representation.
Based on the new representation of the product, an optimal and feasible DSP can be
generated easily. The proposed tool is implemented using an automatic coupling
between Solidworks© and Matlab© softwares.

Kheder et al. [11] presented an integrated framework for Assembly-Oriented
Product Design and Optimization (AOPDO), which integrates ASP process and pro-
duction simulation, supporting each other in a single framework. They used a technique
of producing “function models”, which is a structured representation of the functions,
activities, or processes within the modeled system or subject area. The user imports a
CAD model to the AOPDO tool and the system evaluates the model and provides
redesign suggestions, and also generates optimal ASP. Belhadj et al. [12] developed a
highly interactive computer-aided decision support system for ASP in an assembly-
oriented environment in order to facilitate the design of the associated assembly lines.
This approach is attractive, however, each aspect is represented by a separately
framework. Su and Smith [13] described a design system framework for an automotive
assembly process. Their system is a computer-aided intelligent system, which is able to
automatically generate the optional ASP for a best dimensional quality.

As could be seen, it is clear that none of cited approaches have considered
simultaneously the AL and the ASP/DSP problems. In few references, the two aspects
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are considered but using separately frameworks [14, 15]. The aim of this paper is to
develop a coupled approach between the product design and the assembly line design
(main and secondary lines). It aims to identify the subassemblies of a complex
industrial product from its CAD model in order to predict its secondary’s assembly
lines. For better discussing and explaining all the steps of the proposed approach a
CAD assembly of a complex industrial product is presented in all sections of this paper.

2 Proposed Approach

Figure 1 shows the strategy of the proposed approach. The CAD assembly attributes
using the developed CADLab© plug-in are firstly extracted. These data should be
treated subsequently by Matlab© to generate the set of subassemblies (Subi). Based on
the obtained (Subi) set, the secondary’s assembly lines and the main assembly line are
identified in order to arrange the workstations with respect to the anteriority relations
between components.

2.1 Illustrative Mechanism

In order to detail the proposed approach, an industrial illustrative example is chosen. It
is an internationally recognized motorbike-125. It consists of 152 parts joined by 74
connector parts (screws, washers, nuts, rings, etc.) (Fig. 2).

CAD data genera on
CAD date 
treatment Subassembly set 

iden fica on

ASP genera on of 
sub-assemblies

CAD Assembly 
Model

Secondary 
assembly lines 

genera on

Treatment under Solidworks © Treatment under Matlab ©

Main 
assembly line

Secondary 
assembly line-2

Secondary
assembly line-4

Secondary
assembly line-3

Secondary 
assembly line-n

……Secondary
assembly line-1

Collision tests to 
generate interference 

matrices

Fig. 1 Background of the proposed approach
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2.2 CAD Data

The assembly model produced by CAD software contains a lot of smart data which can be
collected using API (Application Programming Interfaces) and used to search the sub-
assemblies and the optimal and feasible ASP. Two main categories of data should be
identified. The first category is related to the part (topological and geometrical information)
while the second category is associated to the assembly constraints between components.

When the CAD data collection is performed, the subassembly research procedure
can be starts. This procedure is formed by three stages: creation of the contact matrices;
reduction of the contact matrices size by removing of all connector parts from the
contact matrices; the base parts identification and the research of subassemblies.

a Creation of the contact matrices

The Contact matrix [CM] in the direction of the (k) axe is a square and symmetric
matrix, its size is equal to n where n represents the number of parts. The CM (i, j)
element, representing a probable contact between the two parts i and j and can have
three possible values as follows:

• CM (i, j) = 1 if there is a contact between i and j;
• CM (i, j) = 0 if there is no contact between i and j;
• CM (i, j) = 0 if i = j.
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Fig. 2 Illustrative mechanism: motorbike-125 CAD model

4 I. Belhadj et al.



b Reduction of the contact matrices size

The size of [CM] can by strongly reduced by suppressing all connector parts. These
connector parts are identified directly from the feature manager given by the CAD
software. In the case of the illustrative example, all parts from item 79 to item 152 are
suppressed from the contact matrices along (x, y, z) directions and the Reduced Contact
Matrix [RCM].

c Base parts research

The Base Parts (BP) research can be started when the [RCM] matrices are identified.
A BP can be defined as a vital part on which some parts will be assembled. In order to
identify the BP list, an evaluation function is proposed and associated to each part of
the mechanism. For a part i, the score of the evaluation function is given by Eq. (1).

EFi ¼ u:Tcþ v:
Voi
Vo

þ z:
Sui
Su

ð1Þ

where

– u, v and z: represent the weight parameters,
– Tc: represents the total contact between part i and other parts in the assembly;
– Voi: represents the volume of part i;
– Vo: represents the total volume of parts;
– Sui: represents the border surface of part i;
– Su: represents the total surface of parts;

Considering the motorbike mechanism, Table 1 shows the obtained score of the
evaluation function of each part. Based on these results, the obtained BP list is: {(1),
(71), and (78))}.

Table 1 Score of each part of the motorbike mechanism

Item Score Item Score Item Score

1 5.62 28 3.76 54 1.82
2 1.63 29 1.62 55 1.21
3 1.00 30 0.60 56 1.23
4 2.01 31 0.60 57 1.23
5 2.00 32 1.20 58 1.01
6 1.80 33 0.86 59 1.20
7 180 34 1.20 60 0.80
8 1.61 35 1.66 61 0.63
9 1.20 36 0.60 62 1.22

(continued)

From Assembly Planning to Secondary Assembly’s Lines 5



d Subassemblies research

The subassemblies (subi) procedure begins by reading all connections between all BP
and removing them. Then, it browses all connections with other parts to identify (subi).
The output of the subassembly research algorithm (Fig. 3) is a list of subassemblies.
For the treated example, the list of the identified subassemblies is represented by Fig. 4.

2.3 Assembly Plan Generation

In this work, the ASP is considered as the inverse of the DSP. For that, DSP is firstly
generated.

When the Subi are recognized, the DSP generation process of Subi can be started.
The DSP algorithm begins by generating the interference matrices of Subi [IMk] in the
direction of (k) axis, which are automatically extracted from CAD software. The size of
[IMk] is equal to (m � m) where m represents the numbers of Subi. The IMk(i, j)
element related to the k-axis is as follows:

Table 1 (continued)

Item Score Item Score Item Score

10 2.00 37 0.02 63 1.42
11 1.80 38 1.87 64 1.15
12 1.20 39 0.60 65 1.40
13 0.60 40 0.60 67 1.63
14 1.80 41 0.61 68 0.60
15 1.80 42 0.63 69 1.21
16 0.60 43 1.82 70 1.20
17 0.60 44 1.27 71 5.03
18 0.60 45 0.62 72 0.60
19 0.60 46 1.4 73 1.22
21 0.60 47 2.31 74 0.40
22 0.60 48 0.60 75 1.01
23 1.20 49 1.20 76 1.21
24 0.60 50 1.00 77 0.21
25 1.40 51 1.20 78 5.87
26 0.60 52 2.81
27 1.02 53 1.00
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– If the Subi does not interfere with another Subj in the direction of the k-axis, the
Subi can be disassembled freely from the Subj in the direction of the k-axis; in this
case the value of IMk(i, j) = 0.

– If the Subi that moves in the direction of the k-axis has interference with another
Subj, then the Subj that moves in the direction of the k-axis will, in turn, has
interference with the Subi; in this case the value of IMk(i, j) = 1.

The [IMk] in the direction of the (x, y, z) axis of the motorbike mechanism is given
as follow.

IMx½ � ¼
Sub1 Sub2 Sub3

Sub1 0 1 1
Sub2 1 0 0
Sub3 1 0 0

2
664

3
775

Fig. 3 Subassembly research algorithm
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IMy½ � ¼
Sub1 Sub2 Sub3

Sub1 0 0 0
Sub2 1 0 0
Sub3 1 1 0

2
664

3
775

IMz½ � ¼
Sub1 Sub2 Sub3

Sub1 0 0 0
Sub2 1 0 0
Sub3 1 1 0

2
664

3
775

It is noticed, from the [IMy] matrix, that all elements of the line corresponding to
Sub1 are equal to 0 then the Sub1 can be disassembled freely in the direction of the
(+y) axis. Similarly, all elements of column corresponding to Sub3 are equal to 0 then
the Sub3 can be disassembled freely in the direction of the (−y) axis. The decision,
disassembling Sub1 or Sub3, is carried out by comparing the scores of the evaluation
function corresponding to the both subassemblies: Sub1 and Sub3. Table 2 presents the
score of each subassembly corresponding the motorbike mechanism. In fact, in the
industrial practices, the disassembly process starts by dismantling parts or sub
assemblies having the smaller volume or surfaces i.e. having the smaller value of the
evaluation function. Regarding the Table 2, Sub3 is disassembled firstly because it
have the smaller EF. After that, the corresponding line and column to Sub3 are
removed from [IMk]. A new square matrix [IMk] (size (m − 1)) is, then, generated.
This procedure is repeated until all subassemblies are treated. In conclusion the
identified disassembly sequence for the motorbike is

Sub3 ! ð�yÞ ! Sub2ð�yÞ ! Sub1ð�yÞ

Based on the DSP given in Fig. 5, the ASP is obtained by the inversion of the
previous DSP. In the case of the treated example, the ASP is:
Sub1 ! ð�yÞ ! Sub2 ð�yÞ ! Sub1 ð�yÞ.

Table 2 Score of each subassembly of the motorbike mechanism

Subassembly item Score

Sub1 10.76
Sub2 6.82
Sub3 3.41

8 I. Belhadj et al.



3 Data Implementation

The data-processing implementation of the developed approach was carried out, using
the SolidWorks © CAD system with its API and Matlab © software.

The tool interface is shown in Fig. 5. The results of the running process are pre-
sented in four aspects: a list of base parts, a list of subassemblies, a DSP report
containing the disassembly plan of subassemblies and the associated senses and
directions and the associated ASP report containing the assembly plan of subassemblies
and the associated senses and directions. In the other hand a proposed secondary’s
assembly lines is proposed on order to perform the proposed ASP of subassemblies.

Sub3 ={71, 72, 75, 
26, 27, 28, 29, 30, 
31, 32, 33, 34, 35, 
36}

Sub1 = {72, 9, 12, 13, 14, 15, 16, 17, 77, 37, 38, 39, 
40, 41, 42, 43, 44, 45, 46, 47, 84, 49, 50, 51, 52, 53, 
54, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67, 
68, 69, 70}

Sub2 = {1, 2, 3, 4, 5, 6, 
7, 8, 10, 11, 18, 19, 20, 
21, 22, 23, 24, 25, 76, 
73, 74}

x
y

z

Fig. 4 List of subassemblies of the motorbike mechanism
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4 Conclusion and Future Work

In this paper, an original approach to generate secondary’s assembly lines of complex
products is proposed. It is based on the identification of subassemblies from a CAD
model. The main objective is to elaborate an optimal and feasible ASP based not only
on a geometric reasoning but also on the modality to assemble the industrial product
i.e. secondary and main assembly lines.

The developed approach starts by generating all smart CAD data useful to execute
the proposed approach. Then, the identification of all subassemblies with respect to the
assembly’ constraints is given based on the list of the BP. Using an interference
matrices, along the three directions (x, y, z), of the identified subassemblies, a sim-
plification method was performed in order to generate the DSP of subassemblies then
the associated ASP. Consequently, a proposed assembly line is performed in order to
optimally execute the proposed ASP. As a result of the implemented approach, several
points can be conducted:

– The developed approach is in a permanent connection with CAD system. In a real
time, it sends and receives data related to the treated CAD model of a mechanism
(contact matrices, interference matrices, part attributes, subassembly groups, etc.).

– The ASP research is greatly facilitated by using the subassembly concept.
– All identified subassemblies and the sequences found in ASP are feasible in the

context of industrial practices.
– The secondary’s assembly lines are optimized due to the identified subassemblies.

Fig. 5 Results of the running process
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– The generation of secondary’s assembly lines is automated based on the identified
subassemblies.

In the future work, workstations will be defined and organized based on the
identified subassemblies in order to optimally execute the assembly plan.
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Abstract. Tolerance allocation approaches serve as effective tools for design
engineers to reduce the total manufacturing cost of mechanisms as well as to
improve the product quality. In every mechanical design, the major task of
design engineer is to allocate tolerances and clearances to the studied dimen-
sions and joints, respectively, in a mechanism assembly. This paper presents an
optimum tolerance allocation tool, based on manufacturing difficulty quantifi-
cation using tools for the study and analysis of reliability of the design or the
process, as the Failure Mode, Effects and Criticality Analysis (FMECA) and
Ishikawa diagram. The proposed method is performed to produce, economically
and accurately, allocated tolerances according to difficulty requirements. For
this, an integrated CAD model is developed using Graphical User Interface
(GUI) in MATLAB to expose diverse tolerance allocation approaches that
respect the functional and manufacturing requirement. Many examples can be
executed using the established GUI in order to highlight the advantages of the
proposed approach.

Keywords: Tolerance allocation � Manufacturing difficulty � CAD tool �
Quality technique

1 Introduction

Tolerancing have become the focus of improved activity as well as manufacturing
industries strive to raise productivity and increase the quality of their products. As a
matter of fact, Fig. 1 demonstrates that the tolerancing effects are far-reaching. Con-
sequently, the tolerances affect not only the capability to assemble the final product, but
also the production cost, process selection, tooling, setup cost, operator skills,
inspection and gaging, and scrap and rework. Besides, tolerances directly touch
engineering performance and design robustness. Products that are characterized by
poor performance, i.e. lesser quality and excess cost, will eventually lose out in the
marketplace [1]. In addition, Fig. 1 proves that tolerancing brings the functional
requirements and production ability together in a well-understood CAD tolerance
model.
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1.1 Literature Review

Optimal tolerance allocation approach is a trade-off between functional and quality
requirements and manufacturing cost. In fact, various manufacturing cost-tolerance
models have been proposed as in Dong et al. [2].

• Overview on optimal tolerance allocation approach

Various optimization methods are established to optimal tolerance allocation as
developed in [3, 5]. The genetic algorithm, colony algorithm, teaching-learning-based
optimization algorithm, particle swarm optimization and bat algorithm are used in
many works [6–13] in order to optimize tolerance allocation. In this context and based
on the investigation of fuzzy factors, various methods have been exposed in many
literatures [14–16]. Liu et al. [17] presented a method of tolerance grading allocation
based on the uncertainty analysis of the remanufacturing assembly.

• Overview on dimension transfer approach

Regarding dimension transfer, two methods are generally used to determine Manu-
facturing Dimensions (MD): Wade [18] and Bourdet [19–21] methods. Comparison
studies of these methods are established in [22–24]. More details are given in Ghali
et al. [25].

1.2 Synthesis and Research Objectives

The major disadvantages of Traditional dimension Transfer (TT) and the tolerance
allocation approaches are the following: The classical dimension transfer methods are
performed by double transfer involving tolerance reduction and without software
assistance in industrial practice. The implementation of the failure mode and effects
analysis concept is neglected in order to quantify the difficulty of manufacturing
operation and to optimize tolerance allocation. The traditional approaches of dimension
transfer and tolerance allocation do not improve the concurrent engineering environ-
ment. Based on the advantages and inconveniences of the above methods, this paper
proposes a new approach that led to direct transfer of Functional Requirement (FR) to
MDs without using Part Dimensions (PD)s. Besides, the tolerance allocation is
achieved considering difficulty coefficient b The Difficulty Coefficient Computation
(DCC) is established based on FMECA tool and Ishikawa diagram. Therefore, the
originality of the proposed approach is the coupling between the Unique Transfer
(UT) and DCC in the tolerance allocation to enhance the concurrent engineering
environment (Fig. 1).
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2 Proposed Approach

This work proposes a coupling between unique transfer methodology avoiding the
determination of PDs [25] and DCC technique [26]. Therefore, the proposed approach
allows directly the transfer of FR into MD and integrates subsequently the b coeffi-
cients in tolerance allocation. The Fig. 2 elucidates the flowchart of the whole proposed
approach. The main steps of DCC are the flowing: Determine the difficult Manufac-
turing Operation (MO); Establish the Ishikawa diagram, Calculate the Risk Priority
Number (RPN), Compute the difficulty coefficient b. Fill the proposed FMECA
Worksheet as established in Ghali et al. [26]. The dimension tolerances ti are computed
as shown in Table 1 according to Worst Case (WC) and Root Sum Square
(RSS) methods, where, a is the influence coefficient and b is the difficulty coefficient.

Fig. 1 Tolerancing impact towards concurrent engineering

Table 1 Tolerance formulas

Approaches Formulas

WC ti ¼ bi � tFRP

i

aij j�bi

RSS ti ¼ bi � tFRffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiP

i

a2i �b2i

q
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3 Case Study

3.1 Studied Example

In this paper, the rotor key base assembly is the applied case study. The mechanism is
chosen to use the tolerance cost model proposed by Sampath et al. [28, 29]. The rotor
key base is composed by two parts a and b as shown in Fig. 3. The FR is between the
faces a3 and b5: FR = a3b5. A tolerance of 1.016 mm is required: ta3b5 = 1.016 mm.
The tolerance cost model is given in Table 2. The Total Manufacturing cost (CTm) is
given in Eq. 1. Thus, the Quality Loss (QL) [27] is given as Eq. 2. The summation of
CTm and QL give the Total Cost CT.

Anticipated  and known requirement

Functional 
equations

Manufacturing 
aptitude 

Optimal tolerance allocation

Mathematical expressions 
and Relationships

CAD model / Mechanism Assembly

Dimension 
chain 

determination 

Difficulty 
Coefficient 

Computation

- WC approach
- RSS approach 
- LM optimization  

-FMECA tool
- Ishikawa 
diagram
- Difficulty 
Matrix  

- Adjacency matrix
- Connected graph
- Vectrorization

- Identification
of
Manufacturing
Type from
CAD feature
- Assignment of
MO to CAD
dimension

Dimension Transfer

Unique 
transfer: UT

Traditional 
Transfer: TT

Comparative Study 

-Total cost computation
- Tolerance allocated values

Fig. 2 Flowchart of the whole proposed approach

Table 2 Cost model parameters

Cost model ta13 ta15 ta25 tb12 tb25
C0 27.84 431.5 431.5 27.84 66.43
C1 3.661 17.64 17.64 3.661 2.738
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CTm ¼ ba13C13ðta13Þþ ba15C15ðta15Þþ ba25C25ðta25Þþ bb12C12ðtb12Þþ ba25C25ðtb25Þ ð1Þ

QL ¼ A
36t2a3b5

ðt2a13 þ t2a15 þ t2a25 þ t2b12 þ t2b25Þ ð2Þ

3.2 Implementation of Proposed Model and Compared Approaches

The Fig. 4 presents the welcome user interface and the steps of the proposed tool. The
choice of example is performed using the popup menu indicated in Fig. 4.

a

b

FR

b

a

Y

XZ

a
b

Faces Dimensions
a1-a3 a13
a2-a5 a25
a1-a5 a15
b1-b2 b12
b2-b5 b25
a3-b5 a3b5

Fig. 3 Rotor Key base assembly
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Moreover, a click on the button ‘Next’ leads to open the user interface of next steps
as dimension transfer, MO identification and DCC (Fig. 5).

The user interface of Fig. 6 leads to achieve tolerance allocation according to four
tolerance allocation alternatives, which are the compared approaches (1-TT using
Uniform Allocation (TTUA), 2-UT using UA (UTUA), 3-TT using DC (TTDC) and 4-
UT using DCC (UTDC)). In addition, a click on the radio-button ‘Total cost’ induces
CT of each alternative. Warning box are done to select the choice of tolerance allo-
cation approaches and to enter the cost model (Fig. 6).

Fig. 4 Welcome and steps user interfaces of the proposed tool
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Fig. 5 User interfaces of dimension transfer, MO identification and DCC

Fig. 6 User interface of tolerance allocation approaches
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4 Results and Discussion

4.1 Transfer and Tolerance Results

The Transfer diagrams of double transfer (TT) and UT as well as, tolerance relation-
ships are developed in Ghali et al. [25]. The allocated tolerance according to TT and
UT approaches using UA are resumed in Table 4. In addition, the MOs affecting MDs
are presented in Table 3.

4.2 DCC and Tolerance Results

The b values are computed after achieving DCC procedure steps and completing
FMECA worksheet of MO affecting MD [26]. The b values are obtained as elucidated
in Table 4. Whence, the tolerance results according to compared approaches are
resumed in Table 4. Based on allocated tolerance analysis, the proposed UTDC
approach induces the most suitable tolerances by broadening tolerance of difficult MDs.
For example a15, which has ba15 = 1.48, is more difficult than a13 which has ba13 =
1.10. Thus, the new obtained ta15 is upper than ta13 (ta15 = 0. 222 mm > ta13 =
0.165 mm) as demonstrated in the Table 4. This fact guarantees consequently optimal
quality and cost. In this respect, the proposed UTDC gives tolerance fluctuation per-
fectly proportional to b variation.

Table 3 MDs tolerances of TT and UT and associated influencing MO

t.MD TT UT MO

ta13 0.169 0.203 Drilling
ta15 0.169 0.203 Face milling
ta25 0.169 0.203 Face milling
tb12 0.254 0.203 Drilling
tb25 0.254 0.203 Turning

Table 4 b values and allocated tolerances according to compared approaches

MD b notation b values Tolerances (mm)
TTAU UTAU TTDC UTDC

a13 ba13 1.10 0.169 0.203 0.138 0.165
a15 ba15 1.48 0.169 0.203 0.185 0.222
a25 ba25 1.48 0.169 0.203 0.185 0.222
b12 bb12 1.10 0.254 0.203 0.205 0.165
b25 bb25 1.62 0.254 0.203 0.303 0.243
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4.3 Cost Results

• Cost comparison of compared approach

The Table 5 summarizes the tolerance total cost according to TTUA, UTUA, TTDC
and the proposed UTDC approaches.

Based on the analysis of Table 5, the UTDC is the most economical and efficient.
Indeed, the proposed UTDC promotes a Monetary Gain (MG) per assembly:

• MG = (147.410 – 114.741) � 100/147.410 = 22.162% compared to TTUA,
• MG = (126.763 – 114.741) � 100/126.763 = 9.484% compared to UTUA,
• MG = (129.004 – 114.741) � 100/129.004 = 11.056% compared to TTDC.

• Comparison with the author [28]

Figure 7 presents comparison of allocated tolerance and total cost with Sampath et al.
[28]. The total cost computation proves that the proposed UTDC approach is more
economical than the author’s tolerance allocation approach. In fact, a gain of 43, 46%
is provided by UTDC per assembly due to combine UT and DCC simultaneous.

Table 5 Comparison of tolerance total cost

Approach TTUA UTUA TTDC UTDC

CT (€) 147.410 126.763 129.004 114.741

Fig. 7 Comparison of allocated tolerance and total cost with Sampath et al. [28]
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Therefore, from the obtained results analysis and based on the established com-
parisons, the proposed approach creates an economical cost achievement and guar-
antees privileges to concurrent engineering environment by coupling of UT and DCC
approaches. Whence, a common meeting ground is established where design and
manufacturing can interact and appraise the effects of their requirements. Thus, such an
efficient tolerancing approach promotes concurrent engineering and offers a tool for
improving performance and decreasing cost in an early stage of development product
cycle.

5 Conclusion

This paper proposes a new tool for tolerance allocation and dimension transfer based on
DCC and UT approaches simultaneous. The proposed UTDC lead to quantify manu-
facturing dimension difficulty and minimize the tolerance cost. This fact promotes
accordingly the concurrent engineering environment. Thus, the proposed tolerance
allocation tool is both economical and successful. Future works will focus on opti-
mization algorithms and geometrical tolerances. In addition, the implementation of the
proposed approach in manufactories is also among the desired outlooks.
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Abstract. The consideration of manufacturing defects in CAD tools is an
important goal of industrials. Several studies have been proposed to take into
account the geometrical and dimensional tolerances on the CAD modeler.
However, the assumption of the rigid body is used and the deformations of non-
rigid parts are neglected. In this context, the aim of this paper is to present a new
Computer Aided Tolerancing (CAT) tool for cylindrical parts assemblies by
taking into account both of geometrical and dimensional defects as well as
deformations of components already generated during the system operation. The
worst case tolerancing and the Small Displacements Torsor (SDT) are applied to
model parts with dimensional and geometrical tolerances. The deformations of
non-rigid cylindrical components are determined basing on the Finite Elements
(FE) simulation. The realistic assembly is obtained by the update of mating
constraints between couples of Rigid (R) and Non-Rigid (NR) realistic parts.

Keywords: CAD � Geometrical and dimensional tolerances �
Cylindrical parts � Deformations � FE � Mating constraints

1 Introduction

The realistic modeling of mechanical components with manufacturing defects, in the
Digital Mock-up (DMU), is one of the major interests of manufacturers in mechanics.
These defects are of two categories: dimensional and geometrical defects already
resulted from the machining stage as well as the deformations of non-rigid parts
generated during the product operation. In this regard, this paper shows a new CAT
tool for the tolerance analysis of non-rigid cylindrical parts assemblies by taking into
account both of the above defects. This paper is organized as follows. Section 2
presents a literature review of the tolerance analysis methods approaches of rigid and
non-rigid parts assemblies. The main steps of the novel tolerancing CAT tool are
presented in Sect. 3. Sub-algorithms to update mating constraints between couples of
Rigid/Rigid (R/R), Rigid/Non-Rigid (R/NR) cylindrical parts are illustrated.
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The Functional Condition (FR) of the realistic CAD assembly is controlled in the end.
The conclusion and perspectives of this work are highlighted in Sect. 4.

2 State of the Art

2.1 Tolerance Analysis Approaches of Rigid and Non-rigid Parts
Assemblies

Several methods are developed for the modeling of the toleranced geometry [2, 13] and
are assisted others researches to the establishment of tolerancing approaches to consider
the functional aspect of the product and the tolerances stuck-up [11]. Despite their
advantages, the contact evolution between the assembly components and the assembly
sequence (AS) are not taken into account and during the product operation. In this
regard, some researchers such as Louhichi et al. [8] and Ansemetti et al. [1] contributed
to the development of tolerance analysis methods considering the above aspects. In the
above tolerancing approaches, the hypothesis of the rigid part is just considered and the
deformations of components subjected to external and internal loads are neglected.

To overcome the limitations of the above tools, other research works are proposed
in the literature and allow the consideration especially of the deformations of non-rigid
parts in the tolerance analysis and synthesis process. Camelio et al. established the
Method of Influence Coefficients (MIC) for multi-station compliant sheet metal
assembly lines while taking into account geometrical variations into components, tools
and fixture [3]. Mazur et al. proposed a CAD tool called Process Integration and Design
Optimization platform (PIDO) for the tolerance analysis and synthesis of assemblies
under external and internal loads [9]. Hermansson et al. analyzed the geometrical
deviations of thin cables and hoses, by the computation of the optimal tolerance
envelopes for each part [4]. Söderberg et al. developed a method to study the impact of
the spot welding position variation on the final quality of sheet metal assemblies [12].
Pierre et al. considered thermos-mechanical strains in the strategy of tolerance analysis
using the FE computation [10]. Korbi et al. established a CAD tool for the tolerance
analysis of mechanical assembly considering both of orientation and positional defects
as well as deformations of non-rigid planar parts [7].

3 The Main Steps of the Developed Tolerance Analysis Model

The developed method uses several engineering tools such as CAD, the tolerancing and
the FE simulation. Thus, this model is a new CAT tool allowing the tolerance analysis
of rigid and non-rigid parts assembly in the DMU. The flow chart in (Fig. 1) shows the
main steps of the developed CAT model, as following:

• Extraction of CAD data (Inputs of the model).
• Modeling of rigid and non-rigid parts with defects.
• Determination of the realistic CAD assembly configurations.
• Control the Functional condition (FR) of the realistic assembly.
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3.1 Extraction of CAD Data

The inputs data of the developed CAT tool are determined directly from the 3D
nominal assembly: The Assembly Sequence (AS) is identified from mates already
specified in the tree feature manager of the CAD software. The tolerances type, datum,
value and toleranced features as well as FR are deduced from the assembly and
components models.

3.2 Modeling of Realistic Cylindrical Components with Defects

In this sub-section, the methods developed in [8] are exploited to model the rigid
components with dimensional and geometrical tolerances. The dimensional deviations
of parts are taken into account and two configurations are considered: the maximum and
the minimum material limits. To model the assembly components with geometrical
defects, the worst case tolerancing concept and SDT parameters are used. As

Fig. 1 Flow chart of the developed model
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assumption, form defects are neglected and the other types of geometrical defects such
as position and orientation tolerances are just considered.

Each non-rigid component with geometrical and dimensional defects is isolated from
the 3D assembly into process for the FE calculation. As result, the mesh nodes and the
nodal displacements of each face of non-rigid part already subjected to loads are extracted.
After that, the points cloud of the above deformed faces of non-rigid components are
triangulated using the Digitized Shape Editor (DSE) of CATIA V5 and reference surfaces
are created to obtain the final configuration of the deformed non-rigid components with
defects. In order to construct the realistic axis (AS) of a realistic cylindrical surface (SS) of
the shaft (S) (Fig. 2), theOrientedBoundingBox (OBB) is used [6].Anothermethod based
on the feature operation principle of ISO–GPS and the 3D regression line algorithm is used
to obtain the realistic axis (AH) of a realistic non-rigid cylindrical surface (SH) of a hole (H).
More precisely, a Matlab Code is applied to determine the MIC of each sketch curve.

Step 1
Cut the non-ideal 

surface SH
by N plane.

Step 2 
a sketch curves  are 
generated from the 

intersection between the 
cutting planes and SH.

Step 2 
- Determine the MIC of each 

sketch curve.
- Extract the center points of 

each MIC.
- Extract (AH) by using the 3D
Linear Square Fitting method.

Reconstructed 
non-rigid shaft

OBB

Realistic axis 
of the Shaft (AS)

Extract the
realistic axis of the
reconstructed shaft

Cutting planes Sketch curve
(Green color)

Maximum inscribed
Circle (MIC)

(Yellow) ...
SH

SS

Realistic axis 
of the Shaft (AH)

Center 
points

Of each MIC

Nominal axis

Fig. 2 The determination of the realistic axes of non-rigid cylindrical surfaces SS and SH of a
Shaft and a Hole
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After that, the 3D square fitting algorithm already developed by Jacquelin [5] is used to
obtain AH from the center points of each MIC.

3.3 Modeling of the CAD Assembly with Realistic Parts

To obtain all the realistic configurations of the CAD assembly, the mating constraints
between couples of Rigid/Rigid (R/R) and Rigid/Non-Rigid (R/NR) parts should be
updated based on an Objective Function of the Assembly (OFA). The OFA is deduced
from the initial nominal assembly and contains the following conditions:

• The joints types between the assembly components are defined for each assembly
sequence.

• The assembly order is identified from the initial mating constraints between parts.
• The interferences between parts should not be detected.
• After updating the mating constraints, the initial contact between couples of rigid

and non-rigid parts should be conserved.
• For each assembly sequence, the first part according to the AS order, is considered

as fixed component and the second is movable.

Sub-algorithms based on the API of Solidworks are used to update the assembly
mating constraints. In the case of couples of rigid planar parts, the algorithms devel-
oped by Louhichi et al. [8] are applied.

.Nominal axis Is of SS

(In green color)

Nominal axis Ih of SH
(In red color)

I’s
Vertex V ϵ I’h

I’h

I’s

(a)

(b)

(c)

SS

SH

Fig. 3 a The coincident constraint between the nominal axes Ih and Is; b The coincident
constraint between two realistic axes I’s and I’h of the Shaft and the Hole surfaces respectively;
c The coincident constraint between the realistic axis I’s and a vertex of I’h
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In the case of (R/R) cylindrical joint (Fig. 3a), the initial coincident constraint (Co:
Is & Ih) between two axes Is and Ih of a Shaft surface (SS) and a Hole surface (SH)
respectively, is replaced in the realistic configurations of parts by one of the following
constraints according to the OFA:

• Coincident constraint (Co: I’s & I’h) between the realistic axes I’s and I’h of the
cylindrical shaft and hole surfaces respectively (Fig. 3b)

• Coincident constraint (Co: I’s & Vertex of I’h) between I’s and a vertex of I’h
(Fig. 3c).

In the case of (R/NR) cylindrical joint, the initial coincident constraint (Co: Is & Ih)
between two ideal axes Is and Ih of cylindrical shaft and hole surfaces SS and SH
respectively (Fig. 4a), is substituted in the realistic configuration of parts by one of the
following mating constraints according to the OFA:

• Coincident constraint (Co: I’s & I’h) between the realistic axes I’s and I’h of the
cylindrical shaft and hole surfaces S’S and S’H respectively (Fig. 4b). The realistic
axis I’s is determined based on the OBB tool (as described in the Sect. 3.2) if S’S is
non-rigid. I’s is the realistic axis of S’S just with geometrical defect, in the rigid
configuration. Moreover, I’h is extracted using the 3D least square fitting method if
S’H is non-rigid. In the rigid configuration, I’h is the realistic axis of S’H with
geometrical defect.

.

IS

IhSS

Sh

I’h

I’S

The realistic  surface
S’h of the hole

The realistic surface
S’s od the Shaft

The vertex
V I’h

(a)

o

x

Y
Z

o

oZ

Y
Y

Z

(b) (c)
OR

Fig. 4 a The initial coincident constraint (Co: Is & Ih); b The realistic coincident constraint (Co:
I’s & I’h); c The realistic coincident constraint (Co: I’s & Vertex V ε I’h)
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• Coincident constraint (Co: I’s & Vertex of I’h) between I’s and a vertex of I’h
(Fig. 4c). In this case, I’s or I’h can be rigid or non-rigid.

3.4 Control of the FR: Tolerances Analysis

In order to validate the initial tolerances values already attributed to each assembly
parts in the nominal configuration, the FR of the realistic assembly is controlled and
checked. If FR is respected, then the initial tolerances values are correct. However, if
FR is not satisfied, an iterative optimization algorithm is used to correct the tolerances
specifications. This task is based on the sensitivities analysis method (identify and
classify tolerances according to their impact on the FR) and the tolerances cost.
Generally, the less expensive tolerances are selected first to be optimized.

4 Case Study

To validate the approach already developed, a case study is illustrated in this section.
A rod and crankshaft mechanical system is used to validate the different steps of the

CAT model already developed (Fig. 5), and composed of the following components
with geometrical defects:

• The crank part (3), considered as non–rigid with positional tolerance
TP1 = 0.3 mm.

• The connecting rod (4), considered as rigid with positional tolerance
TP2 = 0.1 mm.

• The support crank (1), considered as rigid with positional tolerance TP3 = 0.2 mm.

The other components (0), (2), (5), (6) of the assembly are rigid without defects.
The FR of the assembly consists of keeping the clearance G1, G2, G3 and G4 between
the piston (6) and the cylinder (2) (as presented in Fig. 6).The mating constraints and
the AS between the assembly parts in the nominal and the 6th realistic configurations
are shown in Table 1.

G1
G2 G3 G4

Fig. 6 The clearances G1, G2, G3 and G4
between the piston and the cylinder

Table 1 AS and constraints

(Nominal
configuration)
AS N°. Constraint

(6th realistic
configuration)
AS N°. Constraint

1. Co: A3,1 & A1,1 1. Co: A3,1 & A’1,1
2. Co: F1,3 & F3,3 2. Co: Edge (E) of F1,3 &

F3,3
3. Co: A4,1 & A3,2 3. Co: A4,1 & A3,2OBB
4. Co: A4,2 & A6,1 4. Co: A’4,2 & A6,1
5. Co: A5,1 & A6,1 5. Co: A5,1 & A6,1
6. Co: F5,3 & F6,3 6. Co: F5,3 & F6,3
7. Co: A6,2 & A2,1 7. Co: 2 edges of F6,2 &

F2,3

A’i,i are the realistic axes of Ai,i; A3,2OBB is the
realistic axis of A3,2 created using the OBB tool
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The non-rigid crank part (3) is isolated from the assembly and subjected to the FE
simulation in order to reconstruct the surface F3,2 of axis A3,2. A sub-algorithm based
on the API of Solidworks® is used to run the FE computation while considering the
material of (3) as (AISI 1020), the faces F3,1 and F3,3 as fixed features and a Force
(F) = P � S = 0.5 � 4537 = 1361 N according to (� y!), where P: on the piston, S: is
the section of the piston.

• Results analysis

The tolerance analysis using the initial tolerance values (TP1 = 0.3 mm, TP2 = 0.1
mm, TP3 = 0.2 mm), shows that FR is not respected for all the realistic configurations
of the assembly (Only 6 realistic configurations are presented to facilitate the illus-
tration) (Table 2). This result justify the initial assumption of our work about the
deformations impact on the choice of tolerances. By using the iterative sub-algorithm
of tolerances optimization, the tolerance TP1 is chosen to be corrected by an increment
u = 0.01 mm. The new tolerance value TP1OPT = 0.23 mm allows to respect FR with
consideration of the deformation factor and the positional defects (Table 3). In this
case, the correction is equal to 0.07 mm for the tolerance TP1. The other tolerances
values TP2 and TP3 are conserved.

Table 3 Control of FR with optimal tolerances values TP1OPT = 0.23 mm, TP2 = 0.1 mm,
TP3 = 0.2 mm

Realistic
configuration

Value of clearances for a
rotation angle of the crank
a = 0°

Value of clearances for a
rotation angle of the crank
a = 60°

Value of clearances for a
rotation angle of the crank
a = 230°

FR

G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4

1 0.018 0.755 0.471 0.332 0.341 0.460 0.031 0.027 0.029 0.551 0.573 0.035 Ok
2 0.511 0.441 0.021 0.710 0.051 0.610 0.396 0.586 0.531 0.502 0.021 0.031 Ok
3 0.527 0.535 0.035 0.028 0.521 0.549 0.028 0.037 0.516 0.559 0.045 0.052 Ok
4 0.037 0.042 0.038 0.064 0.528 0.547 0.112 0.039 0.046 0.642 0.625 0.319 Ok
5 0.051 0.047 0.034 0.033 0.278 0.544 0.162 0.147 0.713 0.188 0.086 0.964 Ok
6 0.512 0.571 0.027 0.038 0.305 0.162 0.036 0.583 0.344 0.455 0.047 0.029 Ok

Table 2 Control of FR with initial tolerances values TP1 = 0.3 mm, TP2 = 0.1 mm,
TP3 = 0.2 mm

Realistic
Configuration

Value of clearances for a rotation
angle of the crank a = 0°

Value of clearances for a
rotation angle of the crank
a = 60°

Value of clearances for a
rotation angle of the crank
a = 230°

FR

G1 G2 G3 G4 G1 G2 G3 G4 G1 G2 G3 G4

1 0 0.758 0.479 0.336 0.345 0.465 −0.001 −0.002 0.002 0.523 0.552 0.004 No

2 0.482 0.413 0 0.661 0.023 0.540 0.348 0.552 0.482 0.481 0 0 No

3 0.486 0.502 −0.001 −0.002 0.489 0.497 −0.012 −0.003 0.481 0.518 0.003 0.013 No

4 −0.001 −0.001 0.002 0.023 0.491 0.508 0.071 0.001 0.003 0.603 0.581 0.268 No

5 −0.002 −0.001 0 0 0.241 0.502 0.119 0.108 0.671 0.152 0.055 0.931 No

6 0.466 0.526 0 0.001 0.254 0.115 0 0.558 0.302 0.430 0.012 0 Ok
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5 Conclusion

A novel CAD tool for the tolerance analysis of non-rigid cylindrical parts assemblies is
presented in this paper. The parts with defects are modeled in the DMU. The non-rigid
cylindrical parts are reconstructed using the FE computation. The final realistic
assembly is obtained after the updating of the mating constraints between (R/R) and
(R/NR) realistic components. The FR is controlled at the end to validate the accuracy of
the initial tolerance values. Our future works will focus on the consideration of form
defects as well as (NR/NR) cylindrical joints in the tolerancing step.
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Abstract. SPC (Statistical Process Control) is widely used to monitor pro-
cesses. However, recent developments in Industry 4.0 and improvements of
machine tools question the relevance of SPC. Using SPC in conjunction with
EPC (Engineering Process Control) can partly improve the performance of
processes. In this article, we define a new meaning of APC (Automated Process
Control) which is based on three main innovations: the use of machine learning
to control processes more accurately, the simultaneous consideration of all
available characteristics in multidimensional processes and finally the dissoci-
ation between conformity and control for these characteristics.

Keywords: Process control � SPC � EPC � APC � Machine learning �
Industry 4.0

1 Introduction

Reducing variability is one of the main objective of product quality control. Since
Shewhart’s proposals [18], significant improvements have been obtained, especially in
the part industries, with the using of SPC (Statistical Process Control). However, the
technological transformations related to the deployment of Industry 4.0 question the
relevance of this approach. Indeed, several evolutions are challenging the traditional
SPC, notably in mechanical companies using Computer Numerical Control
(CNC) machines. For example:

• The increasing complexity of these machines now makes it possible to produce a
whole part with a single operation.

• The complexity of the functional shapes to be realized, which are no longer the
combination of elementary shapes (plans/cylinders…).

• The increase of cycle times resulting from these complexifications makes it difficult
to control the machines from a single sample.
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• The existence of dependencies between several characteristics makes difficult the
calculation of appropriate adjustments.

• The reduction in batch sizes requires the first part to be compliant.
• The reduction of product life cycle time implies frequent changes of processes

All these changes challenge traditional SPC charts. Manufacturers must find new
approaches in order to control their processes by avoiding the use of sampling. Ideally,
the control should be done directly from the measurement of a single part.

EPC (Engineering Process Control) has often been combined with SPC to improve
its control performance. Jiang and Farr [10] provides a review of various control
techniques using this method. For example, [2] compares SPC and EPC regarding
when and where they could be useful for monitoring the process. Janakiram and Keats
[9] point out several limits of SPC/EPC regarding sampling rate, fault detection, real-
time compensation and process control. Akram et al. [1] detailed different strategies for
combining the two approaches. Hu and Cheng [8] proposes an integrated control policy
based on SPC and EPC to minimize the process fluctuation, stabilize the output quality,
and finally improve the process reliability.

In the case of CNC machines with relatively long cycle times, these approaches
may not be appropriate. In this paper, we propose to show that an approach using
machine learning algorithms combined with multi-criteria control is perfectly adapted
to the control of CNC machines, even with several hundred characteristics dependent
on each other.

2 The Challenges of Process Control in Mechanical
Production

The evolution of CNC machines combined with the increasing complexity of
mechanical parts often leads to an increase of cycle times. Now it is often possible to
carry out all machining operations with a single step, which significantly improves
quality by eliminating repositioning. However, the process control must then take into
account several constraints such as:

1. Dependency between characteristics: since the part is realized in a single step,
adjusting one dimension may cause another to be maladjusted. Figure 1 gives a
schematic example of a part. An action on the corrector T3a can correct the
dimension c and disturb the dimension e. This is the first challenge.

2. Because of the reduction of batch sizes, the process must be adjusted as accurately
as possible from the first part. The second challenge is therefore to find more
relevant approaches than SPC and EPC in order to control the process with the data
obtained from a single part. This eliminates some EPC approaches such as those
using PID (Proportional Integral Derivative) methods.

3. The 3D scanning technology gives a knowledge about the geometry skin of the
parts. The last challenge is to use this entire data rather than calculating dimensions
from it, which can led to a loss of information.
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The three challenges, which are adapted to CNC machines, are the foundations for
APC. We define it as “a method of process control that adjusts automatically the
dimensions of the part on the target from a limited number of data (one part) using all
available information. APC’s performance is the result of the joint use of mathemat-
ical, statistical and machine learning techniques.”

3 Optimum Control from a Single Part

The first challenge is the ability to control a process with information from the last
measured part. Process adjustment is critical for short production runs. Therefore some
researchers have aimed at adapting SPC control cards for small batches such as Lill [13]
Pillet [14]. Quesenberry [16] and Castillo et al. [3] proposed specific charts notably in
the case of start-up processes and short runs. Other researchers proposed solutions about
the adjustment of the process just after detecting a significant deviation. Trietsch [19],
Del Castillo [4] and Pan [17] provided an extension of the Grubbs [7] rules, who was the
first to introduce a statistical approach for the adjustment of machines. Kibe et al. [11]
focus on adjustment of the tools using the in situ measurement.

Difficulties in finding the best adjustment when the value of the deviation from a
given target is estimated often lead to a spread of the process. These difficulties arise
more frequently with the use of autonomous machines using automatic monitoring.
Duret and Pillet [5] proposes a Bayesian approach to estimate the best correction. Liao
et al. [12] have focused on the benefit of using neural networks to learn how to grasp
the behavior of the process and stabilize it.

Machine learning approaches undeniably have remarkable properties to focus a
process on its target. We present here a comparative study between a Shewhart control
chart approach to individual values and an approach based on a machine learning. For

Fig. 1 Example of mechanical part operations
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this study, we use a Monte Carlo method with a simulation of a production subject to
drifts and maladjustments. The comparison of the two approaches is based on the
ability to obtain in the long term a standard deviation as close as possible to the short-
term standard deviation. Therefore, the stability indicator of the process is:

SR ¼ rshort term=rlong term ð1Þ

The simulation was done on a sample of 1,000,000. Figure 2 gives the three signals
of the simulation on 1,000 parts (for readability and clarity).

Machine learning provides a significant gain in quality with a long-term standard
deviation very close to the short-term standard deviation (Table 1).

Raw signal (process without corrections)

Corrected signal obtained by using Shewhart method (3-sigma limits)

Corrected signal obtained by using a machine learning algorithm

Fig. 2 The three signals of the simulation (1,000 parts)

Table 1 Result of the simulation (1,000,000 parts)

Raw signal Shewhart method Machine learning

rlong term 2.58 1.50 1.09
rshort term 1 1 1
SR 0.3876 0.6667 0.9174
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4 Multi-criteria Control

Figure 1 shows a process with dependencies between characteristics. In the case of
CNC machines, the dependencies are analytical. We can find the matrix [15] repre-
senting the relationships between the correctors and the dimensions.

Da
Db
Dc
Dd
De
Df

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

¼

�1 0 0 0
�1 0 0 1
�1 0 1 0
�1 1 0 0
0 0 �1 0
0 0 0 �1

2

6
6
6
6
6
6
4

3

7
7
7
7
7
7
5

T1
T2
T3a
T3b
T4

2

6
6
6
6
4

3

7
7
7
7
5

ð2Þ

DC½ � ¼ A½ � T½ � ð3Þ

The calculation of the corrections is directly carried out from the previous rela-
tionship by using the pseudoinverse matrix of the model (inertial steering method).

T½ � ¼ AtAð Þ�1At
h i

DC½ � ð4Þ

A generalization of the machine learning approach to each dimension ΔC gives the
optimal setting for the whole part.

To show the results obtained, we also carried out a Monte Carlo simulation to
compare the multi-criteria control associated with machine learning against a multi-
criteria approach without machine learning:

• The first simulation is done with the Shewhart rules: deviations ΔC are only con-
sidered if the characteristic is out of control

• The second simulation is done by using a machine learning algorithm to identify the
most likely maladjustment to be corrected

In both cases, the corrections are calculated with the formula (4).
Figure 3 gives the three signals of the multi-criteria simulation (the raw signal, the

signal obtained with standard SPC rules and the signal obtained with Machine Learning
rules).

The use of machine learning rules provides significant overall improvement of the
process.
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5 APC: A Dissociation Between Conformity and Control

The third challenge concerns the control of complex parts, better defined by point cloud
(surfaces) than by dimensional characteristics. Figure 4 shows a part defined from only
three specifications in common zone.

Each surface is totally specified by a shape tolerance defined, which results of the
calculation of the inertia I on all the scanned points (5).

I ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiX

deviation2=n
q

ð5Þ

The conformity of the part is reached if the values of its characteristics (three
characteristics for the example) belong to the control limits. The adjustment should not
be calculated based on the conformity characteristics. Indeed, there is a loss of infor-
mation when we move from information of the point cloud to the reduced information
on the three characteristics. It is therefore necessary to use all the measured points to
adjust the process. Conformity and control should be dissociated.

Fig. 3 The three signals of the multi-criteria simulation (6 characteristics)
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6 Conclusion

The increasing complexity of machine tools combined with the development of the
digital chain leads to change practices in process control. SPC, combined or not with
EPC, is no longer sufficient to achieve stability of a process. In this paper, we have
discussed the benefit of APC, which leads to three main improvements:

• An optimum control from the information of a reduced number of parts produced,
ideally from a single part. We discussed the benefit of using machine-learning
algorithms to find the right adjustments obtained from this reduced information.

• A simultaneous consideration of all characteristics to calculate the best fit. Indeed, if
there are dependencies between the characteristics, only a global approach works.

• The dissociation between conformity and control in order to avoid a loss of
information. To ensure the best possible fit, the control of the process should not be
based on the parameterized conformity information but on the raw information.

These three improvements are already implemented in a software called Ellisetting
[6]. This software is not an evolution of SPC but an innovative approach for process
control.
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Abstract. The integration of environmental aspects in the design process is
getting more and more covered by the scientific research. Owing to the issued
regulations, industries tend to reduce their environmental impacts (EIs) while
keeping a minimal manufacturing cost. The process plan operations order has an
influence on the EIs and cost of a product. In this paper, we propose a new based
scenarios methodology by using feature technology (FT) which allows the non-
environmental expert designer to choose the most optimal manufacturing sce-
nario with the best compromise EIs/Cost. First, we present an overview of works
using the FT in CAD phase to reduce EIs and cost of a manufacturing process.
Secondly, we propose a new methodology based on both FT and scenarisation
which helps inexperienced eco-designers. Finally, a case study is considered to
validate the proposed approach.

Keywords: CAD � Eco-design � Eco-manufacturing � Environmental impact �
Cost/scenarios

1 Introduction

Face to the growth of environmental awareness, industrials aim to improve the quality
of their products by respecting all regulations and environmental legislation. Therefore,
eco-friendly manufacturing is widely studied. In this paper, we start with a state of art
showing the necessity of scenarisation in designer’s decision support of manufacturing
process of his product. Secondly, we present our new methodology based on FT and
integrated systems which gives the optimal compromise EIs/Cost. Finally, we apply
our methodology into a case study for validation.
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2 State of Art

The generation of various manufacturing scenarios is used in former works based on
FT. Sheng in [1] verified that the order of machining operations has an influence on the
EIs as well as cost [1] (Fig. 1). This part is consisting of three types of features: a
pocket, a hole and a finished planar face. He assumed that this part can be realized in
three different sequences:

• Sequence 1: End Mill ! Drill ! Face Mill
• Sequence 2: Drill ! End Mill ! Face Mill
• Sequence 3: Face Mill ! Drill ! End Mill

Sheng studied the process outputs for each sequence. He finds out that the first
sequence provides the optimal compromise between energy, process time and weighted
mass. Therefore, features are useful for selecting the most ecological manufacturing
sequence from a set of possible scenarios. Indeed, among the works found in the
literature is that of Cao [2] where they propose a multi-objective decision making
optimization model in order to develop a software for generating possible machining
sequences and choose the most ecological one. In 2006, Tan introduces a new sus-
tainable production procedure based on expert systems, case-based reasoning and
feature technology to design possible component manufacturing process scenarios [3].
Zhao proposed a method for environmentally conscious process planning [4]. This
method starts with an existing process plan, determines the impactful steps and asso-
ciated design features, in terms of EIs and manufacturing cost. These features can
achieve alternative processes which can be used in order to generate alternative process
plans. In 2015, Gaha et al. proposed a new methodology based on FT to generate
scenarios in computer-aided process plan (CAPP). This methodology allows us to
evaluate the environmental impact of a product manufacturing process from geometric
modelling phase by a life cycle assessment (LCA) tool and to choose the greenest

Fig. 1 A sample part used by Sheng to prove the influence of machining sequences order on the
EIs [1]
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manufacturing scenario [5]. A case study also is developed showing a comparison of
environmental impacts of possible manufacturing scenarios of a sample part, as shown
in Fig. 2. Thus, scenarisation presents a necessity to reach a green manufacturing based
in geometric modelling [6, 7].

3 Proposed Approach

In our methodology, we explore the feature technology to evaluate EIs and manu-
facturing cost of a product from its geometric modelling phase. The methodology
presented is an algorithm that allows the designer; non-expert in terms of environment;
to see the difference of machining environmental impact and manufacturing cost for
each possible scenario and allows him to choose the optimal compromise EIs/Cost. Our
approach is composed of several steps as shown in Fig. 3.

In order to estimate EIs, our approach allows us to process in two different ways:
The first method consists in creating a Database (DB). This DB relates each feature or
set of features to their EIs. Our developed program extracts features consisting the final
part, then, generates the different possible alternative machining scenarios and calcu-
lates the EIs for each one using the DB created in advance. The second method we can
use is based on CAD/LCA systems integration. After the generation of different pos-
sible manufacturing scenarios, we extract the necessary data for realizing LCA by
means of CAD/LCA systems integration. In order to estimate manufacturing cost, our
approach needs the creation of a DB which relates every feature or a set of features to

Fig. 2 Comparison of environmental impacts of possible manufacturing scenarios for the
sample part [5]
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their cost. Like for the estimation of EIs, our system extracts the features that constitute
our part, generates possible machining scenarios and calculates the total manufacturing
cost of each one.

Finally, our system shows to the non-environmental or economy expert designer
comparison of EIs and cost of each scenario and the optimal one.

4 Case Study

We further illustrate the proposed methodology with a case study. We consider the part
shown in Fig. 4 which is a part made of the steel S235JR. This part represents the
mantle of a metal cabinet that serves to protect the electrical installations in different
climatic conditions.

Fig. 3 Proposed methodology for selecting the optimal compromise EI/Cost based on
scenarisation

Fig. 4 The sample part
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At this stage, based on features, the identification of geometric forms of the con-
sidered part allows to generate possible scenarios to realize it. For our case, two
machining scenarios are proposed:

• Scenario 1: ‘Cutting’, ‘Notching’, ‘Punching’, ‘Embossing’ and ‘Folding’.
• Scenario 2: ‘Cutting’, ‘Notching’, ‘Punching’ for four times, ‘Embossing’ and

‘Folding’.

Table 1 shows a comparison between carbon emission (kg eq. CO2) provided by
both manufacturing scenarios. Table 2 shows a comparison between manufacturing
cost for both manufacturing scenarios. Our system gives also much details about the
different costs of manufacturing operations. The comparison between EIs and manu-
facturing costs which highlights that scenario 1 is the most ecological and economic
one.

5 Conclusion

This paper presents the necessity of scenarisation to choose the greenest and the most
economical manufacturing scenario which helps the designer in his decision making
from CAD phase. Our proposed methodology explores both FT and integrated systems
(CAD/CAM/CAPP/LCA) to evaluate environmentally possible manufacturing pro-
cesses of a product. It also allows the estimation of manufacturing costs using features
consisting the product. A case study is also developed to show the necessity of sce-
narisation in the determination of the optimal compromise EIs/Cost.

Table 1 Carbon emission for both manufacturing scenarios

Scenario 1 Scenario 2

CO2 emission (kg eq. CO2) 20.95 21.85

Table 2 The different manufacturing costs of both scenarios displayed
by “ECO fabCAD”

Cost (Dinars)
Scenario 1 Scenario 1

Folding cost 1.200 1.200
Embossing cost 0 0
Notching cost 0.360 0.360
Punching cost 0.525 1.200
Cutting cost 0.450 0.450
Manufacturing cost 2.535 3.210
Material cost 10.505 10.505
Total cost 13.040 13.715
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Abstract. Transport and road traffic in particular are highly emitting noise
pollution. These nuisances are considered one of the first threats to the quality of
life and health. Indeed, noise pollution will continue to increase in magnitude
and severity as a result of population growth, urbanization and growth associ-
ated with automobile use. In this paper, we propose an experimental study of
vehicle noise based on measurement noise in three different sites. The main goal
of this study is to determine the influence of different parameters, related to
traffic and vehicle characteristics, in noise pollution emitted by vehicles. The
experimental procedure was applied in three different sites used in order to
integrate the influence of the infrastructure in noise comportment of vehicles.
Results demonstrate that vehicle characteristics, traffic flow and infrastructure
have an important influence in noise level of road traffic.

Keywords: Sustainable development � Noise � Traffic parameters �
Vehicle characteristics

1 Introduction

Sustainable development is defined as “a development that meets the needs of the
present without compromising the ability of future generations to meet their own
needs.” Brundtland Commission [2]. This development is based on three pillars: social,
ecologic and economic pillar. Transport is one of the most contributor on environ-
mental degradation. The traffic noise is the major environmental problem that causes
annoyance and disturbance World Health Organization [16, 17]. It has adverse effects
on the quality of life and the health of individuals. In fact, prolonged and excessive
exposure to noise not only harms the hearing instrument but also the whole organism.

Generally, vehicle noise is mainly due to the four major types of sources:
mechanical noise or powertrain noise (intake, exhaust and engine), tire/road contact
noise. Sources related to aerodynamic noise or the interaction between the vehicle
surface and the flow of air and other sources related to brakes, horns, etc [10].

The noise pollution of road traffic depends mainly on certain factors that can be
grouped into two families: road traffic and road infrastructure. For the first family, these
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factors are known as explanatory variables for the acoustic models for assessing the
impact of noise on the environment. The principle factors are: Vehicle types, vehicle
speed, the acceleration, vehicle flow. Then, for the second family, we have the fol-
lowing factors: The pavement, Slope of the road, The presence of buildings.

Recent work in this area of research has been devoted to the theoretical and
empirical modeling of vehicle noise [5, 12, 11]. Acoustic models generally are
experimental models, which from the measurements try to calculate the respective
influence of the various explanatory parameters selected. The emission law is con-
structed by measurements made for vehicles taken microscopically (or individually).
These measurements are taken either in situ or on a test track using a sound level meter.
Generally, measurement and modeling are two complementary methods of evaluating
environmental noise. The main acoustic empirical models of sound level calculation at
different points of the environment are: The German model: RLS 90, Model C.R.T.N
(Calculation of Road Traffic Noise) (Delany et al. 1988), Rawat model [13], Subramani
model [14], Griffith and Langdon model [8], Cvetkovic model [4], Sukeerth model
[15], Burgess model [3], FHWA traffic noise level [7, 9].

For the theoretical ones, [6] as regards the traffic noise forecast model suggests
using the French model named “new noise forecasting method” or simply NMPB-
1996. This method makes it possible to calculate the acoustic level and the various
terms at the origin of the attenuation of the sound wave (geometrical divergence,
atmospheric absorption, diffraction, effect of the ground) under the conditions favorable
to its propagation or homogeneous conditions [1].

The developed studies presented some methodologies and approach to quantify
noise pollution. But we can conclude that each one is based on its own law of emission
and uses other factors. This paper deals with the vehicle noise measurements in order to
prepare a data base allowing the study of the impact of different parameters on vehicle
noise and minimize this environmental problem.

The remaining content of this paper is organized as follows. In Sect. 2, method-
ology and the experimental procedure are described. The measurements results and
discussion are detailed in Sect. 3. Finally, main conclusions are summarized in Sect. 4.

2 Methodology and Experimental Procedure

Assessing the vehicle noise is important for improving the quality of life, therefore,
noise models are widely used for monitoring and assessing the impact of noise on the
environment. These models were needed and built to predict the noise level based on
field measurement of noise level and traffic parameters. In the same context, this section
aims to quantitatively assess the impact of road traffic related parameters on noise
emissions. The methodology of measurement noise can be described using the
following Fig. 1.
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To reach our goal, we started with the choice of sites, the identification of
instruments, measurement procedures, parameters to be measured and then, the anal-
ysis of noise variation over time and various traffic parameters. In our case study, we
choose 3 different sites: the first represent a rural segment, the second is an urban
segment and the third site is the highway. These sites were selected on the basis of a set
of factors influence the traffic noise such as the presence of large reflective surface
(buildings, parked vehicles, traffic signs), the type of vehicle, nature of flow (contin-
uous or not), the type of road, the condition of the roadway.

The sound level is measured using a portable digital sound level meter TES-1352A.
The noise measurements were made simultaneously with the recording of road traffic
flow with the help of a camera. The data was recorded on each work site: Number of

Fig. 1 Flowchart of the experimental procedure
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vehicles for each category, Speed of vehicles and Sound level. The measurements were
carried out during certain working days in June 2018 during a peak hour and an off-
peak hour of road traffic.

3 Measurements Results and Discussion

This section is devoted to the presentation of the results of noise measurements in the
three studied sites. We present the evolution of vehicle noise and the influence of traffic
and vehicle parameters in this environmental problem.

3.1 Site 1

The following figure shows noise level measurements over time during a peak hour.
By exploiting Fig. 2, two noise peaks are observed that exceed 90 dB (A). How-

ever, between the noise level varies between a minimum value of 53.5 dB (A) and a
maximum value of 87.3 dB (A). Then, the average speed of vehicles traveling on this
site varies between 8 and 55 km/h.

In the other hand, during an off-peak hour, results show the presence of several
variant noise peaks between a minimum value of 52.2 dB (A) and a maximum value of
89.5 dB (A) (Fig. 3).
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3.2 Site 2

The total number of vehicles crossing this zone is between 1600 and 1800
vehicles/hour. During a peak hour, there are about 1796 vehicles/hour, while about
1668 vehicles/hour are recorded during an off-peak road traffic.

Results shows the appearance of a loud noise peak of 92.2 dB (A) in the first few
minutes. Then, over time, several peaks ranging from 48.4 dB (A) to 83.6 dB (A) and
in the last minutes, the presence of about two peaks of noise exceed 97 dB (A) and a
peak of 101.5 dB (A) (Fig. 4).

However, it is observed that most noise peaks vary between a minimum value of
52.7 dB (A) and a maximum value of 85.9 dB (A) (Fig. 5).
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3.3 Site 3

For this site, traffic on the motorway is characterized by a traffic flow between 900 and
1200 vehicles/hour. However, it is observed that during a peak hour about 1133
vehicles and about 913 during an off-peak hour of hollow. The following figure shows
the profile of the sound level over time and depending on the noise influence factors in
this site. Several noise peaks exceeding 80 dB (A) are observed. However, the noise
level in the motorway during the peak period is between a minimum value of 50.9 dB
(A) and a maximum value of 87.8 dB (A) (Fig. 6).

The noise level during an off-peak hour varies between a minimum value of
50.6 dB (A) and a maximum value of 97.5 dB (A).
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Measured data demonstrate an increase in noise level when the speed is greater than
40 km/ h. however, it is observed that from 25 to 40 km/ h, the noise level between 55 and
80 dB (A), gold, from 40 to 110 km/ h, the noise level between 60 and 90 dB (A) (Fig. 7).

Based on these results, it is important to indicate that the sound level profile varies
from site to site. The change in noise level generally due to temporal changes in road
traffic, the average speed of vehicles and the total number of vehicles as well as the
infrastructure of the study site.

4 Conclusion

In this paper an experimental procedure to evaluate measurement noise is presented.
We proposed the evolution of vehicle noise in three sites selected in Sousse-Tunisia.
We started by collecting data related to traffic flow and vehicle characteristic simul-
taneously with the recording of noise level in each site. Then, we treated data to
develop the evolution of noise level according to the selected parameters. Results
demonstrate the influence of the vehicle speed, the infrastructure and the total number
of vehicles in the noise level. In future work, this data base constructed will serve to
develop a predictive model to estimate vehicle noise.
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Abstract. To minimize the number of iterations and correction returns while
designing a system, sharing crucial parameters and data between different actors
is needed. Since mechatronic systems are considered complex because of their
multi-disciplines, their design requires collaborative work to ensure the sharing
of parameters between contributors from different domains. This paper proposes
a new methodology based on the collaborative design to choose the architecture
of a mechatronic system. This methodology is structured around three main
phases: the pre-collaboration phase, the collaboration phase and the post-
collaboration phase. The proposed methodology has been validated by applying
it on a mechatronic system called Electronic Throttle Body (ETB). In order to
share the different established activities and capitalize knowledge, KARREN
(Knowledge Acquisition and reuse for Robust Engineering) a collaborative tool
from DPS (Digital Product Simulation) a French company, is used in this project
to help us to choose the appropriate architecture of the Electronic Throttle Body.

Keywords: Collaborative design �Mechatronic system �Methodology � ETB �
KARREN

1 Introduction

Mechatronics is defined as a synergic integration of mechanical, electronics, infor-
mation systems and computer systems in the design of a product in order to increase
and optimize the functionality. This alliance requires a simple and fast data exchange
between different disciplines to obtain a product of high quality, low price and a short
time. For this reason, the concept of collaborative engineering has replaced sequential
engineering to improve communication between project actors and to ensure robust and
efficient sharing of knowledge. In this context, knowledge Based-Engineering (KBE) is
a technology able to capture and reuse knowledge to reduce costs and time of devel-
opment. This technology has large application such as knowledge reuse and
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collaboration support [12]. In this direction, this paper proposes a new methodology
based on a collaborative design to choose the most appropriate architecture of a
mechatronic system using KBE application to support collaboration between actors.

The paper is organized in several sections. Section 2 presents a review of related
works. In Sect. 3, our methodology is presented in details. In Sect. 4, the proposed
methodology is illustrated on a case study. Section 5 gives some results and Sect. 6
summarizes and concludes the paper.

2 State of the Art

2.1 Mechatronic Systems Development Methodologies

As previously mentioned, mechatronic systems are known with their multidisciplinary
nature, which increases the complexity of the design. In order to decrease this com-
plexity, various groups of researchers to develop mechatronic systems with high
quality and low cost have done significant works. Four types of development
methodologies are discussed in this section.

First, the methodologies based on the optimization with integration of control were
presented as methodologies to develop mechatronic systems. In this context, Zhang
et al. [21] proposed an integrated approach for mechatronic design to facilitate the
control system. To improve this work [10] developed a design framework called
Control For Design (DFC). This approach emphasizes the importance of designing the
control parameters simultaneously with the structural parameters even though it is
possible to change the controller parameters after the system is built. Another
methodology has been proposed by Villarreal-Cervantes et al. [20] to formulate the
mechatronic design problem of the 5R 2Dof parallel robot and its Proportional-Integral-
Derivative (PID) controller. They integrated a nonlinear dynamic optimization prob-
lem. This work concerns parallel planar robots. Nevertheless, some applications require
high performance positioning systems with a spatial parallel mechanism. In this
framework, the contribution of Lara-Molina et al. [9] takes into account the structure
and control design variables simultaneously. They proposed an optimal design
methodology for Stewart-Gough robot. This robot is a three-dimensional mechanism
where its movable platform is connected to the fixed base by six legs. This method-
ology aims at maximizing the accuracy of positioning to optimize the overall perfor-
mance of the robot. In these previous works, effective approaches have been
introduced. However, the improvement of the system performance based on the pos-
sibility of modifying controller parameters was overlooked, which represents an
important criteria in design evaluation.

Methodologies based on the design evaluation are another type, which aims at
developing mechatronic systems. Moulianitis et al. [16] proposed an evaluation index
that includes the complexity, flexibility and intelligence of mechatronic systems. In
addition, Hammadi et al. [8] proposed a multi-criteria performance indicator called
Mechatronic Design Indicator (MDI) as a neuronal network of radial basis function.
This indicator provides accurate information for decision making while decreasing
design time. However, this methodology overlooks other mechatronic design
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requirements such as risk assessment, cost, etc. As an improvement to this work,
Mohebbi et al. [15] developed a new multi-criteria profile. This profile includes five
criteria, which are cost, flexibility, complexity, intelligence and reliability of mecha-
tronic systems. These criteria can be determined using a specific mathematical function.
This methodology is applied to the conceptual design of a 6-Dof robotic manipulator.
Following this work, Moulianitis et al. [17] proposed a new index includes seven
criteria, which are configurability, adaptability, dependability, decisional autonomy,
motion ability, perception ability and interaction ability. In formulating this index, the
cost and the complexity are taken into account. The proposed index is applied to the
design of firefighting robot in order to evaluate its design solutions. However, all these
approaches are not extended for use in the detailed design phase.

Due to their flexibility in design representation, bond graphs and evolutionary
algorithms are considered as an efficient method for system representation in detailed
phases as well as preliminary phases. Seo et al. [19] developed a unified and automated
methodology for the design of mechatronic systems. The proposed approach consists in
combining Bond-Graphs (BG) and Genetic programming (GP). However, this work is
oriented to the structural part in mechatronic systems and lacks the controller part that
is always present in these systems. In order to achieve the best topology and parameters
of a mechatronic system, Behbahani and De Silvia [5] proposed a new evolutionary
algorithm. This algorithm makes it possible to explore efficiently the design space. In
this work, the control part has been taken into account. Another methodology com-
bining (BG) and (GP) is presented by Samarakoon et al. [18]. This approach was
implemented in an industrial fish cutting machine. Nevertheless, the nonlinearity of the
machine has been overlooked in this work.

Finally, although the structure of mechatronic systems has been treated during these
previous works, the control part has been overlooked in some of them. This absence
can influence the reality of these systems since the control is an essential part in
mechatronic products. In this context, several works to model mechatronic systems
have been done using the object-oriented modeling language Modelica and Dymola
software. This tool makes it possible to control mechatronic systems while modeling
their structures in the same environment. Modelica has been used by Ferretti et al. [7] to
model and simulate the behavior of a mechatronic machining center. Another work was
done by Mcharek et al. [13]. In this work, a mechatronic system called Electronic
Throttle Body (ETB) was modelled with Modelica language. The contribution of this
work is represented by taking into account the integration of the fail-safe technique in
the ETB model.

2.2 Methodologies Based on Collaborative Design and Knowledge
Sharing

Over many decades, the complexity of products is in increase. This increase implies
also an increase in the number of people needed to develop these systems. Actors need
to interact and exchange crucial data to obtain an ideal product. This can be achieved
by following collaborative design. Such a strategy enable companies to reduce costs,
improve quality and reduce time to market while innovating their products. In this
context, researchers developed several methodologies in order to exchange and share
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knowledge. First, methodologies based on Product Lifecycle Management (PLM) have
been used to exchange knowledge between actors. Chen et al. [6] developed an
approach of dividing the mechatronic system into components and classifying them
into two parts an electrical and a mechanical one. After this classification, the con-
straints between components are defined and a table summarizing the components and
the connection between them is established. This methodology reduces the complexity
of mechatronic systems but the classification of components can cause problems while
developing these systems. Alexopoulos et al. [2] proposed a methodology for inte-
grating data mechatronic system into the PLM system. In this approach, Automation
Markup Language (AutomationML) has been used as an intermediate format to
exchange data between different tasks. This language facilitates the integration and
exchange of data. However, there are not many translation tools available because
AutomationML is a new format. Another interesting study is proposed by Abid et al.
[1] based on the use of behavioral and structural diagrams of system Modeling Lan-
guage (SysML) to model structure of a complex product in a PLM system. The PLM in
this case makes it possible to coordinate the exchange between designers. This
methodology is validated with a 3D robot. All these methodologies have shown their
efficiency in the exchange of data between actors. However, they do not allow an easy
access to data embedded in different models. Second, in the field of simulation and
modeling, the goal is to provide an integrated environment for engineers in order to
achieve optimal multi-domain design. This can be satisfied using technology called
Process Integration and Design Optimization (PIDO). There are several tools to apply
this technology such as Model Center [14] and Isight. In this context, Azzouzi et al. [3]
proposed a methodology aims at improving system modeling by applying PIDO
technology. This approach has been validated by applying it to a hybrid vehicle using
an optimization tool (Model Center). This tool is used to identify unknown parameters
of a system. An improvement of this methodology can be made by minimizing the
error between model results and experimental data. However, PIDO technology is used
in the optimization of a single architecture not to share knowledges in order to choose
the most appropriate architecture among several ones of a system. Finally, Knowledge
Based-Engineering (KBE) tools are used in collaborative design since they allow
knowledge capitalization and reuse. Several methodologies were done using KBE
tools. Badin [4], during his PhD research work, developed a new methodology based
on configuration management of crucial knowledge for product design and numerical
simulation. This approach allows engineers to capitalize, reuse and maintain coherently
knowledges between different domains. As an improvement of this methodology,
decision support approaches to guide designers can be integrated. Mcharek et al. [12],
also proposed a new methodology based on KBE concept. This approach is charac-
terized by its ability to support designers during design phases as well as its ability to
reuse design results. The contribution of Mcharek et al. [12] is illustrated by its
application to the design of a mechatronic system called Electronic Throttle Body
(ETB). We will consider the same system during the application of the methodology.
Therefore, our contribution in this paper is illustrated by the development of a new
methodology, which will help us not only to collaborate between different actors of one
architecture of a mechatronic system but also to compare between several architectures
and to choose the most appropriate one.
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3 Proposed Methodology

The interaction between several companies working at the same time for the same
project has become a standard for manufacturers and more practically in the aero-
nautical and automotive fields. These fields are known by their complexity because of
the integration of different disciplines. Therefore, each actor must have access to the
right information, at the right time and with the right information format. Mechatronic
systems are one of complex systems, which are characterized by the combination of
mechanical, computer systems and electronics aided by control strategies. These sys-
tems can be represented by various architectures or solutions, which make their design
very tedious. The design process is composed of seven steps as shown in Fig. 1. In this
context, our contribution aims at developing a new methodology that helps engineers to
choose the best architecture of mechatronic system among several ones in the con-
ceptual phase. This methodology is divided into three main phases. The first phase of
our methodology starts with an idea of designing a system in order to satisfy one or
more specific needs. Once the function of the system is defined, a search of different
design solutions must be established. If the different solutions have been selected, we
can create the models for each solution. These models have different forms such as 3D,
fluid, procurement and dynamic models. During the second phase, all project actors
will collaborate with each other. This phase represents the core of our methodology
since at this stage the actors can share their work to detect the inconsistencies between
them and reduce correction returns. This phase starts with the extraction of crucial data
from different established models and from the requirements imposed on the system.
Once important data are extracted, they can be shared in the collaboration support.
Indeed, only the data characterizing the interdependence between disciplines need to be
shared. The last step of the second phase consists in visualizing and managing conflicts
either in one model or between several models. In the third phase, a comparison
between the different solutions or architectures of the system must be done and the best
solution can be chosen based on this comparison. Figure 2 illustrates the global process
of our methodology.

4 Case Study

The proposed approach is used for the choice of the best architecture among three of an
electronic Throttle Body (ETB). The ETB adjusts the airflow entering to the com-
bustion engine. Following the methodology steps, we apply it to the ETB. This
application starts with finding the different solutions.

For the ETB we choose three different architectures one with a DC motor, one with
a brushless motor and another one with a stepper motor. After choosing these

Fig. 1 Product development process [11]
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architectures, the different models for each architecture must be established. For this
application, three models will collaborate with each other: a dynamic model using the
environment Dymola and the object-oriented language Modelica, a 3D model using
CATIA and procurement model, which consists in finding the most appropriate motors
conforming within simulation results. The ETB model with a DC motor in Dymola
environment is illustrated in Fig. 3. The DC motor is replaced by the brushless motor in
the second alternative and by the stepper motor in the third one. After creating these
dynamic models with Dymola software, the performances of each motor such as tor-
que, power, voltage, etc. must be visualized. In the procurement models, three motors
have be chosen conforming within visualized performances. Indeed, a single 3D model
must be created since the difference between the three alternatives concerns motors
type not the geometry.

Fig. 2 The global process of the proposed methodology

Fig. 3 ETB model with a DC motor in Dymola environment
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Once all models have been created, crucial data can be extracted and shared
between actors. Sharing data consists in organizing it in Information Core Entities
(ICEs), which are generic entities aims to organize and capitalize crucial data, as
presented in Table 1. In the end of this application, the existing conflicts are visualized
and managed and the best architecture is chosen.

5 Results and Discussion

Our methodology was tested in KARREN platform. Figure 4 summarizes the obtained
results. Only the chosen DC motor in procurement model can be implemented in the
3D model. The other chosen motors have incompatible dimensions with the 3D model.
Therefore, we choose the first alternative of the ETB with a DC motor.

Table 1 Organization of crucial data

Parameters Unit Description Constraints

ICE_performance motor
P W Power of motor –

C N.m Torque of motor <1.5 N.m
ICE_dimension motor
L mm Motor length –

D mm Motor diameter –

Fig. 4 Obtained results in KARREN platform
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6 Conclusions

This paper has presented a new methodology based on collaborative design and
knowledge sharing to choose the best architecture among several ones of a mechatronic
system. This methodology was applied to an Electronic Throttle Body. In this appli-
cation, we considered three alternatives each one with a different type of motors (with a
DC motor, brushless motor and stepper motor) and we created three models for each
alternative which are 3D model, procurement model and dynamic model.

In our future work, we will add another domain such as safety system to improve
our methodology.
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Abstract. In the textile manufacturing, development of sewing mechanisms
with optimal performances is very significant. Obviously, the quality of sewing,
decrease the sewing machine vibration and the optimal mechanical advantage
are greatly dependent on the design criteria of the sewing mechanism. Therefore,
this paper presents a multi-objective design optimization of a sewing machines.
The needle jerk, the coupler tracking error and the transmission angle index are
minimized simultaneously. The aim is to reduce the sewing machine vibration,
guarantee a proper stitch formation and ensure the most effective transmission of
motion, respectively. The multi-objective colonial competitive algorithm
(MOCCA) is used to perform the design optimization. The obtained results
confirm improvement of the required design criteria of the sewing mechanism in
this study. It is also concluded that the optimized mechanism has 35% less
needle Jerk and 20% reduction in term of the transmission angle index (TA) than
the one for the Juki machine.

Keywords: Optimization � Colonial competitive method � Vibration

1 Introduction

Nowadays, the application of several engineering fields in textile industry has shown
considerable influence. In this context, development of industrial sewing machines with
optimal performance is of great importance. In many manufacturing processes, sewing
is commonly used for joining different parts. Consequently, small improvements in the
design and development of sewing machines would result in significant economic gain
[10]. Nevertheless, there is still a clear gap in synthesizing industrial sewing
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mechanisms. For example in this context, vibrations reduction of sewing machines by
eccentric balancing of crank mechanism is developed in Sidlof and Votrubec [11]. El
Gholmy and El Hawary [2] analyzed the sewing needle vibrations by the Gorman’s
Eigen values technique. Payvandy and Ebrahimi [10] used the colonial competitive
algorithm (CCA) to optimize the needle jerk of the needle bar and thread take up lever
(NBTTL) mechanism. Sidlof and Votrubec [11] reduced the sewing machine vibration
through an optimization approach based on MathModelica software. Najlawi et al. [6]
develop an optimization approach, based on the CCA algorithm, in order to minimize
the needle jerk of the NBTTL mechanism.

With a few exception, these optimization approaches are mono-objective ones,
which tries to minimize the sewing needle vibrations. However, most of the optimized
sewing machine, obtained through mono-objective optimization, has poor perfor-
mances with respect to other characteristics. The transmission angle index (TA) is one
of these characteristics that has to be considered to obtain a practical sewing machine.
In fact, the optimization of TA improves the Kinetic performance and practical
usability of the machine [4]. Najlawi et al. [5] have presented an analytical expressions
for the TA of four-bar mechanism by the application of vector loop equations. Kapse
and Handa [3] proposes an approach to identify the effect of change in link length on
the TA performance of planar mechanism, using relative velocity method. Khorshidi
et al. [4] used an optimization approach to optimize the four-bar linkages by consid-
ering the optimization of the transmission angle index.

To the best knowledge of the authors, no specific study has been carried out on this
subject. Therefore, in this paper, a multi-objective optimal design of the NBTTL
mechanism is developed. The aim is to reduce the sewing machine vibration, guarantee
a proper stitch formation and ensure the most effective transmission of motion,
respectively. For this purpose, the Multi-objective Colonial Competitive Algorithm
(MOCCA) [9] is used as the optimization strategy to find the optimal link lengths of the
NBTTL mechanism.

2 The NBTTL System

The NBTTL mechanism, used in sewing machines, consists of a slider crank mecha-
nism and a four-bar mechanism driven by the same crank (Fig. 1).The thread take-up
lever mechanism is the four-bar linkage OABC. During the formation of a loop, the
take-up lever eye D pulls the upper thread vertically [8]. OEF represents the slider-
crank mechanism in which point F denotes the needle. The function of the needle,
which is fixed to the needle bar, is to penetrate the fabric. The displacement of the
needle bar is represented by the distance ‘S’.
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3 The NBTTL Mechanical Performances

In this work, three criteria are considered simultaneously, i.e., the vibration, the input-
output torque and the quality of the stitch formation. These criteria are described
analytically by the needle Jerk index, transmission angle index and the coupler tracking
error, respectively.

3.1 The Needle Jerk (NJ)

The function of the needle (Fig. 1) is to penetrate the fabric and carry the thread under
the stitch plate [7]. The needle displacement is given by:

s ¼ r7 cos h4 � að Þþ r8 cos sin�1 r7
r8
sin h4 � að Þ

� �� �

ð1Þ

Thus, to decrease the vibration of the sewing machine, we reduce the needle jerk
index given as follows:

Fig. 1 The NBTTL of a sewing machine
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NJ ¼
Z 2p

0

vs
�
�
�
�dh4 ð2Þ

NJ defines the first objective function to be minimized.

3.2 The Transmission Angle (TA)

The transmission angle index TA denotes the quality of motion transmission in the
NBTTL mechanism. TA is given by Najlawi et al. [5]:

TA ¼ lmax � 90
�� �2 þ lmin � 90

�� �2h i
ð3Þ

l ¼ cos�1 r22 þ r23 � r24 � r21 þ 2r1r4 cos h1
2r2r3

� �

ð4Þ

A mechanism designed with an ideal transmission angle index ðl ¼ 90
� Þ leads to a

minimum forces acting along the coupler and on the bearings [4, 5].
TA defines the second objective function to be minimized.

3.3 The Coupler Traking Error (TE)

The role of the coupler point D is to ensure appropriate thread feeding and to guide the
thread motion. As shown in Fig. 1. The position of the coupler point is given as
follows:

rDx ¼ r4 cos h4 � r3 cos h3 þ r5 cosðw� h3Þ
rDy ¼ r4 sin h4 + r3 sin h3 þ r5 sinðw� h3Þ

�

ð5Þ

To ensure a proper stitch forming, the vertical position of the coupler point D has to
follow the prescribed path. Moreover, the horizontal position of the coupler point D has
not shown any influence on the stitch quality [5]. Therefore, the tracking error of the
coupler point (TE) represents the third objective function, given by:

TE ¼
Z 2p

0
rDdðh4Þ � rDxðh4Þj jdh4 ð6Þ

where rDdðh4Þ denotes the desired position of point D. This desired position is given by
a sewing machine Juki DDL 8700 taken as a reference. The Juki design parameters are
shown in Najlaoui et al. [7].
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4 Multi-objective Optimization Design of the NBTTL
Mechanism

The optimization problem can be defined as minimizing simultaneously TA, NJ and
TE. Therefore, the multi-objective optimization problem can be formulated as:

Minimize

TA ¼ lmax � 90
�� �2 þ lmin � 90

�� �2
h i

NJ ¼ R 2p
0

vs
�
�
�
�dh4

TE ¼ R 2p
0 rDdðh4Þ � rDxðh4Þj jdh4

8
>><

>>:
ð7Þ

Subject to :

2 max r1; r2; r3; r4ð Þþmin r1; r2; r3; r4ð Þ½ �
\r1 þ r2 þ r3 þ r4

hi4 � hiþ 1
4 \0

30mm� S� 62mm

xi 2 ximin; ximax½ �; xi 2 X

8
>>>>>><

>>>>>>:

ð8Þ

The search domains of the design variables are shown in Table 1.

To solve the optimization problem (Eqs. 7 and 8), the Multi-objective colonial
competitive algorithm (MOCCA) will be used.

The MOCCA algorithm is an evolutionary optimization method developed recently
by Najlawi et al. [9] and is based on the CCA method [1]. Figure 2 shows the flowchart
of the MOCCA algorithm. The MOCCA starts with a random initial population where
each individual of the population represents a country. The cost of a country is
determined by evaluating the objective functions. The most powerful country is called
“imperialist” and the remaining countries are considered as “colonies”. Each initial
empire is composed of one imperialist and several colonies. After forming initial
empires, colonies start moving towards the relevant imperialist. In each empire, the
crossover and the random mutation operators enhance the colonies with a new one that
can have more power and eventually constitute imperialists. In this case, the colony and
the imperialist permute positions. Then, the non dominated imperialists are kept in an
archive based on the fast non dominated sorting approach (Najlawi et al. [9]. This
archive represents the Pareto front. Based on their power, any empire that does not
improve in imperialist competition will be diminished. As a result, the imperialistic
competition will increase the power of great empires and weaken the frail ones. Thus,
weak empires will collapse. Finally, The MOCCA algorithm stops when only one
empire remains. This condition can be satisfied when all the empires collapse, except
the most powerful one.

Table 1 Range of the design variables

Xi dx(mm) dy(mm) ri(mm) wð�Þ að�Þ
½ximin; ximax� [0 60] [0 60] [0 60] [0 360] [0 360]
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5 Results and Discussion

In what follows, we will present the results of the multi-objective optimization of the
problem defined by Eq. (7) under the constraint presented by Eq. (8) with the search
domain given by Table 1. Using the MOCCA algorithm, the Pareto front can be
determined to find the optimal non dominated solutions (Fig. 3).

In Fig. 3, each non-dominated solution, given by the minimization of the three
objective functions, represents an optimal design vector of the NBTTL mechanism.
Three optimal solutions are selected from the Pareto front (Fig. 3) and their corre-
sponding design vectors are shown in Table 2. For comparison reason, we give in the
same table the design vector of the known industrial sewing machine Juki 8700 [7].

Start

Initialize the empires

Progression phase

col impCost Cost<

Exchange colony and
imperialist position

Calculate the total cost of empires Imperialistic Competition

colN in empire 0=

Eliminate this empire

Stop condition

End

Go to 
progression 

phase

Assimilation phase

Generation of Pareto front

i N<

No

Display Pareto front

Yes No

Yes

No

No

Yes

Yes

Fig. 2 The MOCCA flowchart

Table 2 Design parameters of the selected optimal solutions

Design parameters S1 S2 S3 Juki 8700

dxðmmÞ 36.35 32.14 43.25 38.64
dyðmmÞ 29.28 34.78 32.98 33.22
r2ðmmÞ 28.30 41.64 45.36 44.80
r3ðmmÞ 38.73 28.17 32.97 30.31
r4ðmmÞ 6.74 7.09 8.24 7.68
r6ðmmÞ 28.66 27.45 31.03 40.26
wð�Þ 114.96 129.74 130.65 122
aðdegÞ 21.27 15.8 19.18 18
r7ðmmÞ 12.39 13.31 12.87 11.57
r8ðmmÞ 44.89 45.67 43.09 49.82
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Figure 4 shows the evolution of the needle Jerk, for the extreme optimal solutions
S1, S2 and S3 as a function of the input link angle. We present also, in the same figure,
the evolution of the needle jerk, obtained by the sewing machine Juki 8700. One can
note that by using the S1 design vector, we decrease the needle jerk down by 35%
compared to the one for the Juki 8700.
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Fig. 3 Pareto front of optimal solutions
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In Fig. 5, we show the optimal coupler displacement, obtained for S1, S2 and S3
solutions, as a function of the input link angle h4. For the comparison raison, we
present in the same figure the desired coupler displacement. One can note that the
percentage error between all the obtained optimal solutions compared to the Juki 8700
sewing machine (taken as a reference) does not exceed 3%.

From Fig. 6 one can note that, compared to Juki 8700, we can reduce the TA by
about 20% by using the optimal S1 solution.
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Based on the previous results, we can conclude that the optimized mechanism has a
clear superiority over the reference sewing machine Juki 8700. In fact, all the obtained
optimal designs reduce the needle Jerk (NJ) and the transmission angle index
(TA) while keeping the same coupler tracking error (TE) (not exceed 3%).

6 Conclusion

The study presented here was dealing with a multi-objective design optimization of the
needle bar and thread take-up lever (NBTTL) mechanism used in a typical lockstitch
sewing machine. Therefore, the optimization problem was constructed to reduce the
sewing machine vibration, minimize the input to output torques ratio and ensure a
proper stitch forming by minimizing, simultaneously, the needle jerk (NJ), the trans-
mission angle index (TA) and the coupler tracking error (TE). The multi-objective
colonial competitive algorithm (MOCCA) was utilized for this purpose. According to
the obtained results, the optimized mechanism had clear superiority in comparison to
the industrial machine Juki 8700, in terms, of the needle Jerk (NJ) and the transmission
angle index (TA) while keeping the same coupler tracking error (TE).
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Abstract. This paper examined the effectiveness of the inline re-design strategy
used to mitigate the cavitating flow into an existing steel piping system. This
strategy is based on substituting a short-section of the transient sensitive region
of the existing main pipe by another one made of (HDPE) or (LDPE) plastic
material. The (1−D) pressurized pipe flow model based on the Ramos formu-
lation was used to describe the flow behavior, along with the fixed grid Method
of Characteristics being used for numerical computations. From the case studied,
it was shown that such a technique could mitigate the undesirable cavitating
flow onset. Besides, this strategy allowed positive-surge magnitude attenuation.
It was also found that pressure rise or drop attenuation was slightly more
important for the case using an (LDPE) inline plastic short-section than that
using an (HDPE) one. Furthermore, results evidenced that other factors
influencing the surge attenuation rate were related to the short-section
dimensions.

Keywords: Design � HDPE � LDPE � Method of characteristics � Plastic
material � Ramos formulation � Viscoelasticity � Water-Hammer

1 Introduction

Water-hammer is a common phenomenon that hydraulic designers and engineers have
to face in pressurized piping systems. This phenomenon generates pressure–rise and-
drop and even sub-atmospheric pressure, which can produce the collapse of the system
depending on the conditions of the installation.

Among the various available classical design tools taken to control water-hammer
surges, we distinguish: (i) the “passive measures”, which are based on the selection of
pipe-wall material, pressure classes and thicknesses, according to the ultimate allow-
able transient pressure. Albeit, this alternative allows good hydraulic performances, it
may significantly increase the cost of the piping systems, if used separately; (ii) the
“active measures” which influences the operational procedures of the system by
equipping the hydraulic systems with protective devices to absorb excessive pressure
rise or drop [3, 12, 14, 21, 24]. Aside from the analysis of the used technologies in the
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available protective devices, it must be delineated that none of these technologies is a
panacea that can be used inherently for all piping system; the adequate protective
strategy is specific for each system case and depends upon the initiating transient event
type. Oftentimes, a combination of multiple devices may prove to be the most desirable
[22]. Nonetheless, this method exhibits some drawbacks arising from technical
implementation constraints and the requirement of system shutdowns or partial load
operation of hydraulic machineries ([16, 20]). In addition, due to the complex nature of
the transient behavior, a device intended to attenuate a transient condition could even
result in the worsening of another condition if the device is not adequately selected
and/or located in the system [15].

In this regards, several researches (e.g.: Ghilardi et al. [7–9, 15–20]) addressed the
inline-based design strategy, in order to address the forgoing drawbacks. Namely, the
authors examined the efficiency of adding a plastic short-section in-line to the sensitive
region of the original piping system (or substituting a short-section of the sensitive
region of existing steel-piping system by another one made of plastic material) to
attenuate both positive and negative hydraulic-head surge. The authors observed that
the employed plastic short-section reduced the first pressure-surge peak and crest.
Nonetheless, the authors noticed increasingly effect of pressure-wave oscillations
period into the protected piping system; which may have adverse effect on the oper-
ational procedure of the hydraulic system. Physically, this result is attributed to the
viscoelastic behavior of plastic materials which have a retarded deformation component
in addition to the immediate one, observed in the case of elastic materials [1, 4, 6, 11,
25].

Considering the aforementioned discussion, the main intention of this paper is to
explore the efficiency of the inline strategy to mitigate a cavitating flow onset induced
into an existing steel piping system. Special focus is given for the hydraulic-head
attenuation rate and the wave oscillation period spreading effects.

The next section outlines the numerical procedure used for solving the transient
flow problem.

2 Materials and Methods

According to Ramos et al. [13], the one dimensional (1−D) transient flow equations
accounting for pipe-wall viscoelasticity and unsteady friction effects, may be expressed
as follows:

@H
@t

þ a20
gA

@Q
@x

¼ 0 ð1Þ

1
A
@Q
@t

þ g
@H
@x

þ g hfs þ
1
gA

kr1
@Q
@t

þ kr2a0 Sgn Qð Þ @Q
@x

����
����

� �� �
¼ 0 ð2Þ

where, H is the hydraulic-head; Q is the flow discharge; A is the cross sectional area of
the pipe; g is the gravity acceleration; a0 is the wave speed; x and t are the longitudinal
coordinate along the pipeline axis and the time, respectively; the quasi-steady head loss
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component per unit length hfs is computed for turbulent and laminar flow, respectively,
as follows: hfs ¼ RQ Qj j and hfs ¼ 32mQ

�
gD2Að Þ where, R ¼ f = 2DAð Þ is the pipe

resistance; v is the Poisson ratio; kr1 ¼ 0:003 and kr2 ¼ 0:04 are two decay coefficients
[13].

The numerical solution of momentum and continuity Eqs. (1) and (2), within a
multi-pipe system framework, is typically performed using the Fixed-Grid Method of
Characteristics (FG-MOC) [5, 8, 10, 13, 15, 19].

Briefly, the compatibility equations, corresponding to the finite difference dis-
cretization of Eqs. (1) and (2) along the set of characteristic lines of the computational
grid, may be expressed as follows:

C j
�:

dQ j

dt
þ gA j

a� � 1þ kr1ð Þ
dH j

dt
þ f j

2d j 1þ kr1ð ÞQ
j Q j
�� �� ¼ 0 along

dx j

dt
¼ a j

� ð3Þ

where,

a j
� ¼ 2a j

0 1þ kr1ð Þ
�

�Sgn Q
@Q
@x

� �
kr2 � 2þ kr1ð Þ

� �
:

The relationships between the hydraulic-head and discharge parameters along the
characteristics lines may be deduced directly from Eq. (3) as follows:

C j
þ : Qj

i;t ¼ c0jp � c00jp H
j
i;t

C j
� : Qj

i;t ¼ C0j
n þ c00jn H

j
i;t

(
ð4Þ

in which: c0jp ¼ Qj
i�1;t�1 þ c00jp H

j
~i�1;t�Dt

� c000jp

.
1þ kr1; c00jp ¼ gA j

�
Bja j

þ ;

c000jp ¼ f jDtð Þ= 2Djð Þf gQj
i�1;t�1 Qj

i�1;t�1

��� ���; c0jn ¼ Qj
iþ 1;t�1 þ c00jn H

j
iþ 1;t�Dt þ c000jp

.
1þ kr1;

c00jn ¼ gA j
�
Bja j

�; c
000j
n ¼ f jDtð Þ= 2Djð Þf gQj

iþ 1;t�1 Qj
iþ 1;t�1

��� ���; Bj ¼ gA j
�
a j
0; the indices

i denotes the section index of the jth pipe 1� i� n j
s

� �
; n j

s designates the number of
sections of the jth pipe, respectively; the indices i� 1 refer to the characteristics nodes,
in the characteristics grid, at the left and right sides of node i; Dt and Dx correspond to
the time and space-step increments, respectively.

The numerical procedure, outlined above, allows hydraulic parameters computa-
tion, for a single-phase flow. For the cavitating flow onset, the discrete gas cavity
model (DGCM) may be included in the (MOC) procedure assuming that cavities are
lumped at the computing sections [10, 26, 27].

Using the perfect gas law, the isothermic evolution of each isolated gas cavity can
be written as:

8tgi Ht
i � zi � Hv

� � ¼ H0 � zi � Hvð Þa0ADt ð5Þ

where H0 is the reference piezometric-head; a0 the void fraction at H0; zi the pipe
elevation; and Hv the gauge vapor hydraulic-head of the liquid.
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The equation calculating cavity volume 8g, at a given cross-section, is derived from
the discretization of local continuity equation using the FG-MOC:

8tgi ¼ 8t�2Dt
gi þ w Qt

i � Qt
ui

� �� ð1� wÞ Qt�2Dt
i � Qt�2Dt

ui

� �	 

2Dt ð6Þ

where, 8gi and 8t�2Dt
gi correspond to the cavity volumes at the current time step and at

2Dt time steps earlier, respectively, and w is a weighting factor, chosen in the range:
0:5�w� 1 [2].

It is worth noting that the cavity collapses inasmuch as 8g � 0. In this case, and
hence, the liquid phase is re-established and the one-phase water-hammer solver is
valid again.
Series Junction
A common hydraulic grade-line elevation and no flow storage assumptions are made
for calculating the flow parameters at the series section [15, 17, 23].

Qj�1
ns j;t ¼ Qj

1;t andQ
j�1
ns j;t ¼ Qj

1;t ð7Þ

where, the right and left hands of Eq. (7) correspond to the hydraulic parameters
estimated at the up- and down-stream sides of the junction.

3 Application, Results and Discussion

The original hydraulic system layout, considered in this study, consists of a sloping
pipe system connecting two pressurized tanks and equipped with a ball valve at its
inlet. The main steel pipeline characteristics are: Esteel

0 ¼ 210 GPa; D ¼ 44:1 mm;
L ¼ 100 m; and a0 ¼ 1302:5 m=s. The downstream pipe axis is taken as the horizontal
datum level zd ¼ 0 mð Þ and the upstream reservoir level is zu ¼ 2:03m. The gauge
saturated hydraulic-head of the liquid is equal to: Hg ¼ �10:2 m. The initial steady-
state regime was established for a constant flow velocity a static hydraulic-head values
set equal to V0 ¼ 1:04 m=s and HT2

0 ¼ 21:4 m, respectively; prior to a transient event
corresponding to the fast and full closure of the upstream valve. The boundary con-
ditions associated with such an event may be expressed as follows.

Q x¼0j ¼ 0 and H x¼Lj ¼ HT2
0 ðt � 0Þ ð8Þ

In such a situation, the inline technique consists in substituting an upstream short-
section of the main steel pipe by another one made of plastic pipe-wall material
(Fig. 1).

As a starting step, the inline plastic short-section length and diameter are selected
equal to: lplasticshort�section ¼ 5m and dplasticshort�section ¼ 50:6mm, respectively.
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The input parameters of the FG-MOC embedding the DGCM procedure are: time
step Dt ¼ 0:034 s; Courant numbers csteel�pipe

r ¼ 0:9841 and cplastic short�section
r ¼ 1,

corresponding to the main steel-pipe and the plastic short-section; and w ¼ 0:5.
Figure 2 compares the upstream hydraulic-head signals, versus time, involved by

the hydraulic systems with and without applying the inline technique. Jointly, the main
features of the wave curves, plotted in Fig. 2, are enumerated in Table 1.

As can be seen from Fig. 2, such a transient event leads to the occurrence of the
unfavorable cavitation phenomenon, into the original system case. However, if instead
a plastic short-section inline technique is implemented, the cavitation phenomenon may
be palliated.

A detailed analysis of Fig. 2 and Table 1 reveals that, for the original system case,
the change in the upstream boundary condition triggered a series of positive and
negative surge waves. In addition, the hydraulic-head profile, corresponding to this
case, illustrates a short-duration pulses resulting from the superposition of surge wave
involved by the valve-closure and the wave generated by the collapse of the vapor
cavity. Besides, this hydraulic-head pulses exhibit a downward gradual attenuated trend
due to friction losses.

Basing on Fig. 2, the hydraulic-head fluctuations are characterized by a drop to the
saturated hydraulic-head of the liquid (HSteel pipe

min ¼ �10:2 m); followed by a subse-
quent pressure rise HSteel pipe

max ¼ 63:7 m
� �

. For instance, the positive and negative surge
magnitudes evaluated in the original system case are equal to: DHSteel pipe

up�surge ¼
HSteel pipe

max � H0 ¼ 47:1 m and DHSteel pipe
down�surge ¼ H0 � HSteel pipe

min ¼ 32:2 m, respectively,
above the initial steady-state value.

Nonetheless, analysis of the hydraulic-head signals depicted into the protected
hydraulic system, shows a hydraulic-head rise or drop magnitude equal to: DHHDPE

up�surge ¼
11:1 m or DHHDPE

downsurge ¼ 20:9 m for the case involving an (HDPE) plastic short-section
(Table 1). Moreover, a lower hydraulic-head rise or drop is observed for the case
involving a (LDPE) plastic short-section (DHLDPE

up�surge ¼ 5:4 m or

Fig. 1 Definition sketch of the hydraulic system
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DHHDPE
downsurge ¼ 14:7 m). This in return implies that the positive or negative pressure

attenuation ratio obtained using a short section made of (HDPE) are equal to

gHHDPE
up�surge ¼ DHHDPE

up�surge

.
DHsteel

up�surge ¼ 9:27% or gHHDPE
downsurge ¼ DHHDPE

downsurge

.
DHsteel

downsurge ¼ 26:15%, respectively; and more important ratios are involved by the

(LDPE) short-section material case (i.e.: gHLDPE
up�surge ¼ DHLDPE

up�surge

.
DHsteel

up�surge ¼
64:91% or gHLDPE

downsurge ¼ DHLDPE
downsurge

.
DHsteel

downsurge ¼ 45:65%, respectively).

On the other side, based on Fig. 2 and Table 1, it is remarkable to point out that the
periods of the first cycle of hydraulic-head oscillations, predicted into a (HDPE) or
(LDPE) plastic short-section-based protected system case are: THDPE�penstock

1 ¼ 1:37 s

or TLDPE�penstock
1 ¼ 3:37 s; while the corresponding period associated with the original
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Fig. 2 Comparison of hydraulic-heads at the upstream valve section versus time for the
hydraulic system with and without implementation of the protection procedure

Table 1 Characteristics of water-hammer waves in Fig. 2

Parameters Steel main-pipe
HDPE

Plastic short-
section (LDPE)

Hmax: 1st hydraulic-head peak (m) 63.7 33.1 27.4
Hmin: 1st hydraulic-head crest (m) −10.2 1.1 7.3
T1: period of the 1st cycle
of wave oscillation

(s) 0.41 1.37 3.73
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system case is equal to Tsteel�pipe
1 ¼ 0:41 s. Thereupon, the inline technique based on a

(HDPE) or (LDPE) short-section induces a spreading of the wave oscillations period
equal to: dT1

HDPE ¼ T1
steel � T1

HDPE

�� �� ¼ 0:41� 1:37j j ¼ 0:96 s or dT1
LDPE ¼

T1
steel � T1

LDPE

�� �� ¼ 0:41� 3:73j j ¼ 3:32 s as compared with that involved by the
original system case. Furthermore, the period spreading induced by the (LDPE) short-
section–based inline technique relatively to the HDPE short-section–based inline
technique is equal to: d0T1

LDPE ¼ T1
HDPE � T1

LDPE

�� �� ¼ 3:73� 1:37 ¼ 2:36 s).
The preceding discussions argue that the (HDPE)-based inline technique allows

better trade-off, between the attenuation of hydraulic-head peak (and crest) and the
limitation of spreading of hydraulic-head oscillation period, as compared with the
(LDPE)-based one.

All the results presented thus far were obtained for a specific short-section size (i.e.:
dplasticshort�section ¼ 50:6 mm and lplasticshort�section ¼ 5 m). Additional results with respect to the
magnitude sensitivity of the first hydraulic-head crest to the size of the replaced plastic
short-section are reported in Fig. 3a and b, for several diameter and length values of the
employed short-section: dplasticshort�section ¼ 45; 50:6; 75 and 100 mmf g and lplasticshort�section ¼
5; 7:5; 10; 12:5and 15 mf g, respectively.

Figure 3a and b suggest that for length and diameter values beyond
lplasticshort�section 	 10 m and dplasticshort�section 	 44:1 mm, respectively, the variation of the first
transient pressure crests is slightly affected. Consequently, the diameter value
dplasticshort�section ¼ 44:1 mm and the length value lshort�section ¼ 10 m may be considered as
the optimal values of the plastic short-section size for the case studied herein.
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Fig. 3 Variation of hydraulic-head peaks and crests at the downstream valve section depending
on the plastic short-section: a—length, b—diameter
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4 Conclusion

In summary, the present study highlighted that the employed technique provides a large
damping of the first pressure peak and crest associated to a transient initiating event. In
addition, this pressure damping is observed to be more pronounced when using a
(LDPE) plastic material for the added short-section than an (HDPE) material. However
the former technique induces more important wave period spreading as compared with
the latter one. Furthermore, it is also shown that other factors contributing to the
hydraulic-head attenuation rate depend upon the short-section size (i.e. length and
diameter). Specifically, examination of the sensitivity of the pressure peak or crest
magnitude, with the short-section length and diameter being the controlling variables,
verifies that significant volumes of the short-section provide important hydraulic-head
attenuation. However, this correlation is not significant beyond a near-optimum
diameter and length values.

One intends that such a technique may greatly enhance the reliability and improve
the cost-effectiveness of industrial hydraulic utilities, while safeguarding operators.
Future test configurations including pipe networks may represent an extension to this
study.
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Abstract. This paper explored the effectiveness of the inline technique-based re-
design strategy in terms of pressure rise and drop attenuation and wave oscillation
period spreading. Basically, this technique consists in replacing an inline short-
section of the sensitive zone of the existing steel piping system by another one
made of plastic pipe-wall material. Firstly, the 1-D unconventional water-hammer
model combined with the Kelvin-Voigt and the Vitkovsky et al. formulations was
solved by the Method of Characteristics. Secondly, the inline technique was
implemented in a reservoir pipe valve hypothetical system. The plastic materials
mentioned in this paper included high- and low-density polyethylene (HDPE) and
(LDPE). Results illustrated the reliability of the proposed technique in attenuating
excessive high- and low-pressure surges. However, they evidenced that this
technique induced excessive period spreading, thus affecting negatively the
operational procedures of the hydraulic system. Lastly, this study provided an
estimate of the near-optimal values of the short-section diameter and length.

Keywords: Control � Design � HDPE � Kelvin-Voigt � LDPE � Plastic
material � Pressurized-pipe � Steel � Viscoelasticity � Vitkovsky �
Water-Hammer

1 Introduction

Pressurized piping systems are unavoidably subjected to water-hammer phenomenon;
which is triggered due to either normal or accidental processes (e.g.: improper setting
of valves, hydraulic parts or machinery breakdowns). This phenomenon displays a
series of positive- and negative-pressure waves (i.e., unsteady pressure fluctuations),
which may be of magnitude large enough to induce severe conditions such as excessive
noise, fatigue, stretch or rupture of the pipe-wall and even cause major problems
potential risky for operators or users [8]. Consequently, the control of such a transient
in pressurized water supply systems constitutes a major concern for design engineers
and pipe system managers to ensure safe and efficient operation while providing the
adequate service level.
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In this regard, water-hammer control strategies typically include (i) changes within
the distribution system (e.g.: pipe diameter or profile, pipe-wall thickness, alignment
and other hydraulic components), (ii) wave speed reduction, (iii) optimal operational
procedures and (iv) dedicated device installation (e.g.: automatic control valves, surge
tanks, and air chambers). Commonly, a combination of numerous strategies are
employed by design to soften water-hammer surges at sensitive locations of the
hydraulic system; however, the cumulative effect of several types of devices may
reversely affects water hammer courses, due to substantial inconsistency between the
embedded multiple devices [8].

Alternatively to classical design measures and basing on the ability of plastic
materials to extenuate high- and low-transient pressure, recent researches have entailed
the use of plastic short-section in order to upgrade existing steel-piping system [4–7,
11–16]. In particular, there is a recent renewed interest on the inline design strategy
concept; which is based on the replacement of a short-section of the sensitive zone of
the existing steel-piping system by another made of plastic material [10], Gally et al.
1979, [4, 11–13]. In summary, previous investigations on the inline design strategy
recognized that this strategy could be an effective tool for attenuation of excessive
hydraulic-head–rise and drop in pressurized hydraulic systems; however, this strategy
induced large spreading of wave oscillation period during transient flow course.
Physically, the viscoelastic behavior attenuates the pressure fluctuations and delays in
time the travelling of pressure wave [3].

Classically, safety criteria include a minimum pipe size, extreme pressure-head
values, and maximum allowable flowrate. However, other fundamental design
parameter such as and the duration of water-hammer event, should also be considered.
Specifically, the latter parameter is mainly embedded in the operational procedures of
the hydraulic system; such as the admissible critical time for valve closure. Yet, it
would be a challenging issue to probe into the conflict between the hydraulic-head
attenuation and wave oscillation spreading factors. Accordingly, we planned in this
paper to comprehensively assess the effectiveness of the inline strategy concept with
regard to the forgoing two factors.

In the following, the one-dimensional (1-D) pressurized-pipe flow model is briefly
described.

2 Materials and Methods

The one-dimensional (1-D) water-hammer model combined with the Kelvin-Voigt and
Vitkovsky et al. formulations, may be expressed following form [1, 2, 14, 16–18]:

@h
@t

þ a20
gA

@q
@x

þ 2
a20
g
de
dt

¼ 0 ð1Þ

1
A
@q
@t

þ g
@h
@x

þ g hfs þ hfu
� � ¼ 0 ð2Þ
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where, h and q are the instantaneous hydraulic-head and flow-rate; A is the cross
sectional area of the pipe; g is the gravity acceleration; a0 is the wave speed; e is the
radial strain; hfs is the quasi-steady head-loss component per unit length; hfu is the
unsteady friction loss modelled by the Vitkovsky et al. [17] formula:
hfu ¼ kv=gAð Þ @q=@tð Þþ a0 Sgn qð Þ @q=@xj jf g, in which, kv ¼ 0:03 is the Vitkovsky
decay coefficient, Sgn qð Þ ¼ þ 1 or �1 for q� 0 or q � 0, respectively; x and t are the
coordinates along the pipe axis and time, respectively.

Briefly, the numerical treatments steps of Eqs. (1) and (2) using the Method of
Characteristics (MOC), built upon a fixed time step mesh, may be outlined as follows
(further detailed analysis can be found in e.g. [18]):

The compatibility equations associated with the flow model, written in a finite-
difference form, are:

Cj� :
dh
dt

� a j
0

gA j

dq
dt

þ 2a20
g

@e
dt

� �
� a j

0 h j
fs
þ h j

fu

� �
¼ 0 along

Dx j

Dt
¼ � a j

0

c jr
ð3Þ

where the superscript j refers to the pipe number 1� j� npð Þ and the lower subscript
i refers to the section index of the jth pipe 1� i� n j

s

� �
n j
s is the number of the jth pipe

sections and np is the number of pipes and Dt is the time- step increment.
The radial strain e may be calculated using the linear viscoelastic Kelvin-Voigt

model, as follows [1]:

e x; tð Þ ¼
XNkv

k¼1

ek ¼
XNkv

k¼1

q g
aD
2e

Zs

0

h x; tð Þ � h0 xð Þ½ � Jk
sk
e�

s
sk ds ð4Þ

where, J0 is the elastic creep compliance; Jk and sk k ¼ 1 � � � nkvð Þ denote the creep-
compliance and the retardation-time coefficients associated with kth Kelvin-Voigt
element, respectively; nkv is the number of Kelvin-Voigt elements; and the subscript
“0” stands for the initial steady value.

Given Eqs. (3) and (4), the hydraulic-head and discharge parameters can be
expressed, in time domain, as follows:

C�:
q j
i;t ¼ c jp � c ja�h

j
i;t

q j
i;t ¼ c jn þ c jaþ h

j
i;t

(
along

Dx j

Dt
¼ � a j

0

c jr
ð5Þ

where, c jp ¼ q j
i�1;t�1 þ 1=Bjð Þ h j

i�1;t�Dt þ c00jp1 þ c000jp1

� �.
1þ c0jp þ c00jp2 þ c000jp2

� �
; B ¼ a0=

gAð Þ; c jn ¼ q j
iþ 1;t�1 þ 1=Bjð Þh j
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t � 1 jÞ; c000jp1 ¼ �c000jn1 ¼ �2a j
0A

jDt
Pnkv
k¼1

e jk x; tð Þ	@t
 �
; c000jp2 ¼ c000jn2 ¼ 2a j

0A
jc0c

Pnkv
k¼1

J j
k

1� e� Dt=skð Þ� �
; ejk;i;t�Dt¼Jjkc0 hji;t�Dt�hji;0

h i
�e� Dt=skð Þ hji;t�2Dt�hji;0

h i
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n
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hji;t�Dt�hji;t�2Dt

h i.
Dtgþe� Dt=skð Þek;i;t�2Dt c00jp2¼c00jn2¼kvh; (h¼1 is a relaxation coefficient);

and c0¼acDj=2ej.

– Series Connection of Multi Pipes:

The discharge and the pressure-head may be computed at the series connection,
assuming no flow storage and a common hydraulic grade-line elevation at this section
[18], yields:

qj�1
ns j;t ¼ q j

1;t and h
j�1
ns j;t ¼ h j

1;t ð6Þ

in which, the right and left hands of Eq. (6) correspond to the hydraulic parameters
evaluated at the up- and down-stream sides of the connection.

Next section is devoted to explore the effectiveness of the inline strategy with
respect to pressure-head attenuation and limitation of wave oscillation period
spreading.

3 Application, Results and Discussion

The case studied in this paper relates to a steel-piping system supplied by an upstream
reservoir and equipped with a valve at its downstream extremity. The initial steady-
state flow regime is characterized by a discharge: q0 ¼ 1:011=s and a constant
pressure-head level maintained in the upstream reservoir (hR0 ¼ 80m). The transient
relates to a sudden and full valve closure of the downstream. Such a condition may be
expressed as follows:

q x¼Lj ¼ 0 and h x¼0j ¼ hR0 for t 	 0ð Þ ð7Þ

For this particular test case, the inline technique consists in substituting a down-
stream short-section of the main steel piping system by another one made of (HDPE)
or (LDPE) plastic material (Fig. 1). The creep compliance coefficients of the gener-
alized Kelvin-Voigt linear viscoelastic mechanical behaviour associated to (HDPE)
or (LDPE) material are: JHDPE

0 ¼ 1:057 GPa�1, J=sf gHDPE
1���5 GPa�1

	
s

� � ¼ 1:057f
=0:05; 1:054=0:5; 0:905=1:5; 0:262=5:0; 0:746=10:0g[9]; and JLDPE0 ¼ 1:54 GPa�1;
J=sf gLDPE1���5 GPa�1

	
s

� � ¼ 7:54
	

89
 10�6
� �

; 10:46=0:022; 0:262=1:864
� 

[6],
respectively.

Preliminary investigations relate to a short-section length and diameter values equal
to: lplasticshort�section ¼ 5 m and dplasticshort�section ¼ 50:6 mm, respectively.

Figure 2 compares, respectively, the evolution of downstream hydraulic-heads,
versus time, predicted into the non-protected hydraulic system case, alongside the
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corresponding profiles predicted into the protected system cases using an (HDPE) or
(LDPE) configuration- based inline technique. The main wave features displayed in
Fig. 2 are listed in Table 1.

Figure 2 clearly confirms the reliability of the inline technique in attenuating
excessive hydraulic-heads rise and drop. However, as expected, this technique induces
a spreading of hydraulic-heads oscillation period.

In order to assort these two last parameters, the pressure wave attenuation versus
the period traces are illustrated in Fig. 3 for each protected system case.

Particularly, for the original system case, the change in the downstream boundary
condition triggered both expansion and compression pressure waves. Based on Fig. 2,
the hydraulic-head firstly rises to hSteel pipemax ¼ 85:6 m, and subsequently drops to

hSteel pipemin ¼ 5:4 m
� �

; which corresponds to an positive- and negative- surge magni-

tudes equal to: DhSteel pipepositive�surge ¼ hSteel pipemax � h0 ¼ 40:6 m and DhSteel pipenegative�surge ¼
h0 � hSteel pipemin ¼ 39:6 m, respectively, above the initial steady state value; nonetheless,

Fig. 1 Definition sketch of implementation of the inline technique

Table 1 Characteristics of applied pipelines

Parameters Steel main-pipe Plastic short-
penstock
(HDPE) (LDPE)

Length L (m) 100.0 5.0
Inside diameter D (mm) 50.6 50.6
Pipe-wall thickness e (mm) 3.35 2.41 3.40
Young modulus E0 (GPa) 1369.7 404.9 263.9

Exploring the Performance of the Inline Technique 87



this phenomenon is palliated in the protected systems based on the (HDPE) or (LDPE)
configuration of the inline technique.

For example, Fig. 2 and Table 1 show that the positive- and negative- surge
magnitudes involved by a (HDPE) short-section based protected system are equal to:
DhHDPE short�section

positive�surge ¼ 40:6 m and DhHDPE short�section
negative�surge ¼ 39:6 m, respectively. This

indicates that the positive- and negative-surge attenuation obtained by the HDPE inline
short-section protected system case as compared with the original system case are equal
to: d hHDPE short�section

positive�surge ¼ hsteel�pipe
max: � hHDPE short�section

max: ¼ 85:6� 77:9 ¼ 32:9 m and

d hHDPE short�section
negative�surge ¼ hsteel�pipe

min � hHDPE short�section
min ¼ 5:4� 17:7 ¼ �27:3 m, respec-

tively (Table 2).

On the other hand, it may be also observed from Fig. 2 and Table 1 that the period
of the first cycle of wave oscillation involved by the (HDPE) short-section based
protected system case is more important than that and performed by the non-protected
system case. Precisely, the phase-shift observed between the wave curves involved by
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90

0 1 2 3 4 5 6

h, m

t, sSTEEL HDPE short-section LDPE short-section

Fig. 2 Comparison of the downstream hydraulic-head signals predicted into the original
hydraulic system and the inline strategy-based protected systems

Table 2 Characteristics of water-hammer waves in Fig. 2

Parameters Steel main-pipe Plastic
short-section
HDPE LDPE

hmax: hydraulic-head peak (m) 85.6 77.9 65.3
hmin: hydraulic-head crest (m) 5.4 17.7 27.5
T: period of the first cycle of wave oscillation (s) 0.40 0.80 1.24
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the two forgoing cases is: DT1 ¼ TSteel pipe
1 � THDPE short�section

1

��� ��� ¼ 0:40� 0:80j j
¼ 0:4 s.

Analogously, Fig. 2 and Table 1 indicate that the positive- and negative- surge
magnitudes provided by the protected system case based upon a (LDPE) short-section
are equal to: DhLDPE short�section

positive�surge ¼ 20:3 m and DhLDPE short�section
negative�surge ¼ 17:5 m, respec-

tively. In other words, the positive- and negative-surge attenuation obtained by the
HDPE inline short-section protected system case as compared with the original system
case are equal to: d hLDPE short�section

positive�surge ¼ 20:3m and d hLDPE short�section
negative�surge ¼ �22:1 m,

respectively. In addition, referring to Fig. 2 and Table 1, the phase shift observed
between the first cycle of wave oscillation involved by the (HDPE) short-section based
protected system case and its counterpart performed by the non-protected system case

is equal to: D0T1 ¼ TSteel pipe
1 � TLDPE short�section

1

��� ��� ¼ 0:40� 1:24j j ¼ 0:84 s.

Consequently, the inline technique allows a significant attenuation of the first
pressure peak and crest as compared with those involved in the original system. Fur-
thermore, this effect is slightly more important for the case using a LDPE short-section
than the one based on a HDPE short-section. However, the employed technique
induces a spreading effect of wave oscillation period as compared with the original
system case. This effect is more important for the case based on a LDPE short-section
than that build upon a HDPE short-section.

In order to evaluate properly the two forgoing effects, the attenuation of the first
pressure peak and crest versus the wave oscillation period are plotted in Fig. 3, for each
system case. This Figure evidences that the (HDPE) short-section based protected
system allows more important hydraulic-head attenuation and lower spreading of wave
oscillation period as compared with the (LDPE) short-section based case. Indeed, the
examination of different slops of the curves traced in Fig. 3 shows that the most
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Fig. 3 positive- and negative-hydraulic-head magnitudes versus the period of the 1st cycle of
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important slop is located between non protected system case and the (HDPE) setup of
the protected system.

The second part of this work is dedicated to investigating the relevance of the short-
section length and diameter on the first hydraulic-head peak and crest values. The
foregoing task is reported in Fig. 4. As per this figure, steepness changes of the dif-
ferent curves can be noticed around the primitive values of the short-section diameter
and length (dplasticshort�section ¼ 50:6 mm and lplasticshort�section ¼ 5 m). Hence, these values may
be considered as the near-optimal diameter and length values of the plastic short-
section.

4 Conclusion

Overall, the findings of this study confirmed that the inline technique is a useful design
tool for upgrading existing steel piping systems facing to water-hammer severe surge
effects, while providing inherently free maintenance and/or testing merits compared
with classical surge control devices.

In addition, the parametric study of the hydraulic-head peak (or crest) values with
respect to the short-section length and diameter identified the near-optimal value for
dimensioning the compound sub short-section.

Although the inline technique- based design strategy was applied to a hydraulic
system made up of a single steel-piping system, this technique may also be applied for
pipe networks.
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Abstract. This paper assessed the branching strategy capacity to mitigate the
cavitating flow regime induced into an existing steel piping system. This
strategy was based on adding a ramified high or low density polyethylene
((HDPE) or (LDPE)) short penstock to the transient sensitive regions of the
existing piping system. The 1-D water-hammer model combined with the Vit-
kovsky et al. and Kelvin-Voigt formulations was used to describe the hydraulic
behavior, along with the fixed grid Method of Characteristics, being used for
numerical computations. From the case studied, it was found that such a tech-
nique could palliate the cavitating flow regime. In addition, this strategy allowed
an acceptable first hydraulic-head peak and crest attenuation. Specifically,
positive and negative surge magnitude attenuation was slightly more important
for the case of a short penstock made of (LDPE) material than that using an
(HDPE) material. Ultimately, it was observed that other factors contributing to
the attenuation rate depended upon the short-penstock length and diameter.

Keywords: Cavitation � Design � Kelvin-Voigt � Plastic � LDPE �
Method of characteristics � HDPE � Viscoelasticity � Vitkovsky

1 Introduction

Hydraulic piping systems can be severely affected by the cavitating flow regime,
whether generated by normal or accidental maneuvers (e.g. from valve setting; start or
stop of pumps; or hydraulic parts breakdowns). Specifically, these maneuvers trigger a
series of pressures-rise and-drop (i.e.: positive and negative surges) of sharp magni-
tudes. In some situations, the pressure drops to its vapor value causing the cavitating
flow onset; which leads to negative impacts on hydraulic systems (e.g.: reduction in
flow capacity, disruption of the flow, reduced pump and turbine efficiency, effects on
pipe materials and pipeline structure) or risks for users A useful review of hydraulic
systems damages due to the cavitating flow regime is produced by [2].
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It is quite evident that water-hammer surge cannot be avoided completely. Con-
sequently, certain design measures are commonly taken to mitigate effectively the
severe impact of these waves to a desirable extent [17, 15].

Except for employing classical surge control devices, several innovative design
measures based on the use of plastic short-section have been enumerated recently in the
literature, in order to upgrade existing steel-piping system [4, 5, 7–13]. In particular the
authors demonstrated that the branching-strategy, which is based on inserting a rami-
fied plastic short-section at sensitive regions of the original steel-piping system, offers
several gains for upgrading existing installations without extensive modifications.
Specifically, this strategy allows significant attenuation of first pressure peak and crest
values. Nonetheless, the authors observed that this benefit was accompanied with
several undesirable effects resulting from the spreading of the wave oscillation period;
which may affect negatively the operational procedures of hydraulic utilities; such as
the increase of the critical time for valve closure [4, 11, 12]. Physically, the low wave-
speed value of viscoelastic material is assumed be the major reason for attenuation of
pressure-rise and-drop; however, the spreading of wave propagation period is attributed
to the mechanical behaviour of the employed viscoelastic material, which has a
retarded response component in coexisting with the immediate one observed in elastic
material case [3, 10].

Accordingly, the primary objective of this paper is to explore the reliability of the
branching strategy with focuses on the allowed pressure attenuation rate and the
induced spreading of the wave oscillation period.

The following section presents the flow model considered in this paper.

2 Materials and Methods

Shortly, the (1-D) unconventional water-hammer governing equations embedding the
Vitkovsky et al. and Kelvin-Voigt formulations to account for unsteady friction losses
and pipe-wall viscoelastic behaviour may be writeen as follows (detailed derivations
are reported in [10]:

@h
@t

þ a20
gA

@q
@x

þ 2
a20
g
der
dt

¼ 0 ð1Þ

1
A
@q
@t

þ g
@h
@x

þ g hfs þ hfu
� � ¼ 0 ð2Þ

where, h denotes the pressure head, q designates the flow discharge, A is the cross
sectional area of the pipe, g is the gravity acceleration, a0 corresponds to the wave
speed; hfs designates the quasi-steady head-loss component; hfu corresponds to the
unsteady friction losses evaluated using the Vitkovsky et al. [14] formula:
hfu ¼ kv=gAð Þ @q=@tð Þþ a0SgnðqÞ @q=@xj jf g, in which, kv ¼ 0:03 is a decay coefficient,
x and t denote the coordinates along the pipe axis and time, respectively.
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The retarded hoop strain er may be evaluated according to the linear-viscoelastic
Kelvin-Voight model [1]:

er x; tð Þ ¼
XNkv

k¼1

erk ¼
XNkv

k¼1

aD
2e

q g
Zs

0

h x; tð Þ � h0ðxÞ½ � Jk
sk
e�

s
sk ds ð3Þ

where: Jk and skðk ¼ 0 � � � nkvÞ denote the creep-compliance and the retardation-time
coefficients associated with the springs and the dashpots of the kth Kelvin-Voigt ele-
ment, respectively, nkv is the number of Kelvin-Voigt elements; and h0 designates the
initial hydraulic-head value.

In the following, the Method Of Characteristics (MOC) procedure selected for
transient flow predictions is outlined briefly (a detailed derivation of general algorithm
is reported in e.g. Triki [11].

The compatibility equations performed by the (MOC) procedure, using a fixed
time-step rectangular mesh grid, corresponding to the discretization of Eqs. (1) and (2)
along series pipeline parts are given by:

Cj�:
dh
dt

� a j
0

gs j
dq
dt

þ 2a20
g

@er
dt

� �
� a j

0h
j
f ¼ 0 along

Dx j

Dt
¼ � a j

0

c jr
ð4Þ

in which, the superscript j refers to the pipe number ð1� j� np; np is the number of
pipes), Dt denotes the time-step increment and cr designates the Courant number
associated with the spatial-discretization of the jth pipe.

Thereby, the unknown flow parameters can be directely integrated from Eq. (5) for
each section i of the jth pipe ð1� i� n j

s ; n
j
s is the number of sections of the jth pipe), as

follows:

C�:
q j
i;t ¼ c jp � c ja�h

j
i;t

q j
i;t ¼ c jn þ c jaþ h

j
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(
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Dt
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ð5Þ

where, c jp ¼ q j
i�1;t�1 þ 1=Bjð Þh j

i�1;t�Dt þ c00jp1 þ c000jp1

� �.
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sk 1� e� Dt=skð Þ� �
h j
i;t�Dt � h j

i;t�2Dt

h i.
Dtgþ e� Dt=skð Þerk;i;t�2Dt; c00jp2 ¼ c00jn2 ¼ kvh (h ¼ 1 is

a relaxation coefficient); and c0 ¼ acDj=2e j.
It is worth noting that the (MOC) procedure, outlined above, relates to a one-phase

flow regime. For a cavitating flow occurrence, the approximate flow solution may be
achieved by including the discrete gas cavity model (DGCM) into the conventional
(MOC) solution.

Basically, the (DGCM) assumes that void cavities are lumped at the computing
sections and a homogeneous distribution free gas mixture throughout the liquid. In
addition, upon cavity formation at a computational section, a constant absolute
hydraulic-head value, equal to the gauge pressure of the liquid (i.e. h� ¼ h�g), is
imposed at this section [16].

The discretization of the perfect gas law for an isothermic evolution of each isolated
gas cavity yields:

8 j
gi;t h j

i;t � z ji � hv
� �

¼ h0 � z ji � hg
� �

a0ADt ð6Þ

in which, h0 is the hydraulic-head reference, a0 the void fraction at h0, z
j
i the pipe axis

elevation and hg the gauge pressure head of the liquid.
The cavity volume calculation is based on the discretization of the continuity

equation applied for the cavity control volume:

8 j
gi;t ¼ 8 j

gi;t�2Dt þ w q j
di;t � q j

ui;t

� �
� 1� wð Þ q j

di;t�2Dt � q j
ui;t�2Dt

� �h i
ð7Þ

where, qu and qd are the flowrates, computed at the upstream and downstream sides of
the cavity interface, using Cþ and C� characteristic Eq. (5), respectively, and w is a
weighting factor, chosen in the range: 0:5�w� 1 [16].

It is interesting to delineate here that the flow regime is regarded as cavitating type
for: 8 j

gi;t � 0. Otherwise, it is considered as a one-phase type.

Branch connection of multi pipes:

The flow rate and the hydraulic head at the branch connection section are expressed
assuming no flow storage and a common hydraulic grade-line elevation at this section
[9, 16]:

qj�1
x¼L ¼ q j

x¼0 þ qd and hj�1
x¼L ¼ h j

x¼0 ¼ hd ð8Þ

in which, the superscript d designates the device parameters computed using the
lumped capacitance model.

Next section is devoted to assess the reliability of the branching technique to
control water-hammer waves accompanied with cavitating flow.
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3 Application, Results and Discussion

The hydraulic system, considered herein initially consists of a sloping steel pipe
connecting two pressurized-tanks. The up-and down-stream axis elevations of the steel-
piping system are: zd ¼ 0m and zu ¼ 2:03m, respectively. The gauge saturated
hydraulic-head of the liquid is equal to: hg ¼ �10:29m. The initial steady-state flow
regime corresponds to a constant flow velocity: V0 ¼ 0:3m=s and a constant hydraulic-
head maintained at the downstream pressurized-tank: hT20 ¼ 21:4m. The transient
regime is provoked by the sudden and full closure of the upstream valve. Thereupon,
the boundary conditions, associated to such a scenario, may be expressed as follows:

q x¼0j ¼ 0 and h x¼Lj ¼ hT20 ðt 	 0Þ ð9Þ

In such a scenario, the branching technique consists in inserting a ramified plastic
short-penstock at the downstream extremity of the steel main piping system (Fig. 1).
The piping system and the plastic short-penstock specifications are listed in Table 1.
The creep compliance coefficients of the generalized Kelvin-Voigt linear viscoelastic
mechanical behaviour associated to (HDPE) or (LDPE) material type are:
JHDPE
0 ¼ 1:057GPa�1, J=sf gHDPE

1���5 GPa�1
	
s

� � ¼ 1:057=0:05; 1:054=0:5; 0:905=1:5;f
0:262=5:0; 0:746=10:0g; and JLDPE0 ¼ 1:54GPa�1; J=sf gLDPE1���5 GPa�1

	
s

� � ¼ 7:54
	�

89
 10�6
� �

; 10:46=0:022; 0:262=1:864g [6], respectively.

Figure 2 compares the upstream hydraulic-head, versus time, predicted into the
original piping system case along with their counterparts involved by the protected
system using a (HDPE) or (LDPE) ramified short-penstock. Jointly, Table 2 sum-
marizes the main characteristics of wave oscillation curves shown in Fig. 2.

Fig. 1 Definition sketch of the hydraulic system
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Figure 2 illustrates a hydraulic-head attenuation effect of the first crest accompanied
with the spreading of the hydraulic-head oscillations period observed in the protected
system cases. Results evidence, for the first cycle of hydraulic-head oscillations, the
cavitating flow onset into the original system case ðhmin

steel�pipe ¼ �10:2m); while this
phenomenon is palliated when implementing the branching technique using (HDPE) or
(LDPE) plastic short-penstock (hmin

HDPE�penstock ¼ �5:6m or hmin
LDPE�penstock ¼ 7:3m). In

other words, the positive-surge attenuation obtained using (HDPE) or (LDPE) short-
penstock relatively to the original system case is: d h�HDPE�penstock ¼ hmin

HDPE�penstock �
hmin
steel�pipe ¼ 5:6þ 10:2 ¼ 15:8m or d h�LDPE�penstock ¼ hmin

LDPE�penstock � hmin
steel�pipe ¼

7:3þ 10:2 ¼ 17:5m, respectively. Furthermore, Fig. 2 illustrates that the branching
technique allows also the attenuation of positive-surge (i.e.: d hþ

HDPE�penstock ¼ 19:7m

d hþ
LDPE�penstock ¼ 31:4m). Consequently, it may be concluded that the branching

technique allows a significant attenuation of the first pressure peak and crest as com-
pared with the original system case. In addition, this attenuation is slightly more
important for the case using a (LDPE) short-penstock than the one obtained using
(HDPE) short-penstock.

-15
-5
5

15
25
35
45
55
65

0 1 2 3 4 5 6

h, m

t, soriginal system (steel-pipe)
Steel+(HDPE) Short-penstock Steel+(LDPE) Short-penstock

Fig. 2 Comparison of downstream hydraulic-heads versus time for the hydraulic system with
and without implementation of the branching procedure

Table 1 Characteristics of applied pipelines

Parameters Steel main-pipe Plastic short-penstock
(HDPE) (LDPE)

Length L [m] 143.7 10.0
Inside diameter D [mm] 50.6 50.6
Pipe-wall thickness e [mm] 3.35 2.41 3.40
Young modulus E0 [GPa] 1142.5 404.9 263.9
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On the other side, based on Fig. 2 together with Table 1, it is remarkable to point
out that the periods of the first cycle of hydraulic-head oscillations, predicted into a
(HDPE) or (LDPE) plastic short-penstock-based protected system case are:
THDPE�penstock
1 ¼ 0:986 s or TLDPE�penstock

1 ¼ 1:799 s; while the corresponding period,
for the piping system without protection (i.e. steel main pipeline), is equal to
T steel�pipe
1 ¼ 0:4 s.

In order to provide a direct comparison between the two employed plastic material
types the wave dampening versus the period traces are illustrated in Fig. 3 for protected
system cases using a (HDPE) or (LDPE) short-penstock. It may be conclude from this
figure that the protected system case based on a (HDPE) short-penstock provides better
trade-off between hydraulic-head attenuation and wave oscillation period spreading, as
compared with the case based on (LDPE) short-penstock.

A further factor that may affect the attenuation of first hydraulic-head peak and crest
relates to the ramified plastic short-penstock size. For completeness, this attenuation is
reported in Fig. 4a and b depending on the short-penstock diameter and length,
respectively.
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+plastic short-
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Steel
main-pipe

Steel- (LDPE)
+plastic short-

penstock

Fig. 3 Comparison of attenuation of hydraulic-head peak and crest depicted into the original
system case and the protected system cases using a (HDPE) or (LDPE) ramified plastic short-
penstock

Table 2 Characteristics of water-hammer waves in Fig. 2

Parameters Steel main-
pipe

Plastic short-
penstock

(HDPE) (LDPE)

hmax: 1
st hydraulic-head peak [m] 66.03 46.65 34.93

hmin: 1
st hydraulic-head crest [m] −10.2 −5.56 7.29

T: period of the 1st cycle of wave
oscillation

[s] 0.828 0.986 1.799
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As expected, these graphs argue that as the ramified short-penstock volume
increases, the associated attenuation effect of the first hydraulic-head peak and crest
increase. Furthermore, Fig. 4a and b clearly illustrate that the variation of the first
transient pressure peak and crest are slightly affected for the length and diameter values
beyond lplasticpenstock � 7m and dplasticpenstock � 75mm, respectively. Thereby, lplasticpenstock ¼ 7m and

dplasticpenstock ¼ 75mm may be considered as the optimal values of the plastic short section
diameter and length.

4 Conclusion

In summary, the present study proved that the branching technique could remove
cavitation from transient flow. Furthermore, this technique provides large attenuation of
first hydraulic-head peak and crest associated to a transient initiating event. In partic-
ular, the protected system case based on a (HDPE) ramified plastic short-penstock
provides better trade-off between hydraulic-head attenuation and wave oscillation
period spreading as compared with the case based on (LDPE) short-penstock. Fur-
thermore, examination of the sensitivity of the pressure peak and crest magnitudes,
with respect to the plastic short-penstock length and diameter evidenced that significant
short-penstock volume allows important hydraulic-head peak and crest attenuation.
Nevertheless, this correlation is not significant beyond a near-optimal diameter and
length values.
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Fig. 4 Variation of downstream hydraulic-head peak and crest, depending on the plastic short-
penstock: a diameter, and b length
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Abstract. This is a study of the hygrothermal behavior of the polyester/glass
fiber composite material. The composite material is exposed on a lateral face to
different humidity velocity under different temperatures. The kinetics of water
absorption follows the Fick’s second law. The water concentration is higher on
the surface of the material and it decreases continuously toward the core of the
material. The increase of the humidity velocity induced a rise of the diffusion
coefficient (D) and the amount of absorbed humidity at the saturation (Mm).
Also, the augmentation of the temperature facilities the diffusion process. The
fall of the absorption curve is due to the propagation of cracks in the material
and the detachment of certain molecular chains. The finite-element software
‘‘Abaqus’’ is used to simulate the humidity diffusion through the composite
material. The comparison between the experimental and numerical results shows
that the model can predict the hygrothermal behavior of the polyester/glass fiber
composite.

Keywords: Velocity � Diffusion � Simulation � Hygrothermal � Composite

1 Introduction

The use of composite material in the industrial fields is growing up over the years. It is
due to the advantages that a composite material offers. Although during its utilization,
composite material is exposed to extreme environmental condition like temperature,
pressure and humidity. The humidity absorption causes a degradation of the material
proprieties and a decrease in its life duration, which can be fatal in the safety side.

The humidity diffusion through composite material is characterized by the free
volume theory: it is linked to the number and the size of the free volume existing in the
material, which determines the amount of absorbed humidity [3, 8]. Also, it can be
described by the molecular approach, which is attached to the hydrophilic nature of the
material [3]. The humidity absorption causes a decrease of the transition temperature
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(Tg) [4, 15], a plasticization and swelling of the matrix [8] and a decrease of the fibers
resistance. Also, we note a debonding in the fiber/matrix interface due to the increase of
the osmotic pressure [2, 14]. The humidity absorption is characterized by the one
dimensional Fick’s second law:

@C
@t

¼ @2ðD � CÞ
@x2

ð1Þ

where C is the concentration of the diffusing, t is the time, x is the distance through the
sample thickness, and D is the diffusion coefficient. The diffusion process must respect
the following boundary conditions:

C ¼ Ci; 0\x\h; t� 0

C ¼ Cm; x ¼ 0; x ¼ h; t[ 0
ð2Þ

where Ci: the initial concentration, Cm: the concentration at the saturation and h: the
sample thickness. The solution of Eq. (1) is presented in Eq. (3) [10]:

C � Ci

Cm � Ci
¼ 1� 4

p
�
X1
n¼0

1
2nþ 1

� sin ð2nþ 1Þpx
h

� �
� e � ð2nþ 1Þ2pDxt

h2

� �� � !
ð3Þ

The weight gain (G) is obtained by integrating equation (3) through the thickness:

G ¼ m� mi

mm � mi
¼ 1� 8

p
�
X1
n¼1

1

ð2nþ 1Þ2 � e
�ð2nþ 1Þ2�p2� ðDx�tÞ

h2

� �� �
ð4Þ

where mi: the initial material weight, mm: the material weight at the saturation and m:
the material weight at time t.

Many authors have been interested in the humidity diffusion process: [11, 5] proved
that, for small sample, the humidity absorption follows the Fick’s law. Likewise, [14]
confirmed that, at low temperature, the Fickian model represents well the humidity
diffusion through glass fiber-reinforced plastic composite. Also, the impact of the
temperature on the humidity diffusion was a subject of interest for several researchers:
[6, 12] validated that the temperature augmentation offered more energy for the dif-
fusing molecules, which elevated the diffusion coefficient (D). Moreover, researchers
studied the effect of the humidity velocity on the humidity absorption: [13] confirmed
that the amount of absorbed humidity increases with the augmentation of the humidity
velocity. Also, [9] proved that the humidity rate increases with the rise of the flow
velocity for the glass fiber/epoxy composite.

2 Materials and Experimental Methods

The experimental results are extracted from [7]. A polyester resin reinforced with
unidirectional E-glass fibers was used. It contains fillers additives Aluminum Silicate
Pigments (ASP 400) which are a 4.8 µm size clay powder. The composite material is
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made by the pultrusion technique. The dimensions of the sample are 20 * 8 * 6.3 mm.
The composition of the polyester/glass fiber composite is presented in Table 1.

Figure 1 presents the experimental device: the container is filled with water, heated
to the desired temperature by means of a heating resistance. The flow velocity is fixed
by the handle and displayed on the manometer. Periodically, the diffusion process is
stopped and the sample is taken from the experimental device. Then, the sample is
dried with an absorbed paper and weighed with a Gibertini E-42-B electronic scale with
an accuracy of 0.1 mg. Then, the sample is put back in the assembly. The humidity
content is calculated by the following formula:

Mð%Þ ¼ Mt �M0

M0

� �
� 100 ð5Þ

where Mt is the material weight at instant t and M0 is the initial material weight.

3 Modeling and Validation

The humidity diffusion has been modeled thanks to the finite-element software
‘Abaqus’, through the mass diffusion analysis. The humidity diffusion is assured by the
Fickian law, which is based on the hypothesis that the diffusion is governed by a
concentration gradient. The flux of the diffusing phase is written in Eq. (6):

Table 1 Composition of the polyester/glass fiber material [7]

Material % ASP 400 % fiber

Polyester/glass fiber composite 20% 51.5

Fig. 1 Designed device for absorption process
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J ¼ �s � D � r C
s

� �
þKs � rðlnðh� hzÞþKprðPÞ

� �
ð6Þ

where: s: the solubility, D: the diffusion coefficient, g the concentration gradient, Ɵ: the
temperature, P: the pressure, Ks: the sorter effect and Kp: pressure stress factor. The
permeability law allows us to modify Eq. (6):

J ¼ �s � D � r C
s

� �
þ Ks

h� hz
� rðhÞþKp � g

k
� V

� �� �
ð7Þ

where V: the flow velocity, k: the water permeability and ƞ: the water viscosity. The
diffusion coefficient (D), defined using the Arrhenius law, is presented in Eq. (8):

D ¼ D0 � e� E
R�T ð8Þ

where E: the activation energy, D0: the Arrhenius constant, R: the perfect gas constant
and T: the absolute temperature.

The sample is exposed to the humidity flow on a lateral side. The absorption
through others sides is assumed to be equal to zero and the initial humidity concen-
tration in the specimen is presumed to be zero. In the analysis, a three dimensional
DC3D8 element is utilized, using the heat transfer/mass diffusion element library. The
results are normalized with regard to thickness. The thermo-diffusion coupling is done
through a UTEMP subroutine. Figures 2 and 3 show a comparison of the experimental
and numerical results of humidity absorption through the polyester/glass fiber
composite.

For a temperature equal to 45 °C, the numerical model models the Fickian aspect of
the absorption curve: a first linear part, while an equilibrium of the concentration
gradient happens on the sample surface and a second constant part, during which there
is a physical and chemical equilibrium between the diffusing wet molecules and the
molecular chains of the matrix. Similarly for a temperature equal to 65 °C, the
numerical model reproduces the fall of the absorption curve. Indeed, the continuous
humidity absorption increases the size of the free volumes in the sample. When the
osmotic pressure in the free volumes exceeds a critical value, the stress concentration at
a point induces the propagation of cracks in the material. After a long duration, the
cracks coalesce, causing the detachment of certain molecular chains. Consequently, the
mass sample falls [1].

The numerical result considers the effect of increasing the flow velocity which
gives more speed to the wet molecules. As a result, the time required to reach saturation
decreases and the diffusion coefficient (D) increases. Also, the numerical model takes
into account the effect of the temperature whose rise offers more mobility to the
diffusing molecules and consequently the amount of absorbed humidity rises.
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Fig. 2 Humidity absorption as a function of time, normalized to sample’s thickness for:
a 0.77/2.26 m/s, b 1.13/3.2 m/s, c 1.57/5.67 m/s
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4 Conclusion

The objective is to present a numerical model of the hygrothermal behavior of the
polyester/glass fiber composite under different flow velocity. The humidity diffusion
has been tested at two different temperature 45 and 65 °C.

• 65°C : 
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Fig. 3 Humidity absorption as a function of time, normalized to sample’s thickness for:
a 0.77/2.26 m/s, b 1.13/5.67 m/s, c 1.57/8.17 m/s
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The introduction of the diffusion coefficient (D) at each temperature is made using
the Arrhenius law and the initial concentration of humidity in the sample is assumed to
be zero. After the introduction of the material parameters, a flow velocity is exposed on
a lateral side, where the absorption is only limited. A three dimensional element
CD3D8 was used. The coupling of the thermo-diffusion phenomenon has been ensured
by a UTEMP subroutine. The numerical model reproduced the behavior of the
experimental result. Also, it considers the effect of the temperature and the flow
velocity on the humidity absorption: the increase of the two parameters engenders a rise
of the diffusion coefficient (D) and the amount of absorbed humidity. The numerical
model makes it possible to predict the hygrothermal behavior of the polyester/glass
fiber composite, taking into account the flow velocity.
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Abstract. The present study considers multiple tandem jets in cross flow under
an injection ratio less than 1. The jets are emitted through 60°-inclined, 8 mm-
diameter cylindrical nozzles that are razed at different levels from the ground of
the working wind tunnel. The understanding of this configuration is likely to
provide a good support for the comprehension of more complicated and then
real situations. The main objective of this paper consists of the exploration of the
different flow structures induced by the emitted jets with the oncoming main-
stream in one hand, and with each other and the different domain boundaries on
the other hand. A particular attention is dedicated to the established flow field
and the induced vortical structures. It is mainly observed that an injection rate
inferior to 1 promotes the jets’ flattening and even more the rear jet. A higher
injection height, on the other hand, operates differently by providing the jets
with a further impulse to cross deeper and higher the mainstream and stay away
from the ground attachment effect.

Keywords: Multiple jets � Cross-flow � Injection height � Flow dynamics �
Attachment effect

1 Introduction

Multiple jets in cross-flow are commonly found in several applications and domains.
An efficient control of the different phenomena they induce is consequently highly
recommended. In fact, a hazardous behavior is any application brings for sure a high
risk over the application security and efficiency.

Multiple jets in cross-flow are involved in the industry where the control of jets’
mixing is highly recommended to obtain rapid and stable thermal or non isothermal jet
mixing. Such a configuration is also observed in environmental applications where the
control of wastewater jets’ discharge is extremely recommended. The latter are gen-
erally turbulent buoyant jets that undergo some chemical treatment before being dif-
fused into coastal water through multiport diffusers. Multiple jets in cross-flow are of
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particular interest in the medical field as well in applications like blood injection during
hemodialysis through one or more holes at the tip of a catheter, typically positioned at
the superior vena cava [1].

Chronologically, the consideration of single jets in cross-flow was prior to that of
multiple jets due to the complexity of the problem. In fact, the number of the emitted
jets in addition to their characterizing parameters (inclination, arrangement disposition
in rows, injection, temperature and buoyancy ratios, etc.) contributes to the dependence
of the resulting flow-field to several factors. Exploring all of them directly at once may
be complicated and inefficient; while introducing them progressively could be of a
great deal in enlightening the impact of each of them.

The earliest single jets in cross flow-studies available in the literature were con-
ducted by Jordinson et al. in [2] and Gordier in [3]; while the earliest multiple jets in
cross-flow studies date back to 1971 with Ziegler and Wooler [4, 5] as pioneers in the
field.

Since that time, several papers explored both configurations; and some of them
conducted comparison between both models in order to deduce the multiple jets’ model
behavior from the single jet one; majorly the induced vortical structures; or to test the
validity of some single jet model correlations in predicting some multiple jets’ models
phenomena, like mixing and penetration processes in Walker and Kors’s paper [6], for
example, a row of high circular jets in cross-flow were considered under variable orifice
sizes, spacing and temperature ratios. Optimal mixing was obtained for both cold and
hot jets at a spacing between the orifices equal to one half of the duct height. In that
case, the orifice size changed only the mean exit temperature level but did not sig-
nificantly alter the shape of the distributions. As to the single jet in crossflow corre-
lations, they were proved to not adequately describe the multiple jets configurations.

Since the correlations are not necessarily and automatically adapted from single to
multiple jet configurations, the latter were more extensively considered experimentally.
In this context we can mention the papers of Sterland and Hollingsworth in [7], Isaac
and Jakubowski in [8] and Ligrani and Lee in 1994 [9] that were based upon hot wire
anemometry measurements. Yu et al. used [10] PIV and LIF experiments (Laser
Induced Fluorescence techniques, Chen et al. [11] depicted schlieren and CCD images,
and Radhouane et al. [12] CCD images and PIV measurements.

Studies on multiple jets in crossflow are also organized according to their orien-
tation towards the oncoming crossflow and the supporting domain; which is a further
highly interesting parameter in terms of impact on the resulting flow field dynamics,
structures and heat and mass transfers. Placing the jets in one or more rows, tandem,
adjacent, staggered or opposed, on a flat plat or radial, in free field or impinging on a
wall, normal or inclined, etc. these are all parameters that can help control the char-
acteristics of the resulted flow, but only when extensively explored in order to sort out
their proper and combined contributions.

With reference to the abovementioned literature, it is obvious to see that the single
jet in cross-flow model was extensively studied, while the prediction of multiple jets in
cross-flow is a still not fully resolved problem due to the complexity of its proper
progression and mixing processes as well as its interaction with the surrounding
oncoming flow. It is even much less documented when it comes to consider a single
arrangement; namely the tandem/aligned arrangement. The latter was first examined by

Dynamics of the Flow Field Induced by Multiple Elevated Jets 111



Briggs [13, 14] in a try to compute the resulting plume rise of jets sent from two tandem
stacks with the same height and emission conditions. This model was then generalized
by Anfossi et al. [15] to include twin stacks with different heights. Radhouane et al.
[16] handled later similar twin aligned jets in order to evaluate the dynamic and thermal
behavior of the resulting flow field under variable parameters; namely the injection
inclination [17], jets and crossflow temperature difference [18, 19], injection height etc.
Configurations of more than two aligned jets in cross flow remain still not fully resolved;
and this is precisely what we intend to contribute to through this work dedicated to the
examination of some developed vortical structures under a variable injection height an
under injection ratio inferior to 1.

2 Experimental Set-up

The experiments were carried out in a wind tunnel at the university institute of the
industrial thermal systems (IUSTI), a joint research unit between the University of
Provence (Aix-Marseille) and the Mediterranean University in Marseille, France.

The wind tunnel contains an upstream inlet section allowing the introduction of an
oncoming crossflow with a variable velocity. On the bottom plate were placed three
tandem variably elevated injection nozzles, 60°-inclined with reference to the ground
and 3 great diameters spaced since the injection cross-section is elliptical. The little
diameter, d, being equivalent to 8 mm. Herein, it is to note that the rear injection nozzle
was placed 20 diameters from the wind tunnel inlet section in order to consider
measurements in a well-established surrounding crossflow, far from the boundary layer
influence as illustrated in previous papers with a twin jet in cross-flow model [19]
(Fig. 1).

Lower inlet section

Lateral 
wooden wall

Lateral glass 
wall

Upper inlet section

Ground of the wind tunnel

Fig. 1 Experimental setup associated with the Cartesian coordinate system
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Measurements were depicted by means of Coupled Charge Device (CCD) images
together with a two-component Particle Image Velocimetry (PIV) technique, in the
symmetry plan z = 0; which allowed a non intrusive, instantaneous and mean bi-
dimensional dynamic diagnosis of the resulting flow field (velocity components and
turbulence quantities’ development) under an injection ratio under one.

3 Results and Discussion

The dynamics of the resulting flow field are majorly defined by the interaction of the
discharged jets with the oncoming crossflow and the surrounding boundaries either of
the domain (particularly the ground of the wind tunnel) or the variably elevated
emitting nozzles. These interactions take place in the form of vortical structures that
develop on the different borders of the jets (shear layer/leading edge vortices on the top

a 
- 

b
-

c
-

Fig. 2 Visualization of the shear layer vortices on the symmetry plane (z = 0) under R < 1
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edge [20]; wake/upright vortices on lower edge of the jets [21] and horseshoe vortices
windward of the jets [22] and within them counter-rotating vortices [20]). The order of
occurrence of these interactions is closely dependent on the flow regime, dependent on
its turn to the jets-to-mainstream velocity ratio, also called injection ratio. In the present
paper, concentration will be dedicated to an injection ratio inferior to one (R < 1),
which suggests the predominance of the mainstream towards the emitted jets. This
reasonable assumption is comforted with the observations depicted from Fig. 2 illus-
trating the development of the shear layer vortices.

It’s obvious to note the dominant clockwise sense of rotation of the shear layer
vortices under all injection heights; but is also relevant to note their clearer and more
proper development from higher emitting nozzles. In fact, discharging the jets farther
from the ground releases them from the attachment effect and provides the jets with a
stronger impulse to cross the mainstream. We particularly considered the progression
of the rear jet since this is the one to be the most consistently flattened by the main-
stream due to its prior position in the mainstream path.

The abovementioned attachment and flattening effects are enlightened in Fig. 3
where we provided the evolution of the discharged jets among the oncoming cross-flow
in terms of mean velocity contours and vectors. The capture of the images was par-
ticularly tightened around the emitting section of the discharging nozzles; however we
can easily note the shape of the flow field streamtraces and the corresponding velocity
levels.

As the jets are emitted higher from the ground the rear jet undergoes a decreasing
flattening effect indicated by its higher dispersion (longer arrow from a to c in Fig. 3).
This observation is tightly related to the decreasing attachment effect downstream of
the emitted nozzles, illustrated in Fig. 3 with the progressively smaller encircled zone.
While the latter contained stagnant points that attached the surrounding flow and
induced wake vortices as illustrated in the case of twin jets in a previous paper [16], it
henceforth contains simply a low velocity flow that does not contain any consistent
vortical structures; instead it contains regular streamtraces.

Downstream of the second injection nozzle, we observe a progressively slower flow
zone as well (smaller vectors in the dotted parallelograms in Fig. 3); as this location is
double-protected from the mainstream flattening effect by the two previous discharged
jet columns.

Figure 4 reconsiders the CCD images of the three discharged jets in crossflow;
however it considers the wake region of each discharging nozzle separately in order to
check and validate the abovementioned observations. The wake of the first emitted jet
is clearly more consistent when emitted close to the ground as signaled by the encir-
cling rectangles in Fig. 4a; it even ends by fading away when sent at the highest
injection case relative to h ¼ 5cm. The rear jet’s elevation however, seems to be not
significantly affected by the jets’ elevation.

The wake region of the second jet column is progressively liberated from the
ground attachment effect as well. In fact, the two first jets combine later due to less
consistent flattening of the first jet, implying a postponed reaching of the second jet;
higher and slightly farther downstream of the emitting section level. The wake of the
combined jets is consequently reduced and similarly postponed higher and farther
downstream (Fig. 3b).
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The wake region of the third discharging nozzle is consequently and understand-
ably going to be more significant in the case of h ¼ 1cm; as it is going to receive jets
that were seriously flattened and then as greatly directed downstream. The resulting
combined jet plume is consequently well developed, in terms of jet height and cur-
vature, and wake region expansion (Fig. 4c-I). As the jets are sent from a higher
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Fig. 3 Establishment of the mean velocity vectors and contours on the symmetry plane (z = 0)
under R < 1
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discharging section, they lose some of their consistency, and when they combine
downstream of the third nozzle they result in a weaker combined plume: shorter and
more curved; that consequently rapidly fades away (Fig. 4c-III).

a -1st jet wake
I-h=1 cm

II -h= 2
cm

III-h=5 cm
b -2nd jet wake c -3rd  jet wake

Fig. 4 Effect of the injection height over the different jets’ wake regions for R < 1 in the
symmetry plane (z = 0)
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4 Conclusion

An experimental study was conducted in order to consider the dynamics of the
resulting flow field of multiple tandem jets with an oncoming cross-flow. The CCD
images together with PIV measurements provided close images of the vortical struc-
tures developed on the symmetry plane (z = 0), consisting mainly of clockwise leading
edge vortices (R < 1) that evolve more clearly and regularly as the jets are emitted
farther from the ground (increasing h). This is due to a decreasing flattening effect that
manifests as well in terms of slower flow zones downstream of the discharging nozzles
(wake zones), as progressively deprived of the wake/uprights vortices. The downstream
jet columns undergo a decreasing flattening effect due to their shielding by the rear jet.
Combined together, such mechanisms are likely to decrease the quality of the mixing
near the ground and enhance it rather far among the domain.
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Abstract. This paper presents a technique for detection and location of faults in
polymeric pipelines, by means of transient analysis, of water flows. The method
uses transient pressure waves initiated by the sudden closure of a downstream
shut-off valve. The presence of faults in pipes partially reflects these pressure
waves and allows for the location of any type of fault e.g. leaks. Pressure waves
are governed by two coupled non-linear, hyperbolic partial differential equa-
tions. The generalized Kelvin-Voigt model was adopted to model the vis-
coelastic behavior of the polymeric pipes. The fluid pressure head and flow rate
are considered as two principal dependent variables. To locate the leak, the
mathematical formulation has been solved by the method of characteristics
(MOC) of specified time intervals along with Nelder-Mead optimization algo-
rithm for the estimation of the flaw parameters (size and location). The
numerical obtained results have shown a good agreement with the experimental
data for the detection and the location of leaks.

Keywords: Transient flow � Inverse transient analysis � Polymeric pipes � Leak
detection � MOC � Nelder-Mead optimization algorithm

1 Introduction

Water covers 70% of Earth. However, only 3% of the Earth’s water is freshwater.
Nowadays, the lack of fresh water results in 1.1 billion people on Earth lack access to
fresh water. As stated the International Water Management Institute (IWMI), 45
countries (33% of the world population) will suffer from water scarcity by 2025 [1].
According to the United Nations (UN) [2], the global population is estimated to reach
9.3 billion in four decades. Along with such growth, an increase in water demands
became inevitable. This inescapable rise is due not only to the daily needs of drinking,
health, and sanitation but also to the energy production, food and other services and
goods that require water to be delivered. The insufficiency of such a need became a
major problem. Rationing water use seemed to be the perfect solution for a while but
knowing that up to 30% of water is lost in transportation (about 20% in France in 2014,
40% in Canada in 2014) [3], another more sufficient redeem must surface. This loss
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ratio can reach the 50% of the production in some old networks (in Bulgaria, 1996) [4].
In fact, transmission pipes are subject to numerous types of incidences such as traffic,
overloads and water hummer that may result in leaks. Most water distribution networks
suffer from water leaks which may occur because of corrosion, aging pipelines or
excessive pressure resulting from operational errors. In addition, bad workmanship can
be a root for pipelines faults. Leaks vary in size and significance. Nevertheless, when
combined, they result in major losses. Water supply systems in North America suffer a
range of leaks from 0.5 to 1.4 measurable leaks per mile of pipe [5] and up to 3 leaks
per mile in some cases. Based on an investigation by the Asia development bank, the
water losses in the Asian region ranged from 8% in Singapore to 62% and Bangladesh
[6]. In Europe, for the purpose of limiting leaks as much as possible, 60% of drinking
water networks were renovated and reconstructed out of High-Density Polyethylene
(HDPE) pipes owing to their ability to resist higher pressures and their considerable
durability comparing with steel or concrete pipes. Besides their particular mechanical
characteristics (visco-elastic behavior), these pipes are also known by for the lower
price and the easy manufacturing and manipulation. However, they are, in some cases,
susceptible to leaks and even bursts. Based on statistics above, detecting the defective
pipe whether polymeric or rigid, providing an accurate and exact position of a leak and
quantifying this default plays a vital role in the management and distribution of water
as it reduces losses and lessens the negative impact on humans and the surrounding
environment.

2 Inverse Analysis Method

2.1 Concept

The Inverse Methods is the resolution of a system in an inverse mode. The objective of
such method is not the prediction of the behavior for given set of parameters and
boundary conditions but the estimation of these dependent variables based on the
physical-data knowledge. In a forward problem, the system response (pressures and
flows) is calculated based on the characteristics of the pipe and outlet/inlet conditions.
In an inverse problem, estimated parameters are determined based on the pressures and
flows measured in the system for specified positions and time-scale.

2.2 Inverse Transient Analysis

Inverse Transient Analysis (ITA) Methods are a super-set of pressure-flow derivation
methods. These techniques are widely used in water distribution systems. Pudar and
Ligett [7] were the first to present an inverse-analysis for leak detection in a network.
Based on the steady-state, they modeled a leak at the node (junction) of the pipes. An
objective function which was the sum of the squares of the differences in measurable
properties such as pressures and flows is to be minimized. The authors found that the
size and location were too sensitive to the measurement accuracy and the parameters of
the pipe of interest. For that, it was concluded that this approach can serve only as a
supplement to leak survey. Limiting their consideration to a pipeline system
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transporting incompressible fluids, Mukherjee and Narasimhan [8] followed a similar
approach but for an non-node position of the leak. They stated that the method ability
to detect leaks is less than 80% for magnitude up to 10% of the flow. Ligett and Chen
[9] saw that the technology progress such as the development of the speed of pressure
transducers and computers for data logging and solving equations and problems in an
interesting time can facilitate the real time monitoring and data acquisition for the
inverse-transient method. Nevertheless, they coupled the unsteady-state analysis with
the steady-state approach for the calibration of the inverse analysis model. Both Pudar
and Ligett [7], and Ligett and Chen [9] defined the same objective function and used a
method-of-characteristics-based algorithms to create a calibrated model of the transient.

3 Mathematical Model

3.1 Momentum Equation

The momentum equation is derived from Reynold transport theorem [10]:

gA
@H
@x

þ dQ
dt

þ hf ¼ 0 ð1Þ

Where g is the gravitational acceleration (m/s2), A is the cross-sectional area (m2),
H is the pressure head (m), a is the wave velocity (m/s), Q is the flow discharge and hf
is the loss friction term. This friction can be divided into a steady-state and an
unsteady-state component. The unsteady friction is neglected since it has no major
effect on the pressure wave compared to the steady state friction which can be deter-
mined as a function of Darcy-Weisbach friction factor [10].

hf ¼ f
Q Qj j
8gAD2 ð2Þ

The delimitation of the Darcy-Weisbach friction factor depends on the flow regime.
It is calculated in turbulent flow (Re >3000) using the iteratively-solved Colebrook
formula [11]:

1ffiffiffi
f

p ¼ �2 log10
k

3:7D
þ 2:51

Re
ffiffiffi
f

p
� �

ð3Þ

Where k is the pipe wall roughness (m), and in laminar flow using Hagen-Poiseuille
formula: f = 64/Re.
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3.2 Continuity Equation

To derive the continuity equation, the law of conservation of mass is applied along with
certain assumptions:

(i) The flow is one-dimensional,
(ii) the fluid is slightly compressible,
(iii) the pipe material is homogeneous and isotropic,
(iv) the conduit walls are linearly visco-elastic for small strains,
(v) its mechanical behavior depends on the creep function only (Poisson Ration µ is

constant),
(vi) the fluid velocity is neglected compared to the wave velocity, which yields the

following expression [12]:

gA
@H
@t

þ a2
@Q
@x

þ 2Aa2
@er
@t

¼ 0 ð4Þ

Where er is the retarded strain (m/m). The third term represents the retarded strain
derivative while the instantaneous elastic strain was included in the wave velocity
expression and the head pressure time derivative. As a matter of fact, polymers have an
immediate-elastic response and a retarded-viscous response. Consequently, strain, e,
can be decomposed into an immediate-elastic strain, ee, and a retarded-viscous strain,
er, expressed as follows [13]:

eðtÞ ¼
Z t

�1

@r t0ð Þ
@t0

J t � t0ð Þdt0 ¼ J0rðtÞþ
Z t

0
r t � t0ð Þ @J t0ð Þ

@t0
dt0 ð5Þ

Such behavior can be modeled using a Standard Linear Solid model (SLS) where
five Kelvin-Voigt elements are considered (nkv = 5). In this case, the creep function J is
written as follows:

JðtÞ ¼ J0 þ
Xnkv

k¼1
Jkð1� e�t=sk Þ ð6Þ

Where J0 is the creep compliance of the first spring the SLS model which is equal to
the inverse of its Young Modulus (J0 = 1/E0) and sk= ηk/Ek is the retardation time as
the fraction of the viscosity of the dashpot and the elasticity of the spring of k-Kelvin-
Voigt element. The hoop stress related to the fluid pressure on the pipe wall is equal to
c1qgDΔH/2e where c1 is the pipe-wall constraint coefficient (anchoring coefficient)
which yield the following strain expression (Fig. 1):

eðtÞ ¼ J0
c1Dqg
2e

HðtÞ � H0ð Þþ
Z t

0

c1Dqg
2e

H t � t0ð Þ � H0ð Þ @J t0ð Þ
@t0

dt0 ð7Þ
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3.3 Leak Modeling

Leak outflow depends mainly on the leak effective area AE = ClAl, defined as the
product of the discharge coefficient, Cl, and the leak area, Al, and the pressure head
difference ΔH. Assuming that the discharge is into ambient air, a leak outflow is
quantified as follows [15]:

Ql ¼ aHb ð8Þ

This form includes the Torricelli formula where a ¼ ClAl
ffiffiffiffiffi
2g

p
and b = 1/2:

Ql ¼ AE

ffiffiffiffiffiffiffiffiffi
2gH

p
ð9Þ

The leak is assumed small for a pressure drop generation.

4 Numerical Resolution: Method of Characteristics

The continuity (Eq. 4) and momentum (Eq. 1) equations form a pair of quasilinear,
hyperbolic, partial differential equations in terms of two dependent variables, flow rate,
Q, and hydraulic head pressure, H, and two independent variables, time, t, and distance
along the pipe, x. The method of characteristics is one among numerical analysis
schemes. This method has proven its reliability comparing to the other methods
because of its unconditional stability, computing-time and complexity.

4.1 Finite-Difference Equations

These governing equations are transformed into two ordinary differential equation by
means of the method of characteristics:

C� :
dH
dt

� a
gA

dQ
dt

þ 2a2

g
@er
@t

� hf ¼ 0 ð10Þ

4.2 Retarded Strain

Following the SLS model and according to Boltzmann superposition theorem for small
strains, the retarded strain and its derivative can be calculated as the sum of the retarded
strains and their derivatives of each Kelvin-Voigt element which means that, in this
case:

Fig. 1 Standard Linear Solid visco-elastic model [14]
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er x; tð Þ ¼
Xnkv

1
ek;r ð11aÞ

@er
@t

x; tð Þ ¼
Xnkv

1

@er;k
@t

ð11bÞ

Where the time derivative of the retarded strain on a k-Kelvin-Voigt element can be
expressed as follows [12]:

@ek;r
@t

x; tð Þ ¼ � ek;r x; tð Þ
sk

þ Jk
sk
F x; tð Þ ð12Þ

Covas et al. [12] defined an auxiliary function F(x,t) as:

F x; tð Þ ¼ c1Dqg
2e

H x; tð Þ � H x; 0ð Þð Þ ð13Þ

and proposed the following expression of the elementary retarded strain ek,r(x,t):

ek;r x; tð Þ ¼ JkF x; tð Þþ Jke
�Dt

skF x; t � Dtð Þ
� Jksk 1� e�

Dt
sk

� �F x; tð Þ � F x; t � Dtð Þ
Dt

þ e�
Dt
sk ek;r x; t � Dtð Þ ð14Þ

4.3 Boundary Conditions

Inlet Condition: Upstream Reservoir. Theoretically, the head pressure inside the tank is
considered to be constant contrary to the experimental data that showed a variation of
this parameter in time while a transient occurs. Thus, the variation of the pressure head
at the reservoir was introduced as an inlet condition although it is quite small but
affective for an accurate simulation.

Outlet Condition: Downstream Valve. The closure of the valve downstream the
Reservoir-Pipe-Valve system is supposed to be instantaneous.

In-between Condition: Leak. In order to simulate such singularity, the pipe was con-
sidered as the junction of two pipes where the leak is located (See Fig. 2). No pressure
change in the junction was considered. Thus, the condition can be written as follows:

H1 L1; tð Þ ¼ H2 0; tð Þ ð15Þ

Where L1 is the location of the leak counting from the reservoir to the valve, the
indexes 1 and 2 refers to the conduit number. The law of mass conservation yields the
following equation:

Q1 L1; tð Þ ¼ Q2 0; tð ÞþQl ð16Þ
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The combination of the four equations (Eqs. 10, 15 and 16) gives a second degree
polynomial equation where the variable of interest is the square root of the head
pressure at the junction.

5 Experimental Setup

Experiments were carried out in the Water Engineering Laboratory (WEL) at the
University of Perugia, Italy on an approximately 168.5 m-length HDPE pipe. The setup
comprised a single 110 mm-nominal diameter pipe connecting an upstream pressurized
tank to a pneumatic actuated butterfly valve. The wall thickness of the pipe of interest is
8.1 mm. The machined leak is located at 63.2 m from the reservoir with an effective
area identified numerically equal to 33.6 m2. The flow measurement was ensured by
the use of an electromagnetic flow meter ML210 - ISOIL Industria mounted at
19.8 m (Noted FM in Fig. 3) from the reservoir and an ultrasonic Doppler veloci-meter
DOP1000 - Signal Processing mounted few meters before the valve (See Fig. 3). Six
transducers were installed for pressure measurement in several measurement sections
(see Tab.1).

All measurement instruments whether for pressure or flow were connected to a
National Instruments Compact Data Acquisition chassis cDAQ-9188 where 8 Analog
Input Modules (NI-9218) were mounted as adapters. The physical data collected was
saved into a laptop using a LabVIEW interface. Six test where carried out for 3
different flows (regulated by a gate valve downstream the system) for the two states of
the pipe (intact/leaky). Physical data collected from an undamaged pipe test are used
for the adjustment of the numerical model (Table 1).

Fig. 2 Boundary conditions explicative chart
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6 Model Calibration and Adjustment

Physical data collected from an undamaged pipe test are used for the adjustment of the
numerical model.

6.1 Wave Velocity Delimitation

The elastic wave velocity a is a function of the creep compliance of the first spring of
the SLS model and therefore its Young Modulus.

a ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

K

q 1þ K
E0

D
e c1

� �
vuut ð17Þ

Where K is the bulk modulus of the fluid and q is its density. D is the internal
diameter of the pipe.

This parameter can be determined taking into account the extrema
(Maximum/Minimum) of the acquired signal (351 m/s), taking into account the first
characteristic period (361 m/s) and taking into account the first characteristic period of
the signal acquired from the transducer next the valve (356 m/s). However, these
methods are quite inaccurate because of there dependence on the operator. Thus, the
wave velocity was determined numerically as 385 m/s corresponding to E0 = 1.7 GPa.

Fig. 3 Experimental Setup sketch

Table 1 Measurement sections position and notation

Notation R A B C E V

Position (m) 0 30.1 54.1 62.6 91.8 166.5
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6.2 Optimization Problem

Problem-Stating The consistency of the numerical code with the experimental data can
be evaluated by the assessment of the accuracy (Relative Error) and the least square
error (LSE) between measured and numerically-simulated pressures in different mea-
surement section which can be mathematically presented as follows:

E ¼
X

100� Hs
x � Hm

x

Hm
x

� �
ð18Þ

and,

E ¼
X

Hs
x � Hm

x

� �2 ð19Þ

Where m stands for measured pressure heads, s for simulated and x for the mea-
surement position. Three measurement section were considered; V (166.4 m),
E (91.7 m) and B (54.1 m). The decision variables of the optimization problem are the
creep function coefficients and the pipe wall roughness k.

E ¼ f J0; J1; J2; J3; J4; J5; kð Þ ð20Þ

The retardation times were fixed according to Covas et al. [12] model.

Optimization Algorithm: Nelder-Mead Algorithm The method is used for the mini-
mization of a function of n variables (7 in this case), which depends on the comparison
of objective function values at the (n + 1) vertices of a general simplex (polygon).
Accordingly, the vertex with the highest value is replaced by another point. The
simplex changes its size and shape at every iteration, and contracts when meeting the
final minimum. Also called Downhill search method, It is a simple algorithm to search
for local minima and applicable for multidimensional optimization applications. Unlike
classical gradient methods, this algorithm does not have to calculate derivatives.
Instead it creates a geometric simplex and uses its movement to guide its convergence.
A simplex is defined as a geometrical figure which is formed by vertices, where is the
number of variables of an optimization function, and vertices are points selected to
form a simplex. In each iteration, the simplex method will calculate a reflected vertex
of the worst vertex through a centroid vertex. According to the function value at this
new vertex, the algorithm will do all kinds of operations as reflection or extension,
contraction, or shrink to form a new simplex. In other words, the function values at
each vertex will be evaluated iteratively, and the worst vertex with the highest function
value will be replaced by a new vertex which has just been found. Otherwise, a simplex
will be shrunk around the best vertex, and this process will be continued until a desired
minimum is met or no further improvement of the objective function can be done [16].

Results Several Attempts of calibration were carried out for the using the mentioned
above objective function (Eq. 20) and taking into account the retardation times for
different sampling times ranging from 2 to 20 seconds. However, using Nelder-Mead
algorithm, the derivative free optimization tool, the best fitted creep function coefficients
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and pipe wall roughness are determined as in the following table where the overall mean
error (for the three considered positions) reached 0.5%. The wave velocity determined
after the calibration process, is equal to 374 m/s corresponding to an initial Young
Modulus equal to E0 = 1.6GPa. The results showed a mean error equals to 0.5 % for all
Sects. (0.065 m2 At the V-position, 0.049 m2 at the B-position and 0.039 m2 for the E-
position) with a maximum of 10.5%, 16.8% and 17.7% at respectively the section V, B
and E. The determination coefficient R2 reached 0.990 at the valve, 0.989 at the section E
and 0.971 at the section B (see Fig. 4). These errors of consistency between numerical
and experimental data is explained by the fact that some phenomenon were not included
in the simulation. As shown in the plot below (Fig. 4, zoomed detail), a pressure peaks
can be distinguished which are due to the effect of bends on the wave velocity on flow
parameters. Besides of the previously mentioned effect, the negligence of the unsteady
state friction plays a part in the generation of such error even if its effect is minor
compared to the steady-state loss friction and visco-elasticity of the pipe since all of
these three factors contribute in the damping and energy loss [12]. (Table 2)

Fig. 4 Calibrated head pressures for the best fitted creep compliance coefficients and pipe wall
roughness compared to experimental data of an intact pipe
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7 Leak Quantification

Following the same previous attempts for creep coefficient calibration, the objective
function is the relative error between numerical and experimental data where the
decision variables are the leak parameters rather than the creep function which has been
already calibrated to an intact pipeline. In this case, the objective function is a function
of the effective area of the leak, AE, and, Pl, its position:

E ¼ f AE;Plð Þ
0\Pl\1

ð21Þ

7.1 Numerical to Numerical Calibration

As a first step, a numerically simulated leak was introduced as a reference signal to the
solver for the delimitation of its position and size.

The simulated leak is localized at 63 m from the reservoir which means 38% of the
total length. Its effective area is equal to 3.10−5 Square Meters equivalent to 30 Square
Millimeters. The initial flow is set to 1.2 L/s. Since both leak simulation and the solver
are calibrated to the experimental data, the first trial was to run the solver for the sizing
and localization of the simulation to be sure the feasibility of the task numerically. The
test involved, at first, 20 s as sampling time. In this case, the solver showed an
acceptable accuracy when it come to the leak effective area but it was incapable to
localize it. The optimization algorithm used is Nelder-Mead Simplex technique. As an
initial guess, the input was a localization assumed as the middle of the pipe (50%
included to the algorithm as 0.5) and a nil effective area (no leak). The reason behind
the incapability of the solver to localize the leak is that the algorithm is able to find only
the closest local minima to the initial guess and not the global minima. The accuracy of
the leak estimation in this case seemed to be inversely proportional to the sampling
time. When considered as 20 s, the solver was incapable of neither locating nor sizing
the leak. However, minimizing this parameter enhanced the detectability of the

Table 2 Best fitted creep compliance coefficients and pipe wall roughness for
20 s sampling time

Creep compliance
(10 − 10 Pa − 1)

Retardation time (s)

J0 6.239

J1 0.824 s1 0.05
J2 1.176 s2 0.5
J3 0.087 s3 1.5
J4 0.024 s4 5.0
J5 0.083 s5 10.0
Pipe wall roughness
(10−2 mm)

1.023
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algorithm to find a best fitted result. This divergence of results is due to the presence of
local minima near the initial guess which can be reduced by the increase of the
sampling time. On these conditions, the solver was able to detect the leak position and
size. To investigate this theory, several sampling times were used (same as the cali-
bration of the J-coefficients previously: 20, 10, 5, 2 s). The algorithm showed quite a
good accuracy for the determination of the effective area and position for a 10 s
sampling time. However, for lower sampling times it was not able to locate the sin-
gularity. The optimization for leak parameter estimation for 20 s as a sampling time
showed as previously mentioned no accuracy for both the localization and sizing. As
output to the algorithm, the total error between numerical results issued from the solver
and the numerical simulation reached 0.25% which seemed to be good mathematically
speaking but not quite enough since the estimation of the leak position showed an error
of 32.9% (50.9% corresponding to 84.7 m compared to 38% which corresponds
to 63 m) and the leak effective area estimation error reached 9.2% (27.2 compared to
30.0 mm2). For the next step, an optimization process was set to only 10 s. The total
error is quantified to be 0.02% with an accuracy of 1.6% for the positioning and 0.4%
for the sizing. The algorithm reached the following results: An effective area of
29.8 mm2 and a position of 38.6% (64.3 m) which is considered as the best fit com-
pared to other sampling times. The results are quite accurate since the numerical codes
(for leak simulation and detection) are calibrated with the same functions. The third
attempt was using a 5 s long sampling time. The algorithm stopped over 0.03% as an
overall error, 2.6% and 0.26% as respectively the positioning and sizing error. It
estimated the position of the leak as 37% and its effective area as 30.08 mm2.

The calibration process is afterwards set to 2 s, the algorithm stopped at an overall
error of 0.13% with no capability of locating the leak (20% as a positioning error) but
able to determine its effective area quite accurately (0.44% as a sizing error).

The previously presented results show that the sampling time choice is quite
important as a parameter in the estimation process for leak quantification.

7.2 Numerical-Experimental Calibration

When comparing numerical to experimental data for leak detection, the solver was
unable to detect neither the leak nor its position. This is due to the noise that covers the
effect of the leak on the pressure wave. The effect of the curves and bends in exper-
imental setup was not included in the solver. Thus, the fluctuations due to this phe-
nomenon were supposed to be an error to be discarded in the analysis process.

Common Monitoring Methods For data where the experimental setup includes bends
and unaccounted for phenomenon, the proposed solution is to calibrate a numerical
solver to simulate the behavior without taking into consideration these interferences.
A solver calculates the relative error in each time-step, determines the maximum of
these errors and creates a low threshold as a minimum effective area with regards to the
pressure head. Afterwards, the solver locates threshold pass and, therefore, the leak
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potential position. This case includes signal with an important SNR (Signal-to-Noise
Ratio). In other words, only relatively large leaks can be identified. The detectability of
such method depends on the development of the pressure transducers and acquisition
systems (filters for noise reducing) along with the environmental conditions (noise
sources).

Leak Quantification by Estimation The process is to calibrate and regulate the signals of
the pressure head at the valve in time (remove time lags: synchronize procedure) and
amplitude (effect of the pressure at the reservoir: compensation of the amplitude dif-
ference) for an intact and a damaged pipe. The algorithm calculates, then, the difference
between these two curves for the isolation of the leak influence on pressure (drop) and
add it to the numerical data for an intact system to obtain a to-be-processed pressure
head signal which set to be calibrated to for the leak parameter estimation. The solver
was able to locate the leak with an accuracy in positioning of 2.2% and in sizing of
23%. The error in sizing is due to the effect of the bend downstream the leak which its
amplitude depends on the flow. For that, that effect was not eliminated completely after
the differentiation of the intact and damaged pipe pressure head signals. The solver
found the following results: a position of 38.76% relative to 64.5 m (experimentally
63.2 m: 1.3 m of error) and an effective area of 25.8 mm2 (experimentally: 33.6 mm2).
The algorithm was not able to detect the leak for sampling time higher than the duration
of the first half period. The initial guess introduced to the solver as in previous attempts
is set to be zero for the effective area (no leak), and 50% (Pl = 0.5) as the position of the
leak.

8 Conclusion

The leak generated sudden pressure drop in the pressure surge and maintains it until the
depression pressure wave reaches the valve. The reflection due to the flaw is dissipated
until it disappears as a result of the steady-state friction loss and mechanical behavior of
pipe wall. Additionally, the leak increases the natural damping of transient pressures
same as a relief valve with no dispersion or delay in time of the pressure wave. The
reflection of the wave due to the leak and the damping increase with the leak discharge
and the distance form the valve. These features are used in the optimization process for
the localization and sizing of the flaw. The visco-elastic behavior and the steady state
loss friction share the dissipative effect on the pressure wave. However, the visco-
elastic effect is higher that the steady-state friction. Thus, numerical calibration is not
quite accurate in describing neither of these parameters physically. Numerically, a
number of combinations between these two parameters (the creep function describing
the visco-elastic behavior and the pipe wall roughness modeling the steady-state loss
friction) results in the same shape of the pressure signal. The leak also shares the same
effect. The distinction of each parameter outcome in terms of the energy loss in case of
the absence a record of the intact pipe signal is a major challenge (Figure 5).
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The delimitation accuracy of a leak size and position depends on the sampling time
chosen for the estimation process. It is to note that the task is quite sensitive to such
factor. It depends also on the environmental (noise sources) and experimental condi-
tions (bends and curves, temperature, …). Further investigation must take place for a
higher accuracy with no relying on the intact system response as a reference for the
isolation of the wave and pressure behavior in presence of a leak. Surely, including the
bend and curves effect could enhance the algorithm capability for the detection of small
leaks. The leak, in this case, is assumed to be rigid and on a specific shape where no
crack propagation can occurs and no visco-elastic/dynamic effect is considered. such
behavior should be taken into account for the modeling of real leaks in water mains or
networks.
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Abstract. In this paper, a numerical study is carried out to investigate transient
flow of hydraulic installation during the starting period of a centrifugal
pump. The pump impeller angular velocity variation is determined by simulating
the dynamic law of the pump electric motor. Transient flow equations are solved
by using the method of characteristic of specified time intervals. The computed
head and discharge, caused by the starting time of the pump, are presented at
some cross sections of the pipe. The results have shown that the evolution of the
hydraulic variables is well influenced by impeller geometry and the motor tor-
que starting time.

Keywords: Transient behavior � Centrifugal pump � Startup time �
Blade geometry � Motor torque

1 Introduction

Pumps are one of the most complex fluid machine which converts mechanical energy
into fluid pressure and kinetic energy. Depending on the specific speed, pumps are
divided into three categories: centrifugal, mixed flow and axial flow pumps. In this
study, we are interested in investigating the centrifugal pump behavior and its gov-
erning parameters. Up to now, many studies have done on the steady state character-
istics of turbomachinery. However there are no many advanced studies about pumps
under unsteady conditions. The transient performance during starting period of a
centrifugal pump has been assumed to be identical with the steady-state performance.
However, when the changing rate of the operational point exceeds a certain limit, the
pump cannot respond quickly enough to follow along its steady-state characteristics
curves, thus resulting in a considerable change in transient behavior [5]. Then, selecting
a centrifugal pump to transfer fluid in pipelines is very critical. In fact, when the pump
is accelerating very quickly, the pressure and flow rise can be excessively high. This
rise can damage the pipelines system. Therefore, we will investigate the transient
behavior of a centrifugal pump during its starting period and the parameters that
influence on the flow-rate and pressure evolution. It has been demonstrated that there
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are three factors that can influence on the dynamic behavior of a pump during its starting
period, which are the mass of water in the pipeline, the valve opening percentage and the
starting time [4]. The majority of studies assumed a linear variation of the angular
velocity during starting transient. In this work, we will analyze the effect of those
parameters based on the actual speed and the motor torque variation considering the
parameters of the used hydraulic installation. In addition, we will investigate the effect of
the impeller diameter and the blades geometry on the flow-rate and the head evolution.

2 Fundamental Equations

2.1 Fluid Governing Equations

The incompressible flow through the rotating impeller was assumed as a flow through a
rotating duct with a diameter equivalent to the mean hydraulic diameter of the impeller
passage. The basic equations of continuity and motions, in a reference-rotating frame
related to the impeller passage are the following:

Mass conservation equation

@q
@t

þ q
@wj

@xj
¼ 0 ð1Þ

where q is the fluid density and ~w the relative velocity. After simplifying the basic
continuity equation, we found the following equation [1]:

@H
@t

þ C2

gA
@Q
@r

¼ 0 ð2Þ

where A is the impeller passage section, C is the pressure wave speed, Q is the fluid
discharge and H is the head,

Momentum conservation equation

q
@vi
@t

þ vj
@vi
@xj

� �
¼ � @p

@xi
þ l

@2vi
@xj@xj

þ qfi ð3Þ

In this equation~v represented the absolute velocity of the flow and µ is the dynamic
viscosity.

Figure 1 shows the velocity diagram used for determining the absolute velocity at
any point of the blade.

~v ¼~uþ~w ð4Þ

u ¼ r:X ð5Þ

where X is the angular velocity and~r the position vector from the origin of the rotating
frame.
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The effect of the Coriolis and centrifugal forces are modeled in this case by:

~f ¼ 2~X�~wþ~X� ð~X�~rÞ ð6Þ

After neglecting unimportant terms and simplifying the equation of motion (3) in a
reference frame rotating with the impeller as shown in Fig. 1, we obtain the following
equation [1]:

1
A
@Q
@t

þ g
@H
@r

þ k
Q Qj j
2DhA2 � rX2 ¼ 0 ð7Þ

where k is the Darcy Weisbach friction coefficient and Dh is the hydraulic diameter of
the section A.

It should be noted that the term rX2 of the above equation is an extra term com-
paring to water hammer equations for conduit flow. This extra term is resulting in the
centrifugal force of the rotating impeller. This force will cause the dynamic pressure
developed by the pump. In addition, we assumed that the blade angle b of the impeller
is equal to 90°.

Fig. 1 velocity diagram and applied forces in the rotating impeller
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The fluid governing Eqs. (2) and (7) will be used for the numerical computation to
study the fluid discharge and head variation during the starting transient in the
hydraulic installation described in Fig. 2. For this purpose, we need the impeller
angular velocity evolution during the starting period. Therefore, we will use, in the
following paragraph, an analytic method to determine the transient flow equation.

2.2 Pump Governing Equations

During the starting time, the pump provides besides of the acceleration torque, a torque
Tf to overcome the friction of fluid that circulate in the system and the friction of the
rotating parts. Reaching the steady state, no torque is needed for acceleration. Torque is
needed only to overcome the frictional losses. Therefore, the governing equation for
mechanical model can be expressed as following:

ðIM þ IpÞ dXdt þ Tf ¼ Tem � Tr ð8Þ

where IM is the inertia of the motor, Ip is the inertia of the propeller including the
rotating water inertia, X is the propeller angular velocity, Tem is the motor torque and
Tr is the resistant hydrodynamic torque. The resistant hydrodynamic torque depends on
the propeller angular speed and the flow rate [4] and given by:

Tr ¼ K1X
2 þK2XQ; ð9Þ

Motor governing equations

The centrifugal pump is connected to a three phase induction motor which converts
electrical energy to mechanical energy. The induction motor is modeled using

L1

L2

Valve

Pump

main tank

main tank

Fig. 2 Hydraulic installation
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transformation of fixed coordination 123 to rotating dq coordination [2]. The equivalent
circuit diagram is shown in Fig. 3.

The induction motor model can be formulated as:

Vsd ¼ Rsisd þ Ls
disd
dt

þM
dird
dt

�MxsðLsisq þMirqÞ

Vsq ¼ Rsisq þ Ls
disq
dt

þM
dirq
dt

þMxsðLsisd þMirdÞ

0 ¼ Rrird þ Lr
dird
dt

þM
disd
dt

� xrðLrirq þMisqÞ

0 ¼ Rrirq þ Lr
dirq
dt

þM
disq
dt

þxrðLrird þMisdÞ
pxr ¼ ð1� gÞxs

ð10Þ

The motor torque equation is given as:

Tem ¼ p:Mðidriqs � iqridsÞ ð11Þ

where p is motor pole number, Rs, Rr, Ls, Lr are the resistances and the cyclic
inductances of the stator and the rotor, M is the mutual cyclic stator-rotor inductance, g
is the sliding coefficient.

To calculate the hydrodynamic torque coefficients, we used the pump power
characteristic curve. If the motor torque Tem is known as a mathematical function of
speed it may be possible to integrate it numerically with the purpose of obtaining the
impeller angular velocity variation.

Knowing the motor torque equation and the resistant torque, we can obtain
numerically the propeller angular velocity variation. In the following, we will derive
ordinary differential equations associated with the flow velocity and the pressure using
the characteristic method.

M

Ls, Rs

Lr, RrIrq

Vsq

Isq

M

VsdIrd

Ls, RsLr, Rr

q

d

Vsd

Vsq
θs

Vs1

Isd

Vs2

Vs3

Fig. 3 dq equivalent diagram of induction motor

138 F. Omri et al.



3 Numerical Analysis

In this section, we will derive the characteristic equations in order to reduce our partial
differential Eqs. (2) and (7) to a system of ordinary differential equations grouped and
identified as C+ and C− equations:

Cþ gA
C dHþ dQþ JAdt � rX2A dt ¼ 0
dr ¼ Cdt

�
ð12Þ

C� � gA
C dHþ dQþ JAdt � rX2Adt ¼ 0

dr ¼ �Cdt

�
ð13Þ

where J ¼ kQ Qj j=2DhA
2 is the head loss by impeller length unit.

The ordinary differential Eqs. (12) and (13) are numerically solved in order to
determine the flow and the head at any interior point of the pump [1]. In order to get the
complete solution, we need to define the boundary conditions in the different junctions.
For the pipe lines calculations, we use the same approach with removing the term
related to the pump angular velocity.

As has been previously stated, the characteristic equations depend on the pump
angular velocity. Therefore, we need the impeller speed variation in order to obtain the
head and the discharge variation. A numerical calculation was done using Eqs. (7) and
(8) to obtain the motor torque evolution taking into consideration the friction of the
system, the total inertia and the hydraulic resistant torque.

4 Results

At the beginning we will consider the example studied by [1] in which they supposed
that the speed of the motor driving the centrifugal pump in his starting regime evolves
linearly [6] but in the present work we will introduce the real profile of the speed and
the engine torque given by the numerical resolution referring to the model of motor and
pump.

4.1 Pump Impeller Speed and Motor Torque

The pump impeller speed increases due to the applied motor torque. The rotational
speed of the pump encounters some fluctuations at the beginning of the transient
response. After the transient time, the angular velocity stabilized at 1460 rpm, Fig. 4.

4.2 Steady State Response Analysis

Considering the rotational speed variation, as shown in Fig. 4 and the motor torque
evolution Fig. 5 we will validate the steady state characteristic curve as a first step.

Figures 6 and 7 shows the head and the flow rate variation for different opening
positions of the valve.
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Fixing the valve position, the head pressure and the flow rate steady state values
correspond to the operating point. By gathering all the operating points we obtain the
characteristic curve. Figure 8 shows a comparison between the experimental charac-
teristic curve and numerical modeled curve. The slight difference between the two
curves is due to the negligence of the pump volute shape [4].

Fig. 4 Pump Impeller speed variation for I = 0.0053 kg.m2

Fig. 5 motor torque variation for I = 0.0053 kg.m2
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As a second step, we will investigate the parameters that affect the pump steady
state performance. The steady state curve of the pump depends on the pump angular
velocity, the suction and exit diameter, the blade curve, the blade width, the pump

Fig. 6 Pressure head evolution for different valve opening positions

Fig. 7 Discharge evolution for different valve opening positions

Fig. 8 Comparison between theoretical and experimental characteristic curves for N = 1460
rpm and I = 0.0053 kg.m2
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pressure losses and the volute shape. In the following, we will investigate the effect of
some parameters on the characteristic curve from the sited above.

Pump impeller diameter

Figure 9 illustrates the effect of the pump impeller diameter on the steady state
behavior. The flow rate and the head variations are proportional to the impeller
diameter variation. This variation follows the affinity law [3].

Blade width

Figure 10 shows the effect of the blade width on the pump characteristic curve. If we
change the blade width, the flow rate ranges increases while the pressure head remains
unchanged.

Fig. 9 Effect of the impeller diameter on the pump characteristic curve for N = 1460 rpm and
I = 0.0053 kg.m2

Fig. 10 Effect of the blade width on the pump characteristic curve for N = 1460 rpm and
I = 0.0053 kg.m2
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4.3 Transient Response Analysis

During the starting period of the pump, the pressure evolution is affected by the mass of
water in the pipe, the opening position of the valve, the impeller speed and the starting
time. Using the transient behavior of the angular velocity shown in Fig. 4 and varying
the time startup shows that the increase of the startup time causes the decrease of the
pressure head during starting transient as demonstrated in Fig. 11.

Finally, we investigate the effect of the width variation on the transient behavior
and we conclude that the blade width cause a large increase in the pressure head pick as
shown in Fig. 12.

Therefore the optimum configuration is to choose a maximum startup period by
fixing the system inertia avoiding the head pick during the transient startup. In fact, to
transfer a liquid from a source to a required destination, a fast response is not needed.
Also, we need to consider the adequate blade width.

Fig. 11 Effect of the starting time variation on the pressure evolution for N = 1460 rpm

Fig. 12 Effect of the blade width variation on the pressure evolution for N = 1460 rpm
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5 Conclusion

In this paper, transient flow through a centrifugal pump has been analyzed. Transient is
created due to the variation of the pump motor angular speed from rest to the per-
manent regime. The motor speed is simulated by introducing the motor induction laws.
Transient flow governing equations through the pump are solved numerically by the
method of characteristics of specified time intervals. The numerically obtained results
have shown that the pressure head evolution and discharge are influenced by the pump
starting time and the valve openings. Comparison of the numerical pump characteristic
curve and experiment has shown a good agreement. The numerical results have shown
too that the pump characteristic curve is well influenced by the impeller geometry.
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Abstract. The main objective of this work is to improve particle transport in a
sensitive membrane microchannel in order to reduce the detection time of the
biosensor. This requires analyzing the effects to improve the performance of the
biosensor. Using numerical simulations, we studied the effect of the application
of a magnetic field on the kinetic response of the biosensor. Thus the coupling of
diffusion convection phenomenon with the adsorption and desorption reaction of
the molecules on the Surface Resonance Biosensor Surface (SPR). These sim-
ulations are based on Navier Stokes equations, mass transport equations,
chemical kinetics equations, and magnetostatics equations. The results found
show an improvement in the fluid velocity and subsequently the diffusion and
convection mass transport at the biosensor surface.

Keywords: Mass transport � Biosensor � Microfluidic � Microchannel �
Magnetic field

1 Introduction

Since the 1990s, microfluidics has been expanding rapidly. It is a technology at the
intersection of various scientific disciplines and that meets the needs in different fields
(physics, chemistry, biology) [1–3]. In two words, microfluidics is the science of fluid
manipulation at the micrometric scale [4]. Today, it involves tens of thousands of
researchers and engineers around the world. This technology is progressively indis-
pensable for the implementation of most bioanalytical protocols [5, 6]. Over the last
decade, the improvement of microfabrication techniques has led to the development of
integrated fluidic microsystems in which the circulation of the liquid plays a central
role [7, 8]. Microsystems are increasingly used in current research and are intended to
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replace many existing systems in our lives. The use of advanced manufacturing
techniques has enabled the development and mass production of new miniaturized
tools. Particular interest has been given to microsystems used in microfluidics and for
applications in the fields of biology or health, which leads to the development of lab-
on-chips such as pregnancies, glycemia and DNA tests [7, 9]. Fluidic microsystems are
essentially based on the displacement of liquids. This has therefore strongly motivated
research to accelerate the study and understanding of fluid dynamics at small size and
speed. These advances are supported and complemented by the emergence of
biosensors which are the heart of the laboratory on-chip especially biosensors based on
surface plasmon resonance [10, 11]. Sikavitsas et al. [12] developed a theoretical model
to study the phenomenon of chemical species transport in a microfluidic optical
biosensor. This model is used for accurate prediction of kinetic parameters that help to
improve the performance of this biosensor. Selmi et al. [13] also studied the elec-
trothermal effect on the biosensor response. This force was generated through the
application of an electric field on the microfluidic channel walls to improve the
biosensor performance.

The advantages [14] presented by this type of application are numerous. First of all,
the reduction of volumes allows to accelerate the chemical reactions and the phe-
nomena of diffusion. This miniaturization approach also leads to a significant reduction
in analysis times and the development of highly parallelizable high-speed analysis
tools.

At the same time, the use of the magnetic field [15, 16] in biology and medicine is
nowadays booming because of its ability to operate on a very small scale. On the other
hand, the major advances in the manufacture of magnetic micron sources have enabled
the synthesis of magnets of micrometric sizes that can be integrated in microfluidic
devices such as labs on a chip, which has been developing rapidly in recent years. It is
therefore around this principle of actuation that our work is articulated. It is dedicated
to the numerical simulation of the flow in a microchannel of a biosensor. This flow is
mixed by a low concentration of the biological analytes which will make a binding
reaction with other immobilized particles on one of the walls of this microchannel. We
used the Langmuir model to describe the kinetic surface reaction of the biosensor that
we coupled with the mass transport mechanisms. A problem that occurs in microfluidic
devices is that for high affinity molecules with large association rate constants, the
antigen-antibody reaction rate will be limited by mass transport [17]. The mass
transport limitation will cause a diffusion boundary layer to develop near the reaction
surface. The formation of this layer confines the chemical kinetics and reduces the
overall performance of the biosensor. This transport limitation affects the performance
of these systems.

In this context, our goal is to improve the particle transport in a sensitive membrane
microchannel to reduce the detection time of the biosensor. This requires analyzing the
effects to improve the performance of the biosensor. Using numerical simulations, we
studied the effect of the application of a magnetic field on the kinetic response of the
biosensor. These studies are done in 2D using the finite element method. These dif-
ferent mechanisms and tools for changing the flow are promising for improving the
performance of biosensors.
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2 Theoretical Consideration

This work therefore consists of studying the microfluidic flow in the SPR biosensor
microchannel, following the application of a magnetic field. The Modeling procedure is
based on Navier Stokes equations, mass transport equations (convection_ diffusion),
chemical kinetics equations and magnetostatic equations.

2.1 The Navier Stokes Equations

This work will be limited to incompressible, homogeneous and Newtonian fluids. The
magnetic nanoparticles are supposed to be scattered and move at the velocity of the
fluid. This approximation is based on the fact that the time constant for the acceleration
phase is too small for the scale of the geometry and the particle size used in the
simulation. Thus it can be neglected [15]. The Navier Stokes equations describing the
flow in this microchannel are:

r:u ¼ 0 ð1Þ

q u:rð Þu ¼ �rpþ lr2uþF ð2Þ

where q is the density of the fluid, u is its velocity, p is the pressure, µ is the dynamic
viscosity of the fluid and F is the magnetic force.

2.2 The Binding Reaction

Among the different models of heterogeneous molecular reactions, we chose to rely on
the Langmuir model [18]. This model is often used to study the dynamics of molecular
reactions in SPR biochips and biosensors. It allows to determine the affinity of a ligand
(B) for an analyte (A).

A½ �surf þ B½ � � koff
kon

AB½ � ð3Þ

where [A]surf is the analyte concentration at the surface, [B] is the antibody concen-
tration, [AB] is the concentration of the complex. Kon and koff are the association and
dissociation rate constants respectively. The B antibodies and the AB complex are
supposed to be immobilized on the surface and do not diffuse. This leads us to assume
that the binding reaction between the analyte and the immobilized ligand is governed
by the first order Langmuir adsorption model. As a result, the reaction rate is described
by the following chemical kinetics equation:

@ AB½ �
@t

¼ kon A½ �surf B0½ � � AB½ �ð Þ � koff AB½ � ð4Þ

where [B0] is the concentration of free antibodies.
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2.3 Transport Equation

The Navier-Stokes theory is incomplete and requires the consideration of diffusion and
convection. For this, it becomes essential to present these transport mechanisms.

@ A½ �
@t

þ u:r A½ � ¼ DD A½ � þG ð5Þ

where U is the flow velocity, D is the diffusion coefficient of the analyte and G is the
reaction rate. Here, G is zero because there is no reaction in the mass of the fluid.

2.4 Magnetostatic Equations

Because the magnetic part of this problem is static, Maxwell-Ampere’s law for the
magnetic field H (A/m) and the current density J (A/m2) applies:

r� H ¼ J ð6Þ

Moreover, Gauss’ law for the magnetic flux density B (Vs/m2) states that:

r:B ¼ 0 ð7Þ

The following equation describes the relationship between B and H:

B ¼ l HþMð Þ ð8Þ

Here µ is the magnetic permeability and M is the magnetisation vector. The fol-
lowing equation describes the magnetic vector potential:

r� A ¼ B; rA ¼ 0 ð9Þ

Subsequently we obtained the following vector equation after substituting (9) for
(6)–(8):

r� 1
l0lr

r� A�M

� �
¼ J ð10Þ

Simplifying to a 2D problem without perpendicular currents, this equation is
reduced to:

r� 1
l0lr

r� A�M

� �
¼ 0 ð11Þ

As a result, the magnetic force F (Fx, Fy) is written in the following form:
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Fx ¼ Mx

lr

@2Az

@x@y

� �
ð12Þ

Fy ¼ Mx

lr

@2Az

@y@x

� �
ð13Þ

2.5 Boundary Condition

The incoming flow of fluid with magnetic nanoparticles is laminar fully developed,
parabolic average velocity at the inlet u = v0 and zero velocity at the walls. The outlet
of the microchannel is assumed to be at atmospheric pressure.

The microchannel inlet is set to a constant concentration of analytes [A0]. At the
outlet, it is assumed that the analyte leaves the microchannel entirely by convection.

At the reaction surface, the mass flux at the surface is determined by the kinetics of

reaction: �D @ A½ �
@y

� �
surf

¼ ka A½ �surf B0 � AB½ �½ �f g � kd AB½ �
The upper wall rest and the bottom wall are impervious and do not interact with the

analytes.
Initially, the concentration of analyte is equal to zero [A] (x, y, 0) = 0, similarly, the

initial concentration of the complex is zero: [AB] (x, y, 0) = 0.
A magnetic isolation boundary condition, Az = 0, is applied along a system

boundary relatively far from the magnet.

3 Results and Discussion

3.1 Geometric Configuration

The two 2D model geometries are shown in Figs. 1 and 2. The first geometry is
composed of a microfluidic microchannel of length L = 80 µm and height H = 10 µm.
The microchannel is connected in the center to a circular well of diameter D = 30 µm.
On the lower arc of the circular well there is a reaction surface on which the connection
reactions take place. The second figure shows the same geometry with the same
dimensions but is distinguished by the application of an external permanent rectangular
magnet. This one is located on the upper arc of circular well of microfluidic channel.
This model is used to study the effect of an external magnetic field on the fluid flow
with magnetic nanoparticles.

Fig. 1 Geometric configuration of the microchannel of a biosensor studied without the
application of a magnetic field
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In this work, we adopted the finite element method. This method consists of dis-
cretizing the space using simple geometric elements. The finite element method is
based on a division of the space according to a mesh.

Both Figs. 3 and 4 describe the mesh used in both cases. We chose a triangular
mesh because it is more stable and faster. The small thickness of the concentration limit
layer of analytes has strong consequences on numerical computation. It is indeed
essential to precisely model the mass transfer in this region. Along the boundary of the
reaction surface, the mesh has been refined, in order to accurately model the reaction
and the diffusion process that take place there. Indeed, the mesh is tightened near the
places of interest for example to the places where the solution will vary a lot as the
surface of reaction (Fig. 3) and the zone of the magnet magnet (Fig. 4). The more this
mesh is tightened, the more the solution obtained by the finite element method will be
precise and close to the “real” solution of the partial differential equation.

Fig. 2 Geometric configuration of the microchannel of a biosensor studied with the application
of a magnetic field

Fig. 3 2D triangular mesh of the first configuration

150 Y. Saad et al.



3.2 Magnetic Field Effect on the Microfluidic Flow Profile

Heterogeneous immunoassays based on the interaction between a target analyte and an
immobilized ligand on the reaction surface were well defined and modeled in the
literature [19, 20].

This work is devoted to a numerical study of the effect of the magnetic force on the
kinetic response of the biosensor. This force is generated following the application of a
magnetic field through a permanent rectangular magnet located on one walls of the
microchannel. Figure 5 shows the profile and concentration distribution without any
applied magnetic field. In this case, the flow is laminar and has a parabolic profile. The
effect of the reaction surface on the analyte concentration is visible only in the narrow
region near the surface. Compare to it the flow and concentration with an applied
magnetic field (Fig. 6). Now the flow profile is far from parabolic: it has two distinct
swirls and a narrow region with high flow velocity under the magnet.

Fig. 4 2D triangular mesh of the second configuration

Fig. 5 The flow profile and the concentration distribution without any applied magnetic field
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3.3 Magnetic Field Effect on the Kinetic Response

The Fig. 7 shows the time evolution of the AB complex concentration formed at the
surface of the reaction without and with application of a magnetic field. The initial
concentration of analytes is set at 6.4 µmol/m3 and the magnetic field value applied is
5 T. It can be observed that the slope of association is more important when we apply a
magnetic field that means that the phenomenon of the transport is improved. This
improvement is due to the effect of the magnetic force. The role of this force is to
agitate the fluid and subsequently reduce the thickness of the diffusion boundary layer.

Fig. 6 The flow profile and the concentration distribution with an applied magnetic field

Fig. 7 Temporal evolution of the concentration of the complex without and with the application
of the magnetic field
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4 Conclusion

In this work, we studied the effect of the application of a magnetic field on the kinetic
response of a biosensor. A two-dimensional simulation was performed. We have thus
obtained an improvement of the biosensor performance thanks to the magnetic force
which improves the transport phenomenon in the microfluidic microchannel.
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Abstract. This paper explored and compared the robustness of the inline and
branching re-design techniques used to upgrade existing steel piping systems.
These techniques are based on substituting an inline—or adding a ramified
plastic short-section at the transient sensitive regions of the steel main pipe. The
pressurized pipe flow solver was based on the water hammer model incorpo-
rating the Vitkovsky and Kelvin-Voigt formulations; besides, the Method of
Characteristics was implemented for numerical computations. The robustness of
the proposed protection techniques was tested with regard to a water-hammer
event induced into a reservoir pipe valve system. Results demonstrated that both
utilized techniques provided a useful tool to mitigate both water-hammer up-and
down-surges. Additionally, the attenuation rates of hydraulic-head-rise and-drop
were sensitive to the short-section material type and size. Moreover, the
branching technique illustrated a marked enhancement compared with the inline
one in terms of limitation of wave oscillation period spreading, while providing
a surge attenuation rate comparable to that involved by the inline technique.
Ultimately, the near-optimal values for the short-section diameter and length
were estimated through sensitivity of hydraulic-head peak and crest to the short-
section dimension.

Keywords: Branching � Cavitation � Control � HDPE � Inline � LDPE �
Method of characteristics � Plastic material � Water-hammer

1 Introduction

Water-hammer is an undesired hydraulic phenomenon which is typically initiated by
changes in flow, either caused by the flow establishment or the flow stoppage event.
This phenomenon can potentially have negative impacts on the performance of
hydraulic utilities; such as: excessive noise, fatigue and stretch of the pipe wall, and
disruption of normal control; and even may causes risks to operators or users [6].

Consequently, to attenuate the severe impact of these surges, several control
measures should be considered in the design stage of hydraulic equipment.

In this line, classical design measures may be sorted into three principal categories;
including: (i) Alteration of pipeline properties; (ii) Implementation of operational
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control strategies; and (iii) installation of surge control devices at the transient sensitive
regions of the hydraulic system [1]. From a design standpoint, a combination of
multiple devices is generally employed. Aside from the analysis of the used tech-
nologies, it must be delineated that none of them is a panacea that can be used for all
system cases; and the adequate technique is specific for each system and operating
conditions.

In this context, a surge—control class, based on the use of plastic short-section, has
been introduced in the recent literature in order to attenuate excessive pressure–rise or–
drop. For example, Massouh and Comolet [8], Triki [10, 12, 13], Triki and Fersi [14],
Fersi and Triki [5], and Triki and Chaker [15] introduced the inline technique; which is
based on substituting a short-section of the sensitive region of existing steel-piping
system by another one made of plastic pipe-wall material. The author evidenced that
this technique could significantly reduce both pressure rise and drop magnitudes.
However, their studies have shown that such a technique gives rise to a fundamental
drawback arising from the amplification of the oscillation period (spreading) of the
pressure waves, thus critically increasing the critical time of closing the valve.

Alternatively, recent studies reported by Pezzinga and Scandura [9], Triki [11],
Triki and Fersi [14], and Fersi and Triki [4, 5] proposed a second surge-control
technique ‘known as the branching technique’; based on the implementation of addi-
tional ramified plastic short-section at the sensitive region of existing steel-piping
system. The authors showed experimentally and numerically that such a technique
could significantly reduce unsteady-flow oscillations amplitudes within the up and
down-surge initiated water-hammer frameworks. However, the authors emphasized
that this technique resulted in spreading of the wave oscillations period. In return, as for
the inline technique case, the branching one could delay the subsequent steady regime.
Physically, these results are closely related to the viscoelastic mechanical behaviour of
plastic materials. Indeed, the reduced modulus of the short-section pipe-wall material
and the retarded-strain of the short-section pipe-wall result in a reduced wave speed
value (which may attenuate the surge wave amplitude), and a retarded hydraulic
transient response (which may expand the wave fluctuation period) [3].

Additionally, the authors concluded that the oscillations attenuation increased with
the increase of the ratio between the ramified plastic short-section and the main steel-
pipeline volumes.

Overall previous results on plastic short-section-based control techniques high-
lighted that the use of an inline or ramified plastic short-section are highly promising in
terms of limitation of excessive pressure rise or drop; yet, these two technique invoked
a spreading of transient wave oscillations period. Consequently, we planned in this
paper to explore and compare the reliability of the inline and branching techniques, in
terms of attenuation of hydraulic-head rise and drop from one side, and the induced
spreading of wave oscillation period from the other side.

Following this introduction, the unconventional water-hammer model along with
the Fixed Time-Step Grid—based Method of Characteristics are outlined.
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2 Theory and Methods

The (1-D) unconventional water hammer model incorporating the Vitkovsky et al. and
the kelvin-Voight formulations may be written in the following form [10, 11, 16];
2018):

@H
@t

þ a20
gA

@Q
@x

þ 2
a20
g
de
dt

¼ 0 ð1Þ

1
A
@Q
@t

þ g
@H
@x

þ g hfs þ hfu
� � ¼ 0 ð2Þ

in which, H and Q designate the hydraulic-head and discharge, respectively; A denotes
the pipe cross sectional area; g refers to the gravitational acceleration; a0 designates the
elastic wave speed; x and t denote the spatial coordinates along pipe axis and time,
respectively; hfs describes the quasi-steady-friction loss per unit length; hfu refers to the
unsteady-friction loss approximated according to the Vitkovsky et al. [16] formula:
hfu ¼ kv=gAð Þ @Q=@tð Þþ a0 Sgn Qð Þ @Q=@xj jf g, in which, kv ¼ 0:03 is the Vitkovsky
decay coefficient, Sgn Qð Þ ¼ þ 1 or—1 for or Q � 0, respectively; x and t are the
distance along the centerline of the pipe and time, respectively.

The radial-strain e may be described referring to the linear viscoelastic Kelvin-
Voigt model, as follows [2]:

e x; tð Þ ¼
XNkv

k¼1

ek ¼
XNkv

k¼1

qg
aD
2e

Zs

0

H x; tð Þ � H0 xð Þ½ � Jk
sk
e�

s
sk ds ð3Þ

where, J0 designates the elastic creep compliance, Jk and sk k ¼ 0 � � � nkvð Þ denote the
creep-compliance and the retardation-time coefficients associated with kth Kelvin-
Voigt element, respectively, nkv refers to the number of Kelvin-Voigt elements.

The numerical solution of Eqs. (1) and (2) may be established using the (FTSG-
MOC). The numerical procedure outlined below follows from the concept presented in
[11, 18].

The discretization of Eqs. (1) and (2) along the characteristic lines leads to:

Cj�:
dH
dt

� a j
0

gA j

dQ
dt

þ 2a20
g

@e
dt

� �
� a j

0 h j
fs þ h j

fu

� �
¼ 0 along

Dx j

Dt
¼ � a j

0

c jr
ð4Þ

in which, C j
r refers to the Courant number, being used to allow the grid points to

coincide with the intersection of the characteristic curves; the superscript j refers to the
pipe number 1� j� npð Þ and the indices i refers to the section number of the jth pipe
1� i� n j

s

� �
; n j

s designates the number of sections of the jth pipe and np is the number
of pipes; Dt and Dx denote the time-and space-step increments, respectively.

As per Eq. (4), the flow parameters, in the time domain, are linked along the
characteristic lines by the following equations set:
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C�:
Qj

i;t ¼ c jp � c ja�H
j
i;t

Q j
i;t ¼ c jn þ c jaþH

j
i;t

(
along

Dx j

Dt
¼ � a j

0

c jr
ð5Þ

where, c jp ¼ Qj
i�1;t�1 þ 1=Bjð ÞH j

i�1;t�Dt þ c00jp1 þ c000jp1

� �.
1þ c0jp þ c00jp2 þ c000jp2

� �
; B ¼ a0=

gAð Þ; c jn ¼ Qj
iþ 1;t�1 þ 1=Bjð ÞH j

iþ 1;t�Dt þ c00n1 þ c000n1
� �.

1þ c0jn þ c00jn2
� �

; c jaþ ¼ 1þ
c000jp2

.
Bj 1þ c0jp2 þ c00jp2
� �� �

; c0jp ¼ RjDt Q j
i�1;t�1

��� ���; c0jn ¼ RjDt q j
iþ 1;t�1

��� ���; c00jp1 ¼ kvhQ
j
i;t�1

�kv 1� hð Þ Qj
i�1;t�1 � Qj

i�1;t�2

� �
� kvsgn Qj

i�1;t�1

� �
Qj

i;t�1 � Qj
i�1;t�1

� �
; c00jn1 ¼ kv

hQj
i;t�1 � kv 1� hð Þ Qj

iþ 1;t�1 � Qj
iþ 1;t�2

� �
� kvsgn Qj

iþ 1;t�1

� �
Qj

i;t�1 � Qj
iþ 1;t�1

� �
;

c000jp1 ¼ �c000jn1 ¼ �2a j
0A

jDt
Pnkv
k¼1

e jk x; tð Þ	@t
 �
; c000jp2 ¼ c000jn2 ¼ 2a j

0A
jc0c

Pnkv
k¼1

J j
k 1� e� Dt=skð Þ� �

;

::c00jp2 ¼ c00jn2 ¼ kvh; ( is a relaxation coefficient); Rj ¼ f j=2DjA j; and c0 ¼ acDj=2e j.

Inline/Branching Connections:

In the context of series or branching connection of multi-pipes, a common hydraulic
grade-line elevation and a no-flow storage assumptions are made at the connection
section [17]:

Hj�1
ns j;t ¼ H j

1;t ¼ Hd
t and Qj�1

ns j;t ¼ Qj
1;t þQd;t for inline connectionð Þ ð6Þ

Hj�1
ns j;t ¼ H j

1;t and Qj�1
ns j;t ¼ Qj

1;t for branching connectionð Þ ð7Þ

in the above equations, the indices d refers to the ramified penstock parameters.

3 Application, Results and Discussion

Application relates to the reservoir-pipe-valve system, schematically shown in Fig. 1a.
The piping system specifications are: L ¼ 100m; d ¼ 50:6 mm; ESteel

0 ¼ 210GPa and
a0 ¼ 1142:463m=s. The initial steady-state regime corresponds to constant values of
discharge and hydraulic-head at the upstream reservoir equal to: Q0 ¼ 0:58 l=s and
HR

0 ¼ 45m, respectively. Transient event is generated by an abrupt and full valve
closure; which leads to the following boundary conditions forms:

Q x¼Lj ¼ 0 and H x¼0j ¼ HR
0 t � 0ð Þ ð8Þ

In such a situation, the inline-or the branching-protection techniques consist in
handling the downstream extremity of the piping system as sketched in Fig. 1b or c,
respectively.
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As a starting point of analysis, the inline or ramified plastic short-section length and
diameter are selected equal to: lplasticshort�section ¼ 5m and dplasticshort�section ¼ 50:6mm, respec-
tively. The creep compliance coefficients of the generalized Kelvin-Voigt linear vis-
coelastic mechanical behavior associated to (HDPE) or (LDPE) material are:
JHDPE
0 ¼ 1:057 GPa�1, J=sf gHDPE

1���5 GPa�1
	
s

� � ¼ 1:057=0:05; 1:054=0:5; 0:905=1:5;f
0:262=5:0; 0:746=10:0g; or ; J=sf gLDPE1���5 GPa�1

	
s

� � ¼ 7:54
	

89	 10�6
� �

; 10:46=
�

:0:022; 0:262=1:864g, respectively [7].

Figure 2 displays the downstream hydraulic-head signals, as a function of time,
predicted into the hydraulic system with and without using the protection techniques.
Jointly, Table 1 reports the main characteristics of the wave curve displayed in Fig. 2.

At first sight, Fig. 2 suggests that the wave patterns predicted for the protected
systems may be sorted into two wave pattern groups selected depending on the plastic
material type of the short-section: (i) (HDPE) or (ii) (LDPE).

Moreover, Fig. 2 reveals, for each group of wave patterns, an attenuation effect of the
first hydraulic-head peak and crest, along with a spreading effect of the hydraulic-head
oscillations period. Particularly, for the cases using (HDPE) short-section, the up-surge
magnitudes of the first hydraulic-head peaks are: DH þ

HDPE�branching ¼ 30:8m or

Fig. 1 Definition sketch of the hydraulic system
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DH þ
HDPE�inline ¼ 29:4m for the cases applying the branching or the inline techniques,

respectively; while the corresponding value is DH þ
steel ¼ 40:6m for the original i.e.: non-

protected) system case. Consequently, the up-surge hydraulic-head attenuations obtained
using the branching- or the inline- protection techniques are, respectively: DH þ

steel �
DH þ

HDPE�branching ¼ 9:8m or DH þ
steel � DH þ

HDPE�inline ¼ 11:2m. Similarly, for the cases
based on an (LDPE) plastic short-section, Fig. 2 illustrates that both techniques also
allow a significant attenuation of the first hydraulic-head peak compared with the one
predicted into the original system case. More precisely, the up-surge hydraulic-head
attenuations obtained using the branching- or the inline- protection techniques are,
respectively: DH þ

steel � DH þ
LDPE�branching ¼ 12:3m and DH þ

steel � DH þ
LDPE�inline ¼

14:1 m.

As a first result, the employed techniques allow a significant attenuation of the first
hydraulic-head peak compared with that predicted for the same transient event initiated
into the original system case. Additionally, it important to delineate that, for each
control technique, the use of (LDPE) short-section provides larger hydraulic-head
attenuation than those employing (HDPE) material. Similar interpretations may be
conducted for the behaviour of the first hydraulic-head crest.

Further analysis of the wave pattern of Fig. 2 shows that the implementation of
both control techniques induces a period spreading of transient hydraulic-head oscil-
lations. In particular, this spreading is more important for the cases based on a (LDPE)
material than those build upon a (HDPE) material. For example, the periods of the first
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Fig. 2 Comparison of downstream hydraulic-head signals versus time, for the hydraulic system
with and without implementation of the protection techniques
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cycle of hydraulic-head oscillations, predicted for the branching technique—base
protected system cases are:T1

HDPE�branching ¼ 0:61 s or T1
LDPE�branching ¼ 0:71 s, for

(LDPE) or (HDPE) plastic ramified short-section. Similarly, the corresponding period
values, when employing the inline technique are T1

HDPE�inline ¼ 0:62 s or
T1
LDPE�inline ¼ 0:7 s, for (LDPE) or (HDPE) inline short-section; while the period of

wave oscillations, predicted in the original piping system, is equal to T1
steel ¼ 0:42 s.

On the side, Fig. 2 illustrates a phase shift between the hydraulic-head traces of
each wave pattern groups. In other words, for each short-section material types, a
period shift is observed between the inline and the branching techniques. Albeit this
period-shift was slightly notable for the first cycle of hydraulic-head oscillations, it
becomes more remarkable for the subsequent cycles.

Basing on the above results, it may deduced that the branching technique provides
better trade-off between the spreading of wave oscillation period and the attenuation of
first hydraulic-head peak (or crest) as compared with the inline technique.

A second task relates to the sensitivity of the first hydraulic-head peak and crest to
the short-section size. For completeness, Fig. 3a and b illustrates the forgoing sensi-
tivity analysis within the inline and branching strategies frameworks.

As expected, these curves reveal increasing correlation between the attenuation of
fist hydraulic-head peak or crest and the short-section size. More precisely, the atten-
uation rate of the first hydraulic-head peak or crest is more important for a significant
plastic short-section volume. Specifically, Fig. 3a depicts a quite significant decrease
effect of the first hydraulic-head peaks or crests for the length values below
lplasticshort�section ¼ 5m. However, this effect is no longer pronounced for the short-section

length values beyond lplasticshort�section 
 5 m. Similarly, Fig. 3b shows that, as the diameter

of the plastic short-section increases from dplasticshort�section ¼ 25 mm to 50:6 mm, the first
hydraulic-head peak or crest is markedly attenuated; however, the last effect is not
accentuated for the diameter values beyond dplasticshort�section 
 75 mm. Consequently,

lplasticshort�section ¼ 5 m and dplasticshort�section ¼ 75 mm may be considered as the near-optimal
values of the plastic short-section diameter and length.

Table 1 Characteristics of water-hammer waves in Fig. 2

Parameters Original
system (main
steel-pipe)

Inline short-section Branching short-
section

(HDPE) (LDPE) (HDPE) (LDPE)

hmax: 1st
hydraulic-head
peak

[m] 85.6 74.4 71.5 71.8 73.2

hmin: 1st hydraulic-
head crest

[m] 5.4 18.5 19.9 18.5 18.8

T1 : period of the
1st cycle of wave
oscillation

[s] 0.42 0.62 0.70 0.61 0.71
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4 Conclusion

The present study has demonstrated that the inline and branching water-hammer
control techniques are effective to attenuate hydraulic-head peak and crest. In addition,
the use of an (LDPE) material type for the short-section involves more important
attenuation rates compared with the (HDPE) one. It is also remarkable to observe that
the branching technique illustrates several enhancements to the system reliability as
compared with the inline one, in terms of limitation of the spreading of the hydraulic-
head oscillation period; while providing comparable hydraulic-head attenuation.
Additionally, the sensitivity examination of the first hydraulic-head peaks or crests
magnitudes with regard to the short-section length and diameter helped estimate the
optimum values of these design parameters.
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Abstract. This paper proposes a reliability based designing method study for a
coupled fluid-structure system. The main objective is to achieve 90% confidance
in our estimate of the failure probability. A First Order Reliability Method
(FORM) analysis is performed for a double acoustic cavities numerical example.
The evaluation of the (FORM) method is established through a reference Monte
Carlo Analysis. The results show that the (FORM) method can approximate the
confidence goal with a low computation cost.

Keywords: Reliability � Fluid-structure � FORM � Monte carlo � Model order
reduction

1 Introduction

The reliability has shown interest in the design and risk analysis of structures. The
concept of Reliability or risk based design is introduced in many codes to predict and
optimize the structure behavior [1–3]. The classic determinist design parameters are not
realistic. Naturally, there is no perfection in modeling, manufacturing, loads and
material specifications. Consequently, all the input parameters are required to be
uncertain. The reliability as an output is a result of the uncertain input parameters.
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In the literature we distinguish some popular methods to evaluate reliability [4–6].
The first order reliability methods (FORM) and the second order reliability methods
(SORM) are known by their simplicity and accuracy to approximate the reliability with
a low computation cost. The Monte Carlo simulations that require a larger number of
calculations is used as an accurate reference to evaluate other methods.

This paper evaluates the first order reliability method (FORM) for a coupled
vibroacoustic structure. The main objective is to find a low cost and accurate numerical
simulation method that estimate the reliability. The quantification of the reliability
index b is generally done using iterative [7, 8] and stochastic [9, 10]; Luo et al. [11]
methods. To overcome some numerical difficulties, a Model Order Reduction tech-
nique with a controlled accuracy proposed by [12] is used.

The evaluation of the presented methodology’s performances is illustrated through
a numerical double panel example coupled with fluid cavities. This example is com-
monly used for experimental and numerical fluid structure system behavior prediction
[13, 14].

2 Vibroacoustic Damped Model

The fluid structure problem is based on the hypothesis of linear acoustics for a com-
pressible fluid, not viscous, and a small vibration of the fluid flow. For a displacement-
pressure formulation (u, p), the damped fluid-structure coupled system with poro-
elastic material in the rigid walls is based on the following linear equations system:

Ks �C
0 Kf

� �
� x2 Ms 0

qf C
T Mf

� �
þ jx

Za xð Þ
0 0
0 Af

� �� �
U
P

� �
¼ Fs

0

� �
ð1Þ

where MsKs are respectively the mass matrix and the stiffness matrix of the structure,
Ks and Ms are respectively the matrices corresponding to the discretization of the
kinetic energy and compressibility of the fluid. Fs is the external load applied to the
structure and C is the coupling matrix. Af is the absorbing acoustic matrix, symmetric
and depending on the absorbing surface geometry.

In order to damp the fluid cavity resonance, the rigid walls on the source cavity are
coated by poroelastic patches characterized by the frequency evolution of the acoustic
impedance Za xð Þ.

3 Resolution Methods

3.1 Direct Method

By using the Eq. (1) and the direct inversion of the dynamic stiffness leads to the
computation of the following response:
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U
P

� �
¼ Ks �C

0 Kf

� �
� x2 Ms 0

qf C
T Mf

� �
þ jx

Za xð Þ
0 0
0 Af

� �� ��1
Fs

0

� �
ð2Þ

This method is unachievable for large model size. The inversion calculated at each
frequency step is extremely time-consuming and still non possible for various cases.
The accuracy is the essential advantage for this method. However, it will be considered
as a reference for the comparative study.

3.2 Model Order Reduction Method

The resolution of Eq. (1) is performed using a model order reduction technique pre-
sented by [12]. The main objective is to build a reduction modal basis that minimizes
the numerical computational cost for predefined prediction accuracy.

The computation of the uncoupled modal basis is built using the following structure
and fluid uncoupled eigenvalue problem:

�x2Ms þKsð ÞU ¼ 0
�x2Mf þKf
� 	

P ¼ 0

�
) T0½ � ¼ Ts0 0

0 Tf 0

� �
ð3Þ

The structure modal basis is truncated following the frequency criterion
fs ¼ n � fmax, Where fmax is the maximum frequency of interest. Otherwise there is no
truncation criterion for the fluid basis. The equation system (2) is projected on the
truncated modal basis:

�x2 ~Ms 0
qf ~C

T ~Mf

� �
þ ~Ks �~C

0 ~Kf

� �� �
qs
qf

� �
¼ ~Fs

0

� �
ð4Þ

where ~Ks ¼ TT
soKsTso; ~Ms ¼ TT

soMsTso; ~Kf ¼ TT
foKf Tfo and

~Mf ¼ TT
foMf Tfo~Cs ¼ TT

soKsTfo; ~Fs ¼ TT
soFs; U ¼ TT

soqs and P ¼ TT
foqf

The computation time is significantly reduced using this superposition method. It is
obviously used in structural dynamics. Its main inconvenient for a coupled system, is
the non consideration of the coupled modes effect. Consequently, one can obtain a bad
convergence of the output result.

The model reduction method used is based on the use of a truncated uncoupled
modal basis with a number of chosen n0s structure and n0f fluid modes. The truncation
and the kept modes in the basis are selected by an energy criteria presented in the
following equations:

if Es;i ¼ TT
so ið ÞKsTso ið ÞPnos

i¼1
TT
s;sel ið ÞKsTs;sel ið Þ


 � � Tol Then Tsel
s;iþ 1 ¼ Tsel

s;i Tso ið Þ
h i

ð5Þ
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if Ef ;i ¼
TT
fo ið ÞKf Tfo ið Þ

Pnof
i¼1

TT
f ;sel ið ÞKf Tf ;sel ið Þ


 � � Tol Then Tsel
f ;iþ 1 ¼ Tsel

f ;i Tfo ið Þ
h i

ð6Þ

where i represents the current selected mode index.
The basis is accomplished by some vectors to get into account the coupling and the

non-considered modes. The vectors qf ;i describe the load effects applied by the
structure on the fluid. The vectors qs;i describe the load effects applied by the fluid on
the structure. They are calculated using the equations:

qs;i ¼ �x2
cMs þKs

� 	�1
Fs þCTsel

f ;i


 �
qf ;i ¼ �x2

cMf þKf
� 	�1

x2
cqf C

TTsel
s;i

8<
: ð7Þ

The enriched basis TE is built using the criteria Es;i and Ef ;i with a Tol tolerance
condition:

if
Es;i � Tol
Ef ;i � Tol

then
TE
s

�  ¼ Tsel
s qf ;1. . .qf ;i . . .

� 
TE
f

h i
¼ Tsel

f qs;1. . .qs;1 . . .
h i ð8Þ

A modal projection is used to estimate the displacement and pressure responses:

Û
P̂

� �
¼ TE

qs
qf

� �
ð9Þ

The force residuals, so called error loads, are calculated as follow:

RFs ¼ Ks � x2
cMs

� 	�1
Û � CP̂� Fs

RFf ¼ Kf � x2
cMf

� 	�1
P̂� qfx

2
cC

TÛ

8<
: ð10Þ

The displacement residuals are estimated using the force residuals:

RDs ¼ Ksð Þ�1RFs

RDf ¼ Kf
� 	�1

RFf

(
ð11Þ

The bases TE
s and TE

f are fulfilled by the displacement residuals vectors RDs and
RDf . A singular value decomposition (SVD) is therefore necessary.
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4 The First Order Reliability Method

The reliability is the probability of a performance function g Xð Þ that is greater than
zero. If X ¼ x1; x2; . . .; xnð Þ are the random design parameters, they are in the safe
region defined by g Xð Þ[ 0 the probability of failure is evaluated with the integral:

pf ¼ P g Xð Þ\0f g ¼
Z

g Xð Þ\0

fx Xð Þdx ð12Þ

The performance function g Xð Þ is approximated and linearized by the first order
Taylor expansion by simplifying the integrand fx Xð Þ. This is the basic of the First Order
Reliability Method (FORM).

5 The Reliability Based Design Method Evaluation

The reliability based design method evaluation is presented in four principal steps. The
initial one is to select the input design parameters according to their sources and their
significance level. Consequently, the simulation time will be significantly reduced. The
parameters with weak sensitivity will be considered by their deterministic value.

The second step uses a Monte Carlo (MC) sampling. This technique is the easiest
approach for implementation and known by its accuracy. However, the obtained results
will be considered as a reference.

The third step uses a first order reliability method (FORM) with the intention to
estimate the probability of failure.

Fig. 1 Geometric model for a three cavities system
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The fourth and final step compares the approximated probability of failure results
obtained by (FORM) method to the reference.

6 Numerical Simulation

6.1 Finite Elements Model

The efficiency of the reliability based design method is illustrated through a numerical
simulation double panel example (Fig. 1). It is made by three cavities filled with air and
coupled through two flexible panels. The system has uniform dimension in the (x, y)
plane: 0.35 � 0.29 m. The depth is 0.14 m for the source cavity, 0.08 m for the middle
cavity and 0.2 m for the receiving cavity. Poroelastic patches, characterized by acoustic
impedance Za xð Þ, are stacked on the five rigid walls of the source cavity.

The panel 1 is made by epoxy resin and the panel 2 is made by steel. Their physical
and geometric properties are presented in the Table 1.

The finite element model consists of 17 � 14 structural quadrilateral elements and
17 � 14 elements acoustic bricks. The finite element model includes about 9600 DDLs
degrees of freedom (DOFs) (3108 DOFs of structure, 6480 DOFs of fluid). The mesh
size of the finite elements model is based on a criterion of five to six linear elements per
mode shape wavelength.

The structural damping factors introduced respectively for the fluid and structure
sub-systems are chosen as gs ¼ 0:02 and gs ¼ 0:002. An external load exciting the
system is located in ((x,y,z) = 0.082,0.145,0.12). The vibroacoustic uncertainties
analysis is achieved in the frequency range of 0� 200Hz½ � containing the first three
modes of the coupled system.

The model reduction method is used in the second step; the reduction basis is
enriched according to a predefined tolerance tol ¼ 10�3ð Þ. Singular Value Decompo-
sition (SVD) is useful to guarantee the linear independence of the initial basis modes
with the added modes. The model reduction ratio is about 94%.

Table 1 Geometric and physical panels properties

Parameters Young modulus E Pað Þ Poisson ratio m Density q Kg=m3ð Þ Thickness
h mð Þ

panel 1 4e9 0,4 1200 2e-3
panel 2 210e9 0,285 7800 1e-3

Table 2 Random design parameters

Design parameters Distribution

panel 1 Young modulus E1 Pað Þ Deterministic

Density q1 Kg=m3ð Þ Deterministic

Thickness h1 mð Þ Normal Gaussian
Panel 2 Young modulus E2 Pað Þ Normal Gaussian

Density q2 Kg=m3ð Þ Deterministic

Thickness h2 mð Þ Normal Gaussian
Intermediate cavity Width d mð Þ Deterministic
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6.2 The Reliability Based Design Method Evaluation, Results
and Discussion

Some mechanical properties are considered as random design parameters with normal
Gaussian distribution (Table 2). This selection is based on a preliminary design

parameters sensitivities study. The Young modulus E2 and the thickness h2 for the
panel2 and the thickness h1 for the panel1 are the more significant design parameters.
The deterministic value is used as the nominal value for each variable and the standard
deviation is r ¼ 20%.

Fig. 2 Acoustic power level and limit state function

Fig. 3 Failure and Reliability by the design parameters
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Figure 2 shows the acoustic power level in the receiving cavity and the limit state
function calculated by the deterministic values of the design parameters.

The Fig. 3 presents the fail and the Reliable for 1000 samples of the design
parameters. The reliability achieves the initial goal of 90%.

The Table 3 illustrate the probability of failure obtained using the first order reli-
ability method compared to the other one obtained using a reference Monte Carlo
simulation. It is clear that the two methods give the same accuracy at the tolerance of
10�4.

The second key performance indicator is the CPU Time that indicate the simulation
cost. It is apparent that the MC method is more time consuming than FORM (Table 4).

7 Conclusion and Outlook

In this paper, a reliability based design method (FORM) is compared to the reference
Monte Carlo Method. The evaluation is performed throw a vibroacoustic double panel
example known by its numerical implementation difficulties related to the model size
and the multiphysics problem.

The FORM approximates the probability of failure with accuracy about 10−4 and a
reduced simulation time more than 50%.

It is well shown that the FORM method can be useful for the coupled fluid structure
systems that suffer from excessive computational costs.

As outlook, the second order reliability method (SORM) more accurate than FORM
can be used for the same objective.
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Abstract. Drag coefficient and average Nusselt number are a critical operating
parameters in fluid-particle processes. In this paper, a 3-D computational fluid
dynamics (CFD) software is established to investigate the influence of the
particle angle orientation on these parameters. A series of particles (spherical
and non-spherical) has been developed and corresponding simulations are val-
idated using correlations with reasonable accuracy. The results show that the
average Nusselt number increases slowly with the particle angle orientation
increasing from 0° to 30°, and rapidly when the angle orientation increases from
45° to 90°. The behavior gives high heat transfer, especially on the upper and
front side of the cylinder when the gas velocity is high.

Keywords: Angle orientation � Average Nusselt number � CFD simulation
Cylindrical particle � Drag coefficient

1 Introduction

The interaction particle-fluid is of interest in many separation process [15] (e.g., slurry
pipeline transportation, fluidized bed systems and multiphase reactors, etc.). Study of
different shape, in particular spherical and cylindrical particles in large scale beds
remains a challenge, due to lack of accurate measurement correlations. Drag coefficient
and average Nusselt number have an important impact on the interaction particle-fluid
flows. The drag force is greatly influenced by both the form and the orientation of non-
spherical particles. Spherical particles have been well documented in many research
projects, e.g., Ellendt et al. [5], Tabata and Itakura [13]. In some cases, there have been
studies on the particle drag of ellipsoidal [10], cubic [12], and rectangular prism shapes
[1]. However, not much attention has been drawn to the cylindrical particles. Less
correlations have been reported to calculate the drag coefficient of cylindrical particles
due to their complex form.

Computational fluid dynamics (CFD) has been broadly used as a versatile tool to
study the heat transfer and the drag coefficient involving spherical particles and non-
spherical particles. Gabitto and Tsouris [7] have successfully developed a new
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correlation to predict drag coefficient of cylindrical particles settling in a liquid med-
ium. They have demonstrated that the error compared with relevant experimental
results is very small. Cao and Tafti [2] have studied the drag coefficient in a 3D
cylindrical particle of low aspect ratio (0.25) using CFD. In their study, the cylinder
was placed on a cubic wall in a flow with Re in the range of 10–300. The results show
that the angle orientation can make an impressive influence on the leeward side of the
cylinder and some different behaviors of the flow development are obtained. However,
their results were may not be better enough due to the use of low aspect ratio. Dixon [4]
have defined the flow through a hollow cylindrical particle. The authors concluded that
the angles 30°–40°, leads to highest thermal performance of the system. Zhang et al.
[16] considered particle locations as constant, and analyzed the variation of drag force
around the particles. The finite particle method integrated with particle shifting tech-
nique (FPM-PST) has been applied to simulate the particles with different temperatures.
They concluded that the viscosity of the gas flow could be highly related to the
temperature difference, which causes the drag force coefficient to increase for hot
particle. The difference becomes more obvious for larger temperature differences and is
better for smaller Reynolds number.

To the authors’ best knowledge, there are no published studies which systemati-
cally vary the angle of orientation of the cylinder for high aspect ratio. Thus, the main
aim of this manuscript is to investigate the 3D flow and heat transfer through a
cylindrical particle with circular cross section. We have constructed the possible ori-
entation between 0° and 90°, which are good general case studies of cylindrical par-
ticles. We have solved the problem using the CFD software ANSYS Fluent 15.

2 Numerical Methodology

In this study, the cylindrical particle is assumed to be stationary and isothermal, and the
flow is assumed to be steady and incompressible with heat transfer. With these
assumptions, the computational details of the simulation are briefly described below.
The governing equations for the gas phase are the locally averaged Navier–Stokes
equations. The mass and momentum conservation equations are expressed as:

r:V
!¼ 0 ð1Þ

qf
@ V
!
@t

þ qf V
!
:rV

!¼ �rpþr:sþ qf g
! ð2Þ

qf cp
@T
@t

þ qf cp V
!
:rT ¼ keffDT ð3Þ

In the above equations, f refers to the fluid phase. qf, V and p are the density, the
velocity vector and the pressure respectively. T is the temperature. cp and keff are the
specific heat ratio and the thermal conductivity of the fluid f. s is the stress tensor.
Considering that the Reynolds number fluid flow pertaining to this study is in both
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laminar and turbulent regimes, we used the well-known k − e as turbulence model. The
drag force belonging to Eqs. (1)–(3), is expressed as follows:

FD ¼ 1
2
qf ApCD V

!
V
!���
��� ð4Þ

where p refers to the particle domain. The surface area of the particle Ap is defined as
Ap ¼ 0:5pð Þd2p þ plpdp, where lp; dp

� �
are the length and the diameter of the particle

p. The heat transfer is calculated based on the difference between the cylinder and inlet
fluid temperatures and quantified by local Nusselt number as given in Eq. (5):

Nulocal ¼ dp
Tin � Tp

@T
@n

� �

s
ð5Þ

Nuaverage ¼

R
S
Nulocal ds
R
S
ds

ð6Þ

where, Tin and Tp are the average inlet temperature and the average surface temperature
of the particle, respectively. n is the outward normal unit vector on the surface. For the
case of cylindrical particle, heat transfer is calculated from the local Nusselt number
given on each surface of the cylinder i.e., the curved (c), the front (f) and the rear
(r) surface.

2.1 Nusselt Number Correlations

The flow field is characterised by the particle Reynolds number and the Prandtl
number, which are commonly defined as Rep ¼ qf Vindeq

�
gf and Prp ¼ mf

�
kf . In

similar way, the correlations of Nusselt number presented in Table 1 are based on the
Rep and Prp. Here Vin is the average inlet flow velocity. mf and kf are the kinematic
viscosity and the thermal diffusivity of the fluid, respectively. deq is the characteristic
size of the particle, e.g. equivalent particle diameter of the cylinder. For assuming “air”
as the fluid phase, in this work the Prandtl number, Prp, is set to 0.744.

2.2 Drag Coefficient Correlations

As listed in Eq. (4), the drag coefficient CD is necessary for the calculation of the
particle motion. The drag coefficient denotes the hydrodynamic force applied to the
particle surface and it is made of particle orientation. Since the arbitrary position or
orientation of the particles is the objective of this study, the above mentioned drag
coefficients are appropriate to be implemented. For the same reason, these correlations
demonstrate high accuracy especially, when the particle orientation was considered.
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The sphericity ф presents the only descriptor of the 3D particle shape and defined
as the ratio of the surface area of a sphere having the same volume as the particle to the
surface area of the particle. For a spherical particle, the sphericity is ф = 1. For a non-

spherical particle, the sphericity is defined by: / ¼ 1:5 plpdp
� 	.

Ap. To characterize

the orientation, the so-called crosswise sphericity is utilized: /? ¼ a2=3=

a2 sin2 hi þ cos2 hi
� �1=2

. Another non-dimensional parameter, the aspect ratio a, is the
ratio of the length and the diameter of the particle and defined as a ¼ lp

�
dp.

Table 1 Summary of Nusselt number correlations

Correlation Applicability range

Ranz and
Marshall [11]

Nup ¼ 2þ 0:4Re0:5p Pr0:33p 10\Rep\104;

Pr
p
[ 0:7

Whitaker [14]
Nup ¼ 2þ 0:4Re0:5p þ 0:06Re0:66p

� 	
Pr0:4p

gp
gs

� 	0:25 3:5\Rep\7:6 104;

0:7\Pr
p
\380

Feng and
Michaelides [6]

Nup ¼ 0:922þRe0:33p Pr0:33p þ 0:1Re0:33p Pr0:33p 0\Rep\2000;

0\ Pr
p
\1000

Richter and
Nikrityuk [12]

Nup ¼ 1:76þ 0:55/0:075
?

ffiffiffiffiffiffiffiffi
Rep

p
Pr0:5p

þ 0:014 Pr0:33p Re0:66p
/
/?

� 	7:2

Table 2 Summary of drag coefficient correlations

Correlation Applicability
range

Ganser [8]
CD ¼ 24

Repk1
1þ 0:1118 Repk1k2

� �0:6567� 	

þ 0:4305k2
1 þ 3305

�
Repk1k2

� �

k1 ¼ 1
3 þ 2

3/
�0:5� ��1

k2 ¼ 101:8148 � log/ð Þ0:5743

Rep\3 105

Hölzer and Sommerfeld
[9]

CD ¼ 8
Rep

1ffiffiffiffiffiffiffi
/?

p þ 16
Rep

1ffiffiffiffi
/

p þ 3ffiffiffiffiffiffiffiffi
Rep

p 1

/3=4

þ 0:42
1
/?

100:4 � log/ð Þ0:2

Rep\3 105

Richter and Nikrityuk
[12]

CD ¼ 0:21þ 20
Rep

lp
dp

� 	0:58
þ 6:9ffiffiffiffiffiffiffi

Rep

p lp
dp

� 	�1:4 10\Rep\250
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2.3 Solution and Simulation Conditions

The 3D geometries for the problem are shown in Fig. 1. The computational domains
are a cylinder tube of uniform aspect ratio 5. The particle is located in the middle and
took a uniform aspect ratio 2.1 and different orientation positions. The long axis of the
reactor parallels to z-axis which presents the gravity. In this study, the possible contact
scenarios between the particle and the gas flow are shown in Fig. 1a. In the first
scenario, the particle is orientated in the opposite direction of the streamwise while in
the last scenario, the particle is orientated in the streamwise direction. In the remaining
scenarios, the orientation of the particle is randomly varied. Figure 1b shows the
boundary conditions where a symmetry boundary condition is imposed on the wall.
The inflow and outflow boundaries on the z-axis are applied to generate a steady flow
in the vertical direction. Around the particle surface, the fluid velocity is damped to
zero and an isothermal temperature is attained.

3 Results and Discussion

First, we carried out the validation on a sphere in Sect. 3.1. Second, the effects of the
orientation of cylindrical particles on the drag coefficient and average Nusselt number
are investigated in Sect. 3.2. Third, the results of the CFD simulations are presented
Sect. 3.3 in the form of temperature contours to illustrate the qualitative features and
insight that can be obtained.

3.1 Validation Using Spherical Particle

To validate the numerical results as well as, to test the grid independence, Fig. 2 shows
the comparison of the drag coefficient and Nusselt number with correlations illustrated
in Tables 1 and 2. Here, we carried out the numerical results of the flow around a

(a) (b)

Fig. 1 Spherical and cylindrical particles configurations of aspect ratio 2.1
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sphere at different Reynolds numbers. We operated different grid sizes, e.g., 0.2dp,
0.1dp, 0.02dp and 0.01dp. It is shown that grid 1 might not be accurate where CD and
Nuave are predicted within a maximum error of 38% and 11%, respectively. Grid 2
presents a slight improvement compared to Grid 1 of 13.4% in CD and 2.3% in Nuave.
There are no significant difference between the grid 3 and the grid 4 for Nuave and CD

and the results are consistent with the literature. Thus, only the grid 3 (grid size and
total number are =0.75 mm and �14 M, respectively) is chosen in the following
simulations.

3.2 Flow Past a Stationary Non-spherical Particle

In this section, we evaluated the performance of cylindrical particle by investigating the
orientation. CD and Nuave values are carefully investigated with three different angles
h = {0, 30, 45, 60, 90} and for Rep 2 {5, 15, 20, 100, 200, 250}, respectively. We have
chosen Rep � 250, because the flow with Rep � 250 do not describe the flow past a
3D cylinder [3]. The flow is both laminar and turbulent. As first insight, the curves in
Figs. 3 and 4 exhibit the same trend as the correlations. Figure 3 shows that CD values
decrease as h increases in all the calculated range. Spheres have the highest CD. In a
similar way to CD, we evaluated Nuave as a function of h and we found that, in contrast
to CD, Fig. 4 demonstrates the increase of Nuave with an increase of h. This observation
is also analyzed by Ke et al. [10], Richter and Nikrityuk [12] with reference to ellip-
soidal particles. But it should be noted that the relationship between CD decreases more
strongly as h increases than do Nuave. Since Nuave depends largely on the temperature
gradient, we found that the gradient increases with h and Re (refer to Figs. 5 and 6).
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Fig. 2 CD and Nuave versus Rep of sphere with varying particle sizes

178 H. Troudi et al.



3.3 Hydrodynamic Behavior of Gas and Particles

Figures 5 and 6 depict contour plots of the normalized temperature field at Rep = 6 and
Rep = 90, respectively along the mid-planes parallel to (yz) and (xz). Clearly, the
temperature gradient generates at the bottom of the particle and then are stretched
vertically as the gas flowed upwards, until the outlet of the bed. In Fig. 5(a2) to (g2), the
temperature contour is symmetric in the top surface of the particle along the centerline
of the bed. However, for Fig. 5(a1) to (g1), the temperature gradient has kept the
symmetrical form but the distribution is shown to be non-uniform. The non-uniform
temperature distribution suggests that the particle orientation and heat transfer are
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Fig. 3 CD versus Rep with varying h
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Fig. 4 Nuave versus Rep with varying h
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strongly coupled. Fin layers are presented on the lower region of the curved surface due
to the parallel flow of the gas through the particle. When h increased, the lower circular
surface shows a more density of the layers than that in the upper circular surface. For
Fig. 6(a2) and (b2), the temperature structure of h = 0° is similar to that of the sphere.
In Fig. 6, with greater Reynolds number (Re = 64), the temperature is becoming no-
symmetric, which is a well-known phenomenon. The size of the recirculation wakes
becomes bigger above the particle due to the corner effect. In the upper region of the
curved surface, the streamlines are very crowded, so that the flow indicates high heat
transfer rates. Figure 6(a2) to (g2) show that there is a steep temperature gradient with
h = 30° in the upper curved surface of the particle compared to h = 45° and h = 60°.
For h = 90°, we found that high gradient is observed on the curved and the front
surfaces for both Rep = 6 and Rep = 90. Therefore, it can be concluded that effectively
high heat transfer and less drag are exerted due to suspension vertical cylinders. As a
result, by evaluating the two figures, the heat transfer is enhanced with increasing the
fluid velocity and the angle orientation.

θθ = 30° 

θ = 45° 

θ = 60° 

θ = 90° 

Sphere  

θ = 0° b1

c1

d1

e1

f1

a1

b2

c2

d2

e2

f2 

a2

(yz) (xz)
1   0.9 0.8 0.7   0.6  0.5  0.4 0.3 0.2 0.1   0 

Fig. 5 Contour plots of the isotherms T� Tinð Þ� Tp � Tin
� �

for Rep = 6
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4 Conclusion

Numerical simulation was carried out of steady flow past a cases of cylinders with
varying angle orientations. Average Nusselt number and drag coefficient were sys-
tematically investigated. By comparing with spherical particles, some conclusions can
be summarized as follows: (a) with increasing gas velocity, temperature was altered
accordingly and gave rise to different temperature distributions, (b) the temperature is
found to be more symmetric for low Reynolds number Rep � 10, (c) the increasing of
average Nusselt number is found to be high when using the highest angle orientation
and (d) the comparison between two different values of Reynolds number shows that
the intensity of heat transfer in the upper part of the curved surface of the particle
improves as the angle orientation increases.
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Fig. 6 Contour plots of the isotherms T� Tinð Þ� Tp � Tin
� �

for Rep = 90
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Abstract. Muscle activation can be quantified by surface Electromyography
(EMG) measurements. Indeed, EMG is a technique used to measure the
potential charge of muscle fibers during isometric, concentric or eccentric
contractions. The aim of this paper is to design an embedded electronic system
allowing the detection of the EMG signals. The measured data is then sent
through a wireless transmission system to the host computer. Wireless trans-
mission has the advantage of facilitating the capture of the human movement
and eliminates electrical wires. The paper is divided into three sections. Firstly,
this work will begin with the realization of an embedded system to measure
EMG signals. This signal is detected by surface electrodes placed on the mus-
cles. Then, EMG signal analysis will be performed by different processing
methods. Finally, these experimental data will be manipulated and used as
inputs to musculoskeletal model for estimate isometric muscle forces. As a
result, the modelling method presented represents a good way to estimate
muscle forces during isometric contraction.

Keywords: Embedded system � Wireless transmission � Electromyography
(EMG) � Dynamics contraction � Muscle force

1 Introduction

The human body has more than 650 muscles attached to the skeleton. These muscles
constitute about 40% of total body weight [14]. We can distinguish three types of
muscle tissues: skeletal muscles, smooth muscles, and cardiac muscles. Skeletal
muscles have several functions; it’s a key component of the locomotion system [14].
Each skeletal muscle is attached to the bones by two extremity called origin (O) and
insertion (I) (See Fig. 1). Furthermore, these muscles are attached to the bones by
tendons. Tendons and muscles work jointly to produce the movement of some joint and
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to stabilize another joint. The basic unit of a skeletal muscle is the muscle fibers [15].
These fibers are similar to long cylindrical shapes arranged in parallel. An excitation of
the muscle fibers by the nervous system causes the generation of an electric wave, it’s
action potential (AP) [3]. Following this electrical activation, the muscle generates the
mechanical force. This activation can be measured by surface electromyography
(EMG). The EMG is an non-invasive technique for assessing the level of muscle
activation in human voluntarly contraction [5]. The estimation of the generated force is
interesting, not only for biomechanical studies, but also for clinical applications.
Indeed, the muscular forces information provides diagnostic assistance and medical
treatment. For example, prosthesis can be ordered by analyzing the electrical activities
of the agonist and antagonist muscles.

The main purpose of my paper is to calculate isometric muscle forces using EMG
signals. Firstly, we realized an electronic system allowing the acquisition of elec-
tromyography signal in real time. Then, the transmission of EMG data is realized by a
Bluetooth module to the computer. In the second part, a simplified muscular model will
be developed. This Hill muscle model takes into account the muscle geometrical and
physiological parameters. Next, an estimation of the isometric effort will be realized by
the direct dynamic approach by exploiting the muscle model previously developed.
Finally, we will discuss the results obtained by our electronic system, as well as the
efforts estimated by the simplified mathematical model of the muscle.

2 Materials and Methods

2.1 Experimental Materials

An embedded system for measuring EMG signals is presented in Fig. 2. This electronic
system aims to detect EMG signals using surface electrodes placed directly on the
muscles. These electrodes are equipped with electronic sensors that allow acquisition,
filtration and rectification of the signal. To facilitate the human movement and elimi-
nate electrical wires, we have developed a new method of data transmission based on
wireless transmission (Fig. 2). In general, our system is composed of three main parts

Long Biceps 
Brachioradial  

Fig. 1 Origin and insertion of muscle BIClg and BRD modeled by OpenSim software
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which are: (1) acquisition EMG signal, (2) signal processing, (3) display muscle forces
using MATLAB GUIs.

First, the EMG signal is detected by surface electrodes. Indeed, the surface elec-
trodes appear less restrictive and much more adapted to our study. It is important that
the electrodes provide good electrode-skin contact, low impedance, low noise and
stable behavior over time [8]. The exact placement of the electrodes is parallel to the
muscle fibers. Then, the sensor assures the acquisition of the EMG signal. In our
project, we chose to work with the sensor “Myoware Muscle Sensor”. For the data
transmission, we used the wireless transmission technique. This is a very interesting
method to avoid wires that could limit the movement of subjects during testing and
cause noise. For this, Wifi module ESP8266 12F is used in our project (Fig. 2).

2.2 EMG Acquisition and Processing

EMG aims at detecting signals, which are the electrical manifestations of the excitation
process resulting from the propagation of action potentials along the muscle fibers. It is
detected by appropriate electrodes (surface or depth sensors). Then, it is amplified,
filtered, and finally displayed on a screen [11].

EMG means: Electromyography: Examination, Electromyograph: Device, and
Electromyogram: trace obtained by electromyography. The EMG signal has random
variability according to several parameters: age, sex, muscle size, etc. Then, EMG
signal analysis is generally performed in two domains: time domain and frequency
domain. In our work, we are interested in the processing of EMG signals in the time
domain. Indeed, time analysis is the most used technique to extract the relevant

Electrode

MATLAB

PC 

WIFI Module
ESP8266 12 FElectronic Sensor

Myoware Muscle Sensor

(a) (b)

(c)

Fig. 2 a Experimental procedure to detect EMG, b detection with electrical wires, c detection
without electrical wires
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parameters of muscle activation [11]. This technique involves several treatment steps
(Fig. 3), such as:

– Rectification: The values of EMG signal are either positive or negative, and it’s
hard to assess whether the action potential approaches or moves from the electrode
[5]. To properly quantify the positive and negative phases, the EMG signal is
rectified by taking its absolute value (Fig. 3).

– Filtering: To decrease the variance and high frequency noise of the rectified EMG
signal, this signal is smoothed by a low pass filter (Fig. 3).

– Normalization amplitude: The amplitude of the EMG signal varies depending to
the placement of the electrode and the conductivity of the skin. To be able to
compare the EMG activation of different subjects in different collection conditions,
EMG is usually normalized. For example, the signal can be divided by the maxi-
mum amplitude obtained during voluntary maximum contraction. This is amplitude
normalization [5].

2.3 Development Muscle Model

To measure muscle force from the EMG signal, it is necessary to develop a muscle
model which takes into account the properties of skeletal muscles. This mathematical
model takes the EMG signal as an input and outputs the isometric muscle force [1, 2].
The calculation procedure is divided into two steps: dynamic activation and dynamic
contraction (Fig. 4).

Electrode
Raw  

Rectification 

Filtration

Time (s)

Root Mean Square

Fig. 3 Different techniques for EMG signal processing
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2.3.1 Dynamic Activation
Dynamic activation is to transform the normalized, rectified and filtered EMG signal
eiðtÞ of muscle activation aiðtÞ [9]. This transformation is realized in two steps [6].

Step 1: First-Order Bilinear Differential Equation

Following electrical excitation, the muscle generates a contraction response. This
delayed response can be described by a first order bilinear differential equation [13]:

du
dt

¼ e� uð Þ K1eþK2ð Þ ð1Þ

where:

K1 ¼ K2 þ 1
sacti

ð2Þ

K2 ¼ 1
sdesc

ð3Þ

The activation and deactivation time constants: sacti ¼ 0:012 s and sdesc ¼ 0:024 s
[10].

Step 2: Nonlinear Model ‘A-Model’
The second step is to transform neural activation uðtÞ to muscle activation aðtÞ. To

obtain a precise value of muscle Force, a non-linear relationship between neural
activation and muscle activation should be considered for forces inferior than 40% of
maximum voluntary contraction (MVC) and a linear relationship for forces superior
than 40% of MVC [10]. This non-linear relationship between neural activation uðtÞ and
muscle activation aðtÞ is modeled by the following equation:

a ¼ a ln buþ 1ð Þ 0� u� u0
a ¼ muþ c u0 � u� 1

�
ð4Þ

a is the muscle activation, u is the neural activation, a, b, m and c are constants.

Fig. 4 Forward dynamics approach to estimate muscle force
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2.3.2 Dynamic Contraction
Once muscle activations have been obtained, the next step is to calculate muscle forces.
Dynamic contraction is to transform muscle activation in a mechanical force based on
Hill model. This model is a muscle simplified mechanical composed of 3 basic ele-
ments which are: contractile element (CE), elastic element in series (SEE) and elastic
element in parallel (PE). Next, Zajac modified Hill’s model by introducing an elastic
element to model tendon behavior and an angle u called pennation angle between
muscle fibers and tendon (Fig. 5) (Table 1).

where:

One significant advantage of Hill-type muscle models is that, in most cases, the
dynamics are governed by one differential equation per muscle, making modeling using
a system of muscles computationally viable [12]. Therefore, each muscle is modeled as
a system of three differential equations (Eq. 5). The first line of Eq. 5 represents the
activation dynamics. The second line of Eq. 5 represents the muscle contraction
dynamics which is calculated based on muscle activation (Eq. 4). Finally the last line of
Eq. 5 represents the muscle length.

Fig. 5 a Schematic of muscle-tendon: muscle fiber and tendon. b Schematic of muscle fiber: the
contractile element and parallel elastic component [4]

Table 1 Parameters of model musculotendon [7]

Parameter Description Parameter Description

FT Tendon force Lm Muscle length

Fm Muscle force Lmt Muscle-tendon actuator length
/ Pennation angle Lt Tendon length

KT Tendon stiffness Vm Muscle velocity

ET Tendon elasticity VMT Musclotendon velocity
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_u
_~F
T
að Þ

~VM að Þ

2
4

3
5 ¼

du
dt ¼ e� uð Þ K1eþK2ð Þ
d~FT

dt ¼ ~KT ~VMT � ~VM cosðaÞ� �
d~LM
dt ¼ _~L

M

8><
>: ð5Þ

where u is the neural activation, e the excitation input signal, a the muscle activation,
K1 and K2 time constants, FT force tendon, VMT musculotendon velocity, VM con-
tractile element velocity, a angle pennation and LM contractile element length.

3 Results and Discussion

After calculating muscle force, we developed a graphical interface using the MATLAB
software. This interface is a tool for estimating muscle force of the human upper limb
using EMG signals. Our interface is divided in several windows: a main window and
secondary windows. The main window contains the coordinates of the person (Name,
age, sex, etc.). The secondary windows contain the different muscles of the upper limb,
the muscular parameters. In our work, we performed two tests: Maximum Voluntary
Contraction (MVC) and Voluntary Contraction (VC).

First test: The MVC test consists to calculate the maximum EMG signal value for
each muscle (Biceps long and Brachioradial) to reduce signal noise (Fig. 6).

Second test: The VC test is used to calculate isometric muscle force. Firstly, all
EMG were divided by the peak amplitude EMG for the corresponding muscle. Then,
the e(t) values for each muscle can then be converted to u(t) via Eq. 1, and the u(t) can
then be converted to a(t) using Eq. 4. Finally, the muscle contraction dynamics step
requires that we use Eq. 5 to estimate the force in each muscle (Fig. 7).
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Fig. 6 Determination of the maximum value of EMG signal

Experimental Analysis of Electromyography (EMG) Signal 189



In this methodology, we outlined a method to estimate isometric muscle forces of
the upper limb obtained from EMG signals and using a forward dynamics approach.
This approach uses a Hill-type model that accounts for force-length and force-velocity
relationships. In the first step, we used surface electrodes placed directly on the skin.
The muscle activation is measured by bipolar electrodes. Figure 2 shows the experi-
mental setup used to obtain the bipolar EMG signals and the isometric force. Data from
Biceps long (BIClg) and Brachioradial (BRD) were acquired at a 2 kHz sampling
frequency. Then, the model transforms the neural activation, u (t); to muscle activation,
a (t). For that, we used a nonlinearity relationship between neural activation and muscle
activation. In the final step, forward dynamic approach is used to estimate muscle
forces during voluntary contraction (Fig. 8).
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Fig. 7 EMG signals normalized of Voluntary Contraction
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Fig. 8 Isometric muscle forces estimated by forward dynamics approach
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4 Conclusion

This paper has addressed a new methodological to estimate isometric muscle forces
from EMG signals. Muscle efforts are estimated by a system of differential equations
based on a Hill-type muscle model. The procedure contains in two main steps: dynamic
activation and dynamic contraction. Firstly, dynamic activation transforms the EMG
signals to muscle activation. Then, the dynamic activation was used to estimate iso-
metric muscle forces. To conclude, our obtained results indicate the effectiveness of our
developed muscle model. Indeed, the estimated values of the muscle forces are pro-
portional to the measured values of the EMG signal.
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Abstract. The bone is a hierarchically structured material with mechanical
properties depending on its architecture at all scales. It’s important to take
account the impact of Water which plays a significant role in the bio-
mineralization process and serves as a plasticizer, enhancing the toughness of
bone. In this study, a trabecular bone multiscale model based on finite element
analysis was developed to link scales from nano to macroscale in order to
predict the orthotropic properties of bone at different structural level. An inverse
identification algorithm is used in order to identify the orthotropic properties.
Furthermore, the effect of water is incorporated. Good agreement is found
between theoretical and experimental results.

Keywords: Multiscale approach � Finite element analysis � Trabecular bone �
Orthotropic material

1 Introduction

Bone tissue is a natural composite material consisting of an organic phase, an inorganic
phase and water. The bone is a hierarchically structured material with mechanical
properties depending on its architecture at all scales.

In human bodies, the bone consists of three types: Cortical, trabecular and marrow.
The mechanical influence of the marrow component is trifling with respect to the bone
matrix [1, 3, 4].

The following structural scales can be distinguished in the hierarchical structure of
bone: macroscale, mesoscale, microscale, sub-microscale, nanoscale, and sub-
nanoscale [6, 7, 11]. It’s worth mentioning that the three lower levels of the two
types of the bone are the same.

Various analytical and computational models were proposed to predict elastic
properties of trabecular bone at these different structural scales. More recent studies
incorporated the effect of water [7].

It has been shown that the mechanical properties of the bone vary at different
structural scales [13]. Therefore, in order to find the macroscopic properties of the
bone, it is important to consider all of these scales [8, 10]. Many researchers have been
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investigated in this field, but the behaviour of the bone materials are modeled at
different scales separately.

Structurally, bone is considered like a composite material with a complex structure.
To predict the orthotropic properties at different scales, Hamed et al. [6] used

homogenization approach. Elastic properties of trabecular bone are calculated at each
structural level, from nanoscale to mesoscale. In the analysis, results from a lower level
are used as inputs for a higher level. In the same way, Vaughan et al. [15] proposed a
three scale homogenization scheme to estimate the effective properties of trabecular and
cortical bone, based on finite element models.

Barkaoui et al. [2] used neural network computation and homogenization method to
predict analytically the effective elastic constants of cortical bone by modeling its
elastic response at these different scales, ranging from the nanostructural to
mesostructural levels.

Khaterchi et al. [11] proposed a multiscale approach for the characterization of
mechanical properties of trabecular bone from sub-nanoscale and microscale including
the water’s effect. To identify the orthotropic properties, an inverse identification
algorithm and FE simulation are used.

The objective of this study is to model bone at different scales, identify the
orthotropic properties and compare the results obtained from the proposed multiscale
approach [11] including the water’s effect with experimental and analytical data
reported in literature.

The most important originalities of the current study are:

• The implementation of the basic constituents of bone structure (mineral, collagen
state, mechanical properties, porosity and water’s effect)

• Using of mechanical tests to predict the orthotropic properties of bone at different
scales.

The prediction of orthotropic properties of parameterized unit cells using FEM is
the advantage of this study and it can be easily incorporated in the finite element code
to model the whole bone structure [19].

2 Method Description

In this section, we present the elementary bone composition and the proposed multi-
scale approach. At each scales, a description of the proposed EVR model and the
method which are used in this approach will be established.

2.1 Bone Composition

We distinguish three elementary bone compositions:

– Collagen: At the lowest hierarchical scale, collagen molecules can be viewed as
rods of about 300 nm long and 1.5 nm in diameter.
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– Mineral: The mineral phase is composed of impure hydroxyapatite crystals. Those
crystals are plate-like shapes. The size of the mineral plates varies according to the
bone type.

– And water which represent the third major component in bone.

2.2 Multiscale Model of Trabecular Bone

In human bodies, the bone consists of three types: Cortical, trabecular and marrow. The
mechanical influence of the marrow component is trifling with respect to the bone
matrix. In this work, we will consider only the trabecular bone.

A multiscale model is used to characterise the orthotropic behaviour of trabecular
bone at a number of different length scales [11]. The approach defines a number of
representative volume element (RVEs) which describe composition of bone in different
scale. Mechanical tests are employed at each scale to link nano and macroscale (Fig. 1).

2.3 Multiscale Approach

The mutliscale method consists to prepare an algorithm (Fig. 2) composed by different
steps which represent the structure of trabecular bone at each scale. The inputs are the

Fig. 1 Hierarchical structure of trabecular bone
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mechanical properties of microfibril at sub nanoscale and the outputs are the ortho-
tropic properties of bone at mesoscale.

3 Results and Discussion

To illustrate the capabilities of the approach proposed, one combination of mechanical
properties of the microfibril (Collagen, mineral and water) is selected which are
summarized in Table 1.

Voigt and Reuss bounds are calculated for collagen and mineral composite using
the following relation:

ECW ¼ ð1� VWÞEC þVWEW ð1Þ

1
ECW

¼ ð1� VWÞ
EC

þ VW

EW
ð2Þ

EMW ¼ ð1� VWÞEM þVWEW ð3Þ

1
EMW

¼ ð1� VWÞ
EM

þ VW

EW
ð4Þ

Fig. 2 Multiscale approach

Table 1 Selected inputs

Materials Elastic
properties
E (GPa) t

Mineral 114 0.23
Collagen 1.5 0.28
Water 2.3 0.49
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With:
ECW;EMW respectively Young Modulus of collagen-water mixture and mineral-

water mixture
VW = 12%, Water volume fraction
EC;EM respectively Young Modulus of Collagen and mineral.
The average values of these bounds are selected for the elastic constant of the

collagen-water composite and mineral-water composite.
Using the parameters in simulations chosen in Table 1, a FE simulation is gener-

ated. The method gives in one step the orthotropic properties of the trabecular bone in
different scales (Microfibril, Fibril, lamella, single trabeculae, trabecular network).

3.1 Microfibril

In sub-nanoscale, an ERV is generated [11] and to obtain the orthotropic properties of
the microfibrils, the tensile and compression tests are used. Thus, at the sub-
nanostructural level, the modulus being determined could be considered acceptable to
that determined by Hamed et al. [6] (Fig. 3).

Fig. 3 orthotropic properties at sub nanoscale in comparison with Hamed et al. [6]
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3.2 Fibril

The tensile and shear tests are employed to evaluate the orthotropic properties of the
fibril [11].

In this scale, the corresponding engineering elastic constants are compared in first
hand with data obtained in Hamed et al. [6] (Fig. 4) and in second hand with exper-
imental and analytical data reported in literature (Fig. 5).

Reported values for the elastic modulus and shear modulus of fibril level from these
studies are also in good agreement.

Fig. 4 Orthotropic Properties of fibril in comparison with approach’s results listed in Hamed
et al. [6]

198 H. Khaterchi and H. Belhadjsalah



3.3 Lamella

Mechanical tests are used to evaluate the orthotropic properties of lamella [11]. Table 2
represents the results obtained in this work in comparison with the work of Yoon and
Cowin [17, 18]. In Table 3, some experimental results are compared with our work.

It can be shown that the value of current study is in good agreement with others
results.

Fig. 5 Orthotropic Properties of fibril in comparison with different study

Table 2 Orthotropic properties compared with Yoon and Cowin’s results [17, 18] (GPa)

Current study Yoon and Cowin [17] Yoon and Cowin [18]

E1 15,64 19.0 16.9
E2 15,23 21.3 19.0
E3 27,7 24 5 22.3
V12 0,39 0.320 0.326
V13 0,12 0.252 0.246
V23 0,19 0.261 0.254
G12 4,8 7.8 7.1
G13 2,87 7.8 7
G23 6,62 9.1 8.3
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3.4 Single Trabeculae

In this scale, the Young modulus constants are compared with data obtained in Hamed
et al. [6] (Fig. 6). Reported value for the longitudinal elastic modulus of trabeculae in
this work is compared with experimental results obtained from literatures and they are
also in good agreement (Table 4).

Table 3 Orthotropic properties compared with results in literature

Current
study

Rho et al.
(1997)

Rho et al.
[14]

Fan et al.
(2002)

Hengsberger et al.
(2002)

Hengsberger et al.
(2002)

E1 15.64 NR NR 16.6±1.5 NR NR
E2 15.23 NR NR 17.0±2.2 NR NR
E3 27.7 22.5±1.3 21.8±2.1 25.1±2.1 27.2±3.3 15.8±4.8

E11
(GPa)

E22
(GPa)

E33
(GPa)

Barkaoui et al. [2] 15,6 16,47 27,6
Martinez et al. [12] 17,2 19,7 22
Yoon and Cowin [17] 16,4 18,7 22,8
Zysset et al. [20] 19,1 – –

Hamed et al. [7] 17,91 11,88 NA
Hoffler et al. [9] 15,11 – –

Weiner and Wagner [16] 33,6 24,3 NA
Current study 15,64 15,23 27,7

Fig. 6 Young modulus in three directions (1, 2, and 3) compared with data obtained by Hamed
et al. [6]
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3.5 Trabecular Network

Same works is done in this scale, the orthotropic properties are obtained using
mechanical tests (tensile and shear tests) and they are compared with results obtained
from experimental work [5]. Good agreement between the current results for this scale
and other studies.

Mechanical properties of trabecualr bone by compression test [5]
Module d’Young en compression
(MPa)

Contrainte à la rupture
(MPa)

Tibia (partie distale) 1.4–500 0.2–45
Fémur (partie distale) 7.6–2942 0.98–22.5
Fémur (partie
proximale)

20.68–9800 0.21–16.2

Vertèbre 1.1–428 0.06–15

Orthropic properties of trabecular bone (current study) (GPa)

E1 E2 E3 G12 G13 G23 t12 t13 t23
6.22 4.855 3.86 3.64 2.818 2.89 0.08 0.03 0.1

Table 4 Orthotropic properties compared with results from Hamed et al. [6]

Module d’Young (GPa)

Rėsultats expėrimentaux
Tissu Prėsent

travail
Mesures Type d’os tests Rėfėrence

Trabėcule
(Travėe)

19.46 11.4
±5.6

fėmur
Humain (wet)

Nanoindentation Zysset et al.
[20]

12.8
±1.2

vertėbre d’un
Rat (dry)

Nanoindentation Zysset et al.
(1998)

14.8
±1.4

tibia Humain
(wet)

Ultrason Rho et al.
[13]

17.5
±1.12

fėmur
Humain

Ultrason Tumor et al.
(1999)

18.0
±2.8

fėmur
Humain

FEM Follet et al.
(2011)

18.14
±1.7

fėmur
Humain (dry)

Nanoindentation Tumor et al.
(1999)

19.9
±2.5

fėmur
Humain (wet)

Ultrason Jorgensen
et al. (2002)

18.0
±2.8

Col de fėmur Test de
compression—
MEF

Bayraktar
et al. (2004)
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4 Conclusion

In this work, a multiscale approach is developed to link between sub-nano, nano, sub-
microscale, micro and mesoscale in order to understand the relationship between the
mechanical behaviour in different scale including the water’s effect. The effective
mechanical properties at each scale are compared with experimental and analytical data
reported in literature. Good agreement was found between our results and theoretical
and experimental results. Finally, some other important variables including geometry
and porosity were not included in the present research and will remain interesting
future research topics.

References

1. Almer JD, Stock SR (2007) Micromechanical response of mineral and collagen phases in
bone. J Struct Biol 157:365–370

2. Barkaoui A, Chamekh A, Merzouki T, Hambli R, Mkaddem A (2013) Multiscale approach
including microfibril scale to assess elastic constants of cortical bone based on neural
network computation and homogenization method. Int J Numer Meth Biomed Eng. https://
doi.org/10.1002/cnm.2604

3. Buehler MJ (2008) Nanomechanics of collagen fibrils under varying cross-link densities:
atomistic and continuum studies. J Mech Behav Biomed Mater 1(1):59–67

4. Eppell SJ, Smith BN, Kahn H, Ballarini R (2006) Nano measurements with micro-devices:
mechanical properties of hydrated collagen fibrils. J R Soc Interface 3(6):117–121

5. Goldstein SA (1987) The mechanical properties of trabecular bone: dependence on anatomic
location and function. J Biomech 20(11–12):1055–1061

6. Hamed E et al (2012) Multiscale modeling of elastic properties of trabecular bone. J R Soc
Interface 9(72):1654–1673

7. Hamed E, Lee Y, Jasiuk I (2010) Multiscale modeling of elastic properties of trabecular
bone. Acta Mech 213(1–2):131–154

8. Hang F, Barber AH (2011) Nano-mechanical properties of individual mineralized collagen
fibrils from bone tissue. J R Soc Interface 8:500–505

9. Hoffler CE, Moore KE, Kozloff K, Zysset PK, Goldstein SA (2000) Age, gender, and bone
lamellae elastic moduli. J Orthop Res 18:432–437

10. Khaterchi H, BelHadjSalah H (2015) A comparative study of the mechanical properties of
hierarchical trabecular bone with other approaches and existing experimental data. J Biomim
Biomater Biomed Eng 23:76–84

11. Khaterchi H, Belhadjsalah H (2013) A three scale identification of orthotropic properties of
trabecular bone. In: CMBBE, vol 16, no, si., pp 272–274

12. Martínez-Reina J, Domínguez J, García-Aznar JM (2011) Effect of porosity and mineral
content on the elastic constants of cortical bone: a multiscale approach. Biomech Model
Mechanobiol 10:309–322

13. Rho JY, Kuhn-Spearing L, Zioupos P (1998) Mechanical properties and the hierarchical
structure of bone. Med Eng Phys 20:92–102

14. Rho JY, Zioupos P, Currey JD, Pharr GM (2002) Microstructural elasticity and regional
heterogeneity in aging human bone examined by nano-indentation. J Biomech 35:161–165

202 H. Khaterchi and H. Belhadjsalah

http://dx.doi.org/10.1002/cnm.2604
http://dx.doi.org/10.1002/cnm.2604


15. Vaughan T.J, McCarthy C.T, McNamara L.M. 2012. A three scale finite element
investigation into the effects of tissue mineralization and lamellar organization in human
cortical and trabecular bone. Journal of the mechanical behaviour of biomedical materials,
50–62

16. Weiner S, Wagner HD (1998) The material bone: structure mechanical function relations.
Annu Rev Mater Res 28:271–298

17. Yoon YJ, Cowin SC (2008) An estimate of anisotropic poroelastic constants of an osteon.
Biomech Model Mechanobiol 7:13–26

18. Yoon YJ, Cowin SC (2008) The estimated elastic constants for a single bone osteonal
lamella. Biomech Model Mechanobiol 7:1–11

19. Yuan F, Stock SR, Haeffner DR, Almer JD, Dunand DC, Brinson LC (2011) A new model
to simulate the elastic properties of mineralized collagen fibril. Biomech Model Mechanobiol
10:147–160

20. Zysset PK, Guo XE, Hoffler CE, Moore KE, Goldstein SA (1999) Elastic modulus and
hardness of cortical and trabecularbone lamellae measured by nanoindentation in the human
femur. J Biomech 32:1005–1012

Multiscale Approach from Nanoscale to Macroscale 203



Modeling of a Fatigue Test Performed
on a Trans-Tibial Prosthetic Socket Made

of Natural Fiber

Mankai Wahbi1,4(&), Ben Smida Brahim1,2, Chafra Moez3,
Ben Cheikh Ridha4, and Alzoubi Jomah5

1 Al Ahsa College of Technology, Technical and Vocational Training
Corporation, Riyadh, Saudi Arabia

mankaiw@act.edu.sa, bbensmida@tvtc.gov.sa
2 Université de Tunis El Manar, Ecole Nationale d’Ingénieurs de Tunis,
Laboratoire de Génie Civil, BP 37 le Belvédère 1002, Tunis, Tunisia

3 Applied Mechanics and Systems Research Laboratory, Tunisia Polytechnic
School, University of Cartage, Tunis, Tunisia

moez.chafra@ept.rnu.tn
4 Materials, Optimization and Energy for Sustainability, National Engineering

School, University of Tunis El Manar, Tunis, Tunisia
ridha.bencheikh@enit.rnu.tn

5 Department of Mechanical Engineering, College of Engineering, King Faisal
University. al-Ahsa, Al Hofuf, Saudi Arabia

Jalzoubi@kfu.edu.sa

Abstract. This current study is considered as a continuation of previous
research in which static and cyclic tests were performed in accordance with the
ISO 10328 standard on trans-tibial sockets made from natural fiber in order to
characterize their mechanical performance. The experimental findings of the
fatigue test have revealed a viscoelastic behavior of the composite material of
the tested socket. In addition, it has been proposed to model the fatigue test by
the Burgers model since it better fits the experimental results presented by
fatigue curves. Two main objectives are distinguished. The first one is to
identify the parameters of the Burgers model; the second one is to evaluate the
natural frequency of the bench structure: Socket, Artificial stump and Test
device Assembly used to perform the mechanical tests. The natural frequency,
which is deduced from an electro-mechanical analogy method, is then used to
optimize the design of the test device.
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1 Introduction

Prostheses allow the amputee to resume his activity and reintegrate social life. In
general, trans-tibial prosthesis is composed of three elements: the foot, the pylon and
the socket. The socket is the part that connects the prosthesis to the residual limb; it is
made of a composite material reinforced with synthetic fibers such as carbon or glass
fibers [3]. It is necessary to perform static and cyclic tests on the sockets when new
materials are used, such as natural fibers [1] instead of conventional fibers [3]. So far,
there is not yet a specific standard for these tests. But the closest and most widely used
standard for this purpose is the standard ISO 10328.

In subsequent research work, a cyclic test is performed on an acrylic resin socket
reinforced with natural Alfa fibers [2]. The results of this test are represented by curves
that follow a deflection according to the number of cycles. The shape of these curves
showed a viscoelastic behavior of the socket material tested [7].

In the literature there are several models that describe the viscoelastic behavior of a
material such as the Maxwell model or the Voigt-Kelvin model. But the model that best
fits the results of the dynamic test is the Burgers model. This model consists of
assembling the Maxwell and the Voigt-Kelvin models in series [10].

This study deals with a dynamic test, vibratory phenomena such as resonance could
be an interesting issue to be analyzed [8]. Although the standard ISO 10328 did not
mention this point in its cyclic test recommendations, it seems important to address this
problem. In fact, the vibratory behavior of an insulated socket is totally different from
that of a socket in the presence of an external medium such as the test device [6].
A vibration analysis of prosthesis for the through knee amputation has shown that the
natural frequency for the first mode of an old prosthesis was 33.2 Hz and for a new
designed prosthesis was 46.8 Hz [6].

The main objective of this work is to determine the natural frequency of the test
bench used for the cyclic test and to compare it with results of the reference [6] which
presents a similarity to our study, in order to propose eventual improvements to the
design of the test bench, which could optimize the conditions of the cyclic test on the
socket. To achieve this goal, it was necessary to identify the four parameters of the
Burgers model and calculate the expression of the mechanical impedance function
deduced by an electro-mechanical analogy [4].

2 Cyclic Test of Socket According to ISO 10328

The cyclic test of a socket consists of mounting the latter on a test bench as shown in
Fig. 1. The test bench consists of two parts (Fig. 1).
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The first one is the upper support formed of a steel plate and a steel tube on which is
embedded the artificial stump. The second part is the lower support consisting of a steel
plate, a steel tube and the socket to be tested. In all the following, the socket is
considered as an element belonging to the test bench. The assembly obtained is, then,
fixed by the two jaws of a hydraulic fatigue machine. The upper jaw is equipped with a
force sensor and it is unmovable while the lower jaw is connected to a hydraulic jack
and is movable. The latter transmit to the test bench the excitation force F (t) whose
expression is given by Eq. (1).

Fig. 1 The test bench
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FðtÞ ¼ Fm þ Fc=2ð Þ:sinðx:tÞ ð1Þ

where: Fm is the average strength, Fc is the strength variation extent and x is the
pulsation.

This force is transmitted to the socket by means of the artificial stump made of a
composite of silicone matrix reinforced with cotton fibers as shown in Fig. 1. Other
research used a plaster stump to mount the socket on the bench [9]. It seems to us that
the use of an elastic material is better adapted to distribute the load on the whole
internal surface of the socket, which makes it possible to better simulate reality. To
ensure that this new method does not distort the cyclic test, a theoretical study is
conducted to estimate the natural frequency of the test bench where only the artificial
stump is considered as an elastic, homogeneous and isotropic material, the other
components of test bench being supposed to be rigid bodies, even the socket. This
theoretical study is presented in the following section.

The cyclic test is carried out according to the recommendations of the ISO 10328
standard with the loading condition II at the loading level A100 with a frequency
equals to 3 Hz (Standard ISO 10328).

3 Theoretical Study

The test bench is schematized by a discrete three-dimensional (3D) modeling where the
action of the artificial stump on the socket is replaced by two compression springs, a
torsion spring and a ball joint at the bottom of the socket [7]. This 3D model has three
degrees of freedom. A preliminary study shows that the loading condition II, used in
our case, is favorable to be modeled 1D with an error about 10%. If this error is
accepted, the test bench can be modeled with a plane model with a single degree of
freedom [7]. Based on this model a dynamic study is conducted which has led to a
characteristic equation of motion of a mass-spring system from which the natural
frequency fn, the rigidity k and the equivalent mass M of the test bench are deduced.
All these values are summarized in Table 1.

4 Electro-Mechanical Analogy

Figure 2a presents the results of a cyclic test on an acrylic resin socket reinforced with
natural Alfa fibers. The shape of the curves in Fig. 2a shows a visco-elastic behavior of
the material constituting the socket. The Burgers model which best describes the
obtained experimental data [10] is constituted of four parameters: two spring stiffness
values (k1 and k2) and two coefficients of viscous damping (c1 and c2) [8]. These
parameters are insufficient to describe the dynamic behavior of the test bench. It is
necessary to add the equivalent mass of the test bench determined by the theoretical
study. Thus, the model equivalent to the test bench is shown in Fig. 3.
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By a direct electro-mechanical analogy the mechanical model of Fig. 3 is replaced
by an electric model [4]. The analogy of this study serves not only to determine the
natural frequency of the test bench, but also to calculate the expression of the
mechanical impedance function Z which will be used to calculate the oscillation
amplitude of the cyclic test versus the force Fc, the frequency f, the equivalent mass
M and the four parameters of the Burgers model.

5 Identification of Burgers Model Parameters

The identification of the four parameters of the Burgers model is obtained graphically
from the median curve of the two curves represented in Fig. 2b. The parameters k1, k2,
c1 and c2 are successively calculated by the respective Eqs. (2), (3), (4) and (5) [10]:

(a) Experimental Data of the Cyclic Test

(b) Identification of Burgers Model Parameters

Maximum Deflection

Minimum Deflection
Twice the Amplitude

Maximum Deflection

Minimum DeflectionX2 

X1 

Experimental 
Median Curve 

Theoretical 
Median Curve 

Tangent 
Originally 

Median Curve 
Asymptote

Fig. 2 Cyclic test of a socket made of natural Alfa Fiber
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k1 ¼ Fm=x1 ð2Þ
k2 ¼ k1:Fmð Þ= k1:x2 � Fmð Þ ð3Þ

c1 ¼ Fm=s1 ð4Þ

c2 ¼ c1:Fmð Þ= c1:s2 � Fmð Þ ð5Þ

where: x1 is the deflection at t = 0 measured on the median curve, x2 is the deflection at
t = 0 measured on the median curve asymptote, s1 is the slope of the median curve
asymptote and s2 is the slope of the median curve at t = 0, as presented in Fig. 2b.

Once these four parameters are determined, it is necessary to compare the ampli-
tude of oscillation calculated from the parameters of Burgers and the equivalent mass to
that obtained experimentally. When there is a discrepancy, the two experimental curves
must be recalibrated and the parameters k1 and k2 taken again to satisfy the equality
condition between the calculated and the experimental amplitudes. The retained values
of the Burgers model parameters are presented in Table 1.

6 Design Optimization of the Test Bench

6.1 Determination of the Natural Frequency of the Test Bench Based
on the Burgers Model

By plotting the inverse of the impedance function, which is known as the Mobility
function, versus the frequency, a maximum is reached for a frequency of 23.2 Hz as
shown in Fig. 4 by the dashed curve, this frequency corresponds to the natural

Fig. 3 Burgers Model
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frequency of the test bench. If we refer to the results of the reference [6] which has a
certain similarity with our case study, we note that the natural frequency of the test
bench is lower than the two values presented by Mohsen et al. [6]. With the intention of
approaching the results of Mohsen et al. [6], the eventual solutions as well as their
results to increase the natural frequency are presented in Sect. 6.2, while their conse-
quences on the running of the cyclic test are discussed in Sect. 6.3.

6.2 Possible Solutions to Increase the Natural Frequency of the Test
Bench

To increase the natural frequency of the test bench there are two alternatives. The first
is to increase the stiffness of the test bench while the second is to reduce its equivalent
mass. The first proposal is rejected because it consists in stiffening the socket or the
artificial stump. As the socket is the tested element, it is unapproachable; while the
stiffening of the artificial stump does not bring improvement. Then, only the second
alternative, which proposes to reduce the equivalent mass, is a viable alternative.

In fact, apart from the socket and the artificial stump, all the other constituents of
the test bench are made of steel. If this material is replaced by another whose density is
lower than that of steel, the equivalent mass will be reduced and the natural frequency

Table 1 Parameters of theoretical and experimental models

Theoretical study Burgers model

Test bench used Variant 1 Variant 2
Parameters M (kg) 11.41 M (kg) 11.41 7.6 7.38

k (kN/m) 191000 k1 (kN/m) 243
k2 (kN/m) 189
c1 (N.s/m) 1.25 E + 11
c2 (N.s/m) 6.58 E + 09

Natural frequency fn (Hz) 652 fn (Hz) 23.2 28.4 28.8

Test Bench used

Variant 1

Variant 2

Fig. 4 Determination of the natural frequency of different test benches
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will increase. We can try a second improvement by reducing the length of the test
bench [5].

Referring to Fig. 4, where the mobility is plotted according to the frequency for the
three cases, namely the steel test bench, the aluminum test bench (Variant 1) and the
short aluminum test bench (Variant 2), we can see an increase in the natural frequency
of the two proposed variants compared to the natural frequency of the test bench used.
We also note that Variant 2 did not bring a significant improvement in natural fre-
quency compared to Variant 1. This last observation is quite logical because the
equivalent mass of the short test bench has not decreased much compared to the
equivalent mass of the long aluminum test bench, as shown in Table 1, where the
different natural frequencies are also indicated.

6.3 The Effect of the Reduction of the Equivalent Mass on the Running
of the Cyclic Test

In Fig. 5, the amplitude of oscillation is plotted for the low frequencies ranging from
0.2 to 15 Hz for the three cases: the test bench used and the two variants proposed. We
note that the two curves of the latter are very close and that they are below the curve of
the test bench used. However, they approach the latter and even merge with it, when
the frequency tends towards 0 Hz.

For different frequencies values, the oscillation amplitudes as well as the relative
difference in percentage calculated on the base of the amplitude of the test bench used,
are presented in Table 2 for the two variants proposed. By analyzing Table 2, we find
that the improvement in the conduct of the cyclic test, based on the amplitude, is not
significant at the excitation frequency 3 Hz, but by increasing the frequency it becomes
more significant (Table 2).

Fig. 5 Amplitude versus low frequencies for the three cases
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At constant oscillation amplitude, the excitation frequency of the two variants of
the test benches is greater than that of the test bench used, as can be verified in Fig. 5,
which will result in a decrease in the test duration. This represents a second major
improvement achieved by the reduction of the test bench mass.

7 Conclusion

The identification of the parameters of the Burgers model as well as the determination
of the equivalent mass of the used test bench made it possible to calculate the natural
frequency of the latter evaluated at 23.2 Hz. To increase the natural frequency of the
test bench we propose to reduce the equivalent mass of the test bench estimated to
11.41 kg. Two variants are proposed. The equivalent masses and natural frequencies of
Variant 1 and Variant 2 are respectively equal to (7.6 kg, 28.4 Hz) and (7.38 kg,
28.8 Hz).

The reduction in mass provided a significant improvement in the running of the
cyclic test at low frequencies higher than the frequency of 3 Hz. These improvements
have affected two quantities: the reduction of the amplitude of oscillation for a fixed
frequency and the increase of the frequency of excitation for a fixed amplitude which
will reduce the duration of the test. Although Variant 2 has not added a significant
improvement compared to Variant 1, it has the advantage of being less cumbersome.

In this study we presented the results without taking into account the heating of
composite materials that may occur when increasing the frequency of excitation. Other
tests are needed to further validate the proposed model and compare it to the models
obtained from conventional materials used for the manufacture of sockets.
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Abstract. The present paper proposes an insight into the objective quantifi-
cation of internal parameters through experimental tests and numerical simu-
lations of contact-free creep tests. The study investigates effects of applied
pressure and dwell-times of contact-free creep tests on the viscoelastic properties
of human skin. The skin is seen as a homogeneous, quasi-incompressible, linear,
isotropic and viscoelastic material modelled by the Zener’s rheological model.
A Finite Elements model is developed and an inverse approach is used in order
to identify the viscoelastic parameters. Analysis of variance (ANOVA) is
carried-out to assess intra- and inter- related effects for two protocols. The
analyzed results prove that the imposed pressure exhibits a major effect on the
identified viscoelastic properties. However, the dwell time has no remarkable
effects. Moreover, the major conclusion establishes that a loading pressure of
1 bar allows to distance objective quantifications from possible protocol
influences.

Keywords: Human skin � Viscoelastic parameters � Contact-free creep test �
Numerical simulation � ANOVA

1 Introduction

Human skin covers the human body and ensures several functions such as protection
and exchange with our environment [4]. Seen as a mechanical material, the skin is a
heterogeneous material saturated by a physiological fluid composed of three layers. It
has a viscoelastic anisotropic behavior with a natural pre-stress [10, 14].

Various studies proposed an evaluation of mechanical properties of the skin [1, 3,
11] Most of previous works used contact devices which influenced the measurements
of the material properties [6]. To overcome this contact drawback, researchers proposed
contact-free devices using an air jet indentation system coupled with an OCT system
[13]. More recently, [9] developed the Tonoderm® operating with an air jet indentation
system. Then, we can cite the WaveSkin© using an air flux to apply pressure on the
skin [8].
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In order to identify the viscoelastic mechanical properties, many assumptions were
considered. The skin was considered as a linear elastic material [16] or hyperelastic [7].
Extension to viscous phenomenon is proposed in [12]. Furthermore [5] has shown that
an inverse procedure associated with an optimization algorithm leads to objective
characterization of the viscoelastic parameters of in vivo human skin. Nevertheless, we
cannot judge the effect of the experimental parameters such as loading magnitude or
velocity on the identified parameters.

To go further, an investigation of the experimental parameters’ influence is dis-
cussed in the present paper. To this aim, contact-free creep tests were performed on a
healthy consenting adult volunteer following two protocols with different creep pres-
sures and different dwell-times. The viscoelastic parameters are identified for each test
and an analysis of variance (ANOVA) is conducted in order to discuss the effect of
experimental parameters on the identified properties.

This paper presents the method in part 2 i.e. the experimental data, the viscoelastic
constitutive law and the numerical model. Part 3 describes and discusses the numerical
results and the statistical analysis.

2 Materials and Methods

2.1 Experimental Protocol

The WaveSkin© device is used for in vivo contact-free creep tests [8]. An air flux is
imposed onto the external surface of the forearm. The displacement of the surface is
recorded using a laser system composed of 800 sensors, with 7 mm of length (Fig. 1a).
The WaveSkin© functional diagram is detailed in Fig. 1b.

Tests were performed in the same zone for a consenting adult following two
different protocols.

For Protocol 1, a pressure of 1 bar is applied by the WaveSkin© with: A loading
branch from 0 bar to 1 bar and two different dwell times: 200 ms (Test T1) and 400 ms

Laser sensors’
line

7 mm

(a) (b)

(1)

(1) The skin 
(2) Air compressor
(3) Pressure regulator
(4) Solenoid valve
(5) Glass pipette
(6) 2D linear laser
(7) Turntable

Fig. 1 The WaveSkin© device. With a The measurement zone, b The functional diagram of the
device
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(Test T2); then the air flux is stopped instantaneously at the end of the dwell time and
the undisturbed free-return of the skin is observed during 400 ms.

For Protocol 2, a pressure of 0.5 bar is applied with a loading branch from 0 bar to
0.5 bar with a dwell time of 400 ms (Test T3) then the air flux is stopped instanta-
neously and the free-return of the skin is observed during 400 ms.

Every test was repeated three times leading to a total of 9 records. The central laser
sensor is considered because it corresponds to the maximum of the displacement of the
human skin surface.

2.2 Constitutive Law

The mechanical behavior of human skin is defined by Zener’s rheological model [5].
The stress-strain law in the Laplace-Carson space is given by (Eq. 1):

r�ðpÞ ¼ 2G�ðpÞe�devðpÞþK�ðpÞTrðe�ðpÞÞI ð1Þ

where: r is the Cauchy stress tensor, e is the strain tensor, I is the identity tensor,
� corresponds to the Laplace-Carson transformation, e�

dev
is the deviatoric strain tensor,

G and K are respectively the deviatoric and volumetric moduli.
The volumetric modulus is assumed to be elastic. Therefore, we can write: K� ¼

K ¼ E0
3 1�2v0ð Þ where: E0 is the instantaneous Young modulus and m0 ¼ 0:48 is the

Poisson ratio.
The deviatoric modulus is described by: G�ðpÞ ¼ G0ðg1 þ g p

pþ 1=sÞ,
where: G0 ¼ E0

2ð1þ m0Þ is the instantaneous shear modulus, g, g1 and s are the Prony

series’ coefficients; s is called the characteristic time and E0 is the instantaneous Young
modulus.

2.3 Finite Elements Model and Inverse Problem

The numerical model of the contact-free creep test was developed on ABAQUS©
software. The associated axisymmetric Finite Elements (FE) Model is a cylinder with
radius 30 mm and a height of 11.11 mm (Fig. 2). The skin is modelled as a homo-
geneous material with a linear, viscoelastic and isotropic behavior.

The boundary conditions are chosen as follows:

– On the external top surface (pink line); a pressure modelled as a Gaussian distri-
bution is imposed;

– For the bottom surface, no displacement allowed for all the nodes;
– A symmetry along the vertical left boundary is set up;
– The vertical right boundary is free.

A refine mesh (dimensions 4.11 mm � 10 mm) is locally required around the loading
zone in order to get a smoother distribution of stress and strain. The mesh is based on
bilinear axisymmetric quadratic elements with 4 nodes (CAX4R) with 8485 elements.
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An inverse method is used to identify the three viscoelastic parameters of the skin
(E0, s and E1). The numerical results are optimized numerically referring to the
experimental data using the Nelder-Mead Simplex optimization algorithm developed
under MATLAB© [5].

2.4 Statistical Analysis

Statistical analyses were carried out using a statistical software program (SPSS for
windows). The data sets were subjected to analysis of variance using the general linear
model option (Duncan test) in order to investigate differences between samples
(p < 0.05).

3 Results and Discussion

3.1 Numerical Results

Figure 3 shows the comparison between the experimental displacements and their
corresponding optimized numerical displacements for the three different tests.

11
,1

1 
m

m

30 mm

Loading zone

Fig. 2 The FE model

Fig. 3 Comparison between experimental and numerical displacements for the three tests
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The WaveSkin© is able to reproduce identically a chosen external load. The results
of Fig. 3 and Table 1 reveal that three main conclusions can be drawn. First, for a
given loading pressure, the dwell-time seems to have little influence on the order of
magnitude of the skin outer surface displacement at the end of the loading branch. This
point is in coherence with the contribution of [2]. Second, the displacements of the two
tests of Protocol 1 (1 bar) have the same order of magnitude. However, the displace-
ments of Protocol 2 (0.5 bar) are in average half lower than the ones of Protocol 1
(1 bar) (Table 1). We can highlight that the skin surface displacement decreases with
the pressure. Third, the influence of the protocol on the displacement fades away after
0.6 s when it becomes equal for all the tests. Hence whatever can be the external load
the study retrieves the classical result of [15] that each subject has his own answer for a
given solicitation.

A set of the optimized viscoelastic parameters (E0, s and E1) is identified for each
of the 9 experimental data associated to tests (T1, T2 and T3).

3.2 Statistical Analysis Results

Table 2 gives the identified viscoelastic parameters with their associated means and
standard deviations for every test.

E0 the instantaneous Young modulus characterizes the instantaneous material
behavior. There is no significant differences (p > 0.05) intra-tests and inter-tests for
protocol 1. However, a significant difference is relevant inter-protocols. These differ-
ences are coherent with the observations already discussed in the previous subsection
on the influence of the amplitude of the external load on the answer. Inter-protocols, the
means for E0 are in average lower for Protocol 2 than for Protocol 1. For protocol 1,
both tests have the loading branch in common. This explains the results of the ANOVA

Table 1 Experimental and numerical displacements at the end of the dwell-times for all the tests

Protocol 1 Protocol 2
Displacement (mm) T1 T2 Means protocol 1 T3

Experimental 2.111 ± 0.057 2.253 ± 0.068 2.182 ± 0.06 1.442 ± 0.049
Numerical 2.172 ± 0.07 2.265 ± 0.027 2.219 ± 0.05 1.571 ± 0.01

Table 2 Table of statistical analyses of viscoelastic parameters identified

Protocol 1 Protocol 2
T1 T2 Means protocol 1 T3

E0 (kPa) 265.2b ± 41.2 303.1b ± 13 284.2 ± 27.1 153.5a ± 9.3
s (ms) 12.9a ± 1.1 12.4a ± 0.6 12.7 ± 0.9 15.4a ± 4.2
E∞ (kPa) 139.8b ± 40.7 145.7b ± 12.7 142.8 ± 26.7 95.2a ± 9.0

Means line with different letters (a, b) are significantly different (p < 0.05)
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of Table 2 and corroborates the minimum variations found for E0 inter-tests. On the
contrary, Protocol 2 has a different loading pressure leading to a small change in the
slope of the loading branches.

The characteristic time s a quantification of the time taken by the skin tissues for
recovering after an external mechanical solicitation. For this parameter, the ANOVA
gives no relevant differences intra-tests and inter-tests for protocol 1 and the amplitude
of the external load has no influence on his characteristic time.

When the external load is suppressed instantaneously, the cutaneous tissue is free to
eliminate the supplied mechanical energy and to return to its unknown natural state or
to search for a new equilibrium. Figure 3 shows that, whatever can be the protocol or
the test, after 0.6 s the skin tissues have found a unique final state. At this state of the
test, we define the delayed Young modulus E1. In Table 2, there is no relevant
differences intra-tests and inter-tests for a given protocol. On the other hand, no rele-
vant difference is noticed inter-protocols. Moreover the same tendencies, as the ones
observed for the instantaneous Young modulus E0, are observed here with higher
values for Protocol 1 than for the Protocol 2.

4 Conclusion

The present paper has proposed the numerical simulations of contact-free creep tests
with characterization of the viscoelastic parameters: E0 the instantaneous Young
modulus, s the characteristic time and E1 the delayed Young modulus. The study is
conducted on a healthy adult.

For the experimental records, the measured displacements comply with the
observations reported in the literature with respect to their order of magnitudes (be-
tween 1.2 and 2.3 mm). For the numerical results and more specifically the estimated
mechanical parameters the same conclusions are deduced.

Analyses of variance (ANOVA) were conducted on the numerical results to assess
intra- and inter- related effects with a p-value (p < 0.05) for statistically significant
effects. Based on inter-tests and intra-protocols non relevant differences (p > 0.05), the
study proposes to conclude that the characterization of the three parameters is not
influenced by the dwell-time chosen for the experimental protocol. On the contrary
inter-protocols significant differences (p < 0.05) lead to the statement that the amplitude
of the external load taken in the experimental protocol do have a significant influence.
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Abstract. Orthodontic therapy generally begins with aligning and leveling
phase, wherein a NiTi, superelastic wire is habitually attached, tied and activated
to supply the required forces for teeth correction. Deactivation of the archwire
following teeth movement will commonly lead to the sliding of wire through the
adjoining bracket slots. This study aims to investigate the friction and wear
behavior of a deflected NiTi wire sliding against a 316 stainless steel sample
with the effect of changing the temperature and the shape of the wire. Supere-
lastic NiTi wires with circular and rectangular cross-section were tested, in
Fuzayama artificial saliva and at the temperatures met in the oral cavity, using a
modified rotative tribometer. It was found that the tested parameters had a great
effect on the tribological behavior of the studied tribo-couple. Indeed, the results
showed an increase in the wear rate as the temperature increase because of the
rise of the thermal stress within the tested NiTi alloy. It was also found that the
wear of the rectangular archwires is more significant than the circular ones, this
could be due to the nature of the initial tribo-contact condition.

Keywords: NiTi wires � Friction � Wear � Artificial saliva �
Scanning electron microscopy

1 Introduction

NiTi alloy with high spring-back and superelasticity are generally used in the alignment
and leveling stages of orthodontic treatment [1]. These properties permit constant
forces over large deflections without important permanent deformation. It is believed
that the increased friction between the wire and the bracket slot can inhibit sliding of
the archwire. Afterwards, teeth correction could be blocked and treatment period might
be prolonged. Moreover, this situation is even aggravating because friction will cause
the wear of the wire and brackets materials which improves the dissemination of
harmful metals such as nickel across the body. Recently, few papers have concentrated
on the tribological characterization of this tribo-couple employing a pin on disk sliding
tester [2–4]. Nonetheless, these investigations are restricted to the passive disposition
where the archwire is entirely parallel to the bracket slot during sliding test. In this
search, a rotary tribometer was adapted to examine the tribological characteristics of the
NiTi superelastic alloy in artificial saliva medium. This modification afforded the
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feasibility of bending the wire during slidingl tests. The objective was to study the
effect of temperature and the shape of the orthodontic wire on the tribological behavior
of a deflected NiTi archwire.

2 Materials and Methods

In the present study, we used superelastic NiTi wires with rectangular
(0.46 � 0.64 mm2) and circular (0.46 mm) cross section, which exhibits a fully aus-
tenitic structure at room temperature. The friction coefficient produced with each NiTi
wire/stainless steel combination were obtained with an adapted rotary sliding friction
tester allowing the deflection of the archwire from 0 to 2.5 mm [5] in the presence of
the Fusayama artificial saliva (Table 1). The tests was realized with a linear velocity of
68 mm/s (angular velocity of 100 tr/min, which represents the lowest speed of our
rotating tribometer) for 12,000 cycles. Divers studies [2, 6] have approximated the
normal force enforced by an elastic ligature when constricted the wire into the bracket-
slot to 2 N. That’s why, the friction tests were conducted against 316 stainless steel flat
sample, frequently used as a material for orthodontic brackets, with a fixed applied
normal force of 2 N. The chemical composition of this alloy was determined using a
spectrometer (Jobin Yvon JY 48) which gives the content of the main elements by
weight-percent (Table 2). A heating system adapted to the working environment has
been developed in order to be able to perform the friction tests in the temperatures
recorded in the oral cavity. This device allows the increase and the maintain of the
temperature of the solution at a constant level. The entire system includes a heating
element, a thermal probe and a temperature controller.

With a differential scanning calorimeter test (JEOL JSM 5400), the phase trans-
formation temperatures, namely martensite start (Ms) and finish (Mf) temperatures,

Table 1 Modified Fusayama artificial saliva used in this Study

Composition mg/L

NaCl 400
KCl 400
CaCl2.2H2O 795
NaH2PO4.H2O 690
KSCN 300
Na2S.9H2O 5
Urea 1000

Table 2 Chemical composition of 316 stainless steel

C (%) Si (%) Mn (%) P (%) S (%) Cr (%) Ni (%) Mo (%) N (%)

0.084 0.54 1.8 0.018 0.0038 17.28 10.51 2.02
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austenite start (As) and finish (Af) temperatures were determined (Table 3). Quantifi-
cation of wear was determined geometrically using a scanning electron microscopy,
indeed a measurement of the length of the wear track has been carried out. A nor-
malized representation of the wear is then proposed with reference to the test carried
out at 25 °C for the non bent wire and with a normal applied force equal to 2 N. At the
end of each test, the sample is cleaned with ethanol in an ultrasonic bath to eliminate
the non-adherent wear particles. The wear mechanisms will be analyzed based on
scanning electron microscope observations of the NiTi alloy.

3 Results and Discussion

3.1 Preliminary Evaluation

• Characterization of an unworn NiTi wire

Micrographic observations made on the surface of an unworn NiTi wire, using the
scanning electron microscope, (Fig. 1) shows a non-homogeneous surface with various
signs of irregularities marked by the presence of some black precipitates. We also note
the presence of pores, scratches and striations in the longitudinal direction.

This surface in homogeneity can be attributed to the complex manufacturing pro-
cess and finishing treatments of this alloy. Surface irregularities of the NiTi alloy wires
have also been observed in the work carried out by Krishnan et al. [7] as well as Amini
et al. [8]. It should be noted that this diversity of surface condition will obviously
influence the friction amount generated by the wires inside the orthodontic brackets.

Table 3 Phase transformation temperatures and room temperature structures

As(°C) Af(°C) Ms(°C) Mf(°C) Room-temperature structure

11.5 23.5 15 7 Austenite

Fig. 1 Micrographics of the surface of an unworn circular NiTi wire
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• Characterization of in vivo damaged NiTi wire

At the alignment and leveling stage of orthodontic treatment, the wires behave
elastically over a period of weeks to months. For this reason two superelastic NiTi
circular wires used in the mouth for one month (Fig. 2a) and two months (Fig. 2b),
given by an orthodontist, were examined using the scanning electron microscope. The
aim was to determine the processes and the wear mechanisms involved at the actual
clinical conditions.

These observations show the presence of striations and parallel stripes oriented in
an inclined direction, which are evidence of abrasive wear. These signs are much more
obvious by increasing the oral exposure time. The micrographs obtained from the NiTi
wires worn in vivo for two months show the presence of large and deep horizontal
cracks as well as extensive crevices (Fig. 2b) which are attributed according to
Bourauel et al. [9] to the presence of locally produced tensile and/or compressive forces
due to the engagement of the wire through the brackets during the alignment and/or
leveling phase of the orthodontic treatment. The observed signs of wear have the
typical characteristics of the fatigue wear.

(a)

(b)

Fig. 2 Wear track of a circular NiTi wire worn in-vivo during a 1 month and b two months
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3.2 Tribological Results

Figure 3a and b show typical curves that exhibit, the evolution of the average coeffi-
cient of friction with the number of cycles for the circular and rectangular NiTi arch-
wires respectively at 25 and 50 °C. We can notice that the evolution of the friction
coefficient over time, for all tested conditions, are similar. Two sliding regimes are
observed. The first is characterized by a drop in the coefficient of friction after a highly
disturbed transient stage, the second is rather stable and reaches a quasi-stationary
value.

Circular (0.46 mm) and rectangular (0.46 � 0.64 mm2) superelastic NiTi wires
having the most used dimensions in orthodontics were employed in this study. The
results shown in Fig. 3 reveal that no noticeable dependency was found between the
coefficient of friction and the cross section dimension of the wire. These results are in
good agreement with the findings of Drescher et al. [10] in which 0.40 mm NiTi round
wire and 0.40 � 0.55 mm2 rectangular wire were found to practically exhibit the same
amount of friction. The authors have explained their findings by the fact that the
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Fig. 3 Coefficient of friction with respect to sliding cycles for different vertical deflections and
for rectangular and circular NiTi wires at a 25 °C b 50 °C
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occluso-gingival dimension (in our configuration the horizontal dimension) of the wire
is the most critical dimension affecting friction.

From the DSC measurement (Table 2), it can be noted that all the tested temper-
atures are greater than the Af of the tested superelastic NiTi wire. Therefore, the alloy
was maintained austenitic at 25 and 50 °C except in the presence of excessive bending
deflection. The effect of changing temperature on the friction coefficient at different
levels of vertical deflection and for both wire shapes was also illustrated in Fig. 3a and
b. A decrease in the coefficient of friction with the increase in the wear testing tem-
perature from 25 to 50 °C can be clearly seen. It is also noteworthy that the average
steady state coefficient of friction falls from 0.58 to 0.3 with a deflection of 2.5 mm for
the rectangular wire. However, in the case of the non-bent archwire, the coefficient of
friction decreases with a much reduced rate from 0.2 to 0.16, when the temperature
increases from 25 to 50 °C. Therefore, varying temperature has a strong effect on the
sliding kinetic behavior. In fact, with the increase in temperature, the elastic accom-
modation of the NiTi alloy decreases because of the increase in the austenite elastic
modulus and phase transition stress. Moreover, as the temperature increases, the
material shear strength decreases, and therefore the coefficient of friction of the NiTi-
316 stainless steel tribo-couple decreases [11].

Figures 4 and 5 exhibit the effect of changing wire shape and temperature on the
normalized wear rate of the NiTi alloy, as a function of the applied vertical deflection.
It should be noted that the rectangular NiTi wire in the austenite state and at low normal
force exhibits a better wear resistance than the circular archwire (The initial wear track
lengths, at room temperature, for the non deformed rectangular and circular archwires
are 1.227 mm and 0.825 mm, respectively). It should be noted that the circular wire
generally has a point contact, while rectangular wire has a line contact. Therefore, there
would be a greater intensity of the resulting normal force in the case of contact-point
and this force could potentially indent the round archwire, which could substantially
decrease their wear resistance. On the other hand, the rectangular wire displays a
steeper increase in the wear rate when increasing vertical deflection. At the largest
deformation (2.5 mm), rectangular and circular wires exhibit about 2 and 1.25 times
higher wear rate, respectively, than non-deformed NiTi wires at 25 °C.
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Fig. 4 Normalized wear rate as a function of applied vertical deflections and temperature for the
circular NiTi wires a 25 °C and b 50 °C
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In addition, the figure indicates a decrease in the wear resistance of the NiTi wire
with the increase in the wear testing temperature from 25 to 50 °C. The decrease in the
wear resistance at high temperature may be attributed, as already previously mentioned,
to the decrease in the elastic accommodation ability of the NiTi and to the amount of
the existing phases [11–13] Furthermore, it is well-known that the increase in tem-
perature weakens the materials in contact, leading to an increased thermal stress and,
therefore, an increased wear rate [13]. The amount of friction as well as the wear rate of
the NiTi alloy are obviously influenced by the changes produced on the rubbing
surfaces. Thus, it is appropriate to analysis the wear track to find an explanation for the
obtained trends. Therefore, scanning electron microscopy examinations were per-
formed on the wear trace of the tested NiTi samples following 12,000 sliding cycles at
25 and 50°C. The acquired results for different applied vertical deflection are shown
respectively in Figs. 6 and 7.
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Fig. 5 Normalized wear rate as a function of applied vertical deflections and temperature for the
rectangular NiTi wires a 25 °C and b 50 °C
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Fig. 6 SEM micrographs of the worn surfaces of NiTi wires tested at 25 °C as a function of
vertical deflection after 12,000 sliding cycles: a 0.5 mm, b 1.5 mm

Effect of Changing Temperature and Wire Cross Section 227



We can observe, for the different applied vertical deflection, the presence of
accentuated plastic deformations and abrasion striations parallel to the sliding direction.
We also note the presence of abundant oxide patches (darker regions) on the friction
track reflecting the adhesive wear mechanism. From Fig. 7a and c relating to the wear
trace of the circular wire tested at 50 °C, we can clearly discern a detachment and
redeposition of wear debris on the friction track following severe plastic deformations.
This phenomenon is less observed at room temperature.

(a) 

(b)

Rediposed 
wear debris

Vertical cracks

(c) 

Delamination

Microcracks 

Wear debris

Rediposed  wear debris 

Fig. 7 SEM micrographs of the worn surfaces of NiTi wires tested at 50 °C as a function of
applied vertical deflection after 12,000 sliding cycles: a 0.5 mm, b 1.5 mm and c 2.5 mm
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The scanning electron microscopy micrographs corresponding to 1.5 mm and
2.5 mm vertical deflections (Fig. 7b and c) reveals, next to the wear mechanisms
mentioned previously, the signs of fatigue wear. Indeed, the corresponding friction
facies have abundant surface fatigue cracks perpendicular to the sliding direction. It
appears that the higher the rate of transformed martensite, the more these cracks are long
and abundant. This mode of wear seems to be more accelerated at 50 °C. Likewise, the
obtained results show that the increase in temperature seems to favor the abrasive and
adhesive components of wear, also the phenomenon of delamination is accentuated, this
is well shown in the micrographs of the circular wires represented in Fig. 7.

A compaction phenomenon of detached wear particles following severe plastic
deformation on friction trace of the NiTi alloy is very clear in the micrograph of the
circular archwires tested at 50 °C. When sliding at higher temperatures, the oxide
generation rate of the stainless steel at the interface could increase. The formation of
wear debris and the transfer of oxides to the surface of the NiTi alloy and their
subsequent compaction can thus form an inter-facial layer formed by a mechanically
mixed wear particles dispersed on the surface of the NiTi alloy. The formation of this
tribo-layer could reduce the wear damage by acting as a solid lubricant while reducing
the metallic contact [13]. However, in the case of the tested NiTi/stainless steel 316
couple this tribological layer, despite having participated in the reduction of the friction
coefficient, does not contribute to improving the wear resistance of the NiTi alloy at 50
°C. This leads to consider that this formed layer is not stable and degrades during
sliding generating particles of the third body, which in turn feeds the tribological circuit
and which is responsible for increasing the wear.

4 Conclusion

In this paper, the friction and the wear behavior of superelastic NiTi orthodontic wires
sliding against 316 stainless steel, as well as the morphologies obtained by scanning
electron microscopy were analyzed. The aim was to see the effect of the possible
changes in clinical conditions as the temperature and the shape of the archwire. The
examination of the obtained wear traces validates the results found relating to a sig-
nificant increase in the wear and friction coefficient by raising the temperature. The
damage of the NiTi alloy, for all the combinations tested, is the origin of a complex and
interactive mechanisms involving, adhesive, abrasive, delamination and fatigue wear,
and it seems that there is an amplification of these phenomena with the increase in
temperature leading to an increase in the wear rate of the NiTi alloy.
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Abstract. In recent years, cavitation is increasingly utilized in a wide range of
applications in the biomedical field. Monitoring the temporal evolution of
cavitation bubbles is of great significance for efficiency and safety in biomedical
applications. Cavitation is characterized by a random phenomenon that causes
problems of re-producibility. This could be at the origin of the damage on the
vascular walls and the adjacent fabrics of the handled organ. Better control and
regulation of the cavitation’s activity during the ultrasonic treatment would
establish an inescapable way to envisage the development of a therapeutic
device. This thesis work aims at developing a model allowing the regulation of
the acoustic cavitation. This improvement could have direct applications in the
medical field. This paper presents a theoretical study on the modeling of acoustic
cavitation in the medical field and a numerical study of the simulation of
acoustic cavitation. The study of acoustic cavitation by current CFD numerical
simulations is also of great interest. For numerical simulation, we used Open-
FOAM which is a toolbox for the dynamics of computer fluids as free software
to access codes and algorithms.

Keywords: Cavitation � Acoustic � Medical field � Regulation � OpenFOAM

1 Introduction

This study follows the work on the modeling and simulation of acoustic cavitation
bubbles. Cavitation is a complex phenomenon that represents a real challenge for
numerical simulations concerning the modeling of the phenomenon itself and the
development of powerful numerical methods. Cavitation is a phase change from liquid
to vapor by reducing the pressure to a constant temperature. Cavitation describes the
birth, the radial oscillation and the implosion of bubbles of gas and vapor in a liquid
subjected to a phase of depression. The origin of this depression is related to the
variations of a liquid’s density subjected to an acoustic wave.
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Pressure waves of high amplitude (ultrasound) propagating in a liquid are likely to
create bubbles in the middle, to oscillate and possibly implode: this is the phenomenon
of acoustic cavitation. This phenomenon is observed and used in the case of ultrasonic
waves for different industrial or medical practices.

In the medical field, acoustic cavitation can be of huge interest because it is the
most used in this field like the destruction of kidney stones and so on. The techniques
of the use of acoustic cavitation in the medical field are based on the control of the
acoustic wave generating this phenomenon, and it is necessary to know the amplitude
in direct relation with the pressure of the environment and its frequency. The use of
cavitation in therapy can cause damage to adjacent tissues in the treated area, for this,
we need to regulate the acoustic cavitation and subsequently model the cavitation.

In addition to the modeling, a simulation of acoustic cavitation is needed.
For this purpose, we used OpenFoam, which is a great tool for numerical simu-

lations in areas such as fluid dynamics, cavitation flows, turbulent flow heat transfer,
etc.

2 Mathematical and Numerical Model

2.1 Governing Equations

Cavitation is a multiphase phenomenon. We have several models for the modeling of a
multiphase flow [1, 3].

For that we have three main parts: the first part accounts for the presence of the gas-
liquid free surface (VOF model), the second part accounts for the presence of the
bubbles in the liquid (LPT), whereas the third part accounts for the dynamic of cavi-
tation bubble (the Rayleigh Plesset equation).

(a) The Volume-Of-Fluid (VOF) method:

The VOF method was introduced by Hirt and Nichols in [7] which is used for the
simulation of flows between several immiscible phases. In this model, the vapor and
liquid phases are treated as a single mixture fluid.

The continuity equation for an incompressible flow model is then given by Eq. (1):

@ui
@xi

¼ 1
ql

�
� 1
qv

�
_m ð1Þ

where ql is the liquid density, qv is the vapor density and _m is the inter-phase mass
transfer rate due to cavitation.

Furthermore, the Navier–Stokes equations are given by Eq. (2):

@ qmuið Þ
@t

þ @ qmuiuj
� �
@xj

¼ @sij
@xj

þ qmuj ð2Þ

where s is the stress tensor
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Here, qm is the mixture density, lm is the mixture dynamic viscosity given by (3)
and (4):

qm ¼ aql þ 1� að Þqv ð3Þ
lm ¼ all þ 1� að Þlv ð4Þ

With ll is the liquid viscosity, lv is the vapor viscosity, and a is the liquid volume
fraction that specifies the relative amount of liquid in a control volume, it is defined as
follows:

a ¼ Volume of vapeur
Total volume

ð5Þ

(b) The Lagrangian particle tracking (LPT):

In this model, the cavities are treated as discrete Lagrangian bubbles, transported in a
continuous ambient Eulerian flow.

A particle p is defined by its position xp, its diameter dp, its velocity up;i and its
density qp.

The bubbles are tracked by solving a set of ordinary differential equations along the
bubbles trajectories, given by:

dxp;i
dt ¼ up;i ð6Þ
mp

dup;i
dt ¼ mp

uf ;i�up;ið Þ
sp

þ qp � qf
� �

gi ð7Þ
sp ¼ 3

4
qvd

2
p

qf CD uf ;i�up;ij j ð8Þ

8>>><
>>>:

With CD: particle drag coefficient.
Figure 1 presents the different approaches to treat two-phase flow.

Fig. 1 Different approaches to treat two-phase flow. a The Volume of Fluid (VOF) consists of
tracking the interface between two fluids. b The Lagrangian particle tracking (LPT) methods to
track bubbles smaller than the cell size
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2.2 Rayleigh-Plesset

The Rayleigh Plesset equation has been proposed by Rayleigh [8] and Plesset [2] for
the modeling of bubble dynamics in cavitation phenomena and for multiphase bubble
flows.

The generalized Rayleigh-Plesset equation describes the response of the bubble in
the following form:

R tð Þ€R tð Þþ 3
2
_R2 tð Þ ¼ Pg � Pl

ql
� 4ll

_R tð Þ
R tð Þ �

2rst
qlR tð Þ ð9Þ

R is the bubble radius, Pl is the fluid pressure, rst is the surface tension, ll is fluid
viscosity, and Pg is the gas pressure inside the bubble with,

Pg ¼ Pv þPg0
R0

R tð Þ
� �3k

ð10Þ

Pg0 is the equilibrium gas pressure at the equilibrium state with R = R0.
This model assumes a single spherical bubble in an infinite medium, and also the

gas content of the bubble is constant.
Eulerian models are limited to the modeling of structures larger than the compu-

tational cell and unable to solve cavitation nuclei and bubbles. Also, with Lagrangian
models, it is impossible to model non-spherical structures on a large scale, for this, a
multi-scale hybrid approach will be used.

2.3 The VOF-LPT Coupling

This new approach consists on coupling between the two VOF and LPT methods. This
approach is developed by Vallier [5], in turn inspired by the study of Tomar [4].

The VOF solver is complemented with a LPT solver which accounts for the dis-
persed phase on a larger grid.

The cavities are classified as Eulerian structures and Lagrangian bubbles. At each
time step, the small cavities that are not resolved by the VOF method are transformed
into Lagrangian bubbles (see Fig. 2).
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The position, velocity and volume of these bubbles are removed from the Eulerian
data and the volume fraction is calculated by the VOF method.

Subsequently the dynamics of small bubbles is solved by a Rayleigh-Plesset
equation.

3 Results and Discussions

3.1 The VOF-LPT-RP Solvers

To study the dynamics of a bubble of acoustic cavitation, it is difficult to directly
implement the Rayleigh Plesset equation for air bubbles on OpenFoam.

The VOP-LPT solver is then used to treat the air bubbles as solid particles and
subsequently implant the RP equation.

The LPT-VOF solver was developed by Vallier [6].
The solver was developed by coupling of interFoam solver with the Lagrangian

library.
In this work, a similar solver will be we developed by adding the Lagrangian library

to the interPhaseChangeFoam (not the interfoam) solver to make it more suitable for
cavitating flows, then we will be implementing the Rayleigh-Plesset equation.

InterphaseChangeFoam is the solver to simulate the cavitation in OpenFOAM.

Fig. 2 Figure shows large cavities and small cavities in the fluid
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It is a multiphase solver for 2 incompressible, isothermal immiscible fluids based
on the VOF approach. But the Lagrangian library is a compilation of a variety of
Lagrangian particle tracking (LPT) libraries.

3.2 Test Case Description

The diameter variation of a single bubble will be simulated in a 2D channel flow under
pressure. The initial bubble state is shown in Fig. 3:

The dimensions of the channel are 10 cm � 0.5 mm (the diameter of the artery is
0.5 mm).

3.3 Boundary and Operation Conditions

We tested our OpenFOAM code with a simple geometry channel, and using water as
the fluid.

The inlet pressure is 270 kPa, but the outlet pressure is 70 kPa.
The initial bubble diameter is 4 � 10−4 mm.
The boundary condition for volume fraction has zero-gradient everywhere.
The other boundary conditions are described in Table 1.

The initial volume fraction b is 1(liquid phase). We choose water as the fluid. Its
density is 1000 kg/m3 and its kinematic viscosity is 1E-06. The time step is equal to
0.01 s, and the flow field was solved for 0.65 s.

Fig. 3 Bubble in 2D flow

Table 1 Boundary conditions

Channel Boundary

Inlet Pressure p = 270 kPa,
Velocity V = zero-gradient

Outlet Pressure p = 70 kPa
Velocity V = zero-gradient

Wall Pressure is zero gradient
Velocity V = zero

Front and Back Symmetry planes
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3.4 Results

Figure 4 presents the domain and the pressure field before the injection of the bubble.
To visualize the movement of the bubble, we need to open the paraview. The

bubble is injected at t = 0.03 s. And because the bubble dimension is so smaller than
the dimensions of our channel, we used, in Paraview, 1000 as a scalar factor for making
the bubble easier to visualize.

In Figs. 5 and 6, the motion of the bubble inside the channel is depicted for six
different time steps. The increase in the size of the bubble during its displacement is
due to the decrease in pressure which is visible in Fig. 5. Initially, the diameter of the
bubble is 0.4 � 10−4 mm, and its final diameter is about 0.55 � 10−4 mm.

Fig. 4 Numerical simulation: Bubble in channel flow à t = 0 s

Fig. 5 Bubble size variation with a pressure change in 2D channel flow
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The increase in the radius of the bubble was observed as a function of the pressure
of the liquid in 3 time steps. There is a minimum radius in the red zone where the
pressure is at its peak.

In Fig. 5, the increase in the cavitation bubble during the decrease in pressure over
time is clearly observed.

After a certain time, we obviously observe at t = 0,65 s for a minimum pressure for
a maximum radius of 5.5 � 10−4 mm, which is very clear in Fig. 6.

4 Conclusion

Ultrasound therapy is a very sensitive area that requires precise monitoring and
regulation.

In this context we mention the acoustic cavitation which is a very important and a
highly critical phenomenon that requires modeling adequate to the requested
application.

The objective of this study is to develop a numerical model on the OpenFOAM
interface that simulates the evolution of the air bubble radius (the cavitation bubble) as
a function of the inlet pressure.

Fig. 6 Increase of the radius of the bubble as a function of the pressure of the liquid
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This server used the Rayleigh Plesset model based on the coupling of the VOF-LPT
method which translates the air cavities into Lagrangian particles so that we can solve
them with the RP equation.

This study makes it possible to visualize the dynamics of the bubble in a channel of
dimension close to that of a blood vessel.

In the next work, we will consider the blood as fluid and we will take into account
the pressure of the outer membrane of the blood vessel by studying the parameters that
influence cavitation to better propose to another model of this phenomenon.
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Abstract. This paper presents a comparative study between the nonlinear
dynamic behavior of an unbalanced rigid rotor in a short hydrodynamic bearing
and of an unbalanced rigid rotor in a long hydrodynamic bearing. Two nonlinear
mathematical models with two degrees of freedom are used in this investigation
to predict the movement of the shaft and its bifurcations. Nonlinearity is
introduced into models through analytical expressions of hydrodynamic forces.
These analytical expressions are determined by the integration of the oil pressure
distribution into the bearing using the short bearing approximation and the long
bearing approximation. The numerical integration method is applied to deter-
mine the bifurcation diagrams using the rotor speed as a control parameter. In
this study, Poincaré sections, frequency spectrum, motion orbits, and bifurcation
diagrams are used to characterize the shaft motion. Several nonlinear phe-
nomena such as jumping motion, multi-periodic oscillation, quasi-periodic
motion and chaotic motion are predicted. It has been found that the effect of
unbalance is very important on the stability threshold speed and on the ampli-
tudes of the oscillations for the case of a short bearing. However, the unbalance
effect is negligible in the case of a long bearing.

Keywords: Hydrodynamic forces � Long bearing � Short bearing �
Numerical integration � Stability analyses � Nonlinear phenomena

1 Introduction

Hydrodynamic bearings are commonly used in rotating machinery because of their
ability to withstand high loads, low friction and high damping compared to ball
bearings. However, rotors supported by oil film bearings are susceptible to instability
which can lead to wear and premature failure of the bearing.

The movement of a rotor in fluid film bearing is controlled by the hydrodynamic
forces. But under proper operating conditions, these efforts can cause instability of the
system. This phenomenon is called self-excitation or gyratory movement of oil. It gives
rise to large amplitudes of the lateral vibrations. Self-excited vibrations within a
hydrodynamic bearing have been described by Newkirk and reported in Refs. [1, 2].
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From the experimental investigations, Newkirk observed that, under certain conditions,
the shaft vibrates at a subsynchronous frequency regardless of rotor imbalance. From a
study published in Ref. [2], the experimenters noted that the self-excited vibration
within a bearing is due to hydrodynamic efforts. In another experimental study [3], two
distinct types of vibration called whirl and whip have been reported. Whirl vibrations
are characterized by non-violent self-excited oscillations. The frequency of these
oscillations is always proportional to the speed of rotation. Whip vibrations are also
self-excited vibrations, however, the vibration frequency is constant and independent of
the increase in rotor speed. For this type of oscillation, the vibration amplitude is very
large and violent, which corresponds to the maximum radial clearance between the
shaft and the bearing.

Bearing parameters such as bearing geometry and oil viscosity have a very
important effect on the hydrodynamic forces and consequently on the stability
threshold of the rotor. Pikus concluded that a high oil viscosity tends to have a sta-
bilizing effect on the rotor bearing systems [4]. Several studies have shown that the
variation of the bearing geometry has a very important effect on the stability threshold
and the Hopf bifurcation domains (supercritical and subcritical). Myers used the Hopf
bifurcation theory to analyze the stability of a rigid rotor symmetrically supported by
two infinitely long bearings [5]. He identified the existence of three Hopf bifurcation
domains: two subcritical Hopf bifurcation domains, and a supercritical bifurcation
domain. A similar analysis, but using the short bearing theory and the numerical
continuation method, was published in the Ref. [6]. They indicated the existence of two
Hopf bifurcation domains: subcritical and supercritical.

The presence of imbalance defect in addition to the hydrodynamic forces causes a
radical change in the rotor movement and in the stability threshold speed. A numerical
study reported in the Ref. [7] showed that the rotor imbalance is at the origin of the
subharmonic and superharmonic movements. Some articles refer to simple systems
such as Jeffcott’s rotors [8] to study some examples of non-synchronized periodic
movements. This type of movement arises due to unbalance force and non-linear
elastic recall forces. Experimental and numerical studies have been carried out in the
Refs.[9, 10]. These studies made it possible to identify the paths that lead the move-
ment of a rigid rotor supported by two short hydrodynamic bearings to chaos.

In the present study, we used numerical integration to analyze the effect of
hydrodynamique forces on the stability of an unbalanced rigid rotor supported by oil
film bearings.

2 Mathematical Modelling

Consider a rigid rotor supported symmetrically by two identical and aligned bearings.
A section of a bearing is given in Fig. 1. The position of the journal center Oj relative to
the bearing center Ob is defined in polar coordinates by the eccentricity e = ce and the
attitude angle /, Where e is the eccentricity ratio and c is the bearing clearance. At a
constant rotational speed x, the forces applied on the journal at each bearing are the
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hydrodynamics fluid film force components fe
!

and f/
!
, the weight of the half of the

rotor W and the unbalance force fb
!
.

Applying Newton’s second law of the journal center Oj, the following equations are
obtained:

e00 � e/02 ¼ x2a
c cosðxt � /Þþ g

c cos/þ fe
Mc

e/00 þ 2e0/0 ¼ x2a
c sinðxt � /Þ � g

c sin/þ f/
Mc

(
ð1Þ

In the above equations, the prime ()’ denotes a derivative with respect to time t and
M represents the half of the rotor mass.

Hydrodynamic forces are generally determined by the integration of the expression
of the pressure field distribution in a bearing. This expression is obtained by solving the
Reynolds equation and applying the boundary conditions. The distribution of the
pressure field varies according to the bearing geometry. According to the literature, the
bearings can be grouped into two families depending on the geometry: the long
bearings and the short bearings [11].

When the Half Sommerfeld boundary condition is applied to an infinitely short
journal bearing, explicit expressions for the components of the fluid-film force fe and f/
in terms of the journal centre position e;/ð Þ and velocity e0;/0ð Þ are obtained:

Fig. 1 Bearing section
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fe ¼ � lRL3

2c2
pe0

1þ 2e2ð Þ
1� e2ð Þ5=2

þ 2e2
x� 2/0ð Þ
1� e2ð Þ2

" #
ð2Þ

f/ ¼ lRL3

2c2
4e0e

1� e2ð Þ2 þ pe
2

x� 2/0ð Þ
1� e2ð Þ3=2

" #
ð3Þ

When the Half Sommerfeld boundary condition is applied to an infinitely long
journal bearing, explicit expressions for the components of the fluid-film force fe and f/
are obtained:

fe ¼ �12R3lL
c2

e0

1� e2ð Þ3=2
p
2
� 8
p 2þ e2ð Þ

� �
þ e2

x� 2/0ð Þ
2þ e2ð Þ 1� e2ð Þ

" #
ð4Þ

f/ ¼ 12R3lL
c2

pe x� 2/0ð Þ
2 2þ e2ð Þ 1� e2ð Þ1=2

þ e2
2ee0

2þ e2ð Þ 1� e2ð Þ

" #
ð5Þ

The equation of motion (1) can be written in the following dimensionless form:

€e ¼ e _/2 þ �a cosðs� /Þþ 1
�x2 cos/þ�fe

€/ ¼ � 2_e _/
e þ �a

e sinðs� /Þ � sin/
�x2e þ f/

e

(
ð6Þ

where, ð �Þ ¼ d=ds ¼ d=xdt denotes a derivative with respect to nondimensional time
s, and the nondimensional fluid film force components are defined as: fe ¼ fe

�
Mcx2,

f/ ¼ f/
�
Mcx2.

When the nondimensional fluid film force components are introduced into the
system of Eqs. (6) and using the state variables x1 ¼ e, x2 ¼ /, x3 ¼ _e, and x4 ¼ _/, the
system of Eqs. (6) can be written in the following forms:

_x ¼ f x; s; �x;C; �að Þ ð7Þ

_x ¼ f x; s; �x; k; �að Þ ð8Þ

The above nonlinear systems of equations depends on three nondimensional
parameters, the bearing parameter C ¼ lRL2=2Mc2:5g0:5 or k ¼ lR3L=Mc2:5g0:5, the
dimensionless rotor speed �x ¼ x=

ffiffiffiffiffiffiffi
g=c

p
and the unbalance parameter a ¼ a=c, where

l is the lubricant viscosity, R is the journal radius and L is the bearing length.

3 Results

In this study, the numerical integration method is used to determine the rotor center
movement, which is defined in polar coordinates e, /, in the case of a long and a short
bearing. To apply numerical integration method, the bearing parameter and the rotor
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unbalance �a are selected then, the equations of the nonlinear systems (7) and (8) are
integrated by the Runge-Kutta method from a selected initial state. To analyze the
effect of unbalance and of hydrodynamic efforts for a low bearing parameter, the
nondimensional unbalance value is increased from �a ¼ 0:05 to �a ¼ 0:2 and the vari-
ation of the eccentricity ratio is determined at different rotor speeds.

Fig. 2 Effect of increasing unbalance from �a ¼ 0:05 to �a ¼ 0:2 for C ¼ 0:02: a Bifurcation
diagram for �a ¼ 0:05; b Bifurcation diagram for �a ¼ 0:2

244 R. Sghir



Figure 2a shows the bifurcation diagram of a rotor supported by two short bearings
for C ¼ 0:02 and �a ¼ 0:05. This diagram indicated that the shaft movement is
T-periodic for �x\6:74. For 6:74\�x\10:84 the movement of the rotor center
becomes quasi-periodic. The quasi-periodicity of movement is justified by the set of
points which forms a closed curve on the Poincaré map and by the unequal spacing
between the peaks frequencies in the spectrum, Fig. 3. When the rotor speed
�x[ 10:84, the orbits become 2T-periodic with oscillations of large amplitudes cor-
responding to eðtÞ � 1.

For an unbalance value �a ¼ 0:2, the movement of the rotor center transits by
varying the speed, from a T-periodic movement to a 2T-periodic motion and then to a
quasi-periodic movement before it undergoes a jump towards large oscillations of
neighboring amplitude e ¼ 1 for �x ¼ 3:24, Fig. 2b.

In the case of a rotor with short bearings, it can be seen that the increase in the
unbalance force has a very important effect on the critical speed of stability and on the
movement nature. This effect results in a significant reduction in stability threshold
speed. For example, for �a ¼ 0:05, the stability threshold speed is �x ¼ 10:84. This

Fig. 3 Quasi-periodic motion for C ¼ 0:02, �a ¼ 0:05 and �x ¼ 10: a Orbit of rotor center;
b Poincaré map; c Frequency spectrum
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speed is reduced to �x ¼ 3:24, for an unbalance �a ¼ 0:2. This is explained by the fact
that for a short bearing the hydrodynamic forces are relatively low as a function of the
bearing geometry which is characterized by a negligible length relative to its diameter.
These efforts can not control the rotor movement. The latter loses its stability and goes
into permanent contact with the bearing under the action of the unbalance force.

Fig. 4 Effect of increasing unbalance from �a ¼ 0:05 to �a ¼ 0:2 for k ¼ 0:02: a Bifurtion
diagram for �a ¼ 0:05; b Bifurcation diagram for �a ¼ 0:2
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Figure 4a show the bifurcation diagram of a rotor with two long bearings for
k ¼ 0:02 and �a ¼ 0:05. This figure demonstrate that the journal center motion is
T-periodic for �x\4:24 and becomes quasi-periodic for 4:24\�x\4:33. The quasi-
periodicity of the motion is justified by the closed curve of the Poincaré map in Fig. 5.
For �x[ 4:33, the orbits becomes 2T-periodic with large oscillations corresponding to
eðtÞ close to one.

According to Fig. 4a and b, The increase of the unbalance from 0.05 to 0.2 has a
weak effect on the amplitude of the motion orbits and on the stability threshold speed.
The latter goes from �x ¼ 4:33 for �a ¼ 0:05 to �x ¼ 4:24 for �a ¼ 0:2. Also, these
figures show that the quasi-periodic motion domain narrows progressively with the
increase of the unbalance until a total disappearance for �a ¼ 0:2. This result is
explained by the fact that for the approximation of a long bearing, the bearing length is
quite large relative to its diameter to give a relatively high-pressure field between the
shaft and the bearing. Hydrodynamic forces from this pressure field are important
enough to control the shaft movement and reduce the effect of the unbalance force.

4 Conclusion

In this paper, two nonlinear mathematical models with two degrees of freedom were
used to study the unbalance effect on the shaft movement at different speeds of rotation
and for two types of bearing: short bearing and long bearing. The bifurcation diagrams
were determined by numerical integration. For a short bearing, the effect of unbalance
was found to be very important on the stability threshold speed. On the other hand, for

Fig. 5 Quasi-periodic motion for k ¼ 0:02, �a ¼ 0:05 and �x ¼ 4:25: a Orbit of rotor center;
b Poincaré map
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the case of a rotor with long bearings the unbalance effect was found very weak on the
critical speed of stability and the amplitudes of movements. This is explained by the
dominant role of hydrodynamic forces in a long bearing which can mask the effects of
the unbalance defect. This leads us to suggest that the use of long bearings is more
adequate than short bearings in the case of a defect. These are very sensitive to
unbalance faults, especially for low values of bearing parameters characterized by high
rotor mass or low oil viscosity.
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Abstract. Three axle gear oils (75W90-A, 80W90-A and 75W140-A), avail-
able on the market and labeled as “Fuel Efficient”, and two candidate products
(75W85-B and 75W90-B) were selected and their physical and chemical
properties were measured and compared. The friction torque inside rolling
bearings lubricated with the five axle gear oils was measured in a dedicated test
rig. The measurements and the corresponding numerical simulations indicate
that friction torque inside rolling bearings is strongly dependent on the operating
conditions and on the axle oil formulations. The model was then applied with
success to predict the torque loss in gearbox rolling bearings, in particular, those
used in the FZG machine slave and test gearboxes. Gear power loss tests were
realized on the FZG gear test machine, using type A10 gears and severe oper-
ating conditions. The torque loss measurements and the corresponding numer-
ical simulations clearly pointed out the influence on the base oil type, of the oil
viscosity and of the additive package on gear torque loss promoted by different
axle oil formulations. An average coefficient of friction between meshing gears
was devised from the experimental results. Several aspects regarding the
meshing gears power loss were investigated like gear loss factor, the coefficient
of friction and the influence of gear oil formulation (axle gear oils). A gearbox
total power loss can be predicted by estimating the several power loss sources
dissipated in gears, bearings and seals.

Keywords: Axle gear oils � Physical and chemical properties � Friction
torque � A10 gears � Power loss

Notation and Units

a Axis distance [mm]
b Gear face width [mm]
da Tip diameter [m]
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dsh Shaft diameter [m]
Fbt Transverse force to tooth flank [N]
HV Gear loss factor [–]
HVL Local gear loss factor using rigid load distribution [–]
KFZG FZG load stage [–]
m Gear module [mm]
n Rotational speed [rpm]
PIN Input power [W]
PV Total power loss [W]
PV
exp Experimental total power loss [W]

PVD Seals power loss [W]
PVL Rolling bearings power loss [W]
qredC Equivalent contact radius on the pitch point [mm]
PVZ0 Gears power loss [W]
PVZP Load dependent gears power loss [W]
Ra Average surface roughness [m]
TW Wheel static torque [Nm]
x Addendum modification coefficients [–]
vRc Sum of the rolling velocities on the pitch point [m/s]
XL Friction coefficient lubricant parameter [–]
Z Number of teeth of pinion or gear [–]
a Pressure angle [°]
b Gear helix angle [°]
η Dynamic viscosity [Pas]
ec Total contact ratio [–]
lbl Coefficient of friction in boundary film lubrication [–]
lEHL Coefficient of friction in full film lubrication [–]
lmz Average friction coefficient along the path of contact [–].

1 Introduction

This work starts with a rolling bearing torque loss model calibrated for RTB (cylin-
drical roller thrust bearings—81107 TN) and for several axle gear oil formulations and
presented in Hammami et al. [1]. The same model was then successfully applied to
predict the torque loss in gearbox rolling bearings, in particular those installed in the
slave and test gearbox of the FZG machine. This work presents in its second part with
the analysis of the power loss in FZG type A spur gears lubricated with the same axle
gear oils used in the first part, under oil bath lubrication at 70 °C. With the limitations
of the FZG machine in gears geometry, it is not possible to perform tests with hypoid
gear set. For that, we selected type A10 spur gears reproducing partially the operating
conditions of real hypoid gear such as high temperature, high contact pressure and very
high slide-to-roll ratio. Similar tests were found in literature for testing gear oils with
high EP [2] and still recommended by ISO Standard—ISO 14635-2 [3].
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The power loss tests performed with FZG test machine will be presented and
discussed. They allow to validate the lubricant parameter determined for each axle gear
oil.

The authors to accurately calculate the meshing gear power loss, they determine an
average coefficient of friction along the path of contact. Also, a gear loss factor have a
significant influence in the quantification of meshing gears power loss. So, the gear loss
factor will be discussed and a method validated for a wide range of gear geometries will
be also used.

2 Materials and Methods

The experimental tests were conducted using the FZG gear test machine presented in
Fig. 1. In order to provide a fixed torque load to a pair of precision test gears, this
machine uses the recirculating power principle. The drive (slave) gearbox was con-
nected to the test wheel and test pinion by two torsional shafts. The shaft connected to
test pinion contains a load clutch dividing it in two parts. A locking pin is used to fix
one part of the clutch and a load lever with weights are needed to twist the clutch
second part.

For all experimental tests, we are measuring the operating temperatures in several
positions of the test rig as presented in Fig. 2 using type K thermocouples.

Fig. 1 FZG machine as a main apparatus of the experimental work
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An EHT Messtechnik DRDL II torque transducer was mounted in the FZG
machine before the slave gearbox as shown in Fig. 3 in order to measure the torque loss
(TL). An input static torque (TIN) was applied on the pinion of test gearbox.

For these tests the FZG slave gearbox was assembled with a C40 gear set and 4
cylindrical roller bearings (NJ 406MA) while the test gearbox was assembled with a
A10 spur gear set (see Table 1) and 4 cylindrical roller bearings (NJ 406 MA) (see
Table 2).

Fig. 2 Thermocouples in specific points of the test rig

Table 1 C40 and A10 FZG gears properties

Gears Parameters
z
[/]

m
[mm]

a
[mm]

a
[°]

b
[°]

b
[mm]

x [/] da
[mm]

eϒ
[/]

HVL [/
]

Ra
[lm]

FZG
C40

Pinion 16 4.5 91.5 20 0 40 0.1817 82.46 1.44 0.1995 0.7
Wheel 24 0.1715 118.54

FZG
A10

Pinion 16 4.5 91.5 20 0 10 0.8532 73.2 1.33 0.3044 0.3
Wheel 24 20 −0.5 109.8

Fig. 3 The system of measuring torque in FZG machine
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The total power losses (C40 + C40) dissipated in the slave and the test gearboxes
were experimentally measured in previous work [4].

The operating conditions used for the torque loss tests were selected based on the
conditions of a real axle.

The load stages applied for experimental tests with their corresponding wheel
torque are the follows: K1 (TW = 4.95Nm), K5 (TW = 104.97 Nm), K8 (TW = 257.38
Nm) and K11 (TW = 478.72 Nm).

Table 3 shows the input power for all range speed and load stages.
According to Kolekar study [5] and by taking into account the input motor limi-

tation, the rotational speed range of the input shaft was chosen between 250 rpm and
1750 rpm. Table 3 shows the input power for all range speed and load stages.

A dip lubrication is selected for the test gearbox since it is the distributing way of
lubricants in rotating component of axles. In order to decrease the no-load losses, a low
lubricant level was introduced in the test gearbox and its volume is fixed to 1.1 l under
a temperature of 70 °C (Fig. 3).

A different way of lubrication was used for the slave gearbox which is jet lubri-
cation with an oil flow of 3l/min and under a constant temperature of 80 °C.

Figure 4 presents the experimental tests procedure.
In order to keep the temperature constant during several days, we maintain the oil

circulation system working at night and the machine room was equipped with a ven-
tilation system.

The temperature and power loss results shown in this work are the average of the
final 30 min of the test since a stabilized environment are achieved.

Table 2 Slave and test FZG gearboxes configuration

Gearbox Slave Test
Gears C40 A10
Rolling
bearings

4 NJ406 MA 4 NJ406 MA

Seals 2 viton seals (d = 30 mm) + 1 viton seals
(d = 26 mm)

2 viton seals
(d = 30 mm)

Table 3 Input power for all operating conditions

Wheel speed [rpm] Input power [W]
K1 K5 K8 K11

250 130 2748 6738 12533
500 259 5496 13476 25066
1000 518 10992 26953 50131
1750 907 19237 47167 87730
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The slave gearbox was lubricated with PAO 150 for all torque loss tests while for
the test gearbox five axle gear oils were used as follow: 75W90-A, 75W85-B, 80W90-
A, 75W90-B and 75W140-A. Those five axle gear oils chemical and physical prop-
erties can be found in previous work [6].

3 Power Loss Model with C40/A10 Gears

According to Hohn et al. [7, 8] the gearbox power losses were dissipated mainly in
friction loss between the meshing gears, friction loss in the rolling bearings, friction
loss in seals and auxiliary losses.

The auxiliary losses are a different dissipative sources which can be generated by
oil pumps and they are disregarded in our case. The gearbox power loss takes into
account four different power losses as shown in the following Eq. (1).

PV|{z}
power loss

¼ PVZ0|ffl{zffl}
no�load gear losses

þ PVZP|ffl{zffl}
load dependent gear loses

þ PVL|{z}
bearings losses

þ PVD|{z}
seals losses

ð1Þ

3.1 Seals Power Loss

The seal manufacturers as e.g. Simrit [9] suggested an unsophisticated equation to
predict the seal losses. This simple equation includes only the shaft diameter dsh and

Fig. 4 Experimental tests procedure
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the rotational speed n while the oil effect is not considered. The experimental work of
Freudenberg summarized in Eq. (2).

PVD ¼ 7:69� 10�6 � d2sh � n ð2Þ

3.2 Rolling Bearing Power Loss

The rolling bearing power loss was calculated using SKF model in previous work [1].
Since the corresponding lbl and lEHL coefficients for each axle gear oil lubricating
RTB bearings were determined, the power loss of drive gearbox rolling bearings (see
Table 2) was calculated as shown in Table 4.

3.3 No-Load Gears Power Loss

The no-load gear losses can be quantified by performing experimental tests under K1
load stage (low input torque, TW = 4.95 Nm). Based on experimental results and
according to Eq. (3), it is possible to estimate this type of power loss.

P1 exp
V ¼ P1

VZ0 þP1
VZP þP1

VL þP1
VD ð3Þ

Table 4 Power loss of drive gearbox rolling bearings PVL [W]

Operating condition 75W85-B 75W90-A 75W90-B 80W90-A 75W140-A

250
K1 1.83 2.34 2.42 2.29 3.18
K5 5.30 6.65 6.69 6.36 8.73
K8 7.69 9.55 9.48 9.26 12.09
K11 10.41 12.65 12.35 12.09 15.63
500
K1 5.48 7.17 7.12 6.71 9.83
K5 14.66 19.13 19.02 17.91 26.27
K8 20.53 26.18 25.91 24.61 34.91
K11 26.44 32.92 32.33 29.93 44.02
1000
K1 15.92 20.76 21.10 19.26 27.95
K5 41.57 54.59 54.96 51.56 73.92
K8 56.11 72.80 72.66 67.33 95.71
K11 66.51 82.15 89.01 67.48 119.39
1750
K1 37.46 47.62 48.16 45.12 61.81
K5 96.51 123.38 123.62 116.62 162.60
K8 127.42 160.41 162.56 135.14 205.36
K11 327.71 153.65 166.14 139.39 254.83
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The no-load gears loss (PVZ0) is determined through Eq. (4), since PVZP
1 = 0.

PVZ0 ¼ P1 exp
V � P1

VL � PVD ð4Þ

The corresponding results are displayed in Fig. 5 for the axle gear oils considered.

3.4 Gears Power Loss

The load dependent gear power loss PVZP can be calculated under all load stages using
Eq. (5) by subtracting from the total experimental power loss the no-load, the rolling
bearings and the seal losses previously calculated.

PVZP ¼ Pexp
V � PVL þPVD þPVZ0ð Þ ð5Þ

Since the meshing gear power loss was calculated, it is possible to determine an
experimental average coefficient of friction ðlexpmz Þ along the path of contact for FZG
A10 gears using the Ohlendorf [10] Eq. (6).

lexpmz ¼ PVZP

PIN � HV
ð6Þ

where HV is the gear loss factor determined in previous work [11] and shown in Table 1.
Table 6 presented the experimental average coefficient of friction ðlexpmz Þ under all

operating conditions and for all axle gear oils.
An important lubricant parameter XL must be adjusted based on the experimental

coefficient of friction between gear teeth in order to take into account the influence of
lubricants and their additives. According to Schlenk [12] Eq. (7) and when minimizing
the difference between experimental and model values, a lubricant factor XL can be
determined.

Fig. 5 Load independent torque loss at K1 (TVZ0) for A10 gears

256 M. Hammami et al.



lmZ ¼ 0:048 � Fbr=b
vRc � qredC

� �0:2

�g�0:05 � R0:25
a � XL ð7Þ

Table 5 displays the adjusted lubricant parameter for each tested axle gear oil.

From here, the meshing gears power loss PVZP can be calculated using Eq. (8),
where the friction coefficient lmz is only dependent on the test conditions and lubricant
parameter (XL) which is calculated using Schlenk formula Eq. (7).

PVZP ¼ PIN � HV � lmz ð8Þ

4 Results and Discussion

The model was summarized in Eq. (9) which can provide each power loss source
separately in the test gearbox. The several power loss contributions were determined
and the friction coefficient was adjusted for each axle lubricant.

Table 5 Lubricant factor XL for each axle lubricant

Oil 75W85-B 75W90-A 75W90-B 80W90-A 75W140-A

XL 0.71 0.66 0.71 0.80 0.65

Table 6 Coefficient of friction based on experimental results for A10 gears

lexpmz

� �
75W85-B 75W90-A 75W90-B 80W90-A 75W140-A

250
K5 0.059 0.049 0.068 0.057 0.050
K8 0.057 0.052 0.060 0.060 0.053
K11 0.058 0.061 0.056 0.045 0.049
500
K5 0.050 0.038 0.054 0.050 0.039
K8 0.049 0.042 0.050 0.056 0.043
K11 0.049 0.051 0.047 0.039 0.041
1000
K5 0.045 0.029 0.044 0.043 0.037
K8 0.042 0.035 0.042 0.049 0.038
K11 0.039 0.043 0.038 0.037 0.035
1750
K5 0.044 0.024 0.041 0.037 0.012
K8 0.036 0.030 0.036 0.042 0.022
K11 0.033 0.031 0.028 0.023
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Pi
V ¼ PVZ0|ffl{zffl}

P1exp
V �P1

VL þPVD

þ Pi
VZP|ffl{zffl}

PIN �HV �lmz XLð Þ

þ Pi
VL|{z}

NewSK FModel

þ PVD|{z}
Simrit Equation

ð9Þ

Figure 6 presents with lines the experimental torque loss results for the slave
gearbox were the type A10 gears were assembled, for K1, K5, K8 and K11 load stages
and for different axle gear oil formulations. The different sources of power loss were
shown also in Fig. 6 with bars and the sum represent the total power loss of the slave
gearbox based on model predictions.

Fig. 6 Model prediction of each source of power loss against experimental test gearbox power
loss results (PVA10

exp ) for all oil formulation
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It is observed that whatever the oil selected, the total power loss increases with
increasing load and rotational speed.

For all the tests performed, the gears losses (PVZP) are important in the total power
loss and after that the bearings losses (PVL) are less important.

Under K1 load stage, the lubricants show a similar behavior since these tests were
performed to quantify the no-load losses. For the tests under low rotational speed of
250 and 500 rpm, it seems that the lubricants behavior is affected mainly by the oil
coefficient of friction as presented in Table 6. For high rotational speed from 1000 to
1750 rpm, the influence of the physical and chemical properties of the oil appears.
These properties can be found in previous work [6].

The two lubricants 75W85-B (Fig. 6a) and 75W90-B (Fig. 6c) with the same PAO
base oil, Viscosity

Index and similar additives (B) does not present the same power loss since the
75W90-B oil has the highest viscosity at the operating temperature.

It is noticed that the lubricants 75W90-A (Fig. 6b) and 75W90-B (Fig. 6c) having
the same base oil and a close dynamic viscosity but with different additive package (A
(Magnesium (Mg), Phosphorus (P) and Sulphur (S)) vs B (Calcium (Ca) and Zinc
(Zn)). The 75W90-B generated higher power loss than the 75W90-A oil.

Oils 80W90-A and 75W140-A with the same additive package (A) but with dif-
ferent base oil, mineral base oil for 80W90-A (Fig. 6d) and PAO base oil for 75W140-
A (Fig. 6e). It is clear that lubricant with mineral base presented a higher power loss
than PAO base oil especially under high load. A very good correlation (R2 = 0.995 to
0.997) is displayed in Fig. 6 between experimental and predicted power loss results
which means that we can validated the lubricant parameter, the average coefficient of
friction between meshing gears and the gear loss factor used in this work for all
lubricants and for all operating conditions except for 1750 rpm because it was not
possible to keep the temperature constant (70 °C).

5 Conclusion

The torque loss tests lead as to extract those conclusions concerning axle gear oil
formulations: under high load, the 80W90-A oil generated the lowest power loss no
matter the rotation speed selected while the 75W90-A oil presented the lowest power
loss when lubricating the A10 gear geometry assembled in the test gearbox. The
lubricant with mineral base oil and lowest Viscosity Index can reduce at least about
12% when it is compared with the 75W90-A oil.

Those results can be modified under low and medium load stages where the
opposite behavior is observed. The 75W90-A lubricant generated the lowest power loss
values due to its low viscosity and their additive package (Phosphorus and Sulphur).
This oil is selected for its power loss reduction over all other oils which can reach 22%.

The influence of oil dynamic viscosity, Viscosity Index, base oil and additive
package was verified through the power loss trend. Replacing lubricant formulation can
provide a gearbox efficiency increasing of 0.5%.

The power loss model drawn with its details can predict accurately the power loss
sources of each component inside the gearbox since a good agreement between
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experimental results and model values is observed. For that the lubricant parameter and
the friction coefficient of each axle gear oil can be a reference values for future study.
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Abstract. In this work, we propose uncertainties propagation study for a
coupled fluid structure system. It focuses on the designer needs to predict the
vibro-acoustic behavior of systems with uncertainties properties and improve the
product quality by mastership the variation sources. The proposed strategy is
made by four main steps. The first one is to select the random design parameters
according to their sources and their significance level. The second step uses a
hypercube latin sampling technique as a reference in the deviation range of Six-
Sigma. The third step uses a model order reduction technique. The fourth and
last step compares the approximated stochastic responses by a polynomial chaos
expansion (PC) to the reference. The computational cost (CPU time) and the
accuracies of the proposed strategy are compared and discussed for the extreme
statistics and the mean behaviors output results. The performances of the sug-
gested method are established through a double walls numerical example using a
stochastic finite element method (SFEM).

Keywords: Uncertainties � Vibro-acoustic � Polynomial chaos � Hypercube latin

1 Introduction

The stochastic behavior study for coupled fluid structure systems faces several
implementation problems. The latter relate to the finite element model size and the
uncertainty sources’ diversity which are time consuming.

Matthies et al. [11] and Van den Nieuwenhof [18] differentiate between three cate-
gories of uncertainty sources. The first one emanates the gap between the mathematical
model and real phenomena. The second one results from the error between the

© Springer Nature Switzerland AG 2020
N. Aifaoui et al. (Eds.): CMSM 2019, LNME, pp. 261–270, 2020.
https://doi.org/10.1007/978-3-030-27146-6_28

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_28&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_28&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27146-6_28


mathematical and numerical model. The third kind of uncertainty sources relates to
unknown and not totally identified design parameters in the mathematical model.

In order to deal with uncertainties, we distinguish two approaches which can be used
in the context of finite element method (FEM): the parametric and the non-Parametric
approach [17]. Mingjie and Qibai [12]. The non-parametric one consists of representing
the whole of uncertainties in a single dispersion parameter or a set of parameters [16].
This approach is well adapted to estimate the response variability and uncertainties
propagation. However, it has some disadvantages manifested mainly in its inability to
estimate the impact of a given design parameter on the global dispersion. The parametric
approach is based on the parametric description of random design parameters [8]. The
random variables are built by considering the dispersion around their nominal values.

Many recent uncertainties and global sensitivity analysis for vibroacoustic prob-
lems have been presented in the literature with various techniques. Monte Carlo
(MC) simulation [3], spectral stochastic finite elements method (SFEM) [5] perturba-
tion methods or Neumann-series expansion methods [5, 9]. The MC simulation is the
simplest approach known by its accuracy. Nevertheless, it suffers from prohibitive
computational costs. Other approaches are based on the global expansion which are
more popular. The Karhunen-Loève expansions [10] and the generalized Polynomial
Chaos (gPC) expansions [4, 8, 19, 20].

The generalized Polynomial Chaos (gPC) transforms the stochastic problem into an
equivalent deterministic problem with an efficient low computation time. The accuracy
of the results depends on the polynomial order and the problem transformation is in
higher dimension.

For the vibroacoustic problem with uncertainties, using the gPC is affronted by the
exploded large model size that can be impossible for some industrial cases. To over-
come these difficulties, some scientific works in the literatures used a model order
reduction technique [7, 14].

In this contest, we propose a parametric uncertainty propagation study based on
spectral stochastic finite elements method (SFEM). Four main steps are used to reduce
the computational costs. The random design parameters can be chosen based on their
sensitivities. A Latin Hypercube Sampling method (LHS) [13, 15] is implemented to
generate input sample data. The LHS is used with a normal deviation in the range of
Six-Sigma around the nominal value for each random parameter. A Model Order
Reduction technique with a controlled accuracy is used [2]. The generalized Polyno-
mial Chaos (gPC) is used and compared to the results obtained by LHS.

The presented methodology’s performances are illustrated through a numerical
double panel example coupled with fluid cavities. This example is commonly used for
experimental and numerical fluid structure system behavior prediction [1, 6].

2 Stochastic Vibroacoustic Damped Model

The fluid structure problem is based on the hypothesis of linear acoustics for a com-
pressible fluid, not viscous, and a small vibration of the fluid flow. For a displacement-
pressure formulation (u, p), the damped fluid-structure coupled system with poroelastic
material in the rigid walls is based on the following linear equations system:
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Ks �C
0 Kf

� �
� x2 Ms 0

qf C
T Mf

� �
þ jx

Za xð Þ
0 0
0 Af

� �� �
U
P

� �
¼ Fs

0

� �
ð1Þ

where MsKs are respectively the mass matrix and the stiffness matrix of the structure,
Ks and Ms are respectively the matrices corresponding to the discretization of the
kinetic energy and compressibility of the fluid. Fs is the external load applied to the
structure and C is the coupling matrix. Af is the absorbing acoustic matrix, symmetric
and depending on the absorbing surface geometry.

In order to damp the fluid cavity resonance, the rigid walls on the source cavity are
coated by poroelastic patches characterized by the frequency evolution of the acoustic
impedance Za xð Þ.

In the context of parametric approach of uncertainties and Gaussian distribution, the
random design parameters h can be represented as:

h ¼ ho þDh ¼ hoð1þ donÞ ð2Þ

where, ho is the nominal value of h, Dh is the dispersion around ho, do is the dispersion
level and n is a central Gaussian variable.

Consequently, the finite element model in Eq. (1) can be written in the stochastic
following compact form of h:

KðhÞ½ � � x2 MðhÞ½ � þ jx
Za xð Þ AfðhÞ½ �

� �
YðhÞf g ¼ Ff g ð3Þ

The symbols (i.e. KðhÞ) are used to define the random variables and YðhÞf gT¼
UT PT

� 	
is the stochastic response.

3 Resolution Methods

3.1 Direct Method

By using the Eq. (1) and the direct inversion of the dynamic stiffness leads to the
computation of the following response:

U
P

� �
¼ Ks �C

0 Kf

� �
� x2 Ms 0

qf C
T Mf

� �
þ jx

Za xð Þ
0 0
0 Af

� �� ��1
Fs

0

� �
ð4Þ

This method is unachievable for large model size. The inversion calculated at each
frequency step is extremely time-consuming and still non possible for various cases.
The accuracy is the essential advantage for this method. However, it will be considered
as a reference for the comparative study.
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3.2 Model Order Reduction Method

The resolution of Eq. (1) is performed using a model order reduction technique pre-
sented by Ben Smida et al. [2]. The main objective is to build a reduction modal basis
that minimizes the numerical computational cost for predefined prediction accuracy.

The computation of the uncoupled modal basis is built using the following structure
and fluid uncoupled eigenvalue problem:

�x2Ms þKsð ÞU ¼ 0
�x2Mf þKf

 �

P ¼ 0

�
) T0½ � ¼ Ts0 0

0 Tf 0

� �
ð5Þ

The structure modal basis is truncated following the frequency criterion
fs ¼ n � fmax, Where fmax is the maximum frequency of interest. Otherwise there is no
truncation criterion for the fluid basis. The equation system (2) is projected on the
truncated modal basis:

�x2 ~Ms 0
qf ~C

T ~Mf

� �
þ ~Ks �~C

0 ~Kf

� �� �
qs
qf

� �
¼ ~Fs

0

� �
ð6Þ

where ~Ks ¼ TT
soKsTso; ~Ms ¼ TT

soMsTso; ~Kf ¼ TT
foKf Tfo and ~Mf ¼ TT

foMf Tfo ~Cs ¼
TT
soKsTfo; ~Fs ¼ TT

soFs; U ¼ TT
soqs and P ¼ TT

foqf .
The computation time is significantly reduced using this superposition method. It is

obviously used in structural dynamics. Its main inconvenient for a coupled system, is
the non-consideration of the coupled modes effect. Consequently, one can obtain a bad
convergence of the output result.

The model reduction method used is based on the use of a truncated uncoupled
modal basis with a number of chosen n0s structure and n0f fluid modes. The truncation
and the kept modes in the basis are selected by an energy criteria presented in the
following equations:

if Es;i ¼ TT
so ið ÞKsTso ið ÞPnos

i¼1 TT
s;sel ið ÞKsTs;sel ið Þ

�  � Tol Then Tsel
s;iþ 1 ¼ Tsel

s;i Tso ið Þ
h i

ð7Þ

if Ef ;i ¼
TT
fo ið ÞKf Tfo ið ÞPnof

i¼1 TT
f ;sel ið ÞKf Tf ;sel ið Þ

�  � Tol Then Tsel
f ;iþ 1 ¼ Tsel

f ;i Tfo ið Þ
h i

ð8Þ

where i represents the current selected mode index.
The basis is accomplished by some vectors to get into account the coupling and the

non-considered modes. The vectors qf ;i describe the load effects applied by the
structure on the fluid. The vectors qs;i describe the load effects applied by the fluid on
the structure. They are calculated using the equations:
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qs;i ¼ �x2
cMs þKs


 ��1
Fs þCTsel

f ;i

� 
qf ;i ¼ �x2

cMf þKf

 ��1

x2
cqf C

TTsel
s;i

8<
: ð9Þ

The enriched basis TE is built using the criteria Es;i and Ef ;i with a Tol tolerance
condition:

if
Es;i � Tol
Ef ;i � Tol

then
TE
s

� � ¼ Tsel
s qf ;1. . .qf ;i. . .

� �
TE
f

h i
¼ Tsel

f qs;1. . .qs;1. . .
h i ð10Þ

A modal projection is used to estimate the displacement and pressure responses:

Û
P̂

� �
¼ TE

qs
qf

� �
ð11Þ

The force residuals, so called error loads, are calculated as follow:

RFs ¼ Ks � x2
cMs


 ��1
Û � CP̂� Fs

RFf ¼ Kf � x2
cMf


 ��1
P̂� qfx

2
cC

TÛ

8<
: ð12Þ

The displacement residuals are estimated using the force residuals:

RDs ¼ Ksð Þ�1RFs

RDf ¼ Kf

 ��1

RFf

(
ð13Þ

The bases TE
s and TE

f are fulfilled by the displacement residuals vectors RDs and
RDf . A singular value decomposition (SVD) is therefore necessary.

4 The Proposed Uncertainty Analysis Method

The proposed approach is presented in four principal steps. The initial one is to select
the random design parameters according to their sources and their significance level.
Therefore, the number of samples decrease and the parameters with weak sensitivity
will be calculated only by their deterministic value.

The second step uses a Hypercube Latin Sampling (HLS) technique. Compared to
the Monte Carlo sampling, the HLS gives the same accuracy with a less number of
samples. The uncertainties deviation ranges of Six-Sigma covering 99.99966% of
samples improves the prediction accuracy. The results obtained by the HLS technique
will be considered as a reference.

The third step uses a model order reduction technique to overcome the difficulties
related to the finite element model size and the uncertainty propagation study which are
all known as time consuming.
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The fourth and final step compares the approximated stochastic responses obtained
by a polynomial chaos expansion (PC) to the reference.

5 Numerical Simulation

5.1 Finite Elements Model

The efficiency of the proposed method is illustrated through a numerical simulation
double panel example (Fig. 1). It is made by three cavities filled with air and coupled
through two flexible panels. The system has uniform dimension in the (x, y) plane:
0.35 � 0.29 m. The depth is 0.14 m for the source cavity, 0.08 m for the middle cavity
and 0.2 m for the receiving cavity. Poroelastic patches, characterized by acoustic
impedance Za xð Þ, are stacked on the five rigid walls of the source cavity.

The panel 1 is made with epoxy resin and the panel 2 is made with steel. Their
physical and geometric properties are presented in the Table 1.

Fig. 1 Geometric model for a three cavities system

Table 1 Geometric and physical panels properties

Parameters Young modulus
E Pað Þ

Poisson ratio
m

Density
q Kg=m3ð Þ

Thickness
h mð Þ

Panel 1 4e9 0,4 1200 2e-3
Panel 2 210e9 0,285 7800 1e-3
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The finite element model consists of 17 � 14 structural quadrilateral elements and
17 � 14 elements acoustic bricks. The finite element model includes about 9600 DDLs
degrees of freedom (DOFs) (3108 DOFs of structure, 6480 DOFs of fluid). The mesh
size of the finite elements model is based on a criterion of five to six linear elements per
mode shape wavelength.

The structural damping factors introduced respectively for the fluid and structure
sub-systems are chosen as gs ¼ 0:02 and gs ¼ 0:002. An external load exciting the
system is located in ((x, y, z) = 0.082, 0.145, 0.12). The vibroacoustic uncertainties
analysis is achieved in the frequency range of 0� 200Hz½ � containing the first three
modes of the coupled system.

The model reduction method is used in the second step; the reduction basis is
enriched according to a predefined tolerance tol ¼ 10�3ð Þ. Singular Value Decompo-
sition (SVD) is useful to guarantee the linear independence of the initial basis modes
with the added modes. The model reduction ratio is about 94%.

5.2 Stochastic Response, Results and Discussion

Some mechanical properties are considered as random design parameters with normal
Gaussian distribution (Table 2). This selection is based on a preliminary design
parameters sensitivities study for the panel 1 considered as a passive sound level
control. The deterministic value is used as the nominal value for each variable. The
dispersion level is do ¼ 20%. The central Gaussian variable n is calculated using
hypercube Latin sampling method in the range of Six Sigma.

Figure 2 shows the stochastic responses by the mean value of 500 samples for the
random design parameters. The acoustic indicators used are the power level for the
acoustic cavity (a) and the mean quadratic velocity for the structure panel (b).
The uncertainties propagation study is simulated by the proposed strategy using the PC
technique compared to the reference one using the HLS. The accuracy of the PC
technique depends on the polynomial order that increase the model size.

The acoustic power level in the receiving cavity and the mean quadratic velocity for
the panel 2 are predicted with an error level about 10 dB and a relative low simulation
time (Table 3). It is well shown that the sensitivity of the stochastic response under the
effect of the uncertain parameters is more significant at high frequencies.

Table 2 Random design parameters

Random parameters Distribution

Panel 1 Young modulus E1 Pað Þ Normal Gaussian

Density q1 Kg=m3ð Þ Normal Gaussian

Table 3 CPU time (s)

HLS PC

CPU (s) 50444 938
Ratio (%) 98.1%
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Fig. 2 Vibroacoustic indicators, Mean, relative errors (HLS-PC): a acoustic power level, b mean
of quadratic velocity
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6 Conclusion and Outlook

In this paper, uncertainties propagation study for a coupled fluid structure system is
proposed. A polynomial chaos expansion (PC) technique is used and compared to the
results obtained using Hypercube Latin Sampling (HLS) technique. The performances
of the proposed strategy are tested throw double panels coupled fluid structure system.

It is well shown that the simulation cost in CPU time is significantly reduced to
98%. Nevertheless, the accuracy of the acoustic indictors can be improved.

As outlook, a polynomial chaos expansion (PC) technique can be used with a high
polynomial order.
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1 Introduction

In the wavenumber space (k-space), several identification methods consist on
extracting the wavenumber content from experimentally measured or numerically
computed data [4, 6, 10]. The most frequently used methods in the literature are those
by correlation [6], the Prony series [7], the Mc Daniel method [17], the Inhomogeneous
Wave Correlation (IWC) method and its variants [3, 4, 14, 15] and the Fourier
Transforms (FTs).

The two-dimensional Discrete Fourier Transform (2D-DFT) is widely used in many
engineering areas. It is an extension of the one-dimensional (1D) phase spectrum
method, developed by Sachse and Pao [21] for the measurement of the velocity of
stress wave, to determine the amplitude and velocity of different modes propagating at
the same frequency. Indeed, 2D-DFT identification was proposed in Alleyne and
Cawley [1] and Bolton et al. [2] in the context of multimodal analysis. It permits to
identify the dispersion curves and the characteristics of multiple modes by transforming
the received amplitude-time data to amplitude-wavenumber data at discrete frequen-
cies. Alleyne and Cawley [1] varied frequencies and phase velocities in a single test
and measured the amplitudes and velocities of propagating Lamb waves using the 2D-
DFT. The authors showed that the computational requirements of the 2D-DFT are
fairly modest. Wave propagation in light weight plates with different lattice-shaped
core geometries was studied by Kohrs et al. [12, 13]. The authors showed that the 2D-
DFT implementation is simple using standard Fast FT (FFT) algorithms, but the
method is very demanding in terms of computational time since a complete vibration
field must be calculated and a high resolution is required for the FFT. Wave propa-
gation analysis in anisotropic ribbed panels and 1D and 2D honeycomb sandwich
structures, over a wide frequency range, was carried by Ichchou et al. [10, 11].
The IWC method was used as an improvement of the classical Fourier Transforms,
with an independence of geometry, boundary conditions and source location. The 2D-
DFT was also applied by Huang [9] to study the interaction between defects and guided
waves in ribbed panels. Moreover, Ruzek et al. [20] applied the 2D-DFT to approxi-
mate dispersion curves of 2D structures from measured vibratory field. In [23, 24], the
2D-DFT was used to post-process experimentally measured displacement field of
perforated plates under harmonic excitation. The authors proved the efficiency of the
method compared to the condensed wave finite element method and the IWC method.
The material properties estimation from an experimentally measured vibration field of
thin plates was carried out in Roozen et al. [19]. The authors used a wave fitting
approach compared to the 2D-DFT.

The 2D-DFT presents two major advantages: bijectivity, which allows inverse
transform (IDFT), and rapidity, using FFT algorithm. However, it has mainly three
drawbacks: aliasing, leakage and k-space discrimination. For more details, one can
refer to works mentioned above.

The main purpose of this paper is to analyze wave propagation features in a
honeycomb sandwich plate over a broadband frequency range, through the estimation
of the wavenumber-space (k-space) profiles. Besides, addressing such issue in a
deterministic framework remains a constraining hypothesis in vibration mechanics.
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Therefore, it is inevitable to account for uncertainty to achieve more realistic k-space
characteristics’ identification. Measuring errors, for instance, could be involved in
experimental manipulations and measurement points’ coordinates is an example of
uncertain parameters. A sample-based uncertainty propagation method is thus included
into the identification process: the Latin Hypercube Sampling (LHS) [8, 18]. Statistical
investigations could then be performed to quantify the impact of uncertainty on the 2D-
DFT identifications. The robustness of these identifications against uncertainty is thus
evaluated.

The originality of this work lies thus in proposing a stochastic identification process
which combines the 2D-DFT with the LHS method. The proposed process allows
identifying the k-space wave propagation features in a honeycomb sandwich plate over
a broadband frequency range.

2 Theoretical Backgrounds

Similarly to standard DFT, which explore the spectral content of time signals, spatial
DFT permits to explore the k-space content of spatial fields. Practically, a spatial
sampling at points on a uniform discrete 2D grid (of dimensions Lx � Ly) is necessary,
such as xi ¼ iDx; yj ¼ jDy, with 0� i�Nx � 1, 0� j�Ny � 1 and Nx � Ny is the
number of equally distributed spatial sampling points.

The 2D-DFT permits to transform the displacement field u as:

û kxp; kyq
� � ¼ 1

N1N2

XN1�1

i¼0

XN2�1

j¼0

u xi; yj
� �

e�i kxpxi þ kyqyjð Þ ð1Þ

where kxp ¼ pDkx and kyq ¼ qDky are the wavenumbers’ exponentials, with:

Dkx ¼ 2p
NxDx

;Dky ¼ 2p
NyDy

ð2Þ

Note that the 2D-DFT is 2p=Dx and 2p=Dy periodic. Moreover, its bijectivity
property implies that the transform û kxp; kyq

� �
contains all information contained in the

field u xi; yj
� �

, which allows IDFT.

3 K-Space Identification of Sandwich Plate Using
Experiment-Based 2D-Spatial DFT

Let consider a sandwich composite plate of dimensions 1 � 1 m2. The core of the plate
is in aluminum honeycomb (Nida Nomex) of thickness 13 mm. The skin of the plate is
made of laminated carbon fiber epoxy (Hexcel reference 43199) and is of thickness
0.5 mm each side, with a resin fiber ratio of 50%.

The plate is freely suspended under bending load. It is excited by a point force
using an electrodynamic shaker (Brüel & Kjaer, 4810) at the position (x = 0.3 m,
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y = 0.5 m), in the frequency range [0–3200 Hz], Fig. 1. The normal velocity of the
plate is measured by a laser vibrometer (Brüel & Kjaer, 8330) at 1849 measuring points
(Dx = 0.0231, Dy = 0.0230 m). A force sensor (Brüel & Kjaer Type 8001) permits to
collect the injected force and generate the white noise. The fields are sampled and
acquired using a Fourier analyzer interfaced with a Hewlett Packard Paragon 35654A
sampler.

The 2D-DFT is here used to identify the k-space profiles which correspond to the
variation of the wavenumber in the k-space with respect to the wave propagation
directions. The 2D-DFT permits to identify these characteristics by transforming input
displacement fields to output wavenumbers at discrete frequencies. Since displacement
fields are measured experimentally, the 2D-DFT could be called experiment-based.

Figures 2 and 3 illustrate the displacement fields measured at two arbitrarily chosen
frequencies, 2374 and 3200 Hz, and the associated k-space profiles identified using the
2D-DFT.

Identifying the k-space profile by the 2D-DFT consists on defining the maximums
that appear during the decomposition given by Eq. (1). These maximums highlight the
profile of the wavenumber variation in the k-space for each frequency and in any wave
propagation direction.

Comparing the results at each frequency, one can show the analogy between the
variation of the displacement field along the plate (the most important amplitudes of the
waves propagating from the excitation point x = 0.3 m and y = 0.5 m) and the k-space
profiles (the maximums of the 2D-DFT corresponding to the wavenumbers transporting

Fig. 1 Experimental measuring configuration of the displacement field of the honeycomb
sandwich plate, excited by an electrodynamic shaker at x = 0.3 m and y = 0.5 m, using a laser
vibrometer
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energy). Subsequently, in the mid-high frequency domain particularly, if the excitation
point is not known a priori, it can be identified.

Moreover, the results show an elliptical shape of the k-space profiles which is more
pronounced by increasing frequency. This points out the elliptic orthotropy of the
honeycomb plate. Regarding the shape of the ellipse, an angle of orthotropy near 0° is a
priori revealed. A more detailed study of this elliptical orthotropy is subject of works in
progress.

The 2D-DFT is typically a mid-high frequency method. At low frequencies, a
discontinuity of the k-space profiles is detected. Results are not shown here for the sake
of brevity. This discontinuity is due to the fact that energy is not evenly distributed over

Fig. 2 Deterministic displacement field of the honeycomb sandwich plate and associated k-
space profile identified using the 2D-DFT at frequency 2374 Hz

Fig. 3 Deterministic displacement field of the honeycomb sandwich plate and associated k-
space profile identified using the 2D-DFT at frequency 3200 Hz
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all propagation directions, which makes the wavenumber identification impossible in
all directions.

Comparing the coordinates of the highlighted k-space profiles identified using the
2D-DFT (Kx = k cosh and Ky = k sinh, respectively), one can deduce the increase of
the wavenumber proportionally to the frequency, due to the decrease of the wave length
which is infinite at low frequencies. To illustrate the wavenumber variation as a
function of frequency, the mean with respect to propagation directions is calculated, at
each frequency, and shown in Fig. 4. The wavenumber is computed using the
expression:

k ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
K2
x þK2

y

q
ð3Þ

Based on the works performed by Thite and Ferguson [22] and Egreteau [5], the
excitation point location has a significant effect on the 2D-DFT accuracy. The authors
showed that the excitation point must be close to, or even centered on, the measurement
zone. Indeed, in presence of damping, vibrations (and so wave propagation energy) are
significantly reduced which makes the wavenumber identification as difficult as the
measurement point is far from the excitation location. On the other hand, it is important
to note that the 2D-DFT implementation is simple through a standard FFT algorithm.
For more details on the advantages and difficulties encountered when applying this
method, the references cited above could be consulted.

In a stochastic framework, measurement points’ coordinates are supposed to be
uncertain with a probabilistic modeling of their variability. Indeed, the stochastic
measurement points’ vector xs is expressed as:

Fig. 4 Deterministic variation, as a function of the frequency, of the wavenumber computed as a
mean with respect to the wave propagation direction
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xs ¼ x 1þ dxnð Þ ð4Þ

where x is the vector containing the mean coordinates of the measurement points,
dx ¼ 2% is the dispersion value and n is a normal random variable.

The measurement points’ coordinates variability is supposed along both x and
y directions, which is more realistic than a simple perturbation along only one axis.

To propagate uncertainties and thus evaluate their impact on identified k-space
profiles, a stochastic identification process combines the 2D-DFT with a 1000 samples-
based LHS method. Statistical post-processing quantifications are then performed.
Figures 5 and 6 illustrate the mean and envelope (extreme statistics) profiles of the k-
space at frequencies 2374 and 3200 Hz, respectively.

The envelope profiles of the k-space, Figs. 5b and 6b, show the significant impact
of uncertainties on the wavenumber variability. This variability can furthermore be
quantified by the dispersion which is computed as the ratio of the standard deviation by
the mean, Fig. 7. A dispersion level of nearly 3.35% is obtained, compared to 2%
imposed on the measurement points’ coordinates.

The elliptic orthotropy of the honeycomb sandwich plate, with an angle of ortho-
tropy close to 0°, allows simplifying the k-space profiles representations to only a
quarter of the plane. Standard deviations’ representation, for instance, is here simplified
as shown in Fig. 7.

The statistical quantifications of the wavenumber computed, over the considered
frequency domain, as a mean with respect to the wave propagation direction, is
illustrated in Fig. 8. The width of the envelope increases proportionally to the fre-
quency. Since the mean increases similarly, a nearly constant dispersion value of
3.35% is obtained along the frequency band of interest.

Comparing the results obtained here with those of previous works, published in [14,
16], the impact of uncertainty of the measurement points’ coordinates on the

Fig. 5 a Mean and b envelope profiles of the k-space estimated using the identification process
combining the LHS method with the 2D-DFT at frequency 2374 Hz
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wavenumber identification in the case of the honeycomb sandwich plate is much more
important than that in the case of the honeycomb beam.

4 Conclusion

The present paper presented an experiment-based two-dimensional identification pro-
cess to estimate frequency and propagation direction dependent k-space characteristics
of a honeycomb sandwich plate. The proposed process is based on a two-dimensional

Fig. 6 a Mean and b envelope profiles of the k-space estimated using the identification process
combining the LHS method with the 2D-DFT at frequency 3200 Hz

Fig. 7 Standard deviations of the k-space profiles estimated using the identification process
combining the LHS method with the 2D-DFT at frequencies 2374 and 3200 Hz, respectively
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Discrete Fourier Transform and used as input an experimentally measured displace-
ment field. Its extension, combining this transform with the Latin Hypercube Sampling
method, allowed a robust identification of the k-space profiles in presence of parametric
uncertainties on the measurement points’ coordinates. Statistical investigations of the
uncertainty impact on the 2D-DFT identifications illustrated an output-to-input dis-
persion ratio of nearly 1.7, which reveals the important identification sensitivity to such
measuring errors involved in experimental manipulations.

The works performed here are limited to k-space profiles’ identification and could
be extended to estimate the spatial damping (wave attenuation) variation with respect to
frequency, wave propagation direction and uncertainty.

(a)

(b)

Fig. 8 a Envelope and b dispersion of the wavenumber computed, over the considered
frequency domain, as a mean with respect to the wave propagation direction
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Abstract. Recently the author proposed a new In-Operation modal identifica-
tion algorithm, namely the Stochastic Modal Appropriation algorithm
(SMA) which identifies the frequency and the damping ratio simultaneously in a
single step. The key idea is to rotate parametrically the outputs correlation
sequence so as it looks like the system impulse response. We show in this work
that SMA rejects automatically harmonics as well as spurious/numerical modes
leading therefore to physical-only modes identification. After a mathematical
proof, the method is validated on a simulated system.

Keywords: In-operation modal analysis � Modal appropriation � Spurious
modes � SMA

1 Introduction

The correlation sequence of the outputs of a structure under its operating conditions is a
sum of decaying phased sinusoids. The phase shift is dependent on the damping ratio
and has a particular expression which is derived based on a physical background.
Suppose there is a noise mode present in the correlation sequence (decaying phased
sinusoid). The phase shift does not have the particular expression as for a physical
mode. With the SMA algorithm, the correlation sequence is parametrically rotated until
one hits a zero phase shift. We get then a pure sinusoid (impulse response for a physical
mode and just a pure sine for a noise mode). When the phase angle between the input
and output is +/−pi/2 the mode is isolated. This is a necessary condition. The noise
mode may also be isolated.

However since the rotation annihilates the phase angle which is related to the
damping ratio (the pole) the frequency and the damping ratio will be estimated
simultaneously only and only if the mode is physical. This is a consequence of the
particular structure of the phase angle in the correlation sequence. A noise mode will
not satisfy this property.

In conclusion the physical mode satisfies the following 3 conditions which make it
unique:

1. Input/output phase angle +/−pi/2
2. The frequency and damping ratio are estimated
3. The frequency and damping ratio are estimated simultaneously.
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We argue and we prove it, that a mode that satisfies simultaneously these 3 con-
ditions is necessarily a physical mode.

After elaborating our approach on a SDOF system we show, as an example, that our
algorithm is robust against harmonics through a simulated example.

2 The SMA Algorithm

Consider a SDOF system excited with unmeasured white noise. The impulse response
of the system may be written as [3]:

hðtÞ ¼ Che
�nxnt sinðxdtÞ ð1Þ

where n is the system damping ratio, xn is the system natural frequency and xd is the
damped natural frequency.

The correlation sequence of the system output may be written as [3]:

RðtÞ ¼ Cre
�nxnt sinðxdt � /ðnÞÞ ð2Þ

where /ðnÞ is a phase shift that depends on the damping ratio. Both the impulse
response and the correlation sequence can be considered as rotating vectors in the
complex plane but with decaying amplitudes (spirals).

In the INOPMA algorithm [1], the correlation sequence was assumed to be an
impulse response. This has led to the fact that the mode is isolated at a frequency

x� ¼ xn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� 4n2

p
and not the natural frequency xn. This may be considered as a

limitation of INOPMA. In this work we overcome this limitation and we show that it is
still possible to isolate the mode at its natural frequency.

Let �Rðt; aÞ be the image of RðtÞ by a linear anti-symmetric function that depends on
a certain design parameter a and consider the following sequence:

Hðt; aÞ ¼ RðtÞþ �Rðt; aÞ ð3Þ

Hðt; aÞ is then a rotation and stretching of the sequence RðtÞ. By varying a, it is
possible to modify the phase shift as well as the amplitude of the correlation sequence
and hence modify the damping ratio leading to a pure sinusoid. At this stage the mode
is isolated.

In this work, we consider the following anti-symmetric function:

FðRðtÞ; aÞ ¼ jaRðtÞ ð4Þ

The SMA algorithm is similar to the INOPMA algorithm in the sense that one takes
the convolution of the modified correlation sequence with a harmonic force with
varying frequency.

In the frequency domain this means that the system transfer function (the Laplace
transform of the correlation sequence) is multiplied by a complex factor (1þ ja). It can
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easily be shown that the transfer function phase angle is zero exactly at the following
condition:

x ¼ xn

a ¼ 2n

�
ð5Þ

Geometrically this means that when the mode is isolated the vector representing the
correlation sequence describes a circle meaning that the conservative part of the system
is isolated. The non-conservative part follows immediately. Hence the system natural
frequency as well as the damping ratio are identified at the same step.

3 Harmonics Rejection

We prove in this section that the SMA algorithm is robust against harmonics modeled
as modes with zero damping.

Consider a SDOF system excited with unmeasured white noise. We show in the
sequel that if the damping ratio is zero then the mode can not be identified (the phase
angle is never zero) hence rejected.

The SMA algorithm is based on considering the following parametric correlation
sequence:

Hðt; aÞ ¼ ð1þ jaÞRðtÞ

The Laplace Transform of this function can be shown to write as:

GðsÞ ¼ ð1þ jaÞ sþ 2nxn

s2 þ 2nxnsþx2
n

The Imaginary part of the Frequency Response is:

I ¼ ð2naxn þxÞðx2
n � x2Þ � ð2nxn � axÞð2nxxnÞ

While the Real part is:

Re ¼ ðx2
n � x2Þð2nxn � axÞþ 2x2nxn

When the damping ratio is zero the tangent of the phase angle of the Frequency
response reduces to:

tg ¼ � xðx2
n � x2Þ

axðx2
n � x2Þ ¼ �1=a

Which is always different from zero. Consequently for a harmonic the angle
between the input and the output is never zero meaning that the harmonic is never
identified (no zero crossing).
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4 Spurious Modes Rejection

We define in this section a spurious/numerical mode as a mode that is fitted to the
system characteristic equation. This leads to a spurious frequency and damping that we
still denote in the sequel as wn and zeta. The correlation sequence of the system output
is given by [2]:

RðtÞ ¼ e�nxnt cosðxdtÞþ nffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p sinðxdtÞ
" #

ð6Þ

The phase shift in this correlation sequence is given by:

tgðhÞ ¼ nffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p ð7Þ

This particular expression of the phase shift is valid for physical modes only [4].
We propose to show in the sequel that if the phase shift of a correlation sequence
enjoys this particular expression, then the mode is necessarily physical.

Consider the following correlation sequence:

RxðtÞ ¼ e�nxnt cosðxdtÞþ x sinðxdtÞ½ �

The Laplace Transform of ð1þ jaÞRxðtÞ is:

GxðsÞ ¼ ð1þ jaÞ sþxnðnþ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p
Þ

s2 þ 2snxn þx2
n

The numerator writes as:

ð1þ jaÞðjxþxnðnþ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
ÞÞð�x2 þ 2jxnxn þx2

nÞ

And the imaginary part writes as:

Im ¼ �x3 þxx2
n � ax2xnðnþ x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
Þþ ax3

nðnþ x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
Þ

þ 2nx2
nxðnþ x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
Þ � 2nx2xna

Under the isolating conditions

x ¼ xn

a ¼ 2n

�

x3
nð2nðnþ x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

q
Þ � 4n2Þ ¼ 0
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Leading to:

x ¼ nffiffiffiffiffiffiffiffiffiffiffiffiffi
1� n2

p
Which proves that under the SMA isolating conditions the mode is necessarily

physical.

5 Simulation Validation

It is not our intention in this section to give a comprehensive study of the performance
of the SMA algorithm nor it is to study its limitations. This will be reported in a
different study. We will be limited here to validate the proposed theory on a simple
SDOF system.

The considered system parameters are taken as m = 2 kg, k = 10000 N/m and c
= 8 Ns/m. The excitation is a white noise with unit variance. This leads to the following
modal parameters; xn ¼ 11:254 Hz and n ¼ 2:83%. The output is then simulated
using a sampling frequency of Fs = 64 Hz and 2% measurement noise is added to the
output. Figure 1 shows the identification results onn this data set.
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Fig. 1 Phase angle as a function of frequency and alpha
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5.1 Harmonics Rejection

We add in this section a harmonic component with frequency 5 Hz and amplitude
0.1 N. Figure 2 shows the identification results and we notice that the harmonic
component is rejcted.

5.2 Spurious Modes Rejection

We simulate spurious mode here by considering a colored excitation. We drive a unit
white noise through a AR(2) process whose output serves a driving excitation to the
system. Figure 3 shows that SMA is robust against spurious modes.

Fig. 2 Hamonics rejection example
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6 Conclusion

We showed in this paper that the SMA algorithm rejects automatically spurious modes
as well as harmonics. No pre-processing or post-processing is required. This approach
has been validated on a simple simulated example. Experimental validation is on-
going.
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Abstract. Due to the evolution of design techniques and material qualities in
civil engineering, the structures become lighter. When these structures will be
located in environments prone to earthquakes or high winds, this lightness may
accentuate the vibration causing major problems to structures such as failure,
discomfort, noise… Currently, many researchers are interested in this problem
to balance between lightness and vibration resistance. From the review of the
literature, several methods are proposed in this field, the most used one is based
on the principle of the control of vibration. In this case, the reduction of
structural vibrations is done by adding a mechanical system composed of
intelligent materials. In this paper, the performance of the control system, such
as a passive control using tuned mass dampers TMD and/or an active control
using active tendons AT and ATMD on a high building subjected to seismic
excitation, is studied. A parametric study is conducted by varying a certain key
parameter such as the position, the number and the type of the control systems.
Finally, to find the ideal position of the active system, three techniques are
proposed: method of modal controllability, controllability index and genetic
algorithm. For all the cases, numerical simulations are established at MATLAB
and the results are illustrated and compared.

Keywords: Control � Optimization � Modal controllability �
Controllability index � Genetic algorithm

1 Introduction

Several researchers have attempted the problem of positioning the actuators/shock
absorbers. Pourzeynali et al. [1] have made a comparison between the control with TMD
and ATMD. The control force applied on TMD is computed by linear quadratic regu-
lator LQR and a combination between fuzzy logic and genetic algorithm. Rao and Pan
[2], used GA to solve the problem of discrete optimal location of the actuators and said
their approach produce a global optimal solution or nearby. Liu et al. [3] studied the
effect of 18 different excitations of the shake down on the optimal placement of actuators
to decrease the greatest displacement of the upper floor and found that the placement is
not influenced by the level of earthquake. Rao and Sivasubramanian [4] did a meta-
heuristic algorithm multi boot (MSGNS) as simulated annealing. This algorithm
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demonstrated by numerical experiments. However, little effort has been made to date on
the optimal placement of actuators and dampers with optimization criteria. Cheng et al.
[5] have done an article on optimal placement of actuators and dampers. They proposed
formulation of a general optimization problem based on stochastic approach and
establishment of a solution procedure. Finally, they proved an optimally applied seismic
response control system is much more efficient than a control system without optimal
device location, and becomes more practical. This work differs from the previous papers
in several points. Most of the articles do not prove the data used, such as the data of the
analyzed structures. That is why to do this comparative study in this work, the data of the
structure is taken and validated with [1]. Most of the previous relevant researches
concentrate to make fix the number of the actuators in control systems. In the present
work, the number of actuators in the AT is integrated to see their effect on the greatest
displacement of the structure comparing with passive control such as TMD. Most of the
papers use GA to find the optimal placement. However, the proposed work make a
comparison enter three methods of optimization and their influence in arriving at the
optimal positioning of actuators. Two are classical methods which are modal control-
lability and controllability index [6]. The third is use the GA. In the present work, the
LQR algorithm is employed for active control of structure. In the end, we will also show
the advantage of the GA to find the optimal position of the different control systems and
the influence of making several earthquake excitations.

2 Classical Active Control Algorithm (LQR)

In control theory, the equation of motion written in state-space Eq. (1) is:

_ZðtÞ� � ¼ ½A� ZðtÞf gþ Bu½ � uðtÞf gþ Brf g€xgðtÞ ð1Þ

The control force {u(t)} is determined by minimizing the quadratic performance
index J, given by Cheng et al. [6]:

J ¼
Z

ZðtÞf gT½Q� ZðtÞf gþ uðtÞf gT½R� uðtÞf g
� �

dt ð2Þ

[Q] and [R] are response weightage matrices for structure’s response and control
force respectively. J represent the balance between the structural response and the
control energy to reduce the response of the structure (Fig. 1) [7].

uðtÞf g ¼ �½G] ZðtÞf g ¼ ½R��1 Bu½ �T PðtÞ½ � ZðtÞf g ð3Þ

where [G] is gain matrix, [P] is determined by solving Riccati’s matrix equation.
Summarize the method for calculating the control force of an active control:

– Define the matrices [Q] and [R].
– Calculate [P(t)] solution of the Riccati.
– Calculate the gain matrix [G] and finally, calculate the control force {u(t)}.
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3 Methods of the Optimal Position of the Control Systems

3.1 The Method of Modal Controllability

The modal controllability method is one of the techniques that allow us to define the
optimal position of an AT in a given structure [6]. Using the modal analysis of the
system, we get:

xðtÞf g ¼ ½U� qðtÞf g ð4Þ

[U] and {q(t)} are the matrices of modal and modal coordinate mode shapes. By
dividing by the term of the mass, we will have for each value of “i”, i = (1,…n), n is
the number of DOF. The modal equation:

_qiðtÞþ 2niw1 _qiðtÞþw2
i qiðtÞ ¼ ciuðtÞþ di€xgðtÞ ð5Þ

So the efficiency of the control force is proportional to the absolute value of “ci”.
The optimal position of AT corresponds to the max absolute value of “ci”.

3.2 Controllability Index

The method of the controllability index was developed. For an AT control system, the
index of controllability is [6]:

qðxÞ ¼ max

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn
j¼1

D ;jðxÞ
� �	

Dx

 �

YjðtÞ
� �2

vuut ð6Þ

where x is a (%) of the total height of the structure at the location of the actuators
(0 � x � 1); Øj (x) is a form of modes; Yj (t) is the max value of the response
spectrum for “jth” mode; D[ ] refers to the spatial difference of the quantity from
position x1 to position x2.

The optimal location is defined as the value of (x) for which q(x) is maximum.

3.3 Genetic Algorithm

GA is a search algorithm used in mathematical calculation to solve the optimization. It
is a stochastic research algorithm based on the mechanics of natural and genetic
selection of populations [8]. The GA differs from a classical, derivative-based,

Fig. 1 Block diagram of the system with LQR control
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optimization algorithm in two main ways, as summarized in the following. In classical
algorithm a single point is generated at each iteration and the sequence of points
approaches an optimal solution. But in GA a population of points is generated at each
iteration and the best point in the population approaches an optimal solution. In this
work, we are looking for the floor in which the AT is located in order to obtain the best
performance. Also, we should create an objective function. It is only for structure
analysis and contain active control program with LQR. It has inputs and output. The
inputs are location vector and number of AT. The output is the min of the total
displacement of the structure that one can have. After, the duty of GA gives different
inputs to the objective function to find the best entry in which the output total dis-
placement is min.

4 Numerical Studies

4.1 Validation of the Model Taken

An eleven story building is used as an example. This building is modeled as a shear
frame and the problem is solved in state space. The properties of the structure in
Table 1 are taken from [1]:

In [1] the TMD and ATMD are used to compare the results of displacement. We
compare and valid our results of displacement using the same property of TMD and
ATMD with LQR approach under the El Centro and Northridge earthquake. Let’s
remember that the controller systems are installed on the top floor. This comparison is
to justify the choice of model taken, so the found values have a minimal error with the
values of [1]. Also, to apply the position optimization methods those come after.

4.2 Application of Modal Controllability

This method represented in Eq. (7) is the technique that allows us to define the optimal
position of an AT in the given structure. On this model, we will apply the active control
by some AT to decide in which floor the optimal position have.

Table 1 Building structural data

Floors Mass (kg) Floors Stiffness (N/m)

1 2.15e05 1 4.68e08
2–3 2.01e05 2 4.76e08
4 2.00e05 3 4.68e08
5–7 2.01e05 4–7 4.50e08
8–10 2.03e05 8–10 4.37e08
11 1.76e05 11 3.12e08
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dji

n o
¼ Uif gTfcgj ð7Þ

where “i” is number of Eigen modes and “j” is number of floor.

dji

n o
is vector of modal controllability and Uif gT is an eigen mode.

{c}j is vector of localization of AT control force installed on the ith floor.
Thus, the ideal place of AT corresponds to the maximum absolute of “dji”.
We note that each mode has its own optimal position of the AT. This method is

simple in the execution. It is independent of the earthquake. It has a major disadvan-
tage, because it is really effective in the case of a predominant single mode structure
and it is not the case in the intelligent structures, because its can have several significant
modes.

According to the most dominant mode of this structure and which corresponds to
the max displacement, it is the 9th mode. So we vary the seismic signal and the number
of AT with their optimal position to compare the effectiveness of this variation as it is
shown in Table 2.

For the 9th mode, modal controllability is:

d19
�� ��[ d29

�� ��[ d39
�� ��[ d49

�� ��[ d59
�� ��[ d69

�� ��[ d79
�� ��[ d89

�� ��[ d99
�� ��[ d109

�� ��[ d119
�� ��

Table 2 Comparison of the effect of the different nbrs of AT with their optimal position

Floors El centro earthquake Northridge earthquake

Max
uncontrolled
(m)

Controlled to
uncontrolled response
ratio (reduction ratio)

Max
uncontrolled
(m)

Controlled to
uncontrolled response
ratio (reduction ratio)

1AT 3AT 5AT All
Floors

1AT 3AT 5AT All
Floors

1 0.020 1.00 0.95 0.90 0.85 0.040 0.97 0.95 0.92 0.83
2 0.040 0.80 0.75 0.75 0.82 0.080 0.93 0.90 0.90 0.88
3 0.059 0.86 0.86 0.86 0.81 0.110 0.90 0.87 0.85 0.83
4 0.074 0.94 0.87 0.87 0.83 0.14 0.92 0.89 0.87 0.86
5 0.09 0.93 0.90 0.83 0.82 0.16 1.00 0.96 0.93 0.86
6 0.10 0.92 0.92 0.83 0.84 0.180 0.94 0.91 0.90 0.88
7 0.12 0.90 0.90 0.86 0.83 0.190 0.94 0.91 0.89 0.86
8 0.12 0.91 0.91 0.83 0.82 0.200 0.95 0.93 0.92 0.90
9 0.13 0.92 0.85 0.84 0.84 0.22 0.95 0.93 0.91 0.89
10 0.14 0.92 0.86 0.79 0.81 0.23 0.95 0.93 0.91 0.90
11 0.145 0.91 0.89 0.82 0.81 0.240 0.95 0.93 0.91 0.88
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According to Table 2 and Fig. 2 we see that: placing the AT in the lower half of the
structure greatly reduces the max displacement. However, putting the AT in all floors
by comparing with 5AT and 3AT, affects only 1% and 8% respectively of additional
reduction for El Centro and 3 to 5% for Northridge earthquakes, which shows that
putting the AT in more than half of the floors it has no effect.

In Fig. 3 to economize the cost of control, we chose to compare the control with
5AT, TMD and ATMD. For El Centro earthquake, we note that there is a great
influence of the different control systems on max displacement of the structure from the
3rd to the top level. The effect of TMD is 14% and for ATMD is 34% compared to
5AT. For Northridge earthquake, from the 2nd to the 5th floor the control with AT is
better than the other two systems. After, the difference of max displacement stay
constant within limits 1%. Makes us think that, the active control with some number of
AT can replace at least the TMD. Everything depends on the properties of the AT to
apply the wish active control force.

Fig. 2 Comparison of max disp. response of 1/2/5 AT with uncontrolled and fully controlled

Fig. 3 Comparison of max disp. response of 5 AT with TMD and ATMD
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4.3 Application of Controllability Index

Procedure for calculating this index for a controlled structure with more than one AT.
The natural frequencies of this building are defined as follows:

f i ¼ 1:04; 3:08; 5; 6:78; 8:42; 9:95; 11:33; 12:60; 13:63; 14:39; 14:91½ �

Using this response spectrum in Fig. 4, drawn by earthquake software [9] to have
the max values of the modal response:

Assuming that the floors of the structure have the same height: Dx = 0.5.
Taking the maximum value of the index of controllability to find the optimal

position for AT. So this index depends on response spectra of earthquake.

– For El Centro spectra:

q4 [ q5 [ q3 [ q6 [ q7 [ q2 [ q8 [ q9 [ q10 [ q1 [ q11

– For Northridge spectra:

q3 [ q4 [ q5 [ q6 [ q7 [ q8 [ q2 [ q9 [ q10 [ q11 [ q1

Applying these positions founded on our structure, by varying the number of AT. The
results are in Table 3 and Fig. 5.

Table 3 and its graphical representation in Fig. 5 show that: even by varying the
position of the 5AT, their effect on reducing the maximum displacement of the
structure is almost like the effect of the fully controlled structure. Just a difference of
7% for El Centro and 1% for Northridge earthquakes. This means that the positions
founded by the modal controllability are better than the one founded by the index of
controllability if by comparing reduction ratio.

Fig. 4 Response spectra for El Centro and Northridge earthquakes
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Comparing now, the 5AT with the TMD and ATMD which are represented in
Fig. 6. So the reduction of the maximum displacement with the active control with
5AT it diminishes a little on the top floor. But still the control with 5AT closer to the
TMD and ATMD if we see compared to the Northridge earthquake.

Table 3 Comparison of the effect of the different nbrs of AT with their optimal position

Floors El centro earthquake Northridge earthquake

Max
uncontrolled
(m)

Controlled to
uncontrolled response
ratio (reduction ratio)

Max
uncontrolled
(m)

Controlled to
uncontrolled response
ratio (reduction ratio)

1AT 3AT 5AT All
Floors

1AT 3AT 5AT All
Floors

1 0.020 1.00 0.95 0.95 0.85 0.040 0.97 0.95 0.90 0.83
2 0.040 1.00 0.95 0.90 0.82 0.080 0.93 0.91 0.90 0.88
3 0.059 0.93 0.91 0.88 0.81 0.110 0.90 0.88 0.86 0.83
4 0.074 0.97 0.93 0.90 0.83 0.14 0.92 0.90 0.85 0.86
5 0.09 0.95 0.91 0.87 0.82 0.16 1.00 0.98 0.87 0.86
6 0.10 0.97 0.93 0.90 0.84 0.180 0.94 0.92 0.88 0.88
7 0.12 0.90 0.90 0.89 0.83 0.190 0.94 0.94 0.89 0.86
8 0.12 0.91 0.91 0.83 0.82 0.200 0.95 0.94 0.90 0.90
9 0.13 0.92 0.92 0.90 0.84 0.22 0.95 0.91 0.89 0.89
10 0.14 0.92 0.91 0.85 0.81 0.23 0.95 0.92 0.91 0.90
11 0.145 0.96 0.91 0.88 0.81 0.240 0.95 0.93 0.89 0.88

Fig. 5 Comparison of max disp. response of 1/3/5 AT with uncontrolled and fully controlled
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4.4 Application of Genetic Algorithm

In Table 4, we see that the same optimal positions for different number of AT founded
by the modal controllability method in mode 9th are founded here by GA.

As can be seen from the Fig. 7, for El Centro earthquake the max displacements of
stories of modal controllability and GA are identical which gives a huge reduction
approximately 18% and the graph concerning controllability index has 12% compared
with uncontrolled structure. For Northridge earthquake the max displacements of
stories of the three optimization methods are identical with reduction of 9% for modal
controllability and GA and reduction of 11% for controllability index.

From Table 5, it can be seen that the optimal positions of AT varies between 1st
and 2nd floor. Concerning the TMD, it optimal positions always on the top half of the
structure. For ATMD, it optimal positions stays always in the top floor.

Fig. 6 Comparison of max disp. response of 5 AT with TMD and ATMD

Table 4 Optimal position for 1/3/5 AT by genetic algorithm

El centro
earthquake

Nbrs
of AT

Optimal
positions
(Floors)

Max controlled
response (m)

Reduction
ratio

Max uncontrolled
response (m)

1 AT 1 0.133 0.91 0.145
3 AT 1 2 3 0.130 0.89
5 AT 1 2 3 4 5 0.120 0.82

Northridge
earthquake

Nbrs
of AT

Optimal
positions
(Floors)

Max controlled
response (m)

Reduction
ratio

Max uncontrolled
response (m)

1 AT 1 0.230 0.95 0.240
3 AT 1 2 3 0.225 0.93
5 AT 1 2 3 4 5 0.216 0.91
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5 Conclusion

Control with AT is less expensive and simple in their installation compared to the TMD
and ATMD. The results show that AT need to be placed in the lower half of the
structure. The position of the AT at the level of the structure stays an important factor
in the control. The effect of controlling a structure with a certain amount of AT is equal
to controlling the structure completely. Some places in the structure are advantageous.
A number of AT with their optimal position can reduce the max displacement of the
structure as the reduction carried out by the TMD. The optimal position is determined
according to two criteria, first is in relation to the max displacement and second in
relation to the AT controls force.
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Abstract. In this paper, elasto-plastic model based on non-associated flow rule
is implemented in Abaqus/Explicit software via VUMAT subroutine to study
the influence of some process parameters: cone wall angle, tool diameter, and
sheet thickness, on the formability, plastic deformation and thinning during
single point incremental forming (SPIF) process. The present work presents
useful guidance to show the effect of these three parameters in improving the
quality of manufactured products and in obtaining a better formability during
SPIF process.

Keywords: Single point incremental forming (SPIF) � Non-associated flow
rule � Elasto-plastic model � Formability � Thinning

1 Introduction

Single Point Incremental Forming (SPIF) has drawn great attention and increasing
interest in manufacturing sheet metal products that have fuelled academic and industrial
research in SPIF over the past two decades. The SPIF process is well suited and highly
recommended due to its flexibility for small batch and customized production and it is
deliberated as a rapid prototyping technique. The principal goal, which stimulates the
development of SPIF, is the absence of specific tooling and their greatest formability
compared to conventional processes. In SPIF, a spherical headed tool, that follows a
predefined tool path conforming to final part geometry, moves over the surface of the
sheet and incrementally deforms the flat sheet by a progression of localized
deformation.

The SPIF process suffers from poor geometric accuracy of the manufactured parts.
In fact, the tool path is one of the principal parameters, which influences the geometric
accuracy of the formed part. Hence, many researches works have been carried out on
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the tool path optimization and development, namely [2] who compared between four
tool paths strategies developed by a known CAM software (CATIA V5 R17) to see the
effect of these strategies on the ISF parameters. Further, [1] gave a parameterized
forming strategy to reduce the manufacturing time and homogenize thickness distri-
bution of an asymmetric mechanical piece. Recently, a number of reported review
papers have been published an overview on the influence of process parameters in
incremental sheet forming such as presented in [6] which gives a particular attention to
the ISF process parameters and depicted that the formability and the deformation are
significantly influenced by the wall angle during the incremental forming process.
Additionally, [8] have controlled the effects of wall angle on Al 3003 strain hardening
for parts forming by incremental forming to provide insight into the specific effect of
this process on the strain hardening of Al 3003.

Li et al. [11] studied the influence of three parameters including step-down size,
sheet thickness, and tool diameter on the thinning and mechanical properties to provide
useful guidance in improving the product quality formed by incremental sheet forming.

Different material behaviors proposed for assessing the formability taking into
account the effects of process parameters. Ben Said et al. [3] developed an elasto-plastic
constitutive model coupled with isotropic ductile damage based on associated flow rule
to predict the damage in SPIF process and to study the influence of some process
parameters on the damage evolution and forming effort during the SPIF of manufac-
tured parts.

In this paper, elasto-plastic model based on non-associated flow rule is imple-
mented in Abaqus/Explicit software via VUMAT subroutine to depict the effect of
some process parameters including wall angle, tool diameter and sheet thickness on the
formability during SPIF process. The reason behind using these parameters is to find
out their effects on surface quality and thinning of the truncated cone.

2 Constitutive Model

This section aims to present an elasto-plastic constitutive model based on non-
associated flow rule and mixed isotropic/kinematic hardening to describe the behavior
of the blank sheet during the SPIF process. Simple quadratic constitutive equations are
presented in Table 1 and detailed in [4, 5, 7, 10].

Table 1 Elasto-plastic constitutive equations based on non-associated flow rule

a/Yield function c/Plastic potential function

f ¼ uf rð Þ � rP � 0 (1)
F ¼ uF rð Þ � rP þ 1

2

PM
k¼1

bk
ak
Xk : Xk (5)

uf rð Þ ¼ rk kP¼
ffiffiffiffiffiffiffiffiffiffi
rtPr

p
(2) uF rð Þ ¼ rk kQ¼

ffiffiffiffiffiffiffiffiffiffi
rtQr

p
(6)

rP ¼ rY þR rð Þ; R rð Þ ¼ Q 1� e�br
� �

(3) d/Kinematic hardening

X ¼ PM
k¼1

Xk; _Xk ¼ ak _e
p � bk _cXk (7)

b/Plastic strain tensor
_ep ¼ _c @F

@r ¼ _cn; n ¼ 1
uF

Qr (4)
e/Isotropic hardening
R ¼ R rð Þ (8)
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In Table 1, r is the stress tensor, ak and Xk are the kinematic hardening variables,
rY is the initial yield stress, ep is the plastic strain tensor, r and R are the isotropic
hardening variables, ak, bk, b and Q are material parameters P and Q are the Hill’48
anisotropic operators defined the yield function and the plastic potential function
respectively.

P ¼ P F;G;H;N;M; Lð Þ ¼

HþG �H �G 0 0 0
HþF �F 0 0 0

FþG 0 0 0
2N 0 0

Sym 2M 0
2L

2
6666664

3
7777775

ð9Þ

Q ¼ Q F
0
;G

0
;H

0
;N

0
;M

0
; L

0
� �

ð10Þ

3 FEM Simulation

Numerical simulations based on the finite element model (FEM) have been carried out
with emphasis on assessing and improving the formability in SPIF process. The sim-
ulation of the SPIF process was performed using elasto-plastic model based on a non-
associated flow rule implemented in Abaqus/Explicit software via VUMAT subroutine,
which has the ability to manipulate the contact problem between tool and the part
surface as presented in [4]. Furthermore, the blank was pretended to be anisotropy and
meshed by S3R shell element with five integration points through the thickness. The
mechanical properties of the AA6022-T43 aluminum alloy are shown in Table 2.
A Coulomb friction coefficient of 0.1 is assumed between the punch and the blank. In
this study, three parameters including wall angle, which means the angle between the
deformed sheets to the horizontal plane, sheet thickness, and tool diameter were picked
as variable in SPIF process. The reason behind using these different parameters pre-
sented in Table 3 is to find out their effects on surface quality and thickness variation
on the manufactured part. The forming strategy for three different cone wall angle is
illustrated in Fig. 1.

Table 2 Mechanical properties of AA6022-T43 [12]

Young modulus (GPa) 70
Poisson’s ratio 0.33
Anisotropic coefficients Yield function coefficients F G H N

0.632 0.496 0.504 1.585
Potential function coefficients F’ G’ H’ N’

0.697 0.493 0.507 1.228
Voce law hardening (MPa) rY þR rð Þ ¼ 136þ 110 1� e�7:5r

� �
Kinematic hardening a ¼ 1400MPa; b ¼ 20;
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4 FEM Results

Formability is the capability of the sheet metal to deform without obtaining specific
forms of damage. For that, we aim in this section to analyze the influence of some
process parameters on forming capability in terms of plastic deformation and thickness
distribution. In order to investigate the effect of cone wall angle, comparisons are made
between a series of truncated cones were formed with wall angle 45°, 55°, 65° to
evaluate the thinning and the formability of AA6022-T43 aluminum alloy. The FE
simulations of SPIF process based on the proposed non-associated model which
specified by the separation between yield function and plastic potential function.

Figures 2 and 3 illustrate the variation of thickness along the transverse direction of
the truncated cone and the forming limit diagram (FLD), which is used to investigate
the formability during the SPIF process, respectively. According to these figures, it is

Table 3 Values of process parameters

Parameter Value

Wall angle 45°, 55°, 65°
Sheet thickness 1 mm, 1.5 mm, 2 mm
Tool diameter 10 mm, 15 mm, 20 mm

Fig. 1 Tool paths
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noted that the maximum thinning and major principal strain can be reached with wall
angle 65°, there were strains up to 80%. It should be emphasize that this thinning can
cause the occurrence of the crack and necking as shown in [3]. Therefore, we can
conclude that the increasing of the cone wall angle seems to be the major process
parameter, which is given a better formability, but it can reach the failure.

Fig. 2 Thickness strain along the transverse direction

Fig. 3 Numerical FLD diagram
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In addition, the rise of tool diameter has no remarkable difference in thinning of the
sheet material as shown in Fig. 4. However, it decrease the plastic strain during the
SPIF operation (Fig. 5). The maximum of plastic strain is located principally near the
tool path. It was shown that very high strains could be achieved for a lower tool
diameter. This can be explained by the fact that a highly concentrated zone
deformation, caused by small tool diameter, increased the formability as demonstrated
in [9].

Figure 6 depicts the effect of the sheet thickness and the cone wall angle on the
minimal thickness. It shows that the thinning increases when the cone wall angle
increases. In addition, the sheet thickness increases, in a nearly linear way with the
growth of the thinning.

The higher thinning is achieved with 2 mm sheet thickness and 65° wall angle. This
result explains that the deformed part reached damage since the thinning exceeds
100%.

As result, the cone wall angle should be chosen by taking into account of the sheet
thickness of the manufactured part to avoid the damage.

Fig. 4 Thickness evolution
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Fig. 5 Plastic strain distribution considering different tool diameter a D = 10 mm,
b D = 15 mm, c D = 20 mm
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5 Conclusion

In this research work, a finite element model based on non-associated flow rule was
implemented on user-defined material subroutine (VUMAT) to simulate the SPIF
process of truncated cones manufactured from AA6022-T43 aluminum alloy. The
numerical results illustrate the influence of some process parameters, including tool
diameter, sheet thickness, and cone wall angle, on thinning, plastic deformation and
formability during SPIF operation. This work mainly emphasizes that the rise of cone
wall angle increase the formability, but it can reach a failure when the choice of sheet
thickness was not optimal. A small effect can be noticed when increasing the tool
diameter and the sheet thickness. This work provides additional insight to successfully
deform AA6022-T43 aluminum alloy by SPIF process.
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Abstract. Incremental sheet metal forming process is a new procedure that
forms three-dimensional parts of metal in a thin sheet. In particular, single point
incremental forming of sheet metal is considered as a process that forms
products without using complex dies and specific forming tool. Through this
process, a cylindrical rotating punch with hemispherical end shape follows a
predefined continuous or discontinuous trajectory to deform the sheet plasti-
cally. This fabrication method is known for its flexibility and the adaptation to
complex geometrical shapes [6]. In the present work, the single point incre-
mental forming process (SPIF) has been investigated experimentally and
numerically using 3D finite element analysis (FEA). Regarding concerns of the
material, the sheets were produced from aluminum alloy. This study focuses on
using numerical simulations as a tool to predict and control some mechanical
and geometrical responses. In order to understand the effect choice of model
constitutive laws, we intend to compare between two relationships of stress-
strain hardening behavior, implemented on ABAQUS software, with the
experimental results. Based on the obtained findings, a comparison study was
presented in this paper between experimental and numerical results. Different
outputs responses were extracted such as global geometry (springback error,
shape and final achieved section profiles) and thickness distribution. Therefore,
the results obtained from the simulation were validated experimentally and good
correlations are found, also the process strategies show good agreement with the
experiments. Simultaneously, we conclude the most efficient hardening behavior
of the material that insures the obtaining of results that are as close as possible to
the experimental ones.

Keywords: Single point incremental forming (SPIF) � Aluminum alloy �
Finite element analysis (FEA) � Modeling of hardening behavior � Springback �
Final thickness distribution
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1 Introduction

Incremental sheet forming (ISF) is a new forming method. It is a process in which a
hemisphere-shaped tool is used to shape the sheet into the wanted form. The tool
travels over the material causing the sheet to deform plastically, to accomplish the
desired shape body [3]. This method is cheap and less expensive when compared with
other processes, which require a customized punch for every needed form [4, 5]. The
single point incremental sheet forming (SPIF) is the most used type of this procedure,
due to its flexibility. However, this method is notorious for the springback phe-
nomenon. This disadvantage occurs due to the accumulation of residual stress during
the forming process. After removing the tool and the blank holder, the sheet will go
through a relaxation stage, hence, the springback phenomena. The aim of our work is
top study the effect of the hardening law models (Swift and Voce) and the resolution
methods (explicit and implicit) on different outputs such as final shape, sheet thickness
variation and springback.

2 Modeling and Simulation

The geometry considered in this study was a truncated cone, with 60° wall inclination
angle, an upper diameter of 160 mm and a depth of 30 mm as shown in Fig. 1.
A punch tool with a hemispherical head, with a diameter of 10 mm is used. The desired
geometry was first prepared using a commercial 3D CAD-CAM software
CATIAV5R21. A discontinuous toolpath with a vertical increment step size of 1 mm
was generated. The obtained punch trajectory was converted into a numerical file by
using a specific postprocessor and then the different coordinates were implemented in
ABAQUS according to a global coordinate system.

The finite element simulation was carried out using ABAQUS® software. The
sheet was modeled as a deformable shell body with 0.6 mm of thickness, it was meshed
into S4R shell elements with 5 integration points through the thickness. The tool is

Fig. 1 3D CAD geometry of the formed part by SPIF process
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considered as a rigid body. The interaction between the two body (punch/sheet) is a
surface to surface contact with hard contact and a coulomb’s friction value of 0.1.

The material studied in this paper is an aluminum alloy AA1050. The mechanical

properties of the mentioned material are shown in Table 1 (Table 2).

3 Results and Discussion

The aim of this work is to compare the simulation results of two different models based
on its material property modeling. In our case, we study two hardening models: Swift
and Voce laws. Another objective was to discover the effect of the resolution method
on the springback study meaning we are going to compare the springback results issued
from an explicit and an implicit calculation. The simulation was carried out on a
calculator with an Intel® coreTM2 i7-6700 CPU processor and 8 GB of RAM.

We are mainly focusing on the springback phenomena that occurs after the pro-
cedure of incremental forming. As mentioned, after releasing the sheet, we remark the
occurrence of springback and the change in the final shape of piece caused by the
residual stress accumulated during the process. Our goal here is to study this phe-
nomenon through the final shape variation before and after sheet release. Thus, we
present two steps: the first one is dedicated for the forming process and the second one
is for the springback. We want to study the effect of the resolution methods on the final
results especially the springback output. Thus, we propose two sets of tests (Table 3).

Table 1 Mechanical properties of AA1050

Parameters Symbols Value

Density (Kg/m3) q 2700
Young’s modulus (GPa) E 69
Poisson’s ratio t 0.3
Anisotropy coefficient r0 – 1.79
Anisotropy coefficient r45 – 2.45
Anisotropy coefficient r90 – 1.7

Table 2 Swift and Voce hardening laws

Law Function Material constants

Swift [1] r ep
� � ¼ r0 Aþ ep

� �n r0 ¼ 119:5 MPa
A = 0.000142
n = 0.235

Voce [7] r ep
� � ¼ r0 1� Ae�bep

� �
r0 ¼ 170 MPa
A = 0.24
b = 281.5
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The simulation results are compared with the experimental results conducted by [2]
using a 3-axis CNC vertical milling machine.

Since the material is anisotropic, we will start by comparing the results from both
models and the experiment results by extracting the final shape of our specimen before
springback along X and Y-axis respectively (Fig. 2).

From the last two figures, we can see a good agreement between the CAD geometry
and the simulation outputs. In the first figure, we can remark also that the Voce model
is closer to the theoretical results especially along Y axis. On the other hand, the Swift
model present a more important deformation especially on the bottom of the cone,
which does not exist in the CAD profile. Since the results along Y axis are more
accurate, for Voce and Swift models, alike in the following figures we will only present
the results along this axis.

In the following part, we will compare the total deformation of our specimen after
releasing the sheet and removing all type of fixation. As mentioned before, the
springback study is done through an implicit and an explicit step to see the difference. It
should be mentioned that for the springback step, we applied a boundary condition by
limiting the displacement of 3 nodes in the upper part of the specimen (see Fig. 3).

Table 3 Simulation steps and strategy

Forming step Springback step

Test1 Explicit Explicit
Test2 Explicit Implicit

(a) Along X direction (b) Along Y direction

Fig. 2 Shape comparison before the appearance of springback a Along X b Along Y
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We will start by presenting the final shape results extracted from the explicit-
explicit calculation. Figure 4 present a comparison between the experimental profile
and the numerical one deduced from the simulation for both Swift and Voce laws.

The first remark is that the Voce model presents a more important springback when
compared with the Swift results, especially in the fixation zone (zone 1). Nevertheless,
it can be noticed, that both models become closer to the experimental one especially in
the wall region, noted (zone 2) in the Fig. 4. For the overall shape, the Voce hardening
law still presents a good agreement with the real results, if you took into consideration
that the Swift law shows an important deformation on the bottom of the cone, indicated
by (zone 3).

Fixation points

Fig. 3 The disposition of the 3 fixation points

Zone 2 

Zone 1 

Fig. 4 Final shape comparison resulting from the explicit calculation and the experimental
measurements after springback
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Now we move to present the results from the explicit-implicit test. The most
important advantage of using the implicit method is that it takes almost no time to
calculate the results when compared to the explicit one. In addition, the combination
scheme of explicit and implicit is preferred to predict the springback, resulting in more
numerical stability and accuracy. The following figure shows a comparison between
the experimental approach, the voce and the swift models from the implicit work
(Fig. 5).

In accordance with the explicit results, we observe that the Voce model presents a
springback more important than that found on the explicit-explicit test. Zone 3 shows
clearly that the deformed profile predicted by means of the Swift model is very distant
from the real shape. We also can see from zone 1, that the amount of deformation is not
very remarkable. On the other hand, it can be observed from the Voce model that the
springback produced in zone 4 caused the irregularity to increase and the final shapes
presents a deviation when compared with the experimental results, but this difference is
small. Unfortunately, we do not have the evolution of the geometry after springback
experimentally, thus we cannot conclude which results to consider reliable. However,
through the three previous comparison, we can conclude that the Voce model offers
more acceptable results than the Swift model.

To make the comparison clearer, we chose in this part of study to make a com-
parison between the two numerical analysis: implicit and explicit FEM methods
applied for prediction of the cross-sectional profiles of the final deformed shapes after
springback, for both Swift and Voce. Figure 6a, b illustrate the numerical prediction
and the measurement of the geometrical profile along the symmetric axis. We remark
that the implicit model gives us better springback results when compared with the
explicit one, for both Swift and Voce. We can see that the implicit results are closer to
the experimental results when comparing the final profile. In Fig. 6b, the fixation zones
presents an important springback, which makes us confirm that the Voce model
through the explicit methods could not be taken into account. However, from the

Zone 3 

Fig. 5 Final shape comparison resulting from the implicit calculation and the experimental
records after springback: profiles of the formed parts along the central cross-section (along the
YZ plane)
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implicit-Voce results, we could see good agreements with the real profile. On the other
hand, for both the explicit and the implicit methods, the Swift model shows results,
which can be described, as not fitted as shown in Fig. 6a.

Finally, we present the sheet thickness profiles of the cones, which are plotted
against the radial dimension. They are deduced from both Swift and Voce models and
compared with the theoretical model derived from the so-called sine law and defined by
the relation relationship (1).

tf ¼ t0 sin 90� að Þ ð1Þ

Fig. 6 A comparison of explicit and implicit predictions of the profile along the depth of the
final geometry for: a the Swift model and b the Voce model
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In Fig. 7, the evolution of the thickness profiles of two truncated cones formed of
an aluminum alloy sheet AA1050 predicted numerically for Voce and Swift and by
adopting the implicit schemas.

In our case, the final predicted sheet thickness would be 0.3 mm. The figure above
shows a comparison between the Swift and Voce outputs and the Sinus law. We can
see a crucial thinning in the right wall of the cone, which could risk the destruction of
the specimen. Thus, the thinning peak in the simulation prediction could be explained.

It can also be shown that the thickness at the bottom of the cone remains almost
unchanged, whereas the thickness in the wall region is reduced abruptly from 0.6 mm
to 0.15 mm and 0.2 mm, respectively for the hardening laws: Swift and Voce models
(Fig 8).

Fig. 7 Numerical prediction of the final sheet thickness evolution along the radial position with
combined numerical approach

Fig. 8 Final manufactured part by SPIF: actual photo
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4 Conclusion

Multiple comparisons have been presented in this work, we studied the simulation
results from two proposed hardening models, Swift and Voce, by comparing the final
shape obtained with the experiment results. We started by studying the anisotropy of
the both models and it was shown that anisotropy has no main effect on the desired
results. When comparing both models before springback occurrence, it was concluded
that Voce model is closer than the Swift model to the CAD shape. Since Springback is
a notorious phenomenon in incremental sheet forming, we carried a comparison
between the springback results predicted from an implicit and an explicit calculation
method and in the same time, we presented the results issued from both hardening laws,
i.e., Swift and Voce. When comparing the simulation profiles with the experimental
ones, we could deduce that the explicit method offers an important springback espe-
cially for the Voce model. On the other hand, the Voce implicit springback step shows
a good agreement with the real shape. Concerning the Swift model, all the results from
the implicit and the explicit calculations present a deviation from the experimental
shape, especially in the bottom of the cone. As a recapitulation, we can conclude that
the Voce model gives as results that are closer to the reality and that obviously the
implicit method has the closer profile, but the explicit method, despite being time
consuming, gives results that can be acceptable as well. An experimental campaign will
be carried out. First to confirm, with a great certainty, the most efficient model for
springback, and second to study the effect of different parameters such as cone depth,
tool vertical step and fixation method on the springback.
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Abstract. The automobile chassis is manufactured from various metal formed
parts that are joined together mainly by welding. Under same load conditions,
each material behaves differently depending on its properties. The knowledge of
these properties is crucial and requires experimental data. For an isotropic
material model, the data needed can be extracted from a simple tensile test. But,
for orthotropic materials, more experimental equipments are necessary. In such
cases, the finite element method can be used for the numerical approximation of
the problem. In this paper, a numerical modeling of the mechanical response of
an Interstitial Free (IF) steel subjected to a low strain rate tension is described, in
the particular case of isotropic linear elasticity and orthotropic plasticity under
the isotropic hardening assumption. The modeling of the material behavior
related to the ductile fracture was based on the approach of Hillerborg et al.
(Cem Concr Res 6(6):773–781, 1976, [1]). Firstly, the theory behind the model
was explained. Afterwards, the finite element model was described and the
related parameters were defined. Finally, the numerical results, performed using
the finite element software ABAQUS®, were compared to the experimental data
determined through the tensile tests carried out by Cumin et al. (Tech Gaz 23
(1):229–236, 2016, [2]) on the HC260Y steel.

Keywords: Finite element modeling � Orthotropic material � Ductile fracture �
IF steel

1 Introduction

Currently, one of the most important steels for the automotive industry in cars fabri-
cation for the external parts is the interstitial free steel (IF) which is combining high
strength and great ductility. IF steels contain only a small amount of carbon and
nitrogen (less than 50 ppm in weight). They are manufactured through vacuum
degassing process and generally stabilized by titanium and/or niobium additions that
combined to the soluble carbon and nitrogen form precipitates, resulting in a high cold
formability [3].

The determination of the tensile properties of these steels is crucial due to their use
mainly in the numerical simulation of sheet metal forming process. In our case, the
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numerical model was developed in the aim of its use later to investigate the tensile
properties of the Laser welded IF steel sheets by FEM method.

2 Elastic-Plastic Constitutive Equations

The elastic behaviour is described by the Hooke’s isotropic linear elasticity law as
follows

r ¼ D : ee ð1Þ

where D is the 4th order elasticity tensor.
By considering the small elastic strains assumption, the total strain value in the

structure can be defined as the sum of the elastic and plastic strain

e ¼ ee þ ep ð2Þ

The plastic strain-rate tensor is determined from the associated plastic flow rule as

_ep ¼ kh r; að Þ ð3Þ

where h is a tensorial function, k is the plastic multiplier and a is an internal hardening
variable.

The yield function f has the following form

f r; að Þ ¼ 0 ð4Þ

f defines a yield surface, which is the boundary between elastic and plastic flow. This
surface can evolve according to the hardening internal variables. The evolution of those
one can be expressed as

_a ¼ kl r; að Þ ð5Þ

The function l could be scalar or tensorial depending on a.

3 Hill’s Yield Criterion for Orthotropic Materials

A yield criterion predicts the beginning of the plastic deformation in materials. The
isotropic criteria are used when the plastic deformation obtained for a given stress state
is independent of the material orientation. The earliest criteria were proposed by Von
Mises and Tresca.

The rolling operations employed for metal sheets production lead to anisotropy,
which makes the plastic properties of the samples a function of orientation.

To model a material with initial anisotropy, the key parameters are determined from
measurements carried out on tensile specimens cut out at different angles relative to a
direction of anisotropy. Uniaxial tensile tests performed on these samples allow to
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measure quantities like yield stresses and so-called Lankford coefficients R, these
coefficients are defined by Meuwissen [4]

Ra ¼ ePtrans
ePthick

ð6Þ

where a is the angle from an anisotropy-direction to the tensile-direction of the sample,
ePtrans is the plastic strain in the direction transverse to the tensile direction and ePthick is
the plastic strain in the thickness-direction of the sample. The Lankford coefficients and
the yield stress values depends on the orientation angle a for anisotropic materials.

For metal sheets, the anisotropy type is often assumed to be orthotropic. To
describe orthotropic plasticity under general plane stress states, a yield criterion was
proposed by Hill. The yield function is given by Meuwissen [4]

U ¼ F ry � rz
� �2 þG rz � rxð Þ2 þH rx � ry

� �2 þ 2Ls2�yz þ 2Ms2zx þ 2Ns2xy ¼ 1 ð7Þ

4 Hardening Laws

The hardening rule describes how the yield surface changes (size, shape…) as the result
of plastic deformation except for elastic-perfectly-plastic material whose yield surface
remains fixed. It also determines when the material will yield again if the loading is
continued or reversed.

Two main hardening rules are used to prescribe the evolution of the yield surface
which are isotropic hardening and kinematic hardening.

Isotropic hardening is when the yield surface remains the same shape but expands
uniformly in all directions with plastic flow. However, kinematic hardening, corre-
sponds to the case when the yield surface remains constant in size and translates in the
direction of yielding.

Isotropic hardening models are usually used for large strain simulations which
makes them suitable for the FEM modelling of drawing or other metal forming
operations. The Hollomon’s power law is the simplest and without doubt the most used
one. It is defined as follows [5]

r ¼ Kenp ð8Þ

where r is the Cauchy stress, k the strength coefficient, ep is the plastic strain and n is
the strain-hardening exponent. Another widely used model is the Swift’s law, which
can be described by the following relation [5].

r ¼ K e0 þ ep
� �n ð9Þ

where e0;K and n are constants for a particular material. The identification of different
parameters related to a material model, described by its yield criterion, hardening law
and evolution law, requires experimental data [6].
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5 Ductile Fracture

There are four mechanisms in metals and metal alloys that may lead to failure in a
material: intergranular fracture, cleavage fracture, fatigue and ductile fracture.

Ductile rupture of metals can be defined, referring to microscopic observations, as
the nucleation, growth and coalescence of micro-cavities or voids (Fig. 1) [7].

The damage process can be interpreted as: (a) nucleation is mainly a result of
deformation incompatibilities between metallic matrix and non-metallic inclusions
which leads to the formation of voids; (b) void growth as a result of plastic straining
and hydrostatic stress.; and (c) Coalescence of the growing cavities that eventually
causes the material’s failure. This fracture mechanism is typical for dominant tensile
loading case.

Two main parameters govern voids nucleation and growth in metals: stress triax-
iality and plastic strain. A triaxial stress state takes place when all the three principle
stresses have non zero values. Stress triaxiality k is defined as the ratio of the hydro-
static pressure or mean stress rH to the Von Mises equivalent stress req [7]

k ¼ rH
req

¼ rxx þ ryy þ rzz
� �

=3

1ffiffi
2

p rxx � ryy
� �2 þ rxx � rzzð Þ2 þ ryy � rzz

� �2h i1
2

ð10Þ

where rxx; ryy and rzz are the principle stresses in the x, y and z directions.
Based on the stress triaxiality value, it is possible to find out the state of stress in

any point of strained object (Fig. 2) [8].

Fig. 1 Schematic representation for damage process: a nucleation, b growth and c coalescence
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The approach implemented in the finite element software ABAQUS is proposed by
Hillerborg [1]. Hillerborg’s Fracture Energy, Gf, is defined as the energy required to
open a unit area of crack as a material parameter. The softening response after damage
initiation is characterized by a stress-displacement response rather than a stress-strain
response. The Fracture Energy is defined as

Gf ¼ Z
d�eplf

d�epl0

Lryd�e
pl ¼ Z

�uplf

0

ryd�u
pl ð11Þ

where L is the characteristic length of the element, �epl0 is the equivalent plastic strain at

the onset of damage, �eplf is the equivalent plastic strain at failure and �uplf is the
equivalent plastic displacement at failure.

6 Damage Evolution

The concept assumes the growth of voids in the material. The damage, D, is basically a
measure for the reduction of the cross section area with respect to the upcoming voids
(Fig. 3).

Fig. 2 The k factor values for an individual plane stress cases: a biaxial compression, b uniaxial
compression, c simple shear, d uniaxial tension, e biaxial tension
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If A represents the cross section area including the area of the voids, and Aeff

represents the cross section area excluding the area of the voids, [9] define the damage
parameter as bellows

D ¼ 1� Aeff

A
ð12Þ

Another formulation of Lemaitre’s relation is a basic equation coupling damage to
the stresses

reff ¼ F
Aeff

¼ rTrue
1� D

¼ [ rTrue ¼ 1� Dð Þreff ð13Þ

The damage model included in ABAQUS, based on the energy release model, is a
complete model with a damage initiation criterion and a damage evolution model
leading to failure.

7 Finite Element Model

The uniaxial tensile test numerical simulation has been performed using the FE soft-
ware ABAQUS. The simulations have been carried out on the HC260Y steel which is a
high strength IF steel, mainly used in the automotive industry especially for the
stamping and forming of automotive panels. The geometry of the model together with
the sample dimensions according to the ISO 6892-1-2016 norm are provided in Fig. 4,
the thickness value has been chosen equal to 1 mm.

Fig. 3 The current section area and the effective section area

Fig. 4 The geometry of the model drawn in ABAQUS/CAE
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The material has been assumed to be isotropic in its elastic properties and following
an isotropic strain hardening rule in its plastic properties. The material parameters for
elastic strain have been as follows: E ¼ 200 GPa, m ¼ 0:3. The hardening laws chosen
to describe the stress-strain curves were power laws [2], described by the following
equations

r ¼ 673:1e0:21p Hollomonð Þ ð14Þ

r ¼ 683:88 0:003þ ep
� �0:22 ðSwiftÞ ð15Þ

The Hill’s yield criterion has been adopted to describe the orthotropic plasticity in
the sample. The parameters of the criterion have been calculated using the R values for
three different directions of loading in a plane from MD, R0;R45 and R90 [10]. Referring
to the experimental tests performed by Znaidi [11]. The Lankford coefficients values
have been as follows (Table 1).

For plane stress condition, the criterion parameters are reduced, they are given by

H
G

¼ R0;
F
G

¼ R0

R90
;
N
G

¼ R45 þ 1
2

� �
R0

R90
þ 1

� �
ð16Þ

The behaviour up to the point of ultimate strength was controlled by the elastic-
plastic properties of the material. When damage initiated, the equivalent plastic strain
has the same value for the different regions of the sample. After the damage initiation,
the inputted plastic properties for the material have been set to rise linearly following
the same slope as right before damage was initiated. The damage true stress true strain
path r has been defined by applying a damage parameter D, so that r ¼ 1� Dð Þ�r. The
data has been inserted to the material model as a tabular relationship of the damage
parameter D to the fracture displacement value �upl.

In the considered case, a uniaxial tension has been simulated, so that the stress
triaxiality factor g value was 0.33. The uniaxial stress’s state lasts until the neck is
created. Once Rm limit is exceeded, it varies significantly in different specimen zones.

The boundary conditions are chosen to simulate the action of the grips on the
sample clamped ends during the tensile test. In one end is applied boundary conditions
restraining all degrees of freedom. In the other end, all translations and rotations are
restrained except the translation on the y-direction. The last one is kept free to allow the
sample straining under a concentrated force applied through a reference point.

The model is meshed using the S4R element provided in ABAQUS. This element is
an eight-nodes linear brick element. The option element removal is activated to allow

Table 1 Lankford experimental coefficients

R00 R45 R90

2.19 1.82 2.72
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the deletion of failed elements from the mesh once the material stiffness is full fully
degraded.

The numerical predictions obtained with Hill’s model are compared to the mea-
sured data determined from the tensile tests performed by Cumin et al. [2].

The experimental results are described specifically in the following for flat speci-
mens cut from a sheet plate according to a parallel orientation to the rolling direction.
The tensile tests were performed employing 7120 N load cell (mean value). True stress
vs true strain was plotted in graphs for five different tests (Fig. 5).

The material properties used as input for the numerical model are related to the test
4. The specimen’s shape during the tensile test was represented in the Fig. 6 from the
initial state until the final fracture.

Fig. 5 Results from uniaxial tensile test [2]

Fig. 6 Specimen’s shape during tensile loading
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The strain versus stress curve obtained by numerical prediction as well as the
experimental curve are shown in the Fig. 7. The comparison of the numerical and
experimental curves shows a good agreement especially for the elastic plastic behavior.
When damage initiates at an equivalent plastic strain of 0.26, the stress values deter-
mined by the numerical predictions seems to be higher than the experimental values.
This is may be due to the high mesh dependency of the results. The total failure of the
model occurs when the strain reaches 0.3.

8 Conclusions

The aim of this work was to simulate the ductile fracture of an IF steel subjected to a
tensile loading in the particular case of isotropic linear elasticity, orthotropic plasticity
using the Hill’s model under isotropic hardening assumption.

The numerical predictions are in a good agreement with the results of the experi-
ments performed by Cumin et al. [2], even they show a high mesh dependency. This
model was developed in the aim of its use later to investigate the tensile properties of
the Laser welded IF steel sheets by FEM method.
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Abstract. The present paper focuses on the determination of the optimum
cutting conditions leading to minimum cutting force (Fa, Fr, Fz) as well as
cutting power in the case of the turning of the Inconel 718 using the tool holder
referenced by SVV 2020 K-11 and the carbide double-sided 35° rhombic cut-
ting tool. The optimization is based on the Taguchi method. Furthermore, the
orthogonal array, the signal-to-noise ratio (S/N) and the analysis of variance
(ANOVA) are respectively exploited to establish the statistical significance of
the cutting parameters on different technological ones studied. Three parameters
are studied in this paper, namely: feed rate f, nose radius re and cutting speed Vc.
The experimental results revealed that the nose radius is the most factors
influencing the three cutting force components followed by the cutting speed for
the feed force and the feed rate the two other components. Moreover, a math-
ematical model relating both of cutting force and cutting power to the cutting
parameters were developed.

1 Introduction

Aircraft engines and compressors are parts of severe conditions where temperature and
pressure can reach abnormal values. Conventional metals can’t work under these
conditions. That’s why manufacturers come back to refractory super alloys charac-
terized by theirs excellent mechanical properties and their ability to maintain these
properties at high temperatures. Among these alloys, nickel-based alloys we cited
Inconel 718. It is used in the high pressure part of the compressor and the gas turbine
for temperatures goes from 450 °C to 700 °C [1, 2].

Due to its high mechanical proprieties, the Inconel 718 is characterized by lower
machinability. This propriety can be the best explication of different machining
problems such as surface integrity [3], tool wear, tool life, cutting temperature, cutting
forces and cutting power. Thereby, these machining characteristics are directly related
to the different cutting conditions. Thus, a great attention should be given to the
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investigation of the impact of process parameters. For that, literature reviewers contain
various studies in this context. According to Mishra et al. [4], the feed rate, the of cut
and the cutting speed have an important impact on cutting force, feed force and
material removal rate (MRR) when turning Inconel 718 using a carbide coated insert
with 4 µm coating of TiAlN-TiN and under dry conditions.

Moreover, the use of chamfered inserts had a significant effect on cutting forces. It
allowed to decrease cutting forces and then to improve surface integrity [5]. Returning
to literature reviews, it was clear that there was a lack of studies that taking the nose
radius as factor on response characteristics. Besides, most studies treat the case of dry
conditions and little analysis were about wet machining. In addition, all previous
studies concerned the laminated Inconel 718. Whereas, in this paper, we focus on the
turning of the molded Inconel 718 under wet conditions. Especially, the investigation
of the effect of three cutting parameters: cutting speed, feed rate and nose radius on the
cutting forces and the cutting power. The cutting speed and the feed rate with three
levels whether the nose radius only with two levels. In fact, the workpiece material and
the cutting tools where obtained from the collaborated society and there were only two
nose radius available.

Based on ANOVA analysis and the S/N ratio, the most significant factors and the
optimum conditions were determined.

2 Problem Definition

The main objective of this paper was to determine the optimum cutting condition
during the turning of the Inconel 718 and to develop the mathematical model for the
three cutting components of cutting force (Fa, Fr, Fz) and the cutting power. Three
parameters were taken into consideration: the nose radius with two levels (0.4 and
0.8 mm) the cutting speed and the feed rate with three levels (33/47 and 70 m/min) and
(0.08/ 0.11 and 0.14 mm/rev).

3 Experimental Setup

3.1 Material

The experiment tests are carried out on the CNC lathe, SN40C model. The cutting
inserts used were the VNMG 120304 and the VNMG 120308 mounting the tool holder
SVVNN 2020 K-12F. The cutting forces measurements were obtained directly using a
Kistler three-component dynamometer model 9257B Fig. 1a, b.

3.2 Taguchi Method

It is an efficient quality method that permits to determine the most significant parameter
(s) for the characteristic performance in question and the optimum combination. For
that, it uses the S/N and the ANOVA tools [6]. The OA retained was the mixed L18
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(two factors with three levels and one factor with two levels) and the adequate category
of S/N ratio for this problem was the smaller is the better which expressed by:

S
NS

¼ �10� logð1
n

Xn
i¼1

y2i Þ ð1Þ

where yi: observed data and n: number of observation.

4 Result and Discussion

In the present work, the results treatments were realized under the Minitab17 interface
software.

4.1 Signal to Noise Ratio

The cutting forces results are transformed using Eq. (1) to S/N ratio. Then the S/N ratio
for feed, thrust and cutting force were calculated. Since it was an orthogonal array, then
the effect of each factor at different levels was independent. Thereby, the mean S/N
ratio for each level of nose radius, cutting speed and feed rate were calculated. These
results are summarized in Table 1.

It’s clear from the table above that the cutting forces are depending on the three
factors. The analysis of the S/N ratio showed that the three factors feed, nose radius and
cutting speed had significant effects on response factors with different degree of sig-
nification. For that, Delta (the size of effect) was deducted as the difference between the
maximum and the minimum value of the effect for each factor. The factor with the
largest value of Delta is the most significant one.

In the present study, the nose radius was the most significant factors for the three
cutting forces followed by the cutting speed and the feed rate in the third case.

(a) SN40C lathe (b) Dynamometer 9257B

Fig. 1 Conventional machine and kistler dynamometer
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4.2 Main Effects Plot for S/N Ratio

The results bellow: mean S/N ratio response given in Table 1 and data means of
responses were plotted for feed, thrust and cutting force in Figs. 2, 3 and 4 respectively.

Regarding the main effects plots for means, Figs. 2a, 3a and 4a describe the
variation of technological factors with cutting parameters and their sensitivity sense.
It’s clear that the three cutting forces increase sharply with the increase of nose radius.
However, with any increase in cutting speed, cutting forces decrease considerably
without exceeding the effect of the nose radius. For the feed rate, it’s seen that the
major variation was observed for the feed force in comparison with the two other
components. Feed force decrease up to 0.11 mm/rev then it increase with increasing
feed rate.

Table 1 Means S/N ratios responses for cutting forces

Level re Vc f

Feed force 1 −20,92 −22,64 −21,99
2 −22,97 −21,91 −21,63
3 −21,29 −22,22
Delta 2,05 1,3

5
0,0
6

Rank 1 2 3
Thrust force 1 −32,73 −35,68 −35,27

2 −38,07 −35,49 −35,54
3 −35,03 −35,40
Delta 5,34 0,65 0,27
Rank 1 2 3

Cutting force 1 −32,28 −34,59 −33,75
2 −35,43 −33,80 −33,89
3 −33,17 −33,92
Delta 3,15 1,42 0,17
Rank 1 2 3

Fig. 2 Main effects plot for S/N ratio and for means responses of Fa

Predictive Modeling and Optimization 331



Concerning Figs. 2b, 3b and 4b, these graphs serve not only to present the effect of
each parameter on response factors but also to determine directly the optimum com-
bination of process parameters giving an optimum response.

The main objective was to optimize cutting forces. Then, we have an interest to
minimize response factors which corresponded to the characteristic category “the
smaller is better”. The highest S/N ratio corresponds to the smallest noise.

For that, we were referred to figures above to determine the optimum combination
of process parameters. For example for the feed force (Fig. 2b), the optimum levels of
input factors leading to minimize the feed force were: nose radius of 0.4 mm, cutting
speed of 70 m/min and feed rate of 0.11 mm/rev. This combination was the optimum
case for the two other components excluding the feed rate optimum level for the cutting
force Fz was 0.08 mm/rev.

4.3 Regression Equation

The mathematical models of cutting forces were carried out using the multiple linear
regression method under Minitab 17. The equations below present the cutting forces as
function of the three cutting parameters.

Fig. 3 Main effects plot for S/N ratio and for means responses of Fr

Fig. 4 Main effects plot for S/N ratio and for means responses of Fz
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Fa ¼ 6; 99þ 11; 01� re � 0; 06� Vc þ 46; 4� fþ 0; 05� rs � Vc � 53; 2� rs � f
� 0; 20� Vc � f

ð2Þ

Fr ¼ 16; 0þ 36; 9� re � 0; 22� Vc þ 241� fþ 1; 11� re � Vc � 9� re � f � 4; 40
� Vc � f

ð3Þ

Fz ¼ 13; 0þ 52; 1� rs � 0; 13� Vc þ 301� fþ 0; 39� rs � Vc � 253� rs � f
� 2; 75� Vc � f ð4Þ

For the cutting power the analysis was based on the results given above. As it was
known that the cutting power and the cutting force component were proportional and
related with the following expression:

Pc ¼ Fz � Vc

60
ð5Þ

Using the cutting forces equations, the optimum value of each response obtained
with introducing the optimum process parameters founded in the previous section: Fa
opt =9.8N2, Fr opt =38.74 N and Fz opt =36. 2 N. The cutting power was then
42.28 W.

5 Conclusion

The optimization process in this study was carried out using the Taguchi method which
seems to be not only the most adequate method but also the most efficient. The present
problem was solved with the L18 Taguchi mixed array. The results were carried out
basing on the S/N ratio and the main effect plots. The main objective was reached by
the determination of the most significant factor for the cutting forces which the nose
radius followed by the cutting speed and then the feed rate. The optimum solution that
minimizes the cutting forces corresponded to the lowest level of nose radius, the
highest one for the cutting speed and the middle level for the feed rate. Finally, a
predictive model for response factors was carried out.
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Abstract. Incremental forming of sheet metal is a new sheet forming process. He
has shown a variety of applications ranging from the automotive field to the
biomedical field. However, sheet metal parts cannot be made in a one-step
incremental forming process because the maximum profile angle of the wall that
can be formed is limited for a given sheet material and for a given thickness. This
limitation can be overcome with the multi-step incremental forming process
(MSIF). In the framework of this study, it is proposed to analyze by experimental
techniques the thickness and the profile of a truncated cone obtained by several
steps forming an incremental MSIF. The study has been carried by forming a
conical cup with 85° wall angle in four stages. Experimental tests were performed
for specific conditions such as forming strategy, tool path, increment and cutting
parameters. ABAQUS numerical simulations were performed to validate the
experimental results at the end of each incremental forming step. The numerical
and experimental results of the profile sheet metal are the subject of a comparative
study between the theoretical, simulated and experimental models.

Keywords: Incremental forming � Finite element simulations � MSIF �
Profile sheet metal � Thickness sheet metal

1 Introduction

The principle of the incremental forming process is to deform plastically a sheet locally
by means of a small hemispherical tip tool. In most applications of incremental
forming, the sheet is embedded on its contour to prevent it from slipping inwards. The
final shape of the part is generated by the path of the tool.

This process can be considered in three categories:

– Single point incremental forming (SPIF) [1].
– Two Point Incremental Forming (TPIF) [2].
– Multi-stage incremental forming (MSIF) [3].

In this paper, multi stage incremental forming (MSIF) tests are presented using a CNC
machine bench to produce a truncated cone with a wall angle of 85°. Initially, the part
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was formed with a 60° wall angle and increased in the subsequent steps of 70°, 80° and
85° [4].

2 Numerical Simulation

The finite element simulations were performed to study the evolution of the profile in
each step to validate the theoretical model as shown in (Fig. 1).

Figure 2 shows the steps to perform the numerical simulation of the multi stage
incremental forming process (MSIF).

Fig. 1 Theoretical model and trajectory of the tool

Fig. 2 Digital simulation approach
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• Evolution of the profile

Figure 3 shows the evolution of the profile. Note that the maximum depth value
does not exceed 30 mm.

The profiles obtained from the sheet are presented above. The red zone is a
deformation that appeared because of the boundary conditions used for the simulation,
which is related to the lack of support against the part in the real case.

An elastic return appears in the zone of the bottom of the cone (zone in blue) and it
is more remarkable in steps 3 and 4.

• Results of variation of thickness

Figure 4 shows the thickness variations for the entire sheet.
The following graphs (Fig. 5) represent for each step the distribution of the

thickness obtained by cutting the section perpendicular to the Y direction.
The thickness decreases until the minimum value is reached in step four.
Thickness results, deformed areas on the sheet confirm that the MSIF strategy can

form a cone with vertical wall.

Fig. 3 Evolution of the profile of the sheet
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Fig. 4 Thickness distribution in the four steps a a = 60°, b a = 70°, c a = 80°, d a = 85

Fig. 5 Evolution of z depth in the four stages
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3 Experimental Setup

For this experimental analysis a test bench was used to determine the profile under
consideration. The test stand is mounted on a 3-axis SPINNER MVC 850 CNC vertical
machining center. The forming tool used is a tool with a hemispherical head diame-
ter = Ø10 mm in 42CrMo4 steel. The test specimen is a square blank of S235 steel
sheet in the dimensions are 190 � 190 mm thickness 1 mm.

In Table 1, the multi stage incremental forming test parameters are illustrated.

• Means of profile measurement

The profile projector has been used for profile measurement and at the same time for
thickness checking, are optical measuring devices projecting a profile image of a part
on a screen (Fig. 6).

Table 1 Multi-stage Incremental Forming test parameters

Parameters Levels

Strategy DDDD (Dawn, Dawn, Dawn, Dawn)
Path “Z level” trajectory
Increment Dz 0.5 mm
Tool speed 600 tr/min
Feed rate speed of tool 1000 mm/min
Lubrication With lubrication

Fig. 6 Vertical profile projector

Effect of Multi-stage Incremental Formatting Strategy (DDDD) 339



• Means for measuring the thickness

Since the walls of the objects to be measured do not allow the use of traditional
calipers, ultrasonic measurement techniques are used; For this we will use a thickness
sensor that allows us to measure the variation of the thickness of our room (Fig. 7).

4 Results and Discussion

• Depth evolution

The following, we present an extract of the results of the experimental work bearing on
the evolution of the profile presented in (Fig. 8).

It may be noted that the shape obtained is different to that of the theoretical model
(CAD) of the part, a degraded form appeared at the bottom of the part (clearer in the
stages 3 and 4), this form is thanks to the accumulation of the material by the move-
ment of the tool down, this phenomenon called “pillowing”.

Fig. 7 Thickness measuring sensor
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In order to collect numerical and experimental results, a comparison was made of
the depth of the room between the theoretical, simulated and experimental models
presented in (Fig. 9).

Fig. 8 Forms obtained after each stage (stage1: a = 60°) (stage2: a = 70°), (stage3: a = 80°) et
(stage4: a = 85°)

Fig. 9 Presentation of the theoretical, simulated and experimental depths in the four steps
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The experimental depth reaches 36 mm in stage 4; it is the consequence of the
phenomenon of “pillowing” which increases the desired final depth.

The numerical and experimental profiles have an offset from the theoretical profile
at the top of the room. This shift is due to deformation that can be limited with a
counter piece.

• Results of variation of thickness:

The results obtained with a thickness sensor are shown on (Fig. 10).

Note that the thickness decreased after each pass until waiting for the minimum
value in the fourth step which equals 0.28 mm.

In order to collect the numerical and experimental results, a comparison was made
at the level of the evolution of the thickness of the piece in order to validate the
modeling and to prove that the MSIF strategy capable of producing a cone truncated
with vertical wall.

The 11 shows the evolution of thickness in the experimental and numerical studies
as well as the theoretical thickness.

First, we notice that the values are close between the numerical results and the
theoretical thickness in the four stages. For the experimental thickness, we notice that it
exceeds the theoretical value for the steps 2, 3 and 4, so we can say that the prediction
of thickness by the theoretical and numerical methods remains difficult.

The results obtained show that multi-pass incremental forming can produce a
truncated cone with a vertical wall and overcomes the sine law.

Fig. 10 Thickness distribution in the different steps
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5 Conclusion

The experimental tests carried out using a test bench on the material S235, allowed us
to obtain a set of the results of the process of multi-pass incremental forming MSIF.

The work developed in this paper helps to prove that the MSIF strategy is capable
of producing a truncated cone with a wall angle very close to 90°.

At the end of this study, you can:

• Avoid deformation of the upper part of the part while adding a support against piece
to the test bench.

• Overcome the phenomenon of “pillowing” when forming the sheet while dividing
the final depth of the piece on the number of steps.

• Change the “DDDD” strategy by a “DDDU” strategy with a depth greater than the
first three movements.
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Abstract. Human resource skills have a significant impact on the production
systems performance and competitiveness of companies. In fact, many com-
panies are aware of the human potential in their development, to improve their
overall performance and to cope with global economic and technological
changes. Hence the need for any company to assess its staff potential and to put
into place relevant training plans becomes a crucial challenge, in order to meet
its current and future needs. Employees’ competencies assessment includes all
the activities related to the planning, monitoring, evaluation, recognition and
development of individual work performance. In this paper, we present a
method to evaluate the human performance based on the job and skills man-
agement, in order to improve industrial performance. This assessment relates to
the analysis of the data and information gathered from surveys of employees
working in a company’s cosmetic production departments.

Keywords: Industrial performance � Knowledge and skills assessment �
Continuous improvement

1 Introduction

In order to deal with international competition and ensure their sustainability, firms are
obliged to innovate and be competitive in terms of cost, quality and time. Innovation
and competitiveness can then be considered as the two dimensions of a company’s
overall performance. These two requirements necessitate the acquisition of some
resources and an efficient and effective management of these resources. These resources
include tangible assets (machines, equipment, buildings, ICT-information and com-
munication technologies infrastructures…) and intangible assets (human resources
mainly). The contribution of intangible assets as knowledge to the overall performance
has been reported in several studies [1, 16, 21, 24]. However, even if the link between
knowledge and performance is one of the most discussed topics in the knowledge
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management literature [16], the quantification of the knowledge contribution to the
overall industrial performance and the causal link between knowledge and performance
are difficult to establish [25]. ISO 9001, version 2015 [18], one of the most widely
applied management system standards, explicitly mentions the knowledge as a resource
to be managed. It requires that companies identify and manage the knowledge needed
to achieve the compliance of products and services.

Knowledge management (KM) is “the set of management activities that enable the
firm to deliver value from its knowledge asset” [21]. The main KM activities are
knowledge sharing, creation, application, storage and identification [15]. Therefore,
KM encompasses information and communication technologies (ICT) management
[21] but also the human resource management (HRM). KM and HRM are then very
closely interrelated as the most important resource from employees relates to their
knowledge [21]. KM objectives include the protection against any loss of knowledge
related to staff departures or simple forgetfulness of employees in company and the
facilitation of the sharing of information necessary for the proper functioning of pro-
cesses in a logic of risk prevention and continuous improvement. Thus, in order to
efficiently exploit existing knowledge assets, in accordance with their present and
future needs, companies must design and implement a consistent knowledge man-
agement strategy. On this point, strategic knowledge management (SKM) deals with
the construction of a KM strategy, the monitoring and evaluation of knowledge
resources and the benchmarking of the business environment for their developmental
need [16].

The aim of this research work is to support the development of a SKM by assessing
the needs in terms of knowledge and skills of production operators and to propose an
action plan to the company management in order to satisfy the identified needs in the
assessment process. This study was conducted in a cosmetic production company. This
paper is organized as follows: the next section introduces the management and the
assessment of knowledge and skills based on a literature review. Section 3 presents our
research work through the skills assessment survey and its outcomes followed by an
analysis for the future SKM. We conclude in Sect. 4.

2 Management and Assessment of Knowledge and Skills

In general, knowledge is classified in most research publications as either tacit or
explicit knowledge [14, 29]. Explicit knowledge can be easily acquired, standardized
and generalized through manuals, documents and simple operating procedures,
whereas tacit knowledge relates to the skills and the know-how of a person that cannot
be easily generalized or shared, it is based on the experience, the intellectual level,
diploma, and academic training [11, 13]. On this subject, Nonaka proposes and
develops a theoretical model to facilitate the dynamic creation of sufficient organiza-
tional knowledge through a continuous dialogue between tacit and explicit knowledge
[26]. Additionally, (Saint‐Onge [27] explains all the aspects and roles of explicit and
tacit knowledge in the three elements of intellectual capital in an organization (Human
capital, Customer capital and Structural capital). Indeed, the enterprise is considered as
a knowledge integration institution. Knowledge has become a vital resource for
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innovation, performance and competitiveness of organizations in all fields [12]. The
real value of organizations depends on their knowledge base, the ideas and insights in
the heads of their employees and the performance of their human capital. As a result,
some knowledge management activities, as the acquisition, conversion, application,
and protection of knowledge, are positively related to the organizational performance
[25].

2.1 Knowledge Management

Knowledge Management (KM) is the management of corporate knowledge, skills, and
knows-how that can improve firm’s performance. According to Wong et al. [28], KM is
concerned with the exploitation and development of knowledge (explicit and tacit) of
an organization, aligned with the company’s objectives. Several KM implementation
models are suggested and proven with KM research [3, 9, 17, 23]. These models are
developed according to different approaches and perspectives [9]. KM system (KMS) is
a set of techniques and strategies to analyze, organize, improve, disseminate [11],
maintain and share knowledge and experiences in an organization [26].

In parallel, in the industrial environment, the knowledge management is a novelty
of Quality Management System—ISO 9001 in version 2015 [18], where knowledge is
described in the seven quality management principles: customer focus, leadership,
engagement of people, process approach, improvement, evidence-based decision
making and relationship management. In the Chap. 7 “Support”, it notably demands the
company to identify and manage the knowledge needed to achieve compliance of
products and services. The base of knowledge has also been described in the ISO 9000
[19] as “the available set of information (or data) constituting a justified conviction and
having a strong certainty of being true” and factual. Finally, as it is now obvious that
skills and knowledge management have a direct impact on business performance, the
implementation or the improvement of KM must imperatively begin with an evaluation
of staff knowledge.

2.2 Knowledge and Skills Assessment

Knowledge has been well recognized as intangible but is an important asset for
achieving performance and competitiveness [4]. Then knowledge evaluation is crucial
for performance management, as it allows an organization to evaluate, monitor, and
improve its human capital. Chen and Chen [7] classified KM performance measure-
ment into eight categories (namely qualitative analysis, quantitative analysis, financial
indicator analysis, non-financial indicator analysis, internal performance analysis,
external performance analysis, project-oriented analysis, and organizational oriented
analysis).

Kuah and Wong [22] covered the most important KM performance measurement
approaches and grouped them into two broad categories (qualitative and quantitative)
and eight associated models (Balanced scorecard (BSC), Skandia navigator, Intangible
asset monitor, Tobin’s q ratio, Human resource accounting (HRA), KP3 methodology,
Knowledge management performance index (KMPI), and User-satisfaction-based
system (USBS)). Whereas the BSC links learning components and other intangible
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assets to organizational performance, in order to map KM objectives across the four
BSC key areas (financial performance, internal business processes, customer, and
learning and growth), this method does not provide an explicit explanation on how to
conduct an assessment [20].

The Skandia navigator is an assessment and management tool capable of measuring
the hidden dynamic factors of human, customer and structural capital that underpin the
visible aspects of a company’s buildings and products, thus reflecting more accurately
the value of a company [10]. Even if it is easy to implement, the very large number of
measures it proposes may cause confusing interpretations. Intangible asset monitor
presents a complete measure of organizational success and shareholder value with a
knowledge viewpoint. However, this model is more concentrated on management
objectives and is inadequate for the purpose of quantifying intangible assets. Tobin’s q
ratio is an important tool in KM development and for laying the preliminary work for
intellectual capital measurement. Unfortunately, the application of Tobin’s q in KM
does not take into account the replacement costs for intangible assets. HRA is an
approach that quantifies the economic value of staffs including cost models, human
resource value models and monetary emphasis models, it supports the conversion of
employees’ knowledge and experience into monetary value [5]. KP3 (knowledge,
product, process, and performance) assesses the contribution of knowledge to business
performance by employing product and process as intermediaries. It shows more
explicitly the relation between knowledge and business performance [2]. The KMPI is
a new metric to assess the KM performance of a firm, which is based on a logistic
function including five components used to determine the KCP: knowledge creation,
accumulation, sharing, utilization, and internalization. The KMPI method improves the
quality of decision-making and establishes and evaluates KCP [6]. Finally, the USBS
provides an alternative way to evaluate KM solely based on knowledge users [8].

Additionally, [28] present a review on Knowledge Management (KM) performance
measurement in the past two decades and show how KM performance measurement
has changed during this period. Therefore, in addition to the previous classifications,
they propose to categorize KM performance measurement into six new categories:
traditional, advanced, deterministic, stochastic, general result oriented and specific
result oriented.

Finally, despite many methods of knowledge assessment, there is no approach to
assess both skills and knowledge. For this reason, we propose a qualitative approach to
capture both skills and knowledge. In the following paragraph, we will present the
survey we conducted to assess the skills and knowledge of employees in the production
of a company in the cosmetics sector.

3 Approach and Outcome of the Skills Assessment Survey

This study is based on surveys conducted in the form of individual interviews with
company staff. Its aim is to evaluate the know-how and skills of the employees and to
measure the gaps with respect to the needs. This skills assessment will help to identify
and highlight the strengths and weaknesses for each operator, in the light of expected
current or future industrial performance. Therefore, the proposed method consists in
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first collecting the information and the points of view of all the actors involved in the
production system, in order to then make proposals likely to improve both their
working environment and the industrial performance.

The survey was carried out after an analysis of historical data related to products
and manufacturing equipment and a diagnosis of the production system, in order to
measure the current industrial performance according to the measurement methods and
performance indicators existing in the company and define failures and thus correlate
failures and non-conformities with human factors. The survey is conducted in three
stages: Pre-survey, Survey, and Post-survey.

3.1 Pre-survey

This step consists in carrying out the actions prior to the elaboration of the question-
naire: interview with the managers of each company department and retrieving the
additional documents (job profile, role description, current position, training followed
and qualifications, skills matrix) useful to:

• Define the purpose of the survey: study of the impact of human factors on pro-
duction performance by evaluating the current workers’ skills and the skills level
required by the job

• Make an inventory of available resources: examining the time availability, addi-
tional documentary sources and various material resources)

• Define the targeted population and the chosen sample (services concerned, sample
size and individuals).

3.2 Survey

To assess the impact of human factors on industrial performance, two different types of
media have been developed: the first to audit the performance of the maintenance
department which has been completed with the department manager and the second
type is a questionnaire completed in the form of an individual interview with the
employees selected in the sample.

The survey support consists of two complementary questionnaires. The first con-
tains 52 standard questions for all services; this questionnaire assesses the knowledge
and skills of operators within the company and their degree of involvement in the work
and is completed in the form of an interview. This standard questionnaire addresses the
following points: (i) knowledge of standards, company certifications and Lean Man-
ufacturing tools implemented, (ii) skills, strengths and weaknesses, (iii) training,
(iv) future of the employees and their desire to evolve, (v) motivation, degree of
involvement in the work and behavior, (vi) relationship with other services
(maintenance and quality for example) and working conditions, (vii) relationship with
managers and (viii) proposals to improve production. The second is in the form of a
self-assessment, which includes questions on the details of the work performed and the
operator’s know-how. These questions are based on the job description of each posi-
tion. They assess technical, relational, organizational and adaptation skills. Then the
draft questionnaire has been tested by three people (whose characteristics fit those
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required of members of the survey population), in order to assess the ease of under-
standing, the degree of acceptance and the ease of interpretation. The test is an
absolutely necessary step that must be carried out with rigor. This test resulted in the
removal of 11 questions that affected the susceptibility of two of the three people
chosen for the test. The objective of these removed questions was to determine the
degree of use and familiarization of operators with new technologies in their daily lives.
Finally, during the survey, the questionnaires were collected, stored carefully and
classified by department and type of population interviewed, before being checked and
verified regarding their correct filling.

3.3 Post-survey

The post-survey stage includes the survey counting, the results analysis and finally the
formulation of an action plan. In the survey counting step, all the responses of the
employees have been summarized in a single document, in order to facilitate the
analysis and extraction of important information for the definition of the gap to
expectations and the drafting of an action plan. For the closed-ended questions, the
ratios for all responses (number of responses by yes or no) for the entire population
selected have been calculated. For the open and semi-open questions, the answers
considered useful and beneficial for the analysis have been collected (out-of-scope and
inconsistent responses with regard to the objective of the study, have been eliminated
for the next step. The analysis of the results reveals the following elements. Main
operators lack of standards knowledge and certifications, and few apply in practical
Lean tools. Operators do not encounter difficulties in the execution of tasks, except for
certain organizational problems and the format change which requires excessive
physical effort; they have a high mastery of the theoretical and technical knowledge of
the profession and a good ability to work in a team. They mention a lack of practical
training on the machines and the mechanical subsystems that constitute them. Indeed,
the content of current training is not clear or methodical, and as a result is of limited use
for their work. In addition, temporary workers and new employees do not benefit from
training programs (their only training is provided by production staff). Despite good
relations between operators within the same department, the lack of communication is
highlighted. Similarly, regarding management, they point to a lack of communication
with the manager and inadequate human resources management on the production line,
with too much rotation between the different workspaces. Finally, the survey shows a
good involvement of operators in their work but not in the company objectives.

After analyzing the results of surveys, an action plan based on four areas of evo-
lution has been prepared. It consists of continuous improvement of maintenance,
production, quality and communication. The corresponding improvement areas are
respectively detailed in Tables 1, 2, 3 and 4.
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Table 1 Production performance improvement areas

Improve the knowledge of the quality management system and Good Manufacturing Practices
Improve the practices of 5S, SMED and TPM
Improve the polyvalence of the operators on the machines by the relevant rotations between
the workstations according to: the necessary learning time, the adaptability of each operator to
the new workstation, and its complexity
Improve the format changes
Improve the production and stock management system
Involve the production staff in the maintenance actions through awareness and clarification of
the problems (causes and effects) during the intervention

Table 2 Quality service performance improvement areas

Increase production by reducing problems related to non-compliance of outsourced products
Provide useful information to company to better understand their subcontractor technical
capabilities
Enable the company to further develop its achievements in terms of partnerships with its
subcontractors through a better knowledge of their weaknesses and strength
Minimize the cost and time of control throughout the plant
Create a database with the technical characteristics and material resources specific to each
supplier
Integrate the operators’ skills into this database
Fill this database with traceability and analysis of the problems mentioned above

Table 3 Communication system performance improvement areas

Develop a more reliable internal communication system
Promote listening to the internal client
Foster listening to the external customer
Sensitize and motivate staff
Improve downward communication
Involve the staff and team leaders

Table 4 Proposal of a lifelong learning plan

Short-term Mid-term

Training and learning plan for
temporary workers

Mastering workstations X

Practical SMED training Controlling the changeover
times

X

Practical training of TPM Mastering maintenance
interventions

X

(continued)
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4 Conclusion

Knowledge and skills are of major importance in terms of competitiveness and inno-
vation. In order to avoid loss of knowledge related to staff departures or forgetfulness,
facilitate capitalization and transfer of existing knowledge and to identify knowledge
gaps, companies must design and implement a consistent knowledge management
strategy. The monitoring and evaluation of knowledge resources is one of the first steps
in the implementation of this strategy. This research work addresses the assessment of
both knowledge and skills in manufacturing industries. After having reviewed main
KM performance measurement and concluded that quantitative methods cannot assess
these two intangible assets, we propose and detail a qualitative approach to capture
them through a survey decomposed in three steps: pre-survey, survey and post-survey.
Based on the obtained results on a cosmetic company case study, recommendations
have been proposed to improve its industrial performance. Future work will address the
implementation of a SKM, based on these results.
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Abstract. Fused deposition modeling FDM is an additive manufacturing
technology (AM) at fast growing and that could enhance manufacturing because
of its ability to create functional parts and highly innovative with suitable
mechanical properties having a complex geometric shape. Various process
parameters used in FDM affect the quality of the prototype. The control of these
specific parameters involved during the manufacturing is an important activity.
For this, the parameters of the 3D printer must be identified and controlled in
order to study and optimize their influence on the mechanical properties of
prototypes printed using the Taguchi method. The thickness of the layer and the
filling orientation are the most influential on the modulus of elasticity and the
tensile strength, respectively. Furthermore, the thermomechanical behavior by
DMA tests and the requirements to optimize the factors generated by the FDM
technology.

Keywords: Additive manufacturing � FDM � Biodegradable thermoplastic �
Optimization � Mechanical properties � DMA

1 Introduction

The environmental impacts of the plastic materials are a critical issue during a tech-
nological evolution. The choice we make will have consequences for the future gen-
erations. Biopolymers represent an ecological and effective solution when the life cycle
is considered. Among these materials, Polylactic acid (PLA) as a biodegradable
polymer, non-toxic and manufactured without solvents harmful to nature [3] PLA is a
rigid material and probably deformable at temperatures above Tg.

At present, PLA is widely used in additive manufacturing with the technology
FDM (Fused Deposition Modeling) [12]. The FDM procedure is an additive manu-
facturing method used to create functional and robust parts directly from computer
generated models [6].

Figure 1 shows the schematic illustration of the FDM process. The material is
drawn through a nozzle, where it is heated and is then deposited layer by layer. The
nozzle can move horizontally and a platform moves up and down vertically after each
new layer is deposited. the process has many parameters that affect the final part
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quality, but its potential and viability is great when these parameters are successfully
controlled [1, 2]. This layer-by-layer manufacturing allows an unprecedented freedom
in manufacturing complex, with precision and control that cannot be made through
traditional manufacturing routes [8, 11].

FDM manufacturing has been introduced commercially in early 1990s by Stratasys
Inc., USA [5], it has been used ever more widely among all additive manufacturing
technologies. FDM covers various fields of engineering and industry, such as mold
design, aerospace and automotive [10]. FDM is the opposite of subtractive manufac-
turing, which is cut out and hollowing out a part plastic or metal with for instance a
turning machine, without the need for machining, FDM makes it possible to obtain
complex and solid part directly from a CAD file. Several thermoplastic materials are
commercially available for use with FDM including polylactic acid (PLA), acrylonitrile
butadiene styrene (ABS), polycarbonate (PC) and several varieties of the aforemen-
tioned materials [4]. However, improved mechanical properties and reduced cost are
challenges that the additive manufacturing community is working to overcome [13], so
there is a need to optimize the process parameters both from a technological and
economic point of view [7].

This article presents a comprehensive review DMA test of PLA polymers, as well
as the optimization of FDM process parameters involving statistical design of exper-
iments and optimization techniques.

Fig. 1 Schematic representation of the FDM process [6]
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2 Materials and Methods

2.1 Dynamic Mechanical Analysis of PLA

Specimens of section 2 � 12 mm were prepared in the form of printed plates. These
specimens were subjected to sinusoidal shear stresses. The DMA test provides infor-
mation on the properties of PLA material placed in minor and sinusoidal oscillation
depending on the temperature and time, by submitting it at a slight displacement of 5−6

m and a low frequency of 10 Hz. The mechanical properties (stiffness K and Coulomb
module G) are traced by the machine according to the temperature.

2.2 Design of Experiment Based on Taguchi Method

The second part is devoted to studying the effects of the parameters of the FDM process
on the mechanical properties. Tensile strength and modulus of elasticity depend on four
important factors such as layer thickness, manufacturing speed, filling orientation and
melting temperature. They are defined as follows (Fig. 2):

To reduce the number of experiments, consider the design of a fractional Taguchi
table L8 (eight experience). The high and low level of each factor is coded as 1 and 2,
respectively. Having decided to use two levels by factor, the brainstorming exemplifies
the values in Table 1.

Fig. 2 The different print parameters of a layer [9]

Table 1 Selected factors and areas of study

Factor Level 1 Level 2

Thickness (X1) 0.35 mm 0.2 mm
Speed (X2) 80 mm/s 40 mm/s
Temperature (X3) 200 °C 190 °C
Orientation (X4) −45/45° 0/90°
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In order to manufacture the specimens designed, the prepared STL files have been
imported into the FDM machine (Tobeca2) via a software driver (Repetier Host) to start
manufacturing (Fig. 3b). To determine the mechanical properties of 3D printed parts
and the variability in these properties when different user-controlled printing parameters
are used, this investigation looked at the influence of the four parameters on to tensile
strength, and Young’s modulus. These two properties are used after as two answers to
build the Taguchi table. For obtaining the mechanical properties of the 3D specimens,
tensile tests were performed using a mechanical testing machine with a 10 kN load cell,
following ISO 527 (Fig. 3a–c) standard test and a cross-head speed of 5 mm � min-1.

3 Results and Discussion

3.1 DMA Test of a PLA

The main characteristic of polylactic acid PLA is the transition, associated with the
glass transition Tg which is equal to 57 °C, materialized on the DMA curves.

Figure 4a indicates that a decrease in the dynamic stiffness K causes a decrease in
the properties of the material with temperatures above 57 °C.

Furthermore, the resulting coulomb modulus (G) and glass transition temperature in
term of loss factor of the PLA are shown in Fig. 4b. Note that the coulomb modulus
decreased rapidly between 57 and 75 °C due to the glass transition temperature of PLA.

3.2 Influence of FDM Process Parameters

Table 2 presents the effects of the parameters and their levels on the modulus of
elasticity E (GPa) and the tensile strength Rm (MPa). The ‘average’ column of the table
is the average of the results for both levels 1 and 2. These results make it possible to

Fig. 3 Elaboration and mechanical characterization of 3D specimens
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trace the effects of each factor in percentage. X1 and X2 are the most significant
parameters on modulus of elasticity and the tensile strength respectively, as shown in
the Table 2.

The percentage effects are shown in Figs. 5 and 6 in the form of a Pareto diagram.
For the Young’s modulus, the thickness factor comes first with an effect of 30.9%, the
speed is in second position, then the orientation and the temperature seem to be the
least influential (7.4%) as shown in Fig. 5. For the mechanical strength, Fig. 6 shows
that the orientation factor seems to be the most influential in order of importance. We
find respectively; an influence of orientation of 41.2 and 15.9% of the temperature. The
speed factor seems to be the least influential with 6.6%.

The contour graphs are illustrated in Figs. 7 and 8 allowed to observed the rela-
tionship between the adjusted response values and two continuous factors. The darker
bands correspond to the higher probabilities of mechanical properties with adjusted
response ranges.

Figure 7 shows the analysis of the contour plots for Young’s modulus, which
revealed that high value (>3 GPa) was obtained with the following combinations:
(a) thickness 0.2 mm (Level 2), speed 80 mm/s (Level 1), (b) temperature 190 °C
(Level 2) and (c) orientation 0/90° (Level 2). For tensile strength revealed that high

Fig. 4 a Variation of stiffness k, b coulomb modulus G and loss factor according to the
temperature

Table 2 Effects of factors on mechanical properties

E (GPa) Rm (MPa)
Parameters Level Average Effect Average Effect

X 1 1
2

2.62
2.87

−0.25 34.56
36.97

−2.41

X 2 1
2

2.83
2.66

0.17 34.84
36.69

−1.85

X 3 1
2

2.71
2.77

−0.06 37.27
34.25

3.02

X 4 1
2

2.71
2.78

−0.07 31.84
39.68

−7.84
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tensile strength (>40 MPa) was obtained with the following combinations, as shown in
Fig. 8: (a) thickness 0.2 mm (Level 2), speed 40 mm/s (Level 2), (b) temperature
200 °C (Level 1) and (c) orientation 0/90° (Level 2).
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4 Conclusion

In this work, experiments were conducted on a biodegradable polymer (PLA) by
dynamic mechanical analysis (DMA) to evaluate the mechanical properties as a function
of temperature. We also introduced the Fused deposition Modeling technology
(FDM) and critical manufacturing parameters that we specifically identified in this study.

The variation of the parameters has a quantified and significant impact on the
mechanical properties. The thickness of the layer, the temperature of the fusion,
manufacturing speed and filling orientation are evaluated using the Taguchi statistical
method, and that the thickness of 0.2 mm and the orientation 0/90° are the most
influential on the modulus of elasticity and the mechanical strength.

Fig. 7 Contour graph for Young’s modulus E (GPa)

Fig. 8 Contour graph for tensile strength Rm (MPa)
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Abstract. High speed machining is a suitable process to increase the produc-
tivity and reduce the cost during manufacturing. Delamination factor (DF) is the
main inconvenient while composites drilling. In this work the high speed milling
used for drilling carbon fiber reinforced plastic composite (CFRP) with different
parameters such as hole size, cutting speed and feed speed. The Response
surface methodology (RSM) was used with the Central composite design
(CCD) to predict DF in function of different combination of machining factors.
The analysis of variance (ANOVA) used for evaluation the effect of the studied
factors on the composite. Experimental results showed that the DF at the inter
hole is greater than the DF at the exit hole which have a significant effect on the
hole size.

Keywords: CFRP � Milling � ANOVA � Delamination � RSM

1 Introduction

Drilling process of Carbon fiber reinforced plastics (CFRP) composites is one of the
most challenges for the aerospace industries because of their anisotropic behavior [1]
and heterogeneity. Many kinds of damages are happened during this process including
delamination; matrix cracking, burring and fiber pull out [2–4]. Delamination is con-
sidered as the most severe kind of damage [5] which conducts to significant reduction
in the material strength like the degrading of its long term performance.

Several studies [6, 7] have demonstrated that delamination damage correlates
closely with cutting forces which are influenced by the cutting conditions.

Non-conventional machining hole processes are being very used to manufacture
holes in CFRP composites thanks to its several advantages including low machining
cost and high cutting speed leading to low cutting forces, and good machining quality.
Among many non-conventional hole manufacturing processes, helical milling is con-
sidered as the best alternative choice to conventional drilling [8]. Helical milling is an
orbital drilling that it is referred to helical path of the milling tool during its rotation
around its axis. Including the advantages of this cutting process is the lower thermal
damage and reduction in burr volume as leads to minimize the cutting forces and the
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axial forces [9] to improve the hole quality and the geometrical accuracy [10]. Con-
sequently, helical milling process gives lower delamination and damage in machining
of CFRP [11, 12]. According to Geier and Szalay [13], they found during the orbital
milling process, that the delamination factor increases slowly while the increasing of
cutting speed.

2 Experimental Set Up

2.1 Materials and Methodology

The composite material made by carbon fiber reinforced epoxy resin. It is produced by
hand layup process with a woven fabric CFRP laminates which made up of 8 layers,
composed of 4 layers oriented as 0/90° and 4 layers with ±45° fiber orientation, with a
total thickness of 4.5 mm, as shown in Fig. 1. Coupons were cut in 500 � 500 mm
have been used to carry out the experimental tests (Table 1).

The drilling experiments were conducted on a MÉCANUMERIC three-axis CNC
high speed cutting machine with a maximum spindle speed of 30.000 rpm. The
machine was equipped with a vacuum cleaner for removing material chips while
milling operation from the workspace. The work piece was putted on machine table and
fixed by individual clamps. Each clamp is in adequate distance to each other to avoid
bending the CFRP panel (Fig. 2). The tests were performed without coolant to prevent
the laminate contamination with the cutting fluid. A solid uncoated carbide end mill
was used with only one cutting edge (one-flute) and its helix angle is 25° with a
diameter of 4 mm.

Fig. 1 a Carbon Twill weave12K-600 g/m2, b CFRP laminate layup c prepared laminate

Table 1 CFRP sheets characteristics

Material Matrix Fiber Dimensions Thickness Stacking

CFRP Epoxy Carbon fiber 500 � 500 mm 4.5 mm [0/90, ±45, 0/90, ±45]S
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2.2 Design of Machining Experiments

The Design of Experiments (DOE) is an analysis method used for the design of the
machining experiments plan and modeling and analyzing the effect of control factors
on the studied response in the other hand. Furthermore Design of experiments is
handled to minimize the experimentation cost in number of tests and time. Among the
different tools of DOE, Central composite design (CCD) is the best selected tool in this
work according to types and number of factors, their levels and interactions. Then an
experimental plan generated by this method provided 15 runs of experiments which
consist of the varied combinations of three levels of input cutting parameters which are
hole diameter (D), feed speed (F) and spindle speed (N).

In this work, the Design-Expert_11 software was used for the design, modeling,
analysis and optimization of the process variables. For obtaining the optimum
delamination factor at entry and exit holes, the optimal machining levels of input
parameters of the high speed milling process can be found with the use of Response
Surface Methodology (RSM). The studied factors are selected based on the literature
results. These factors are presented in table below with their different levels (Table 2).

The delamination factors were measured by a Stereo Optical Microscopy M80
(SOM) with HD digital Microscope Camera Leica MC170 HD with interface
that provides a full high definition live and a standard capture resolution of 5Mpixels,
and were analyzed by Leica software (Fig. 3). The obtained values are resumed in the
next Table 3.

End Mill

CFRP workpiece

(a) (b)

Fig. 2 Experimental setup a CNC machine; b Tool motion in orbital drilling

Table 2 Cutting parameters

Factors Levels
Code Designation Symbol Low Medium High

A Hole diameter D (mm) 8 10 12
B Feed speed F (mm/min) 360 600 840
C Spindle speed N (rpm) 6000 10000 14000
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3 Results and Discussions

Delamination can be defined by calculating the delamination factor (DF) is defined as
the quotient between the maximum diameter of damage (Dmax) and the normal
diameter (Dnom). The formula used to calculate the delamination factor [14] is shown
in the following Eq. (1):

Fig. 3 Instrument used in the experimental study: Microscope Leica M80

Table 3 Design of experiments

Std Run D (mm) F (mm/min) N (rpm) DF enter DF exit

1 3 8 360 6000 1.06558 1.044583
2 4 12 360 6000 1.02053 1.00911
3 12 8 840 6000 1.028625 1.01379
4 5 12 840 6000 1.014444 1.004742
5 7 8 360 14000 1.08046 1.019042
6 1 12 360 14000 1.028333 1.01137
7 14 8 840 14000 1.048958 1.01696
8 9 12 840 14000 1.024306 1.026167
9 2 8 600 10000 1.04887 1.024667
10 10 12 600 10000 1.016 1.01147
11 15 10 360 10000 1.039733 1.021033
12 8 10 840 10000 1.02454 1.01473
13 6 10 600 6000 1.0316 1.020633
14 11 10 600 14000 1.047667 1.015067
15 13 10 600 10000 1.030333 1.01863
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DF ¼ Dmax=Dnom ð1Þ

where
Dmax = maximum diameter of damage (mm)
Dnom = nominal diameter (mm).

3.1 Entry Delamination

The response surface methodology (RSM) was used to estimate the delamination factor
at the entry hole for the milling process of CFRP composite. According to the model
summary statistics results (Table 4), the quadratic model is the most adequate model
for modeling of DF. This choice is explained by the high level of determination
coefficient (R2 = 0.996). The Predicted R2 (0.9688) is in high agreement level with the
Adjusted R2 (0.9903) that the difference is less than (0, 2). Comparing to other types of
models indicates the best fit for the model. The accuracy of the generated model was
identified by analysis of variance (ANOVA) technique giving the following results
(Table 5).

Table 4 Model summary statistics of Entry delamination factor (DF)

Source Std. Dev. R2 Adjusted R2 Predicted R2 PRESS

Linear 0.007739 0.864595 0.827666 0.695969 0.001479
2FI 0.004844 0.961411 0.932468 0.824654 0.000853
Quadratic 0.00184 0.99652 0.990256 0.968822 0.000152
Cubic 0.001954 0.999215 0.989016 −1.36658 0.011514

Table 5 ANOVA for response surface quadratic model of entry DF

Analysis of variance table [Partial sum of squares—Type III]
Source Sum of df Mean F-value p-value

Model 0.004848 9 0.000539 159.0793 1.31926E-05 Significant
A-D 0.002852 1 0.002852 842.1992 9.10453E-07
B-F 0.000879 1 0.000879 259.6118 1.67778E-05
C-N 0.000475 1 0.000475 140.3644 7.54344E-05
AB 0.000425 1 0.000425 125.6466 9.8648E-05
AC 3.85E-05 1 3.85E-05 11.36757 0.019855419
BC 7.05E-06 1 7.05E-06 2.082461 0.208590731
A2 4.58E-09 1 4.58E-09 0.001354 0.972074317
B2 1.69E-07 1 1.69E-07 0.049807 0.832230715
C2 0.000135 1 0.000135 39.80858 0.001472463
Residual 1.69E-05 5 3.39E-06
Cor total 0.004865 14
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From Table 5, it can be observed that the model entry delamination factor is
significant, the P-values for model are less than 5% which means that model terms are
significant and the F-value of 159.08 explains the model significance with a confidence
more than 95% (p-value = 1.32 � 10−5). In this case A, B, C, AB, AC, C2 are sig-
nificant model terms. It shows also that the interaction terms between the spindle speed
and feed speed is not significant (BC: F-Value: 2.082461, P-Value: 0.2086) than the
other interaction terms.

The developed model analysis of the entry DF was performed by ANOVA. At first
step to compare the use of the ANOVA analysis, it is necessary to evaluate the
correlation between the measured and the predicted values and the range of residual
between them. To check the accuracy of the model, Fig. 4 shows the normal data
distribution. In normal probability plot all points are near to a straight line with a
minimum of residual therefor it shows the good correlation that exists between the
developed model and the experimental data. Consequently, the relation between the
predicted and the experimental values is presented in Fig. 5 which shows a very good
correlation.

To check more the suitability and the model correlation with the experimental
results, a comparison between measured and predicted values in order of experiment
runs are presented in Fig. 6.

Figure 7 is displayed the perturbation plot which helps to compare the variation of
all the factors at a particular point. The factors C show curvature which indicates that
the response is not sensitive to spindle speed. However it decreased while the
increasing for both hole size and feed speed (A and B).

Fig. 4 Normal residuals plot Fig. 5 Predicted versus actual plot of Ra
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The response design was generated with RSM. It is a mathematical and statistical
technique, which help us to derive an adequate relationship between the desired
response and input variables.

Now representing the entry DF is a function of different variables: Hole diameter
‘D’, tool feed speed ‘F’ and rotation speed ‘N’. The quadratic model used to calculate
the variables impact is presented in Eq. (2). Where Y is the predicted response, b0 is the
constant term and the coefficient of linear, square, interaction factors are respectively bi,
bii and bij and e is the random error.
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Fig. 6 Comparison between measured and predicted values for Ra

Fig. 7 Perturbation curves of input factors
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Y ¼ b0 þ
XK

i¼1
biXi þ

Xk

i;j
bijXiXj þ

Xk

i
biiX2

ii þ e ð2Þ

The delamination of drilled holes is developed with the help of the RSM using the
CCD model to develop various 3D response surfaces. Figure 8 displays the interaction
effects of hole diameter, feed speed and spindle speed on delamination factor. As can it
be observed from the 3D graphs that the entry DF increased as the increase of the
spindle speed with a nonlinear function. Otherwise it is inversely proportional both to
the hole diameter and feed speed for all combinations.

The RSM based on mathematical model developed for predicting delamination
during orbital milling, is expressed with the final Eq. (3) in terms of actual factors
below:

EntryDF ¼ þ 1:237�0:01503 � D�0:0002 � F� 5:2 � 10�06 � N1:52 � 10�05D � F� 2:7 � 10�07 � D � N
þ 9:78 � 10�10 � F � Nþ 1:06 � 10�05 � D2 � 4:4 � 10�09 � F2 þ 4:53 � 10�10 � N2

ð3Þ

Fig. 8 3D surface response for entry DF
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3.2 Exit Delamination

According to the model summary statistics results (Table 6) of exit delamination factor
(exit DF), we can observe that the determination coefficient (R2 = 0.9765) and the
Predicted R-squared (0.80179) is in good coincidence with the Adjusted R2 (0.95896)
and with a difference less than (0.15). From these data and comparing to other types of
models indicates that the two factors interactions (2FI) model is the most suitable
model for modeling exit DF. Then the ANOVA confirmed the significance of this
model with the following results (Table 7).

For the ANOVA of exit DF, the model terms of hole size and feed speed are
significant are significant that is their p-value less than 0.05. So the model is very
sensitive to these factors more than the spindle speed. Furthermore all the interaction
between the three factors is significant.

Figures 9, 10, 11 show the accuracy of ANOVA model. For normal probability
distribution all points are near to a straight line with a minimum of residuals (Fig. 10)
therefore it shows the good correlation that exists between the developed model and the
experimental data. Consequently, the relation between the predicted and the experi-
mental values (Fig. 11) confirm the good coincidence between predicted and actual
data.

Table 6 Model Summary Statistics

Source Std. R2 Adjusted Predicted PRESS

Linear 0.008605 0.329405 0.146515 −0.65988 0.002016
2FI 0.001887 0.976547 0.958957 0.801791 0.000241 Suggested
Quadratic 0.002383 0.97663 0.934564 0.649513 0.000426
Cubic 0.000709 0.999587 0.994214 −0.24663 0.001514 Aliased

Table 7 ANOVA for 2FI model (exit DF)

Source Sum of df Mean F-value p-value

Model 0.001186 6 0.000198 55.51751 4.37E-06 Significant
A-D 0.000316 1 0.000316 88.64225 1.33E-05
B-F 8.27E-05 1 8.27E-05 23.21141 0.001325
C-N 1.81E-06 1 1.81E-06 0.508024 0.496256
AB 0.000234 1 0.000234 65.82312 3.95E-05
AC 0.000265 1 0.000265 74.45962 2.52E-05
BC 0.000287 1 0.000287 80.46066 1.9E-05
Residual 2.85E-05 8 3.56E-06
Cor total 0.001215 14
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The Fig. 12 showed the tendency of variation of the input factors which are rep-
resented with a linear function; in one hand the delamination factor at exit hole
decreased as the increase of hole size and the feed speed levels as observed that it is
more sensitive for the hole size. In the other hand the variation of spindle speed effect is
negligible which is constant for the different levels of spindle speed that it was not the
same case for the entry DF (Fig. 13).

Fig. 9 Normal residuals Plot Fig. 10 Residual versus experimental run

Fig. 11 Predicted versus actual plot of exit
delamination

Fig. 12 Perturbation curves of input factors
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As can it be observed from the 3D graphs that the exit DF increased as the increase
of the spindle speed with a nonlinear function. Otherwise it is inversely proportional
both to the hole diameter and feed speed for all combinations. The exit DF can be
estimated mathematically using ANOVA Eq. (4) in terms of actual factors as below:

Exit DF ¼ þ 1:2315� 0:01677D� 0:00019F� 1:1 � 10�05Nþ 1:13 � 10�05DF

þ 7:2 � 10�07DNþ 6:23 � 10�09F � N ð4Þ

4 Conclusion

In the present study, machining experiments were carried out in CFRP laminate using
an uncoated mono-flute end mill in order to analyze and optimize cutting conditions.
According to this study, the following conclusions can be retained:

Fig. 13 3D surface response for exit DF
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• It was found, with using an uncoated carbide end mill with mono flute and a
composite CFRP with a twill fabric plies, that delamination factor has a less range at
the exit hole with respect to the entry DF.

• The optimal parameters to obtain good quality holes with high speed milling and to
obtain minimum level of delamination are estimated according to design expert_11
are hole size 12 mm, feed speed 828 mm/min and spindle speed about 6200 rpm.

• For the delamination range for both cases is reduced comparing with many studies
[13].

• The ANOVA results have demonstrated, at a confidence level of 95%, that hole size
has the greatest influential impact delamination factor which is minimum for high
levels of hole size and feed speed and low cutting speed. However the effect of
spindle speed is negligible at exit hole and it is the most influential on the entry DF.
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Abstract. The surface roughness is a decisive criterion for the quality of
the machined surface. Many researchers are interested to study the effects of the
machining parameters on the surface quality as: the cutting conditions, the
machining strategies, the tool geometries and the machining errors. All these
studies are developed for the stationary feed rate and neglected the cinematic
effects caused by machine deceleration and acceleration when the tool trajectories
change a direction. The objective of this research was to investigate the effect of
the velocity changes on the surface roughness. A set of machining tests in high-
speed end-milling of the 42CrMo4 material by a ball nose end-mill is made. For
the same cutting conditions, the roughness is measured on three zones respec-
tively the acceleration, the stationary and the deceleration zone. It was seen that
the cinematic change causes a poor surface roughness.

Keywords: Roughness � High-speed milling � 42CrMo4 � Acceleration and
deceleration

1 Introduction

High-speed ball end milling is used in mold industries where complex parts of
42CrMo4 hardened steel are machined. The surface roughness is a determinant crite-
rion, its interested by some researchers who studied using a different method and
different cutting parameters optimization.

Bouzid et al. [2] studied the influences of the cutting speed, the feed rate and the
axial depth of cut on the surface roughness, the Taguchi method is used to determinate
the best combination corresponding to the optimum value of the roughness Ra and Rt.
The same method was used by [1, 10], they analyzed the effects of the cutting speed,
the feed rate and the radial depth of cut on the roughness Sa. The surface roughness is
optimized using the nose radius, depth of cut, feed rate and cutting speed. The material
studied was the Inconel 718 milled by a cemented carbide tool.

Seculik et al. [3] optimized the roughness using a genetic algorithm method (GA).
The same method was used by Jatti et al. [7] to develop a surface roughness model of
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the Aluminum alloys LM6, varying the cutting speed, the feed and the depth of cut.
Wojciechowski et al. [4] analyzed the surface roughness parallel to the feed direction of
hardness steel after ball end-milling with various surface inclination angle and feed per
tooth value. Hossein and Nafis [5] studied the surface roughness as a function of cutter
axis Inclination angle, tool diameter, spindle speed, feed rate and depth of cut. The
developed model uses response surface methodology (RSM) based on the artificial
intelligence method. Dikshit et al. [6] used the same methodology in the case of high-
speed ball-end milling, the Mathematical model for surface roughness has been
developed in terms of cutting speed, feed per tooth, axial depth of cut and radial depth
of cut. An experimental work was conducted by Kurt et al. [8] to study the effects of the
tool path strategies and the tool diameter on the surface roughness and the surface
errors in the case of free-form surfaces. Quintana et al. [9] studied the influence of the
geometric characteristics of ball end mill cut on the surface roughness as function of
cutting tool radius and radial depth of cut.

Corner motion is a common and important case in contouring applications. a sharp
corner is formed by two consecutive contours with discontinues in their first derivatives
[11]. In general, these two linear contours are fed into the Acceleration and deceleration
processor one after the other. Two modes are used in contouring applications the first is
the exact stop mode which the machine stop in the end of each block, the velocity
reached zero and after that start the next block and the second is the continuous mode
which the machine starts to execute the second command before the first one is
completed executed. The second mode uses a look-ahead algorithm; this method was
developed in many researches in terms of optimizing the machining time not a surface
roughness.

However, almost all of above methods are limited to constant feed rate but the
dynamic behavior of the machine and the acceleration and deceleration process in the
end of blocks or in the changing direction of the cut influences the feed value.

In this paper, an experimental study was conducted to analyses the surface profiles.
We study the variation of the roughness profiles along one normal-block which started
by a zero velocity, accelerate to reach the stationary feed rate, decelerate at the end of
the block to reach a zero velocity. The first region is the acceleration zone, the second is
called the stationary zone and in the end of the third is the deceleration zone.

2 Experimental Results

The workpiece material used in the experiments was a 42CrMo4 steel; the top surface
is a circular part with diameter 100 mm. It is divided on three areas as shown in Fig. 1,
two lateral areas for the fixation on the Kistler table dynamometer and the middle
surface with size 82 mm � 42 mm is prepared for the cutting tests. The tool path is the
“one-way” in feed direction started from the acceleration zone and finished at the
deceleration zone.
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The cutting tool used is a ball end mill cutter coated with TiSiN with a diameter
d = 10 mm, two teeth Nf = 2, the helix angle was i0 = 30°, the total length was
L = 100 mm and the active length was 15 mm as shown in Fig. 2c. The cutter was
traveled along a linear tool path. All cutting experiments were conducted in one way
milling. The tests were conducted without cutting fluid. The machine used is a
CNC HS Milling HURON KX10, Fig. 2a. The maximum acceleration is A = 3 m/s2

and a maximum jerk J = 50 m/s3. Kistler three components dynamometer model
9257B was used for force data acquisition. The surface topography in 3D image is
measured by an infinite focus Alicona machine with an extension multiplied by �20.
The tool radial run-out e is measured directly using a dial indicator Holex on the
cylindrical part of the tool. The eccentricity q location angle was measured from the
angular position of the maximum value according to the position of the cutting edge
tangent. The modal parameters (M, C, K) are measured using an impact test with the
Hammer Meggitt Endevco.

Fig. 1 Prepared workpiece and the 3 zones of studies

Fig. 2 a Milling machine, b experimental setup, c ball end mill cutter, d image of machined
surface
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The roughness profiles are extracted from a 2D topography image using Mon-
tainMap softwear. For the roughness in the feed direction, the profiles are measured in
the same line traversing the three zones presented in Fig. 1 and located near the tool tip
point. For the cross feed direction the profiles are measured at the extreme right and the
extreme left respectively for the acceleration and deceleration zones and in the middle
of the stationary zone.

Rz=2.89μm, Ra=0.483μm

 Rz=2.01μm, Ra=0.32μm

Rz=2.78μm, Ra=0.585μm

Rz=12.5μm, Ra=2.6μm

Rz=12.7μm, Ra=2.64μm

Rz=13μm, Ra=2.67μm

(a) (d)

(b) (e)

(c) (f)

Fig. 3 Experimental measured roughness profiles in feed and cross feed directions: a–d:
acceleration zone, b–e: stationary zone, c–f: deceleration zone. N = 15000 rev/min, Vc = 471
m/min, fz = 0.13 mm/teeth/rev, ae = 1 mm, e = 6.52 µm and q = 53.48°
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3 Interpretations

The Figs. 3 and 4 show the results of the roughness measured on the acceleration, the
stationary and the deceleration zones of the two cutting tests in high speed milling for
different parameters (Vc = 471 m/min, fz = 0.13 mm/teeth/rev, ae = 1 mm,
e = 6.52 µm and q = 53.48°) for the first test and (Vc = 690.8 m/min, fz = 0.088
mm/teeth/rev, ae = 0.5 mm, e = 5.55 µm and q = 106.26°) for the second. They prove
that the roughness is higher in the acceleration and deceleration zones in both mea-
suring directions.

Based on the machining errors caused by the cutting force, as the vibration and the
deflection and the geometrical tool setting errors as the radial runout the tool teeth
rotate with an eccentricity around the axis of the spindle. These defects are modeled by
an equivalent radius different to the normal effective rotational radius of each tooth

Rz=4.73μm, Ra=0.947μm

Rz=1.32μm, Ra=0.165μm

Rz=3.3μm, Ra=0.508μm

Rz=11.6μm, Ra=3.30μm

Rz=11.9μm, Ra=3.07μm

Rz=11.3μm, Ra=3.61μm

(a) (d)

(b) (e)

(c) (f)

Fig. 4 Experimental measured roughness profile in feed and cross feed directions a–d:
acceleration zone, b–e: stationary zone, c–f: deceleration zone. N = 22000 rev/min, Vc = 690.8
m/min, fz = 0.088 mm/teeth/rev, ae = 0.5 mm, e = 5.55 µm and q = 106.26°
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around the axis of the spindle. The simulation of the equivalent radius of each tooth
using the experimental results is shown in Fig. 5.

The effects of the dynamic of the machine on the surface roughness profiles in both
directions are explicated as follows:

Roughness profiles in feed direction
The roughness Rt and Ra increase in the acceleration and deceleration zones. It can be
seen from the Figs. 3 and 4 that the roughness profiles are rougher respectively in the
Fig. 3a and c, in Fig. 4a and c than the profiles respectively in Figs. 3b and 4b.
theoretically the feed-peak is proportional to the feed per tooth. In the deceleration and
acceleration zones the feed-peak height decrease as the feed per tooth decreases for a
constant spindle speed. Contrary in the stationary zone the feed-peak height is more
important. But it can be seen from the experimental results that the machining errors as
the deflection, the vibrations and the runout deteriorate the feed-pick cusp and ame-
liorate the surface roughness in feed direction.

Roughness profiles in cross-feed direction
In the stationary zone, the cross-feed peak is proportional to the radial depth of cut. The
feed rate is at its maximum, the dynamic of the machine and the high-cutting forces
cause a tool deflection and vibration, in addition to the runout, these machining errors
increase the equivalent radius of the tooth around the spindle axis and decrease the
cross-feed-pick value. The roughness Rt and Ra in this second zone as shown in
Figs. 3e and 4e are smaller than the roughness in the first and third zones as shown in
Figs. 3d and 4d and in Figs. 3e and 4e.

Fig. 5 Effects of the machining errors on the trajectories of the tool teeth
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4 Conclusion

In this paper we study the influences of the dynamic of the machine caused by the high
speed on the roughness profiles. It can conclude that the acceleration and the decel-
eration on the changing direction zone increase the roughness Rt and Ra compared to
the stationary zone in the both feed and cross feed directions. This experimental study
must be concluded from the 3D surface topography study on further works.
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Abstract. The present paper consists of an experimental study to the effect of
turning parameters on surface roughness of Cobalt alloy (Stellite 6) and the
optimization of machining parameters based on Grey relational analysis.
Taguchi’s design of experiments (DOE) is used to carry out the tests. The
response surface methodology is successfully applied in the analysis of the effect
the turning parameters on surface roughness parameters. Second order mathe-
matical models in terms of machining parameters are developed from experi-
mental results. The experiment is carried out by considering four machining
conditions, namely noise radius, cutting depth, cutting speed and feed rate as
independent variables and average arithmetic roughness as response variables. It
can be seen that the tool noise radius and feed rate are the most influential
parameters on the surface roughness. The adequacy of the surface roughness
model was established using analysis of variance (ANOVA). An attempt was
also made to optimize cutting parameters using a Grey relational analysis to
achieve minimum surface roughness and maximum material removal rate.

Keywords: Surface roughness � Optimization � Turning � Difficult-of-cut �
RSM � GRA

Abbreviations

ANOVA Analysis of variance
ap Depth of cut (mm)
f Feed rate (mm/rev)
GRA Grey relational analysis
HRC Rockwell hardness
MRR Material removal rate (cm3/min)
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R2 Determination coefficient (%)
Ra Arithmetic mean roughness (lm)
RSM Response surface methodology
Vc Cutting speed (m/min)
a Clearance angle (degree)
c Rake angle (degree)
k Inclination angle (degree)
vr Cutting edge angle (degree)
xi kð Þ Grey relational generation
ni kð Þ Grey relational coefficient
ci Grey relational grade
cm Mean value of the grey relational grade.

1 Introduction

The use of cobalt alloys is widely used in the aerospace industry for applications
requiring excellent mechanical strength at high temperatures, higher melting temper-
ature, high-temperature corrosion and oxidation resistance [1, 2]. However, these alloys
are also known to be difficult to machine [3]. The main problems encountered in the
dry machining of cobalt alloys are low material removal rates and very limited tool life.

In the literature, different machining methods and modeling procedures have been
studied by different scientists to optimize conditions in order to ultimately predict the
machining of the Stellite 6 execution [4, 5] and achieve greater efficiency.

Nevertheless, to our knowledge, it is important to conduct studies on the influence
of machining conditions on the changes of surface characteristics of cobalt-based
alloys. Bagci and Aykut [6] examined the effects of machining conditions on tool wear,
cutting force and chip morphology using the design experimental method (DOE) when
symmetric surfacing the Stellite 6 superalloy with carbide tools with or without PVD
coating under dry machining. Several researchers [7, 8] had carried out an experimental
study on the machining of cobalt-based refractory materials to find the optimal cutting
conditions for different cutting conditions. They used various optimization techniques
based on the RSM method with sequential quadratic programming algorithm for a
constrained problem. For cutting parameters optimization authors have also used [9–
11]. Artificial neural networks (ANN), genetic algorithm (GA), genetically optimized
neural network system (GONNS) and response surface methodology (RSM) are other
modeling techniques that are used to optimize the process in machining operations [10–
12]. Sarikaya and Güllü [13] and Folea et al. [14] looked at the effect of machining
parameters on tangential force; chip morphology and tool wear during face milling of
cobalt alloy (Stellite 6). Bruschi et al. [15] evaluated the contribution of cutting con-
ditions on microstructure, surface integrity and tool wear when turning of the cobalt
alloy (CoCrMo) using a carbide insert coated with PVD TiALN under conventional
lubrication conditions. They discovered that the feed rate is the parameter that most
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affects the quality of the cutting surface and tool wear. Bagci and Aykut and Aykut
et al. [5, 6] point up that the higher the feed rate and depth of cut, the higher is the
arithmetic surface roughness, for all cooling mode and tool types.

A very few research studies on the impact of cutting parameters on the mechanical
and microstructural properties of Stellite 6, Zaman et al. [16] and Yingfei et al. [17]
have identified residual compressive stress in the axial direction and radial traction in
the surface and subsurface direction in all conditions during turning operations. In
addition, the affected surface layers are characterized by higher micro-hardness values
for all cutting tests [15]. These results were consolidated in the machining of cobalt
alloy (Stellite 6) by Yingfei et al. In a goal to attain perfect machining and production
efficiency, various modeling methods and techniques have been applied to optimize
cutting conditions [4, 13, 18]. Sarikaya and Gullu [13] have inspected the optimization
of cooling mode with MQL method (Minimum Quantity Lubrication) when turning of
cobalt alloy (haynes 25), by choosing the Taguchi method, which is based on relational
analysis of Grey (GRA). For the purpose of comparing the cooling mode (dry, wet,
MQL and cryogenic) when turning of cobalt alloy (Stellite 6), Sarikaya and Güllü [4]
examined the effect on the clearance wear using Taguchi method and ANOVA method
to determine the optimal roughness. Grey relational analysis is useful for treatment of
marginal, incomplete and uncertain information. It can be used to successfully to
resolve the difficult relationships between multiple performance features. This Grey
theory established by Julong [19]. Several researchers are using this technique to
optimize cutting conditions. Saha and Mandal [20] investigated multi-response opti-
mization of the turning process for an optimal combination of settings to obtain
minimum surface roughness, cutting power and tool vibration frequency using grey
relational analysis (GRA). Dubey et al. [21] studied the multiple response optimization
of the end milling parameter using the Taguchi gray-based method. They found that
spindle speed was the most influential factor to minimize surface roughness.

In this sense, from previous studies in the literature, it appears important to carry
out scientific research to find cutting parameters affecting the machining properties of
cobalt alloy (Stellite 6). For this reason, the present study focuses on the optimization
of the finishing parameters during turning operations of cobalt alloy (Stellite 6). The
purpose is to predict the evolution of arithmetic mean roughness (Ra). A contribution to
optimizing the cutting parameters when machining cobalt alloy (Stellite 6) is also
given. In this regard, the RSM approach and Grey relational analysis were exploited.

2 Experimental Procedure

2.1 Equipment and Materials

The goal of this experimental work was to investigate the effects of cutting conditions
on surface roughness, and to establish a correlation between surface quality and pro-
ductivity. In order for this nose radius tool, cutting speed, feed rate and depth of cut
were chosen as process parameters. The straight turning operations are performed on
three parts because each part is subdivided on bearings separated by grooves in order to
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obtain the necessary combinations for the adopted experimental design. The machined
parts are based on the cobalt alloy (Stellite 6), with a chemical composition including
28.25% Cr, 3.74% W 1.17% Mo, 1.11% C, 1.89% Fe, 2.32% Ni, 0.57% Mn, 1.20% Si,
0.004% P, 0.001% S, and balance of Co. This material has an average hardness of 41
HRC. The machining parameters are presented in Table 1. Surface roughness mea-
surements were performed by using a Surftest 201 Mitutoyo with a cut-off length of
0.8 mm and sampling length of 5 mm.

2.2 Design of Experiments

The response surface methodology (RSM) was used to determine the relationships
between machining parameters and process characteristics. The relationship between
the input parameters (r, Vc, f and ap) and surface roughness (Ra) to them is usually
expressed with the aid of the following quadratic polynomial Eq. (1):

Y ¼ b0 þ
X4

i¼1
biXi þ

X4

i;j
bijXiXj

X4

i¼1
biiX

2
i þ e ð1Þ

Here, Y indicates the estimated Ra, b0 is the constant term, bi represents the linear
effects, bii represents the pure quadratic effects, bij represents the second level inter-
action effects, Xi and Xj indicate the associated coded variables (r, Vc, f and ap) and (e)
represents the error in predicting experimental surface roughness.

3 Effect of Cutting Conditions on Surface Roughness

The effects of the combined machining conditions (r, Vc, f and ap) in the surface
generated when turning the Stellite 6 cobalt alloy on the surface roughness Ra were
evaluated. These responses are presented in Table 2.

Table 1 Experimental conditions

Item Description

Machine tool SN 40C, with 6.6 kW spindle power of the Czech company
‘‘TOS TRENCIN”

Cutting insert Coated with PVD (Ti, Al) N2, CNGG, SGF geometry, (1105
grade) Sandvik ISO

Tool holder PCLNR 2020K12
Working tool geometry Cutting edge angle (vr = +95°), inclination angle (k = −6°), rake

angle (c = −6°) and clearance angle (a = 0°)
Nose radius: 0.2, 0.4 and 0.8 mm

Process parameters
Cutting speed (Vc)
Feed rate (f)
Depth of cut (ap)
Cooling mode

30, 55 and 80 m/min
0.08, 0.12 and 0.16 mm/rev
0.15, 0.3 and 0.45 mm
Synthetic conventional oil mode (20%)
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The material removal rate (MRR) is calculated by Eq. (2):

MRR ¼ Vc � f � ap ð2Þ

The recourse to the RSM method with the aim of minimize the number of cutting
tests for design optimization of the effect of cutting parameters (r, Vc, f and ap) on Ra
are given. The aim of ANOVA analysis is to specify which cutting conditions can
affect significantly the responses. The results derived from the ANOVA method for the
surface roughness variations Ra indicates that the feed rate was the main factor
affecting Ra with a contribution of about 50.05%. The other terms (r), (r � f) and

Table 2 Experimental results when varying cutting conditions

Trail
no.

Cutting conditions Surface
roughness
Ra (µm)

r (mm) Vc(m/min) f (mm/rev) ap (mm)

1 0.2 30 0.08 0.15 0.98
2 0.2 30 0.08 0.30 0.95
3 0.2 30 0.08 0.45 1.04
4 0.2 55 0.12 0.15 1.91
5 0.2 55 0.12 0.3 1.78
6 0.2 55 0.12 0.45 1.42
7 0.2 80 0.16 0.15 2.65
8 0.2 80 0.16 0.3 2.1
9 0.2 80 0.16 0.45 2.28
10 0.4 30 0.12 0.15 1.1
11 0.4 30 0.12 0.3 1.25
12 0.4 30 0.12 0.45 1.18
13 0.4 55 0.16 0.15 1.7
14 0.4 55 0.16 0.3 1.83
15 0.4 55 0.16 0.45 1.6
16 0.4 80 0.08 0.15 0.53
17 0.4 80 0.08 0.3 0.68
18 0.4 80 0.08 0.45 0.6
19 0.8 30 0.16 0.15 1.3
20 0.8 30 0.16 0.3 1.12
21 0.8 30 0.16 0.45 1.1
22 0.8 55 0.08 0.15 0.53
23 0.8 55 0.08 0.3 0.36
24 0.8 55 0.08 0.45 0.46
25 0.8 80 0.12 0.15 0.91
26 0.8 80 0.12 0.3 0.64
27 0.8 80 0.12 0.45 0.72
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(r � r) have a lower contribution with 37.54%, 3.21% and 2.89%, respectively. The
relationship between cutting parameters and execution estimations was displayed by
quadratic relapse and exhibited by Eq. (3) with coefficients of determination, R2

are 97.15%. The regression models are obtained using the Design Expert Software.

Ra ¼ �0:416� 2:88� rþ 5:78E � 03� Vc þ 26:25� f þ 0:34� ap � 1:9E

� 03� r � Vc � 15:66� r � f þ 0:35� r � ap � 0:047

� Vc � f � 9:46E � 03� Vc � ap � 10:16� f � ap þ 3:12

� r2 þ 1:76E � 05� V2
c þ 1:31� a2p

ð3Þ

Figure 1a displays the differences between the measurements and the predicted Ra.
This comparison clearly proves that the proposed second-order models are able to
represent the system in the given experimental field. Figure 1b shows the normal
probability diagrams of Ra. These models are adequate as represented by the points
falling in a straight line in the normal probability curve. It indicates that errors are
normally distributed.

Surface quality is an important measure of machining quality, while surface
roughness is one of the most important and fundamental parameters. The effects of
cutting conditions (r, Vc, f and ap), during turning operations (straight) of cobalt based
alloy (Stellite 6), on Ra are outlined in this section. For commodities, some results are
given with 3D graphics and 2D contour illustrations.

Fig. 1 a Comparison between experimental and predicted values of technological parameters
and b Normal probability plots of Surface roughness
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Figure 2a, b display that an increase of arithmetic mean roughness can be obtained
with the smaller feed rate (f) and higher nose radius (r) for the accompanying cutting
conditions: Vc = 80 m/min and ap = 0.45 mm. The increase in feed rate results in an
increase in the residual surface area of the cut and increases roughness. Also it can be

Fig. 2 (a–f) Effect of cutting condition on surface roughness evolution, 3D graphs and 2D
contours
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mentioned that for higher both cutting depth and nose radius, the lower are surface
arithmetic mean roughness values Ra. These are appeared by iso-contours graph
(Fig. 2c, d) for Vc = 80 m/min and f = 0.16 mm/rev. Figure 2e, f shows with the
arithmetic mean surface roughness, Ra when the feed rate and cutting speed vary for a
fixed value r = 0.4 mm and ap = 0.15 mm. Always, it can be noted that a smaller feed
rate has a greater effect on the improvement of Ra than Vc. A minimal surface
roughness is available with a high feed rate and a high cutting speed. This is due to a
higher feed rate causing vibrations. This results in an increase in heat production and
therefore an increase in surface roughness.

4 Optimization of Cutting Conditions Using Grey Relational
Analysis

Multi-optimization of the cutting conditions by considering the various performance
characteristics of the cobalt alloy (Stellite 6) using GRA is presented. These charac-
teristics, including Ra and MRR, are selected to evaluate the effects of machining. The
cutting conditions that are correlated with the performance characteristics selected in
this study are the noise radius, cutting speed, feed rate and depth of cut, respectively.
The experimental results are then introduced to calculate the coefficient and grades
according to the GRA. The optimized cutting conditions leading simultaneously to
higher MRR and lower surface roughness. To obtain optimal cutting conditions, the
“smaller-the-better” quality characteristic has been used for minimizing surface
roughness. The original sequence can be generalized as follows by Eq. (4):

x�i kð Þ ¼ maxx 0ð Þ
i kð Þ � x 0ð Þ

i kð Þ
maxx 0ð Þ

i kð Þ �minx 0ð Þ
i kð Þ

ð4Þ

The MRR is the main answer, deciding the machinability of Stellite 6 turning. For
the “larger-the-better”, the original sequence can be generalized as follows by Eq. (5):

x�i kð Þ ¼ xi kð Þ �minxi kð Þ
maxxi kð Þ �minxi kð Þ ð5Þ

where x�i kð Þ is the generating value of Grey relational analysis; minxi kð Þ is the mini-
mum value of xi kð Þ; maxxi kð Þ is the maximum of xi kð Þ, k = 1 for Ra and k = 2 for
MRR; i = 1, 2, 3,…, 27 for experiment numbers 1–27.

Since the experimental design is orthogonal, it is then possible to distinguish the
effect of each machining parameter on the grey relational grade at different levels. For
example, the mean of the grey relational grade for radius noise at levels 1, 2 and 3 can
be calculated by averaging the grey relational grade for the experiments 1–7, 8–18 and
19–27 respectively shown in Table 3.
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With the Grey relational analysis, it is possible to obtain the optimal conditions of
machining to consider simultaneously minimal surface roughness and maximum
material removal rate. This technique also allows optimum machining parameters to be
obtained for a desired surface roughness and maximum metal removal rate by Grey
relational analysis.

5 Conclusion

The present study investigates the use of response surface methodology (RSM) and
Grey relational analysis (GRA) to optimize material removal rate (MRR) and arithmetic
surface roughness (Ra) for the selected domain of machining parameters (cutting depth
(ap), cutting speed (Vc), feed rate (f) and nose radius (r)). It was concluded that:

– The result of analysis by the ANOVA method shows that the nose radius and feed
rate are the most significant factor affecting the arithmetic surface roughness
compared to the cutting speed and depth of cut.

– The obtained results of predicted models in terms of Ra values corroborate with the
experimental ones in the full design space with correlation coefficient of 97.15%.

– Results coming from ANOVA method applied for Ra variations show that the feed
rate presents the most important factor affecting Ra evolution with a contribution
about 50.05%. The other terms (r), (r � f) and (r � r) have less contribution with
37.54%, 3.21% and 2.89% significances, respectively.

– The result of Grey relational analysis conduct to higher productivity and best
quality in the field of optimal cutting conditions: r = 0.8 mm, Vc = 80 m/min,
f = 0.08 mm/rev, and ap = 0.45 mm.
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Abstract. The vibrations in orthogonal milling are simultaneously due to the
friction between the tool and the workpiece and to the flexibility of the cutting
system, leading to chip section variation to cause the chatter phenomenon.
Indeed, these vibrations induce an increasing machining disorder leading to an
unstable cutting to cause a poor surface quality and a rapid tool wear, in addition
to different operational risks. This work presents a numerical approach to
establish cutting stability lobes in orthogonal metal milling. The Abaqus soft-
ware is used to perform the simulations, the Johnson-Cook laws are considered
for the workpiece material strength and fracture, the Coulomb law is retained for
the friction between the workpiece and the tool, the tool is considered flexible,
and the thermal conductivities of the workpiece and the tool are introduced. The
results at various cutting speeds are obtained for different tool flexibilities:
radial, transversal, and combined; and are then compared to conclude on the
cutting stability lobes.

Keywords: Orthogonal milling � Chatter phenomenon � Numerical cutting �
Stability lobes

1 Introduction

The occurrence of self-excited vibrations due to the friction of the tool against the
workpiece leads to the chatter phenomenon. This phenomenon causes a poor surface
quality and a rapid tool wear, in addition to various operational risks.

To avoid chatter, two ways are possible: changing the behavior of the cutting
system or establishing cutting stability lobes. Cutting stability lobes are easier to obtain.

An example of cutting stability lobes is presented in Fig. 1 [1]. The frontier
between a stable cut and an unstable cut has a lobe shape which depends of the cutting
speed and the cut depth. The lobes indicate thus the favorable and unfavorable cutting
parameters.

The work presents a numerical approach to establish cutting stability lobes in
orthogonal metal milling. The Abaqus software is used to perform the simulations,
using a descriptive procedure. The results at various speeds are obtained firstly when
considering radial tool flexibility, secondly when considering transversal tool
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flexibility, and thirdly when considering combined tool flexibility: radial and
transversal. The obtained lobes are finally compared to conclude on the numerical
milling process.

2 Approach Description

The Abaqus software is used. The numerical study is done for one tooth, the feed effect
can be then neglected. The used model is 2D, to reduce the computation time. The
numerical machining is done for a single pass, the other possible passes are similar.

The tool cut depth (ap) is in the axial direction, while the axial cut depth (ae) is in
the radial direction. The feed is in the direction perpendicular to both tool cut depth and
axial cut depth. The cutting parameters are shown in Fig. 2.

The tool is considered rigid, is rigidly linked to the workpiece and is flexibly linked
to the machine. The meshing uses a 2D plane strain solid element CPE4RT: four-node,
bilinear displacement-temperature, reduced integration, hourglass control; taking the
thermal effect into consideration [2].

The Johnson-Cook laws are considered for the workpiece material strength and
fracture, and the Coulomb law is retained for the friction between the workpiece and
the tool.

The Lagrangian formulation is used due to its advantages: the chip morphology is
conserved, the cutting force is considered, and the surface quality is accurate.

The explicit scheme is considered, the implicit scheme may encounter numerical
problems in dynamical applications [3].

3 Numerical Cutting

The tool is considered of different flexibilities: radial, transversal, and combined
(transversal and radial). The tool flexibilities are viscoelastic. The radial flexibility is
referred to orthogonal turning.

Figures 3 and 4 show respectively, the turning numerical model and the turning
stability lobe, considered as reference. The axial cut depth corresponds to the feed rate
[4, 5].

Fig. 1 Cutting stability lobe
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3.1 Radial Flexibility

The tool is modeled as a dynamic system of one degree-of-freedom: mass, spring,
damper; in the radial direction (y axis), as shows Fig. 5.

The milling process is taken similar to the turning process to make the comparison
possible: The tools are of one degree-of-freedom in the radial direction, the tools have
the same parameters and suspension specifications, the materials are the same for the

Fig. 2 Cutting parameters

Fig. 3 Turning numerical model
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workpieces and the tools, the cutting conditions and the friction coefficients are the
same, and the instantaneous chip sections are the same.

Figure 6 shows the obtained milling radial stability lobe.

Fig. 4 Turning stability lobe

Fig. 5 Milling radial numerical model

Fig. 6 Milling radial stability lobe
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3.2 Transverse Flexibility

The tool is modeled as a dynamic system of one degree-of-freedom: mass, spring,
damper; in the transversal direction (x axis), as shows Fig. 7.

Figure 8 shows the obtained milling transversal stability lobe.

3.3 Combined Flexibility

The tool is modeled as a dynamic system of two degree-of-freedom: the transverse and
the radial flexibilities are simultaneously considered; as shows Fig. 9. The transverse
flexibility is along the x axis, and the radial flexibility is along the y axis.

Figure 10 shows the obtained milling combined stability lobes: in the x and y
directions.

Fig. 7 Milling transversal numerical model

Fig. 8 Milling transversal stability lobe
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4 Results Comparison

The milling stability lobe obtained for radial flexibility and the turning stability lobe
considered as reference, are clearly different despite all the common machining details.

The milling stability lobes obtained for transverse and radial flexibilities are notably
different despite all the common direction details.

The milling stability lobe along the x axis is lower than the stability lobe along the y
axis, when the flexibility is combined.

The milling stability lobe along the x axis is different from the transversal flexibility
lobe and the stability lobe along the y axis is different from the radial flexibility lobe.

Fig. 9 Milling combined numerical model

Fig. 10 Milling combined stability lobes
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5 Conclusion

The work presented a numerical approach to establish cutting stability lobes in
orthogonal metal milling. The Abaqus software is used to perform the simulations,
using a descriptive procedure. The results at various speeds are obtained firstly when
considering radial tool flexibility, secondly when considering transversal tool flexi-
bility, and thirdly when considering combined tool flexibility: radial and transversal.
The obtained lobes are finally compared to conclude on the numerical milling process.

The used approach presents the following main advantages: Practical laws of
material strength and fracture are adopted, a physical law of friction is used, and the
thermal conductivities of the workpiece and the tool are considered.

The milling stability lobe obtained for radial flexibility and the turning stability lobe
considered as reference, are found different despite all the common machining details.
This confirms that the two processes are distinct.

The milling stability lobes obtained for transverse and radial flexibilities are notably
different despite all the common directions details. This confirms that the cutting is
asymmetric.

The milling stability lobe along the x axis is lower than the stability lobe along the y
axis, when the flexibility is combined. Thus, the stability lobe along the x axis is to be
retained for the cutting stability.

The stability lobe along the x axis is different from the transversal flexibility lobe
and the stability lobe along the y axis is different from the radial flexibility lobe. This
confirms the two axes coupling.

The workpiece roughness is to be examined in the future to confirm the obtained
results.
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tions of the reviewers, which have improved the presentation.

References

1. Quintana G, Ciurana J (2011) Chatter in machining processes: a review. Int J Mach Tools
Manuf 51:363–376

2. Hajmohammadi MS, Movahhedy MR, Moradi H (2014) Investigation of thermal effects on
machining chatter based on FEM simulation of chip formation. J Manuf Sci Technol 7:1–10

3. Rebelo N, Nagtegaal JC, Taylor LM (1992) Numerical methods in industrial forming
processes. Adv Struct Eng Mech 1:99–108

4. Mahnama M, Movahhedy MR (2010) Prediction of machining chatter based on FEM
simulation of chip formation under dynamic conditions. Int J Mach Tools Manuf 50:611–620

5. Baklouti W, Mrad C, Nasri R (2018) Numerical study of the chatter phenomenon in
orthogonal turning. Int J Adv Manuf Technol 99:755–764

398 W. Baklouti et al.



Prediction of Forces Components During
the Turning Process of Stellite 6 Material

Based on Artificial Neural Networks

Riadh Saidi1(&), Brahim Ben Fathallah2, Tarek Mabrouki1,
Salim Belhadi3, and Mohamed Athmane Yallese3

1 Applied Mechanics and Engineering Laboratory (LR-11-ES19), University of
Tunis El Manar, ENIT, BP 37, Le Belvédère, 1002 Tunis, Tunisia

{riadh.saidi,tarek.mabrouki}@enit.utm.tn
2 Mechanical, Material and Process Laboratory (LR99ES05) ENSIT, University

of Tunis, 5 AV Taha Hussein Montfleury, Tunis, Tunisia
brahim.benfathallah@enit.utm.tn

3 Mechanics and Structures Research Laboratory (LMS), May 8th 1945
University, 401, 24000 Guelma, Algeria

belhadi23@yahoo.fr, yallese.m@gmail.com

Abstract. In this study, artificial neural networks (ANNs) were used to study
the effects of machinability on cutting parameters during turning of the cobalt
alloy (Stellite 6). Cutting forces with three axes (Fx, Fy and Fz) were predicted
by changing the tool tip radius (r), cutting speed (Vc), feed rate (f) and cutting
depth (ap) with conventional lubrication. Experimental studies were conducted
to obtain training and test data and a feed-forward back-propagation algorithm
was used in the networks. The main test parameters are the tool tip radius (r,
mm), cutting speed (Vc, m/min), feed rate (f, mm/rev), cutting depth (ap, mm)
and cutting forces (Fx, Fy and Fz, N). r, Vc, f and ap were used as input data
while Fx, Fy and Fz were used as output data. The mean percentage values of
root mean square error (RMSE), mean absolute percentage error (MAPE) and
mean absolute deviation (MAD) for Fx, Fy and Fz using the proposed models
were obtained around 2 and 4.79%, respectively for training and testing. These
results show that ANNs can be used to predict the effects of machinability on
cutting parameters when cutting Stellite 6 on turning process. The results
highlighted the performance of the studied configuration.

Keywords: Cutting force � ANN � Turning � Stellite 6 � Modelling

1 Introduction

The use of cobalt alloys is widely used in the aerospace industry for applications
requiring excellent mechanical strength at high temperatures, higher melting temper-
ature, high-temperature corrosion and oxidation resistance [1, 2]. However, these alloys
are also known to be difficult to machine [3]. The main problems encountered in the
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dry machining of cobalt alloys are low material removal rates and very limited tool life.
The low thermal conductivity and high chemical affinity for many materials often cause
the formation of an adhesion layer on the face of the tool, resulting in rapid wear. Also,
the low elastic modulus of cobalt alloys is the main cause of vibrations generated
during machining.

In the literature, different machining methods and modeling procedures have been
studied by different scientists to optimize conditions in order to ultimately predict the
machining of the Stellite 6 execution [4–6] and achieve greater efficiency.

Nevertheless, to our knowledge, it is important to conduct studies on the influence
of machining conditions on the changes of surface characteristics of cobalt-based
alloys.

Several researchers [7, 8] had carried out an experimental study on the machining
of cobalt-based refractory materials to find the optimal cutting conditions for different
cutting conditions. They used various optimization techniques based on the RSM
method with sequential quadratic programming algorithm for a constrained problem.
For cutting parameters optimization authors have also used [9, 10]. Artificial neural
networks (ANN), genetic algorithm (GA), genetically optimized neural network system
(GONNS) and response surface methodology (RSM) are other modeling techniques
that are used to optimize the process in machining operations [9–15].

Sarikaya and Gullu [16] and Folea et al. [17] observed that the effect of machining
parameters on tangential force, chip morphology and tool wear during face milling of
cobalt alloy (Stellite 6) revealed the most prominent factor of largest number of cutting
parameters. Bruschi et al. [18] evaluated the contribution of cutting conditions on
microstructure, surface integrity and tool wear when turning of the cobalt alloy
(CoCrMo) using a carbide insert coated VD with PTiALN under conventional lubri-
cation conditions. They discovered that the feed rate is the parameter that most affects
the quality of the cutting surface and tool wear. Bagci and Aykut [5] and Aykut et al.
[6] point up that the higher feed rate and depth of cut proportionally with the higher is
the arithmetic surface roughness, for all cooling mode and tool types.

In turning and milling operations, the cobalt based-alloy conserves its hardness and
strength, which renders machining difficult. This necessitates increasing the tangential
forces with the rise of cutting parameters, but this is uncertainly with the cutting speed [19].

A very few research studies on the impact of cutting parameters on the mechanical
and microstructural properties of Stellite 6, Zaman et al. [20] and Yingfei G. et al. [21]
have identified residual compressive stress in the axial direction and radial traction in
the surface and subsurface direction in all conditions during turning operations. In
addition, the affected surface layers are characterized by higher micro-hardness values
for all cutting tests [18]. These results were consolidated in the machining of cobalt
alloy (Stellite 6) by Yingfei et al. [21]. In a goal to attain perfect machining and
production efficiency, various modeling methods and techniques have been applied to
optimize cutting conditions [4, 22].
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In order to predict the results of the cutting process, industrialists and researchers
are using artificial neural networks. Toparli et al. [23] used two methods for calculating
residual stresses in water-hardened steel bars from 600 °C: the finite element method
(FEM) and the ANN method. For the latter, a multi-layer feed-forward network with
error gradient retro propagation was used. The results obtained by the ANN method are
comparable to those obtained by the FEM. Umbrello D. et al. [24, 25] and Ambrogio
et al. [26] have developed theoretical models to predict the cutting conditions required
to achieve a given residual stress state using ANNs. Kafkas et al. [27] presented a feed-
forward RNA-based approach with a hidden layer to determine residual stresses in PM
nickel-based steel (FLN2-4405) with different heat treatments. They used the error
gradient retro-propagation algorithm in the learning and training functions of
Levenberg-Marquart (LM) and Scaled Conjugate Gradient (SCG). Karataș et al. [28]
opted for an RNA with the error gradient back-propagation algorithm in learning. They
used the results of experimental measurements as training and test data to determine
residual stresses as a function of shot blasting conditions. The results of the mathe-
matical modelling were acceptable.

From previous studies in the literature, it appears important to carry out scientific
research to find cutting parameters affecting the machining properties of cobalt alloy
(Stellite 6). In this context, we propose a methodology approach for modelling an ANN
configuration, adapted to predict the cutting forces during turning of the finishing
parameters during turning operations of cobalt alloy (Stellite6). The purpose is to
predict the evolution of cutting forces components (Fx, Fy and Fz).

2 Experimental Procedure

The goal of this experimental work was to investigate the effects of cutting conditions
on cutting force components. In order for this nose radius tool, cutting speed, feed rate
and depth of cut were chosen as process parameters. The straight turning operations are
performed on three parts because each part is subdivided on bearings separated by
grooves in order to obtain the necessary combinations for the adopted experimental
design. The machined parts are based on the cobalt alloy (Stellite 6), with a chemical
composition including 28.25% Cr, 3.74% W 1.17% Mo, 1.11% C, 1.89% Fe, 2.32%
Ni, 0.57% Mn, 1.20% Si, 0.004% P, 0.001% S, and balance of Co. This material has an
average hardness of 41 HRC.

A Taguchi design L27 is applied to the experiment planning. Selected input factors
and their levels are shown in Table 1. The ranges of the cutting parameters are chosen
according to the recommendations of the manufacturer of the cutting tools (i.e.,
Sandvik). For cutting forces measurements, a dynamometer (type Kistler 9257B)
allowing measurements from range [−5 to 5] KN was used.
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3 Artificial Neural Networks Model

Artificial neural networks are one of the methods of artificial intelligence inspired by
the behaviour of the human brain to perform useful functions related to industrial
applications such as the assignment of approximation, classification and modelling
tasks. It uses a non-linear and bounded algebraic function whose value depends on
parameters called coefficients (weight). An ANN model consists of three connected
layers, each consisting of one or more neurons. The first layer is the input in which each
neuron represents a variable, while the second layer is the hidden layer. The latter
receives the information from the input layer and processes it using a transfer function.
Finally, the last layer is the output layer which can consist of one or more outputs that
represent the numerical values of the responses or dependent variables. The neurons
most frequently used are those for which the transfer function (F) is a non-linear
function (usually a hyperbolic tangent) of a linear combination of the inputs:

F ¼ tanh
Xn

i¼1
wixi ð1Þ

where xið Þ represent the neuron input variables, wið Þ the adjustable parameters, and
(n) the neuron number.

In order to predict the cutting force components Fx, Fy, and Fz, seven multilayer
perceptrons (constituted of one input, one hidden, and one output layer) were used.
Each perceptron had one output only because ANN models with single outputs give

Table 1 Experimental conditions

Item Description

Machine tool SN 40C, with 6.6 kW spindle power of the Czech company
‘‘TOS TRENCIN”

Cutting insert Coated with PVD (Ti, Al) N2, CNGG, SGF geometry, (1105
grade) Sandvik ISO

Tool holder PCLNR 2020K12
Insert and tool geometry Cutting edge angle (vr = +95°), inclination angle (k = −6°), rake

angle (c = −6°) and clearance angle (a = 0°)
nose radius: 0.2, 0.4 and 0.8 mm

Process parameters
Cutting speed (Vc) 30, 55 and 80 m/min
Feed rate (f) 0.08, 0.12 and 0.16 mm/rev
Depth of cut (ap) 0.15, 0.3 and 0.45 mm
Cooling mode Synthetic conventional oil mode (10%).
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better results compared to those with several outputs. The experimental procedure
consisted of 27 tests of which 18 tests were used for network learning and 9 validation
tests randomly selected to assess the effectiveness of the network. The learning of the
neural network was performed through the application of a retro-propagation algorithm
based on a descending gradient. In the present case, a learning rate of η = 0.1 was
selected. Figure 1 presents the adequate ANN architectures to model the Fx. It is the
same for ANN architectures for cutting forces Fy and Fz. The experimental and pre-
dicted results with ANN approach of cutting force components (Fx, Fy and Fz) as a
function of cutting conditions during the turning of Stellite 6 are presented in Table 2.

The mathematical models obtained by the ANN method for the three criteria Fx,
Fy, and Fz are expressed by the following Eqs. (2)–(4):

Table 2 Results of measured and predicted of cutting forces components when turning Stellite 6

Trial Cutting parameters Measured Predicted Measured Predicted Measured Predicted

r Vc f ap Fx(N) Fx(N) Fy(N) Fy(N) Fz(N) Fz(N)

(mm) (m/mn) (mm/rev) (mm)

1 0.2 30 0.08 0.15 13.0 12.4 38.2 39.4 43.1 44.4
2 0.2 30 0.08 0.30 61.6 61.1 59.3 56.7 93.9 92.7
3 0.2 30 0.08 0.45 110.2 110.4 53.3 56.0 147.4 149.0
4 0.2 55 0.12 0.15 36.9 38.5 44.0 40.7 70.0 69.7
5 0.2 55 0.12 0.30 92.4 99.1 57.9 64.4 131.2 138.4
6 0.2 55 0.12 0.45 174.8 174.7 69.6 70.7 218.3 215.7
7 0.2 80 0.16 0.15 28.0 28.2 60.4 60.7 82.0 85.4
8 0.2 80 0.16 0.30 108.8 100.3 94.4 94.5 171.6 170.4
9 0.2 80 0.16 0.45 201.1 201.3 113.1 110.6 262.4 260.6
10 0.4 30 0.12 0.15 19.6 17.7 39.7 46.9 55.5 51.9
11 0.4 30 0.12 0.30 52.8 53.0 71.0 73.6 109.6 111.2
12 0.4 30 0.12 0.45 106.4 106.2 84.1 84.7 183.9 185.2
13 0.4 55 0.16 0.15 25.7 25.3 57.6 57.5 90.5 86.7
14 0.4 55 0.16 0.30 74.6 74.4 92.9 93.7 152.8 162.8
15 0.4 55 0.16 0.45 166.6 160.1 121.0 118.6 259.2 258.9
16 0.4 80 0.08 0.15 22.4 23.0 47.3 51.2 54.4 54.9
17 0.4 80 0.08 0.30 68.4 68.3 80.1 82.2 96.6 99.5
18 0.4 80 0.08 0.45 147.3 147.3 99.3 95.0 175.6 174.7
19 0.8 30 0.16 0.15 21.1 21.1 52.2 52.3 69.3 70.4
20 0.8 30 0.16 0.30 37.0 36.6 82.1 81.8 118.3 119.3
21 0.8 30 0.16 0.45 90.1 90.0 123.8 124.4 208.5 208.7
22 0.8 55 0.08 0.15 26.2 26.2 71.8 64.5 58.4 59.2
23 0.8 55 0.08 0.30 39.3 44.1 97.4 98.9 98.0 94.2
24 0.8 55 0.08 0.45 97.6 97.4 126.3 130.6 150.3 152.2
25 0.8 80 0.12 0.15 23.6 23.7 73.1 77.5 70.4 83.7
26 0.8 80 0.12 0.30 63.5 42.9 115.9 113.5 137.6 128.9
27 0.8 80 0.12 0.45 115.6 115.8 149.3 154.1 207.0 205.2
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Fx ¼ �64:8H1þ 23:88H2þ 13:81H3þ 10:91H4þ 49:3H5� 19:46H6� 81H7þ 138:25

With :

H1 ¼ TanHð0:5ð�4:06rþ 0:04Vc þ 23:69f þ 1:84ap � 2:31ÞÞ
H2 ¼ TanHð0:5ð�6:26r � 0:01Vc þ 9:59f þ 8:965ap � 0:65ÞÞ
H3 ¼ TanHð0:5ð0:87rþ 0:024Vc � 30:78f þ 9:23ap � 0:28ÞÞ
H4 ¼ TanHð0:5ð�5:89rþ 0:031Vc � 4:97f � 13ap þ 6:92ÞÞ
H5 ¼ TanHð0:5ð�4:27rþ 0:067Vc þ 49:44f � 1:94ap � 6:08ÞÞ
H6 ¼ TanHð0:5ð�0:8rþ 0:02Vc þ 8:48f � 14:97ap þ 2:32ÞÞ
H7 ¼ TanHð0:5ð0:87r � 0:02Vc � 2:7f � 10:52ap þ 5:68ÞÞ

ð2Þ

Fy ¼ 132:35H1� 94:16H2� 7:03H3� 123:19H4þ 101:54H5� 72:68H6� 02:2H7þ 129:42

With :

H1 ¼ TanHð0:5ð0:85þ 0:21r � 0:01Vc � 1:94f � 0:76apÞÞ
H2 ¼ TanHð0:5ð�0:64þ 2:66rþ 0:001Vcþ 7:77f � 7:58apÞÞ
H3 ¼ TanHð0:5ð�3:78þ 2:57rþ 0:015Vcþ 5:73f þ 2:01apÞÞ
H4 ¼ TanHð0:5ð1:11þ 0:59r � 0:004Vc � 6:65f þ 0:14apÞÞ
H5 ¼ TanHð0:5ð�4:12þ 1:28rþ 0:024Vcþ 5:22f þ 2:23apÞÞ
H6 ¼ TanHð0:5ð3:72� 4:29r � 0:005Vc � 19:78f þ 2:02apÞÞ
H7 ¼ TanHð0:5ð�1:6� 0:2rþ 0:002Vc þ 11f þ 1:6apÞÞ

ð3Þ

Fig. 1 ANN architecture (4-7-1) to model the Fx
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Fz ¼ �60:08H1þ 53:74H2� 3:63H3� 23:66H4þ 52:1H5� 20:46H6þ 3:3H7þ 165:31

With :

H1 ¼ TanHð0:5ð2:09þ 3:54rþ 0:01Vc � 7:89f � 9:42apÞÞ
H2 ¼ TanHð0:5ð�6:89� 0:19rþ 0:02Vc þ 15:11f þ 8:94apÞÞ
H3 ¼ TanHð0:5ð�5:46þ 8:02rþ 0:06Vc � 6:58f � 2:41apÞÞ
H4 ¼ TanHð0:5ð�7:37þ 3:43rþ 0:03Vc þ 44:01f � 8:42apÞÞ
H5 ¼ TanHð0:5ð�6:38þ 4:23rþ 0:002Vc þ 29:41f þ 1:08apÞÞ
H6 ¼ TanHð0:5ð6:89þ 0:08r � 0:11Vc � 12:5f � 1:04apÞÞ
H7 ¼ TanHð0:5ð3:69� 0:75r � 0:044Vc � 32:72f þ 11:78apÞÞ

ð4Þ

The comparison between the experimental values (measured) of Fx, Fy, and Fz, and
those estimated by the mathematical models obtained by ANN method is presented in
Figs. (2, 3 and 4). they are found very close. However, the models obtained by the
ANN method show a better correlation with the experimental data.
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Fig. 2 Comparison between experimental values and predicted by ANN for Fx
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Fig. 3 Comparison between experimental values and predicted by ANN for Fy
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In order to properly evaluate the predictive capabilities of the models developed,
the experimental and predicted results are compared in terms of root mean square error
(RMSE), mean absolute percentage error (MAPE), mean absolute deviation
(MAD) and correlation coefficient (R2).

Table 3 presents the values of RMSE, MAPE, MAD and R2 obtained from the
application of the artificial neural network approach (ANN) for Fx, Fy, and Fz. It
should be pointed out that all models obtained by the ANN approach have a coefficient
of determination (R2) very close to unity (Table 3). On the other hand, the RMSE,
MAPE and MAD predicted by the ANN do not exceed 4.79% (Table 3).

The results of simulations with a 7-4-1 architecture obtained clearly show the
performance of the proposed neural network configuration.
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Fig. 4 Comparison between experimental values and predicted by ANN for Fz

Table 3 Root mean square error, mean absolute percentage error, mean absolute deviation and
correlation coefficient for cutting force components in training and validation steps

Efforts (N) Fx Fy Fz

Root mean square error, RMSE ¼ Pn
i¼1

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Ei�Pið Þ2

n

q
4.79 3.35 4.29

Mean absolute percentage error (%),

MAPE ¼ Pn
i¼1

ðEi�PiÞ=Eij j
n � 100

3.37 3.84 2.86

Mean absolute deviation, MAD ¼ Pn
i¼1

Ei�Pij j
n

2.04 2.59 2.88

Correlation coefficient, R2 ¼ 1�
Pn

i¼1
Pi�Eið Þ2Pn

i¼1
Ei�Yeð Þ2

0.9915 0.987 0.9953

n number of experiments, Ei experimental value of the ith experiment, Pi predicted value of the
ith experiment by model, Ye average of the experimentally determined values
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4 Conclusion

A calculation method based on neural networks has been developed to predict the
cutting forces generated by a material removal operation with the cutting tool. An
architecture with four inputs which are cutting depth (ap), cutting speed (Vc), feed rate
(f) and nose radius (r) and only one output (cutting forces, Fx, Fy and Fz) was used.

Artificial neural networks (ANN) was successfully applied in modeling of cutting
forces components (Fx, Fy and Fz) for the selected domain of the input machining
parameters which are cutting depth (ap), cutting speed (Vc), feed rate (f) and nose radius
(r). The obtained results of predicted models in terms of cutting force components
values corroborate with the experimental ones in the full design space. The mathe-
matical models developed for Fx, Fy, and Fz using the ANN method are very useful for
prediction purposes. A close correlation between the predicted and measured data was
found with (R2) varying between (0.98 and 0.99).

The results show that the optimal cutting conditions can be selected in different
machining configurations. The elaborated models served as a tool to calculate the
cutting forces components for various sets of input parameters. This study allowed us
to provide a digital tool for selecting cutting conditions from a minimum of tests and its
effectiveness was successfully tested on four representative configurations.
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Abstract. The purpose of this paper is to explore the buckling problems of
functionally graded conical shells due to thermal loadings. The response is
obtained for a uniform increase in temperature along the thickness direction of
the shell. The equations governing the behavior of the conical shell are written
from the modified Reissner-Mindlin formulation. Properties of the shell are
estimated using the Voigt rule of mixture via the power function. The temper-
ature dependence of the material constituents is also considered. A comparison
study of the obtained results with those available in the literature is presented in
order to validate the proposed model. Then, the effects of the power-law
exponent and geometrical parameters are examined.

Keywords: Thermal buckling � Functionally graded material �
Rule of mixture � Modified Reissner-Mindlin theory

1 Introduction

The conical shell structures have been designed to perform in various engineering
applications such as the rocket nozzle liner, the shafts of gas turbine and the aircraft jet
engine. In fact, these structures may receive heat and thermo-mechanical loadings
which may induce buckling and post-buckling problems. Recently, the Functionally
Graded Materials (FGMs) are recognized as materials capable to offer reliable engi-
neering solutions for industrial applications involving high thermo-mechanical load-
ings. The use of ceramics and metals together and the smooth variation of the
microstructure from one material to another can avoid the problems related to stress
concentrations and delamination [1]. Based on these unique properties, many attempts
have been made for static, dynamic, bending, buckling, vibration and piezoelastic
analysis of FG structures [2, 3, 4–6, 13, 4–6].

On the other hand, modeling of the kinematics of these structures can be achieved
using three approaches namely: the Classical plate theory (CPT), the Reissner-Mindlin
theory (FSDT) and the higher-order theory (HSDT). A number of investigations have
been conducted on the buckling and the non-linear deflection of FGM conical shells
under thermal loads. Buckling of the FG truncated conical shells under thermal field
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was investigated by Bhangale et al. [7] by applying a semi-analytical finite element
procedure based on the FSDT theory. With the same theory, Naj et al. [8] derived an
analytical solution to investigate the thermal and mechanical buckling of FGM trun-
cated conical shells. Akbari et al. [9] presented a semi-analytical solution to solve
buckling analysis of FGM conical shell using the classical shell theory. Besides,
Sofiyev [10, 11] presented some significant findings for thermal buckling analysis of
FG conical shells. Furthermore, the thermo-mechanical buckling of FG conical panels
were examined by Zhao and Liew [12] with finite element procedure based on the
FSDT theory.

Thermal buckling investigations of conical shell structure are restricted in number
and most of these investigations have been conducted upon the exact solution. This
paper deals with the non-linear buckling analysis of FGM conical shells under thermal
loads using a finite element (FE) procedure. The formulation is based on a modified
Reissner-Mindlin theory which adopts a quadratic function in the description of the
shear stains. The proposed approach represents an amelioration in the Reissner-Mindlin
theory in terms of the computational time and the description of large deformations and
rotations. In the present study, critical temperatures of FGM conical shells subjected to
uniform distributed temperature along the thickness are obtained by solving the
eigenvalue problem. The rule of mixture is used to find the thermo-mechanical prop-
erties of the FG cones. The present results of the critical buckling temperatures are
compared with the literature in order to highlight the efficiency of the modified
Reissner-Mindlin theory.

2 Material Properties of FGM Conical Shells

The FGM cone is assumed to be made of metal and ceramic phases. The material
properties of these components vary gradually in the thickness direction and they can
be evaluated by the rule of mixture, given as follow:

PðT,zÞ ¼ PmðTÞ � PcðTÞ½ �Vm zð Þþ PcðTÞ;Vm zð Þ ¼ 1
2
þ z

h

� �p

ð1Þ

where PmðTÞ and PcðTÞ denote the effective material properties of the metal and
ceramic constituents, respectively. Vm zð Þ is the volume fraction of metal phase and p is
the power-law exponent. Moreover, it should be noted that the material properties of
the shell can be temperature-dependent (TD) and the dependency may be expressed as
follow:

PðT; zÞ ¼ P0 P�1T�1 þ 1þ P1Tþ P2T2 þ P3T3� � ð2Þ

where P0, P�1, P1, P2 and P3 are the temperature coefficients.
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3 Basic Equations of FGM Shell

3.1 Kinematics of the Shell Model and Strain Field

The position vectors of any material point (p) are denoted by bold letters which are
given in the initial and current configurations C0 and Ct, respectively as follows:

Xq ¼ Xp þ zD; xq ¼ xp þ zd ð3Þ

z 2 ½�h=2; h=2� is the thickness of the structure and d denote the director vector. In
large deformations case, the strain field is defined using the Green-Lagrange strain
tensor. The membrane and bending strain vectors are given as:

e ¼
e11
e22
2e12

2
4

3
5; v ¼

v11
v22
2v12

2
4

3
5; ð4Þ

The transverse shear strain vector is defined as:

c ¼ f ðzÞ c13
c23

� �
; f ðzÞ ¼ 5=4 1� 4 z=hð Þ2

� 	
: ð5Þ

The function f ðzÞ allows a quadratic distribution of the transverse shear strains and
constitutes an amelioration in the Reissner-Mindlin theory [13].

The generalized strain field is expressed as follow:

R ¼ e v c½ �T ð6Þ

3.2 Weak Form and Constitutive Relations

The weak form of equilibrium equation is expressed as:

G ¼ Z
A
N � deþM � dvþT � dc½ �dA� Gext ¼ 0 ð7Þ

where N,M and T denotes the components of the stress resultants (membrane, bending
and shear, respectively). The stress resultant vector is obtained as:

R ¼
N
M
T

2
4

3
5 ð8Þ

The constitutive relation of the FG conical shell under thermal loadings can be
expressed as:
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R ¼ HTR� Rth;HT ¼
Hm Hmb 0
Hmb Hb 0
0 0 Hs

2
4

3
5 ð9Þ

Rth represents the thermal resultants and HT denotes the elastic modulus, where the
components Hm;Hmb and Hb are given as follows:

Hm;Hmb;Hbð Þ ¼
Z h=2

�h=2
1; z; z2
� �

Hdz;Hs ¼
Z h=2

�h=2
fðzÞ2Hsdz ð10Þ

H ¼ EðzÞ
1� m2ðzÞ

1 mðzÞ 0
mðzÞ 1 0
0 0 ð1�mðzÞÞ

2

2
4

3
5;Hs ¼ EðzÞ

2 1þ mðzÞð Þ
1 0
0 1

� �
ð11Þ

E(z) and mðzÞ are the Young’s modulus and the Poisson’s ratio, respectively. The
temperature rise DT can be considered as uniform or non-uniform through the thickness
direction, which equations can be written as follows:

DT ¼ Tf � Ti ð11Þ

where Ti is the initial temperature of the shell and Tf is the final temperature.

DT zð Þ ¼ T zð Þ � Ti ¼ Tm � Tið Þþ Tc � Tmð Þg zð Þ ð12Þ

where g zð Þ represents the non-uniform temperature distribution function given by:

g zð Þ ¼
R z
�h=2

dz
k zð ÞR h=2

�h=2
dz
k zð Þ

ð13Þ

3.3 Thermal Buckling Problem

After the derivation of the weak form of equilibrium equations and the constitutive
relations, the finite element discretization is solved using 4-node shell elements. For
more details, one can be referred to [14]. Then, the determination of the critical
buckling temperature is obtained by the resolution of the eigenvalue problem which its
expression can be given by:

ðKM þ kcrKGÞ.Un = 0 ð14Þ

KM and KG are the material and the geometric matrices, respectively. kcr is the
critical (eigenvalue) buckling temperature.
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4 Results and Discussion

Firstly, the accuracy of the proposedmodifiedReissner-Mindlinmodel is tested for thermal
buckling analysis of clamped (CC) FGM conical shells made of Alumina Al2O3ð Þ and
stainless steel SUS304ð Þ. The material properties are highly TD and determined from
experiments (Reddy and Chin [15], where the temperature coefficients are tabulated in
Table 1. The FG cone is subjected to uniform temperature rise and its geometrical
properties are given as reported by [7]: a ¼ 30

�
;R1=h ¼ 215:8026 and L=h ¼�

304:7896Þ. The conical shell is meshed using S4 FE with 40 elements along the z-
direction. The obtained results are compared to those given by [7] and listed in Table 2.
The results reveal a good agreement with those reported in the literature. In fact, the
relative error for different power coefficients (p) is between 1–5% and this can be
explained by the use of the quadratic function in the present formulation. In addition, the
continuous material gradient is defined in this work through the variation at Gauss
integration points of the element, while [7] adopts a layered model for the computation of
materials grading variation.

Furthermore, Table 2 demonstrates that the fully metallic cone (p = 0) has the
lowest critical temperature and this temperature increases with an increase in ceramic
constituents (p > 1). Thus, the stiffness of the structure becomes higher with the
ceramic reinforcements.

Table 1 Material properties ofAl2O3=SUS304 [15]

Material Properties P0 P�1 P1 P2 P3
Al2O3 E(GPa) 349.55e9 0 −3.853e−4 4.027e−7 −1.673e−11

m 0.26 0 0 0 0
a (K−1) 6.8269e−6 0 1.834e−4 0 0
K(W/mK) −14.087 −1123 −6.227e−3 0 0

SUS304 E(GPa) 201.04e9 0 3.079e−4 −6.534e−7 0
m 0.3262 0 −2.002e−4 3.797e−7 0
a (K−1) 12.33e−6 0 8.086e−4 0 0
K(W/mK) 15.379 0 0 0 0

Table 2 Critical thermal buckling temperature DTcri(K) of clamped Al2O3=SUS304 conical
shell with TD material properties under different power-law index p

p Present Semi-Analytical
[7]

P. Error %

0.0 146.77 140.74 4.1
0.5 177.1 170.29 3.8
1 193.22 188.31 2.5
5 231.25 235.68 1.9
10 243.12 251 3.24
15 248.36 257.69 3.75
100 259.89 273 5
1000 262 274.28 4.6
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In the following, a parametric study is conducted to examine the influences of the
cone angle ‘a’ and the power law coefficient ‘p’ on the critical buckling temperature
DTcrið Þ. Figure 1 depicts the variation of DTcri of FG clamped conical shell under
uniform temperature rise with different power law coefficient and various value of cone
angle. As the numerical results show, the conical shells with the lower cone angle
(a = 15°) have the highest thermal stability resistance in comparison with the conical
shells with (a = 30°). Clearly, the elastic stiffness of the structures decreases with the
increase on the cone angle. The first mode shape of the FG conical shell under uniform
temperature rise (UTR) through the thickness with (p = 1) is provided in Fig. 2.

Fig. 1 Effect of cone angle a and the power law index on critical buckling temperature rise
DTcri of FG conical shells with TD material properties

Fig. 2 Thermal buckling mode shape of FG conical shell under UTR with (p = 1)
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5 Conclusion

Thermal buckling analysis of FG conical shell is presented. The governing equations
are developed using a modified Reissner-Mindlin theory. This model allows the
description of a parabolic distribution of the shear deformation along the shell thick-
ness. In fact, the standard FSDT theory used in the literature considers the effects of a
constant transverse shear deformation and a shear correction factors are required. The
effective material properties of the FG cone are assumed to be graded across the
thickness direction and temperature dependent. The numerical results show that the
present model provides the assessment of the critical buckling temperature of FG
conical shells with the compromise good accuracy/low computational time. Further-
more, the flexural rigidity of the FG cone subjected to thermal loads is improved with
the variation of the power-law coefficient.
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Abstract. In this present work, an attempt has been made to produce metal
matrix composite using Al 2017 alloy as matrix material reinforced with gra-
phite particles using stir casting technique. Initially, Al 2017 alloy charged into a
crucible was superheated in the furnace. Besides, preheated graphite particles
were dispersed into the vortex of molten 2017A alloy. The mechanical stirring
was carried out to improve wettability and distribution. The composite mixture
was poured into a non-permanent mold with including the form of normalized
specimens tensile. Different Microstructures of Al 2017 alloy matrix composites
showed more porosity. Thermal conductivity of the prepared composite was
determined before and after the addition of graphite particles to note the extent
of improvement.

Keywords: Stir casting � Non-permanent mold � Aluminium matrix
composites � Thermal expansion property

1 Introduction

Particle reinforced metal matrix composites (PMMC) are becoming one of the most
promising candidate for electronic packaging applications [15] due to their tailorable
thermophysical properties, such as thermal conductivity (TC) to dissipate the heat, and
low coefficient of thermal expansion (CTE) to decrease the thermal expansion mis-
match among the devices. In particular, Aluminium matrix composites reinforced with
graphite particles are used because of its high (TC) and low density of the Al metal
phase and low (CTE) of the Graphite [1, 4]. Any fluctuation with temperature can
induce large thermal stresses due to the CTE mismatch between matrix and rein-
forcements which, ensuing thermal distortion, thermal fatigue and creep failures. It
requires a deep understanding in order to optimize the content of reinforcement pro-
viding a good coefficient of thermal expansion (CTE) and thermal conductivity
(TC) matching for thermal management.
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Several researchers have studied the thermal expansion behaviour of Aluminium
matrix composites containing various types of reinforcement as SiC [7], Al2O3 [3] and
graphite [1]. They showed that the CTE was affected by several factors such as tem-
perature, amount and distribution of the reinforcement phase, properties of the inter-
facial phase and thermal history. With increasing the amount of the SiC particles, the
CTE of Al 7075 alloy composites decreased [7]. A similar observation was made in
respect of the CTE of Aluminum composites reinforced with SiC particles [9]. Deng
et al. [2] reported that the CTE of Al 2024 alloy composites reinforced with carbon
nanotubes was lower than unreinforced matrix. Elomari et al. [3] showed that the CTE
of pre-strained Aluminium composites reinforced with Al2O3 increased also with the
level of plastic yielding and flow. They attributed this to the thermal stress induced in
the composites resulting from the difference in the CTE between the reinforcement and
matrix.

In our case, to manufacture composites, stir casting process will be employed
because the final distribution of reinforcement particles in the matrix could be con-
trolled [10, 11]. The major advantage of stir casting process is that it offers better
matrix-particles bonding due to stirring action of particles into the melt [8].

In this study, stir casting method was used to elaborate Al 2017 alloy composites
with different content of graphite. Microstructures and the CTE were analysed while
varying the volume fraction of graphite particles within Al 2017 alloy in order to reveal
the effect of graphite on the CTE of composites. Furthermore, the thermal expansion of
the specimens that were produced has been measured via dilatometry method.

2 Experimental Procedure

Stir casting technique was used to fabricate Al 2017 alloy composites reinforced with
graphite particles. The matrix metal was Al 2017 alloy (Composition in wt% Cu 4.01,
Si 0.66, Mn 0.64, Mg 0.57 and rest Al). Graphite particles with average size 75 µm was
used as reinforcement

Firstly, The Al 2017 alloy was superheated to 800 °C, above the liquidus tem-
perature, to melt completely. Then, to preserve the slurry in the semi-solid state, the
melt Al 2017 alloy was cooled below the liquidus temperature. Secondly, 2.5, 5 and 7.5
vol. % of preheated graphite at 500 °C for 30 min were added to the melt Al 2017 alloy
in graphite crucible and mixed by using the preheated stirrer (Fig. 1a). Then, the
composite slurry was heated again to a liquid state and the mechanical mixing was
carried out for 15 min at an average mixing speed of 700 rpm to improve uniform
distribution and to promote wettability without inducing turbulence flow or gas
entrapment.

The mixture was poured in a non-permanent mould with including the form of
standardized specimen’s tensile (Fig. 1a). The cast specimens tensile were presented in
Fig. 1b).
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The specimens test were cut and polished in order to characterize the microstruc-
tures and the thermophysical properties. Microstructural characterization studies were
performed by using optical microscopy (OM) after slight etching with Keller’s reagent
of composites with different content of graphite.

For density test, the measurement of dimensions and weight of each composites
were applied. Then, relative and theoretical densities were calculated following
Eqs. (1) and (2), in which the theoretical densities of Al 2017 alloy and graphite were
set equal to 2.79 g/cm3 and 2.24 g/cm3, respectively.

D ¼ qmeasured=qtheoretical ð1Þ

qtheoretical ¼ qcomposite ¼ qmVm þ qpð1� VmÞ ð2Þ

where D the relative density, qmeasured the sintered density, qtheoretical the theoretical
density of composite. V is the volume fraction, q is the density of the component, and
the indices m and p denote the matrix and particles phases, respectively.

Fig. 1 a Stir Casting setup b Tensile test specimen of composites
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CTE measurements for composites were conducted in SETSYS Evolution TMA
from 42 to 500 °C under the protective argon gas atmosphere. Composites samples
with 8 � 8 mm and 3–4 mm thickness were used. The heating and cooling rates for
measurements were 10 °C/min and 30 °C/min respectively were continuously moni-
tored by the computer-based data acquisition system. The linear CTE can be calculated
from the measured dimension change as function of temperature (Eq. 3) by averaging
the values measured between 250 and 400 °C in order to avoid fluctuations induced at
lower temperatures:

CTE ¼ 1
L0

DL
DT

� �
ð3Þ

where L0 is the initial length of the sample at room temperature and DL is the change in
length over a temperature range DT .

3 Result and Discussion

3.1 Microstructure of Composites

The microstructures of composites reinforced with different content of graphite parti-
cles are observed (Fig. 2) by conducting the microscopic observation. The visual
examinations indicate that after the Keller reagent chemical attack for 30 s, the majority
phase (Al) is clear while the phase (Graphite) is dark with finer size. Then, we dis-
tinguish the so-called “primary” a (Al) dendrites as well as the eutectic h (Al2Cu)
present with a “coppery” shade in the matrix (Al). Also, it can be observed that a
uniform distribution of particles and also some agglomeration of particles at few places
were detected in the composites reinforced with 7.5wt% Graphite (Fig. 2d). In addi-
tion, casting defects such as porosity and blisters have been seen also in the micro-
graphs (Fig. 2a). Residual pores were sited at the interface between dendrites of Al
2017 alloy. It was reported that the porosity in cast Al 2017 alloy was instigated by gas
entrapment during stirring, and shrinkage during solidification process [6]. Introducing
graphite particles into matrix induced also the increase of porosity in composites. In
fact, the presence of graphite particles in the melt Al 2017 alloy matrix reduced the
liquid metal flow [12].
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3.2 Density of Composites

Measured and theoretical densities of cast Al 2017 alloy and its composites are given in
Fig. 3. The measured density of cast Al 2017 alloy is lower compared to the theoretical
density. This is explained by the presence of pores resulted during stir casting. In
addition, it shows that the density of the composite decreases as the amount of graphite
particles increases. Because of the less bonding status between graphite particles and Al
2017 alloy, the density of non-unreinforced composites is higher than that of reinforced
composites. Besides, Fig. 3 displays also the porosity (Eq. 4) as a function of Graphite

Fig. 2 Optical microstructure of Al 2017 matrix composites by stir casting with (a) 0%,
(b) 2.5%, (c) 5% and (d) 7.5% of graphite particles
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particles, it apparently reveals that the porosity of all composites increased markedly
with increasing graphite particles volume fraction.

Porosityð%Þ ¼ 1� qmeasured=qtheoreticalð Þ½ �x100 ð4Þ

3.3 Thermal Expansion Behavior of Composites

As mentioned above, coefficient of thermal expansion (CTE) of composites is
important property for thermal management applications which were determined fol-
lowing Eq. (3) and compared with estimated values based on theoretical models for
composite presented in [14].

Compared to the CTE value of Al 2017 alloy from literature, the obtained CTE
(Fig. 4) of cast Al 2017 alloy is low. This is due to the presence of the high defect such
as porosities [14].

Figure 4 shows the variation of obtained CTE of composites with increasing vol-
ume fraction of graphite particles. The plots in Fig. 4 indicate the calculated coefficient
of thermal expansion based on theoretical models presented in [14].

It is noticed that CTE decreases with increasing graphite content. As the amount of
graphite increases from 2.5 to 7.5 wt%, there is a slight decrease in CTE from
22.08 � 10−6 to 21.25 � 10−6 °C−1. A gradual decrease in CTE values can be
explained by the lower CTE of graphite (2.7 � 10−6 °C−1) than Al 2017 alloy
(22.9 � 10−6 °C−1). Thus, the expansion of Al 2017 alloy matrix was constrained by
graphite phase.

Fig. 3 Relative density and relative porosity of composites with different contents of graphite
particles
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Similar results were verified by Kuen-Ming Shu and G.C. Tu [13] which they used
Copper/silicon carbide composites. They noticed that with the increase of Silicon
carbide particles, CTE values decrease. They explained this decrease by the generation
of huge amount of residual stress in the composites while the content of reinforcement
phase increase due to the large difference between the CTEs of the reinforcement and
matrix. Etter et al. [5] used two unfiltered graphite with AlSi7Mg matrix to prove that
the CTE of composite decreases at least related to monolithic AlSi7Mg. In addition, the
use of 10 wt% MWNT to reinforced Al 2024 alloy allows the drop of the CTE of the
composites [2].

Figure 4 compares the experimental CTEs obtained for Al 2017 alloy composites
reinforced with different content of graphite particles and those calculated using the
models. It is seen that all the models overestimated the CTEs of the composites, which
could be due to deficiencies inherent in the original assumptions of the models. For
instance, these models did not consider the effects of porosity, matrix plasticity and
reactions between two phases.

4 Conclusion

The present work on preparation of Al 2017 alloy metal matrix composite for different
volume fractions of graphite particles by stir casting and evaluation of thermophysical
and microstructural properties has led to the following conclusion:

• The composites containing 2.5, 5 and 7.5% of graphite particulates were success-
fully synthesized by melt stirring method using three stages mixing combined with
preheating of the reinforcing phase.

• The optical micrographs of composites produced by stir casting method show the
fairly random distribution of graphite particles in the Al 2017 alloy metal matrix.

Fig. 4 Comparison of theoretical models and experimental CTE of composites with different
contents of graphite particles
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The microstructure of the composites contained the primary a-Al dendrites as well
as the eutectic h (Al2Cu).

• During stir casting method, several defects such as porosity and blisters are
presented.

• The lower density of graphite avoids the formation of a denser structure of com-
posites and as a result, porosity increases with graphite addition.

• Introducing graphite particles into Al 2017 alloy matrix resulted in the decreased
thermal expansion of the composites since graphite has a lower thermal expansion
coefficient than that of the Al 2017 alloy matrix.

• Theoretical models could not predict the experimental values of CTE due to the
presence of many defects such as porosities during casting process.
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Abstract. This paper presents material and geometric nonlinear analysis of
ceramic/metal functionally graded cylindrical shell using a user-defined sub-
routine (UMAT) developed and implemented in Abaqus/Standard. The behavior
of the ceramic/metal functionally graded cylindrical shell is assumed elasto-
plastic with isotropic hardening according to Ludwik hardening law. Using the
Mori–Tanaka model and self-consistent formulas of Suquet, the effective
elastoplastic material properties are determined and are assumed to vary
smoothly through the thickness of the cylindrical shell. The effects of the
geometrical parameters and the material distribution on nonlinear responses are
examined.

Keywords: 4-node cylindrical shell � Functionally graded structure � Suquet
formulations � Elastoplastic composite

1 Introduction

Functionally graded materials (FGMs) are the advanced materials with varing prop-
erties in dimensions. These are made of two or more constituent phases with contin-
uous and smoothly varying composition in preferred directions. The properties of
material depend on the spatial position in the structure of material. Functionally graded
materials are currently being applied in a number of industries, with a huge potential to
be used in other applications in the future.

These materials are gaining attention for aerospace, automobile, biomedical,
defence, electrical/electronic, energy, marine, and thermoelectronics owing to
extraordinary mechanical, thermal, and chemical properties. Functionally graded
materials are also ideal for reducing the mismatch in the thermo-mechanical properties
in metal–ceramic bonding that help to prevent debonding and to sustain severe working
environments. Many researchers have shown great interest in modelling FG shells,
namely [1–5, 8, 10–16, 19–21, 22, 24, 25] using different shells theories.
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In various engineering applications FGM structures, especially areas including the
structural and the engineering applications can endure large displacements and with-
stand large deformations and large rotations. However, a linear analysis of FGM shell
structures in areas requiring a high degree of safety is insufficient, FGM element type is
not available in the digital software item library.

Further, understanding the elastic-plastic behaviour of FG composites is important,
many works defined the relationship between stress and total strain in elasto-plastic
materials in UMAT subroutine and implemented it into abaqus, [6, 7, 17].

The goal of this work is to have an accurate modeling of geometry, constitutive
laws and an efficient resolution strategy in order to more realistically simulate the
response of this type of structures.

In this context, it is proposed to extend finite element modeling using the ABAQUS
software to take into account the elasto-plastic response of FGM shells undergoing
large displacements and rotations under static loading. The elastoplastic modeling is
based on 4-node shell element and a user defined subroutine (UMAT) is implemented
in Abaqus/Standard to conduct the material nonlinear analysis of the ceramic/metal
functionally graded cylindrical shell.

2 Theoretical Formulation

In this section, the geometry and kinematics of the geometrically non-linear elasto-
plastic FGM model are briefly described.

2.1 Material Properties of FG Cylindrical Shell

The material properties of the particle reinforced metal matrix composite cylindrical
shell are assumed to vary continuously throughout the thickness direction (z-axis
direction), according to the following equation:

YFGMðzÞ ¼ Ym þ Yc � Ymð Þ z
h
þ 1

2

� �p

ð1Þ

where subscripts m and c denote metal and ceramic, respectively. Y designates Young
modulus and p is the power-law index. The Poisson’s ratio for both metal and ceramic
is assumed to be constant. The Mori–Tanaka model is employed to describe the elastic
properties of studied FGM composed of elastoplastic metal matrix reinforced by elastic
ceramic particles. Accordingly, Poisson’s ratio and Young’s modulus can be expressed
through the thickness as function of The effective bulk modulus k(z) and the effective
shear modulus G(z):

m zð Þ ¼ 1
2
3k zð Þ�2G zð Þ
3k zð ÞþG zð Þ ; E zð Þ ¼ 2G zð Þ 1þ m zð Þð Þ ð2Þ
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2.2 Kinematic Assumptions, Weak Form and Constitutive Relations

The position vector of any material point (q) of the shell structure located at the
distance z from the mid surface can be related to the position vector of (p) in both initial
and deformed configurations as:

Xq S1; S2; z
� � ¼ Xp S1; S2

� �þ zD S1; S2
� �

xq S1; S2; z
� � ¼ xp S1; S2

� �þ z k S1; S2
� �

d S1; S2
� �

(
ð3Þ

with z � [− h/2; h/2], h is the thickness of the structure n ¼ n1; n2; n3 ¼ z
� �

denoting
the curvilinear coordinates, k is the stretching parameter. D and d are the shell director
vectors in initial and deformed configurations, respectively. h represents the thickness.

The strain e can be decomposed in in-plane and transverse shear strains as:

eab ¼ eab þ z kvab ; a; b ¼ 1; 2

ca3 ¼ aa:d

(
ð4Þ

where are the local orthonormal shell direction in deformed state eab, vab and ca3 are
the components of linearized membrane, bending and shear strains vectors expressed
by:

eab ¼ 1
2

aab � Aab

� �
; vab ¼ 1

2
bab � Bab

� �
; a;b ¼ 1; 2 ð5Þ

In matrix notation, the membrane, bending, and shear strains vectors are given by

e ¼
e11
e22
2e12

2
4

3
5 ; v ¼

v11
v22
2v12

2
4

3
5 ; c ¼ c13

c23

� �
ð6Þ

The strains expressions provided in Eq. (5) is used in the weak form of equilibrium
equations as below:

W ¼
Z
A

de:Nþ dv:Mþ dc:Tð ÞdA�Wext ¼ 0 ð7Þ

where the membrane N, bending M and shear T stresses resultants can be written in
matrix form:

N ¼
Z h=2

�h=2

r11
r22
r12

2
4

3
5dz;M ¼

Z h=2

�h=2
kz

r11
r22
r12

2
4

3
5dz;T ¼

Z h=2

�h=2

r13
r23

� �
dz ð8Þ

where r is the stress tensor.
The generalized resultant of stress R and strain R vectors are expressed as:
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R ¼ N M T½ �T ;R ¼ e v c½ �T ð9Þ

Using Eqs. (3), (6), (7) and (9), the resultant of stress R is related tothe strain field
R as below:

R ¼ HTR ð10Þ

with HT is the linear coupling elastic matrix.

2.3 Constitutive Relations in Elastoplasticity

Elastic and plastic strain components can be additively decomposed by

e ¼ ee þ ep ð11Þ

where ee is the elastic reversible part and ep is the plastic irreversible part. The elastic
strain rate is related to the stress rate by

_r ¼ D: ee ¼ D: _e� _epð Þ ð12Þ

It can be noted that constitutive relations of the elastoplastic material are given in
terms of the rates of stress and strain. Elastic and plastic strains are separated because
unique elastic strain generates stress which can only be calculated by integrating the
stress rate over the past load history. The integration is conducted using the implicit
Euler method (Backward Euler method), the strain-driven integration algorithm allows
to have the stress history from the strain history. The description of how the yield
surface changes with plastic deformation is called the hardening law. In the present
work uses isotropic hardening illustrated by Ludwik law:

rp ¼ rY þK rn ð13Þ

where rY , K and n, are effective elastoplastic parameters, evaluated using self-
consistent model, Suquet [23] as follows:

rY ¼ E
Em

rYm ; K ¼ Km
1þVc

1� Vcð Þn ; n ¼ nm ð14Þ

3 Finite Element Resolution

The structure discretization is achieved using a four node shell element, involving three
rotational and three translational degrees of freedom per node. Numerical simulations
are performed using the commercial software ABAQUS to study the elastoplastic
response of ceramic/metal FGM shells taken into account large displacements and finite
rotations.
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Numerical analysis is conducted using the UMAT subroutine implemented into
ABAQUS. It should be mentioned that for each integration point through the thickness
of the shell using the integration point number (KSPT), ABAQUS make a call for the
UMAT subroutine

4 Numerical Results

Let’s consider a FGM cylinder pulled in the middle. It is concerned with the defor-
mation of an open-ended cylinder FGM shell, under the action of two outward forces
180° apart, [18]. The geometry of the studied cylindrical shell geometry is depicted in
Fig. 1. Only one half of the structure is modeled owing to symmetry, using 20 � 20,
S4 elements. The circumferential periphery is fully clamped and the maximum applied
load at the free edge is fixed to Fmax = 2 � 106.

The geometrical parameters are as follows: The cylinder length is L = 10.35, the
radius R = 4.953 and the thickness h = 0.094. The material properties of the metal and
ceramic components are given in Tables 1 and 2.

Fig. 1 FGM cylinder shell subjected radial pulling forces, [18]

Table 1 Mechanical properties of aluminum Al and SiC materials, Gunes et al. [9]

Materials Young modulus (GPa) Poisson’s ratio

Al 6061 67 0.33
SiC 302 0.17
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Elastic and elastoplastic responses, of load against the radial deflections at points A,
B and C, of the open-end FG metal-ceramic shell, are examined for different power
index. Figures 2, 3 and 4 show load against elastic and elastoplastic radial deflections
at points A, B and C of the studied structure. It can be clearly observed that there are
great differences between the elastoplastic solutions and the elastic solutions. Indeed,
elastoplastic radial deflections are more important than elastic ones considering the
same imposed load.

The load–displacement curves are located between those of the metal and ceramic
shells.

Figure 5 represents the elastoplastic and elastic deformed configurations for the
cylinder FGM shells under the maximum load for the same power law index p = 1.

Table 2 Elastoplastic properties of the Al 6061 material

Materials rYm MPað Þ Km MPað Þ nm
Al 6061 80 237.33 0.3878

Fig. 2 Elastic and elastoplastic responses of a FGM cylinder shell at A, (F = 2 � 106)
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Fig. 3 Elastic and elastoplastic responses of a FGM cylinder shell at B, (F = 2 � 106)

Fig. 4 Elastic and elastoplastic responses of a FGM cylinder shell at C, (F = 2 � 106)

p=1 elastoplastic p=1 elastic

Fig. 5 Elastoplastic and elastic deformed shapes of the FGM cylinder shell configuration for
power law index p = 1, U1: radial displacement
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5 Conclusion

A geometrically non-linear analysis of elastoplastic cylindrical FGM shell undergoing
large deformations is conducted in this paper using 4-node shell finite element. A user-
material UMAT subroutine is developed and implemented into ABAQUS in order to
introduce the elastoplastic material properties of the FGM shell. Numerical results of
loads-deflections curves of the FGM cylinder subjected to large displacements are
presented. The effect of power law coefficient on shells elastoplastic responses are also
examined. It was found that the power-law index has significant effect on deflection of
the studied structure.
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Abstract. This paper presents a higher-order solid-shell element for buckling
behavior of carbon nanotubes reinforced functionally graded shells based on
higher-order shear deformation concept. Four different types of reinforcement
along the thickness are considered. This finite element is used to study the
buckling behavior of carbon nanotubes reinforced functionally graded shells and
to investigate the influence of same parameters on the buckling behavior.

Keywords: Solid-shell element � FG-CNTRCs � HSDT � Buckling

1 Introduction

Based on the higher-order shear deformation plate theory, Shen and Zhu [13] studied
the compressive postbuckling under thermal environments. Using von Kármán-type of
kinematic nonlinearity and include plate-foundation interaction, Shen et al. [12] studied
the buckling and postbuckling behavior of functionally graded graphene-reinforced
composite laminated plates in thermal environments. Using a higher order shear
deformation theory with a von Kármán-type of kinematic nonlinearity, Shen [15]
investigated the thermal buckling behavior of functionally graded carbon nanotube-
reinforced composite cylindrical shells. Shen and Xiang [16] investigated the post-
buckling behavior of nanotube-reinforced composite cylindrical shells. Using the
harmonic differential quadrature (HDQ) method, Mehri et al. [11] examined the
buckling of a pressurized CNT reinforced functionally graded truncated conical shell.

On other hand, shell element based on discrete double directors has been widely
used in the literature to model recently FGM and FG-CNTRCs materials and one can
be refereed to these publications [17, 1, 2, 18, 3] among others.

This paper presents an improvement of the solid-shell formulation developed in the
author’s previous works [6, 5, 8, 7, 7, 4]. This improvement is achieved by imposing a
parabolic shear strain distribution through the CNTRC shell thickness in the compatible
strain part and vanish on top and bottom faces of the shell. Consequently, the shear
correction factor is no longer needed as in [5] and [10]. Therefore, a special repre-
sentation of the transverse shear strains is chosen in the present formulation.
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2 Finite Element Formulation

The position vectors of the initial and the current configuration are denoted by X and x,
respectively. The covariant base vectors in the initial and deformed configuration are
given by

Gk ¼ @X

@nk
; gk ¼

@x

@nk
; gk ¼

@x

@nk
ð1Þ

The covariant metric tensor G at a material point n, in the initial and deformed
configuration are defined by

G ¼ Gi:Gj
� �

; g ¼ gi:gj
� �

; i; j ¼ 1; 2; 3 ð2Þ

This leads to the following Green-Lagrangean strain tensor

E ¼ 1
2

g� Gð Þ; Eij ¼ 1
2

gij � Gij
� � ð3Þ

2.1 The Weak Form

The EAS method is based on the following assumption

E ¼ Ec þ ~E ð4Þ

where Ec and ~E are respectively the compatible part and the enhanced part of the
Green-Lagrange strain tensor. The variational framework of the EAS method, which is
based on the three-field variational functional, in Lagrangean formulation, is written as

P u; ~E; ~S
� � ¼

Z
V

w Eð Þ � ~S : ~E� u:FV
� �

dV �
Z
@Vf

u:FSdA ¼ 0 ð5Þ

where w is the strain energy function and u, ~E and ~S are the independent tonsorial
quantities which are: displacement, enhanced assumed Lagrange strain and assumed
second Piola-Kirchhoff stress fields respectively. Vectors, FV and FS, in Eq. (5), are the
prescribed body force and surface traction respectively. The weak form of this modified
functional may be obtained as

W ¼
Z
V
dE : S� du:FV½ �dV �

Z
@Vf

du:FSdA ¼ 0 ð6Þ

where S is the Piola-Kirchoff stress tensor given by S ¼ @w=@E.

436 E. Chebbi et al.



2.2 Compatible Strains

Then the compatible part of the Green-Lagrange strain tensor becomes as follows:

Ec ¼ T�T

1
2 g11 � G11ð Þ
1
2 g22 � G22ð ÞP4

A¼1

1
4 1þ nAnð Þ 1þ gAgð Þ12 gA33 � GA

33

� �
g12 � G12ð Þ

1
2 1� gð Þ gB13 � GB

13

� �þ 1þ gð Þ gD13 � GD
13

� �� �
1
2 1� nð Þ gA23 � GA

23

� �þ 1þ nð Þ gC23 � GC
23

� �� �

2
666666664

3
777777775

ð7Þ

where the matrix T is the transformation of the strain tensor from parametric coordi-
nates to the local Cartesian coordinates given in [5].

2.3 Enhanced Green Lagrange Strains

The enhanced Green-Lagrange strain part is related to the vector of the internal strain
parameters a as:

~E ¼ ~M a; d~E ¼ ~M da; D~E ¼ ~M Da ð8Þ

where ~E, d~E and D~E are total, virtual and incremental enhanced Green Lagrange strain
tensor respectively. The crucial assumption of the EAS method is the enforcement of
the orthogonality conditions for the assumed stress field ~S and the enhanced strain ~E.
This orthogonality conditions impose the following choice for the interpolation func-
tion matrix ~M to be expressed as follows

~M ¼ det J0
det J

T�T
0 Mngf;

Z 1

�1

Z 1

�1

Z 1

�1
Mngfdndgdf ¼ 0 ð9Þ

where the subscript ‘0’ means evaluation at the center of the element in the natural
coordinates, J ¼ G1; G2; G3½ � is the Jacobian matrix. The interpolation matrix Mngf, in
Eq. (9), is expression in term of the parametric coordinates n; g; fð Þ. Three choices of
matrix Mngf will be considered with 9 parameters.

M9
ngf ¼

n 0 0 0 0 0 0 0 0
0 g 0 0 0 0 0 0 0
0 0 f 0 0 0 0 nf gf
0 0 0 n g 0 0 0 0
0 0 0 0 0 1

5 � f2 0 0 0
0 0 0 0 0 0 1

5 � f2 0 0

0
BBBBBB@

1
CCCCCCA

ð10Þ
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3 Carbon Nanotube Reinforced Composite Shell

A CNTRC shell structure made from a mixture of SWCNT and an isotropic matrix is
considered. In this study, the shells are assumed to have five different patterns of
reinforcement over the cross sections, that is, UD is uniformly distributed; FG-V, FG-
K, FG-O and FG-X designate the other four types of functionally graded distributions
of CNTs.

In the present study and due to the simplicity and convenience, the extended rule of
mixtures approach which contains the efficiency parameters is employed extensively to
extract the elastic properties of the (CNTRCs) shell as follows [14]

E11 ¼ g1VCNTE
CNT
11 þVmEm;

g2
E11

¼ VCNT

ECNT
22

þ Vm

Em
;

g3
G12

¼ VCNT

GCNT
12

þ Vm

Gm
ð11Þ

where E11;E22ð Þ and GCNT
12 are the Young’s and shear modulus of CNT, respectively;

Em and Gm are the Young’s modulus and shear modulus of the isotropic matrix;
g1; g2 and g3 are the CNT efficiency parameters. On the other hand, the volume fraction
of CNTs VCNTð Þ and matrix Vmð Þ should equal unity.

Similarly, the effective Poisson ratio and mass density depend weakly on position
can be determined in the same way as

m12 ¼ V�
CNTm

CNT
12 þVmmm ð12Þ

q ¼ VCNTq
CNT þVmq

m ð13Þ

where mCNT12 ; qCNT
� �

and mm; qmð Þ are the Poisson’s ratio and mass density of CNT and
matrix, respectively. V�

CNT represent the total volume fraction of (CNTs) which can be
obtained as a function of mass fraction of CNTs wCNTð Þ, mass density of matrix qmð Þ
and mass density of CNTs qCNTð Þ as

V�
CNT ¼ wCNT

wCNT þ qCNT

qm � wCNTqCNT

qm

ð14Þ

The uniform and four types of functionally graded distributions of the carbon
nanotubes along the shell thickness used in this paper are assumed to be

VCNT ¼

V�
CNT ðUD CNTRCÞ

2 1� 2
zj j
h

� �
V�
CNT ðFG-O CNTRCÞ

4
zj j
h
V�
CNT ðFG-X CNTRCÞ

1þ 2
z
h

� 	
V�
CNT ðFG-V CNTRCÞ

1� 2
z
h

� 	
V�
CNT ðFG-K CNTRCÞ

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð15Þ
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4 Numerical Simulations

To verify the present formulation, a comparison is carried out for simply supported
CNTRC/PmPV plate under uniaxial compressive pressure (see Fig. 1). The geomet-
rical properties of the plate are shown in Fig. 1. A 16 � 16 � 1 meshing is used for
this test. The material properties of both matrixes at room temperature of 300 K and
(10; 10) single walled carbon nanotubes (SWCNT) are given according to molecular
dynamic (MD) simulation are shown in Table 1. The CNT efficiency parameters ðgiÞ
associated with the given volume fraction ðV�

CNTÞ are taken from same literatures cited
previously are presented in Table 2. For this example, we assume that the critical
buckling load factors are evaluated by choosing Nx = 10 shape functions.
A 20 � 20 � 1 meshing is used for this test.

Fig. 1 Geometric of FG-CNTRC plate

Table 1 Material properties of PmPV matrix at room temperature of 300 K and (10; 10) single
walled carbon nanotubes (SWCNT)

PmPV (10,10) SWCNTs

Em ¼ 2:1GPa
qm ¼ 1150Kg=m3

mm ¼ 0:34

ECNT
11 ¼ 5:6466 TPa, ECNT

22 ¼ 7:0800TPa
GCNT

12 ¼ 1:9445TPa,
G12 ¼ G13 ¼ G23

qCNT ¼ 1400Kg=m3

mCNT12 ¼ 0:175

Table 2 CNT efficiency parameters for different values of (CNTs) volume fractions

V�
CNT g1 g2 ¼ g3

0.11 0.149 0.934
0.14 0.150 0.941
0.17 0.149 1.381
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In Table 3, the critical buckling load parameters ðn_cri ¼ Ncrib2


Emh3Þ of simply

supported FG-CNTRC square plates are determined and compared with the IMLS-Ritz
method [19] and the First order shear deformation plate theory [9]. It can be found that
the results obtained by the present model are in good agreement with those found in the
literature.

The influence of the length-to-thickness ratio on the uniaxial buckling load factor
for various distribution of CNTs (UD, FG-V, FG-O, FG-X) are illustrated in Fig. 2.

In this test, a length a = 10 and volume fraction V�
CNT ¼ 0:14 will be considered. It

can be concluded that the uniaxial buckling load factor of simply supported FG-
CNTRC square plates is almost independent of the length-to-thickness ratio ða=hÞ
when the plates become thin a=h[ 50. It is shown that the highest and lowest uniaxial
buckling load factor is obtained for the FG-X and FG-O distribution, respectively. This
may be explained by the distribution of the CNT that is higher condensed near the top
and bottom surfaces of FG-X-CNTRC, which is not the case for FG-O-CNTRC. On the
other hand, since the highest value of uniaxial buckling load factor is observed at the
FG-X-CNTRC distribution.

Table 3 Uniaxial buckling load factor ð n_cri ¼ Ncrib2


Emh3Þ, for simply supported FG-CNTRC

square plate

V�
CNT a/h Present n_cri

[9] [19]

0.11 100 UD 39.4856 39.3391 39.1158
FG-X 57.2361 57.0671 56.7373
FG-O 21.5380 21.4639 21.3316

50 UD 38.1832 38.0600 37.7998
FG-X 57.3723 54.3867 54.0305
FG-O 21.1782 21.0904 20.9312

10 UD 18.8524 18.9825 18.9783
FG-X 19.5539 22.1655 22.1612
FG-O 13.9789 13.7938 13.8356

0.14 100 UD 49.5652 – 49.0816
FG-X 72.1583 – 71.5516
FG-O 26.6469 – 26.3572

20 UD 37.3059 – –

FG-X 47.6342 – –

FG-O 23.0132 – –
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5 Conclusion

In the present paper we presented a higher-order solid-shell element formulation with
an imposed parabolic shear strain distribution through the shell thickness in the
incompatible strain part. Numerical solution for buckling behavior of CNTRC plate
under uniaxial compressive pressure. Comparison studies were performed to verify the
accuracy and validity of the present formulation and the results were found to be in
good agreement with works taken from the literature. The effects of distribution of
CNTs and (CNTs) volume fraction on the buckling loads of CNTRC plates have been
studied with various parameters.
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Abstract. The static behavior of carbon nanotubes reinforced functionally
graded shells is studied using the enhanced assumed strain (EAS) solid-shell
element based on higher-order shear deformation concept. Four different types
of reinforcement along the thickness are considered. Furthermore, the developed
solid-shell element allows an efficient and accurate analysis of carbon nanotube-
reinforced functionally graded shells under linear static conditions. The influ-
ences of some geometrical and material parameters on the static behavior of
shell structures are discussed.

Keywords: Solid-shell element � Carbon nanotube � FG-CNTRCs � HSDT

1 Introduction

Stimulated by the concept of FGMs, the pattern of the functionally graded (FG) dis-
tribution of reinforcement has been successfully applied for CNT-reinforced composite
materials. CNT-based FGMs were first proposed by Shen [13] with CNT distributions
within an isotropic matrix designed specifically to grade them with certain rules along
the desired directions to improve mechanical properties of the structures.

A series of investigations about FG-CNTRC beam, plate and shell was then con-
ducted to study the mechanical properties of nanocomposites. Based on the first-order
shear deformation plate theory, Zhu et al. [17] carried out bending analyses of thin-to-
moderately thick composite plates reinforced by singlewalled carbon nanotubes. Based
on three-dimensional theory of elasticity, Alibeigloo [1] examined the bending behavior
of FG-CNTRC rectangular. Mehrabadi and Sobhani Aragh [12] investigated stresses
caused by bending behavior of functionally graded carbon nanotube-reinforced open
cylindrical shells subjected to mechanical loads. Using the element-free kp-Ritz method,
Zhang et al. [16] examined flexural strength of carbon nanotube reinforced composite
cylindrical panels. Jeyaraj and Rajkumar [11] studied static behavior of FG-CNTRC
plate under non-uniform elevated temperature fields using the finite element method.
Based on discrete double directors shell element, the static, free vibration and geometrical
non linearity behaviors of FG-CNTRCs structures was investigated [2–5, 15].
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This paper presents an improvement of the solid-shell formulation developed in the
author’s previous works [8, 7, 10, 9, 9, 6]. This improvement is achieved by imposing a
parabolic shear strain distribution through the CNTRC shell thickness in the incom-
patible strain part and vanish on top and bottom faces of the shell. Consequently, the
shear correction factor is no longer needed as in [7]. Therefore, a special representation
of the transverse shear strains is chosen in the present formulation.

2 Finite Element Formulation

The position vectors of the initial and the current configuration are denoted by X and x,
respectively. The covariant base vectors in the initial and deformed configuration are
given by

Gk ¼ @X

@nk
; gk ¼

@x

@nk
; k ¼ 1; 2; 3 ð1Þ

The covariant metric tensor G at a material point n, in the initial and deformed
configuration are defined by

G ¼ Gi:Gj
� �

; g ¼ gi:gj
� �

; i; j ¼ 1; 2; 3 ð2Þ

This leads to the following Green-Lagrangean strain tensor

E ¼ 1
2

g� Gð Þ; Eij ¼ 1
2

gij � Gij
� � ð3Þ

2.1 The Weak Form

The EAS method is based on the following assumption

E ¼ Ec þ ~E ð4Þ

where Ec and ~E are respectively the compatible part and the enhanced part of the
Green-Lagrange strain tensor. The variational framework of the EAS method, which is
based on the three-field variational functional, in Lagrangean formulation, is written as

P u; ~E; ~S
� � ¼

Z
V

w Eð Þ � ~S : ~E� u:FV
� �

dV �
Z
@Vf

u:FSdA ¼ 0 ð5Þ

where w is the strain energy function and u, ~E and ~S are the independent tonsorial
quantities which are: displacement, enhanced assumed Lagrange strain and assumed
second Piola-Kirchhoff stress fields respectively. Vectors, FV and FS, in Eq. (5), are the
prescribed body force and surface traction respectively. When invoking the classical
orthogonality condition,

R
V
~S : ~E dV ¼ 0, the number of independent variables in the
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original functional is reduce to two u; ~E
� �

. The weak form of this modified functional
may be obtained as

W ¼
Z
V
dE : S� du:FV½ � dV �

Z
@Vf

du:FSdA ¼ 0 ð6Þ

where S is the Piola-Kirchoff stress tensor given by S ¼ @w=@E.

2.2 Compatible Strains

Then the compatible part of the Green-Lagrange strain tensor becomes as follows:

Ec ¼ T�T

1
2 g11 � G11ð Þ
1
2 g22 � G22ð ÞP4

A¼1

1
4 1þ nAn
� �

1þ gAg
� �

1
2 gA33 � GA

33

� �
g12 � G12ð Þ

1
2 1� gð Þ gB13 � GB

13

� �þ 1þ gð Þ gD13 � GD
13

� �� �
1
2 1� nð Þ gA23 � GA

23

� �þ 1þ nð Þ gC23 � GC
23

� �� �

2
666666664

3
777777775

ð7Þ

where the matrix T is the transformation of the strain tensor from parametric coordi-
nates to the local Cartesian coordinates given in [7].

2.3 Enhanced Green Lagrange Strains

The enhanced Green-Lagrange strain part is related to the vector of the internal strain
parameters a as:

~E ¼ ~M a; d~E ¼ ~M da;D~E ¼ ~M Da ð8Þ

where ~E, d~E and D~E are total, virtual and incremental enhanced Green Lagrange strain
tensor respectively. The crucial assumption of the EAS method is the enforcement of
the orthogonality conditions for the assumed stress field ~S and the enhanced strain ~E.
This orthogonality conditions impose the following choice for the interpolation func-
tion matrix ~M to be expressed as follows

~M ¼ det J0
det J

T�T
0 Mngf;

Z 1

�1

Z 1

�1

Z 1

�1
Mngfdndgdf ¼ 0 ð9Þ

where the subscript ‘0’ means evaluation at the center of the element in the natural
coordinates, J ¼ G1; G2; G3½ � is the Jacobian matrix. The interpolation matrix Mngf, in
Eq. (9), is expression in term of the parametric coordinates n; g; fð Þ. Three choices of
matrix Mngf will be considered with 9 parameters.
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M9
ngf ¼

n 0 0 0 0 0 0 0 0
0 g 0 0 0 0 0 0 0
0 0 f 0 0 0 0 nf gf
0 0 0 n g 0 0 0 0
0 0 0 0 0 1

5 � f2 0 0 0
0 0 0 0 0 0 1

5 � f2 0 0

0
BBBBBB@

1
CCCCCCA

ð10Þ

the term 1=5� f2 ensures the parabolic transverse shear distribution in thickness
direction. This enhancement requires a numerical integration rule at least 2 � 2 � 3.

3 Carbon Nanotube Reinforced Composite Shell

In the present study and due to the simplicity and convenience, the extended rule of
mixtures approach which contains the efficiency parameters is employed extensively to
extract the elastic properties of the (CNTRCs) shell as follows [13]

E11 ¼ g1VCNTE
CNT
11 þVmEm;

g2
E11

¼ VCNT

ECNT
22

þ Vm

Em
;
g3
G12

¼ VCNT

GCNT
12

þ Vm

Gm
ð11Þ

where E11;E22ð Þ and GCNT
12 are the Young’s and shear modulus of CNT, respectively;

Em and Gm are the Young’s modulus and shear modulus of the isotropic matrix; g1, g2
and g3 are the CNT efficiency parameters. On the other hand, the volume fraction of
CNTs VCNTð Þ and matrix Vmð Þ should equal unity.

Similarly, the effective Poisson ratio and mass density depend weakly on position
can be determined in the same way as

m12 ¼ V�
CNTm

CNT
12 þVmmm; q ¼ VCNTq

CNT þVmq
m ð12Þ

where mCNT12 ; qCNT
� �

and mm; qmð Þ are the Poisson’s ratio and mass density of CNT and
matrix, respectively. V�

CNT represent the total volume fraction of (CNTs) which can be
obtained as a function of mass fraction of CNTs wCNTð Þ, mass density of matrix qmð Þ
and mass density of CNTs qCNTð Þ as

V�
CNT ¼ wCNT

wCNT þ qCNT

qm � wCNTqCNT

qm

ð13Þ

The uniform and four types of functionally graded distributions of the carbon
nanotubes along the shell thickness used in this paper are assumed to be
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VCNT ¼

V�
CNT ðUD CNTRCÞ

2 1� 2
zj j
h

� �
V�
CNT ðFG-O CNTRCÞ

4
zj j
h
V�
CNT ðFG-X CNTRCÞ

1þ 2
z
h

� 	
V�
CNT ðFG-V CNTRCÞ

8>>>>>>>>><
>>>>>>>>>:

ð14Þ

4 Numerical Simulations

In the present section, the FE formulation is employed to solve numerically the static
analysis of two different carbon nanotube-reinforced functionally graded shell struc-
tures (FG-CNTRCs): CNTRC/PmPV. PmPV is expressed form of: PmPV: poly {(m-
phenylenevinylene)-co-[(2,5-dioctoxy-p-phenylene) vinylene]}.

The (CNTs) are assumed to be of the type of armchair (10,10) single walled carbon
nanotube (SWCNTs). The material properties of both matrixes at room temperature of
300 K and (10; 10) single walled carbon nanotubes (SWCNT) are given according to
molecular dynamic (MD) simulation are shown in Table 1. These material properties
are the same as the model described in literature [14] to provide a comparison with their
results. In this study, the CNT efficiency parameters ðgiÞ associated with the given
volume fraction ðV�

CNTÞ are taken from same literatures cited previously are presented
in Table 2.

Table 1 Material properties of PmPV matrix at room temperature of 300 K and (10; 10) single
walled carbon nanotubes (SWCNT)

PmPV (10,10) SWCNTs

Em ¼ 2:1GPa
qm ¼ 1150Kg=m3

mm ¼ 0:34

ECNT
11 ¼ 5:6466 TPa,

ECNT
22 ¼ 7:0800 TPa

GCNT
12 ¼ 1:9445TPa,

G12 ¼ G13 ¼ G23

qCNT ¼ 1400Kg=m3

mCNT12 ¼ 0:175

Table 2 CNT efficiency parameters for different values of (CNTs) volume fractions

V�
CNT g1 g2 ¼ g3

0.11 0.149 0.934
0.14 0.150 0.941
0.17 0.149 1.381
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Among available literatures, there is no comprehensive study illustrate the static
behavior of (FG-CNTRC) skew plate. The only exception is the work of Zghal et al. [14],
where the authors used a 3d-shell model based on a double directors shell element.

This test aims to examine the applicability of the present formulation to obtain
highly accurate approximate for static analysis of CNTRC/PmPV skew plate (Fig. 1)
with various skew angles and length-to-thickness ratios. Thus, a comparison of non-
dimensional central deflection ð�w ¼ w=hj j a=2; a=2ð ÞÞ of CNTRC/PmPV skew plate
obtained by the present method and by the proposed method by [14] (SHO4) is given in
Table 3.

Figure 1 shows the analysis model for CNTRC/PmPV skew plate. In Fig. 1, a is the
length side of the skew plate, h is the total thickness of the skew plate in the z-direction,
and a is the skew angle of the skew plate. The CNTRC/PmPV skew plate is subjected
to uniformly distributed transverse load equal to q0 ¼ �1:0� 105N=m2 . In addition, a
set of distribution of CNTs (UD, FG-V, FG-O and FG-X) is examined with various

Fig. 1 Geometric of FG-CNTRC skew plate

Table 3 Non-dimensional central deflection of clamped FG-CNTRC skew plate for different
skew angles, distributions of CNTs and length-to-thickness ratios. V�

CNT ¼ 0:17

a/h 10
a(°) 90 60 45 30

UD Present 1.417 � 10−3 1.220 � 10−3 8.980 � 10−4 4.419 � 10−4

SHO4 1.249 � 10−3 1.115 � 10−3 8.485 � 10−4 4.273 � 10−4

FG-X Present 1.420 � 10−3 1.210 � 10−3 8.831 � 10−4 4.343 � 10−4

SHO4 1.161 � 10−3 1.040 � 10−3 7.952 � 10−4 4.057 � 10−4

FG-V Present 1.502 � 10−3 1.279 � 10−3 9.271 � 10−4 4.475 � 10−3

SHO4 1.336 � 10−3 1.173 � 10−3 8.751 � 10−4 4.302 � 10−4

FG-O Present 1.513 � 10−3 1.290 � 10−3 9.429 � 10−4 4.518 � 10−3

SHO4 1.577 � 10−3 1.349 � 10−3 1.349 � 10−3 4.617 � 10−4
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length-to-thickness ratios ða=h ¼ 10Þ and skew angles ða ¼ 90�; 60�; 45�; 30�Þ.
A 32 � 32 � 3 meshing is used for this test.

Table 3 list the non-dimensional central deflection of clamped FG-CNTRC skew
plate (h = 2 mm). It can be found that the results obtained by the present model are in
good agreement with those found in the works of [14].

The following discussion examines the effect of skew angle on non-dimensional
stress of clamped FG-O-CNTRC skew plate subjected to uniformly distributed trans-
verse load q0 ¼ �1:0� 105N=m2, with a=h ¼ 50 and V�

CNT ¼ 0:17. It is interesting
that while for all stress plotted in Fig. 2 there is an remarkable effect of skew angle a
due to the fiber orientation. Furthermore, the non-dimensional stress increases with the
increase in skew angle. On the other hand, the central axial stress distributions �rxx ¼
h2


q0a2rxx a=2; a=2; zð Þ are anti-symmetric about the mid-plane and equal to zero at

mid-plane, top and bottom surface Fig. 2a. The non-dimensional in-plan shear stress
�rxy ¼ h2



q0a2rxy 0; 0; zð Þ along the non-dimensional thickness are zero at mid-plane

and anti-symmetric about the mid-plane Fig. 2b. The non-dimensional shear transverse
stress �rxz ¼ h2



q0a2rxz 0; a=2; zð Þ; �ryz ¼ h2



q0a2ryz a=2; 0; zð Þ� �

through the thick-
ness are symmetric about the mid-plane Fig. 2c and d.
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Fig. 2 Non-dimensional stress through the thickness for a clamped (FG-O-CNTRC) skew plate
under a uniform load q0 ¼ �1:0� 105N=m2 : a Central axial stress �rxx b In-plan shear stress �rxy
c Shear transverse stress �rxz d Shear transverse stress �ryz
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5 Conclusion

In this paper, a solid-shell finite element with enhanced assumed strain is developed to
study the static behavior of carbon nanotubes reinforced functionally graded shells. The
solid-shell element assures a quadratic distribution of the transverse shear strain. The
proposed formulation and that form literature are in good agreement for static analysis
of carbon nanotube-reinforced FG structures.
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Abstract. This paper present a study of the effect of the type of binder on
mortars properties reinforced with Doum palm fiber. Two types of binder used
for the production of mortars containing Doum palm fiber. Cement is used as a
binder for mortar 1 and plaster is used for mortar 2. The mass content of fiber in
the test samples was varied from 0.5% to 1.5% with a step of 0.5%. Thermal
characteristics of specimens in term of conductivity and diffusivity were studied.
Moreover, the flexural and compressive strength of the samples were evaluated.
The measurement of the thermal properties of the specimens shows that plaster
has the lowest values of thermal conductivity. A report between densities and
mechanical properties of these mortars was realized. These results also report
that the density of the specimens has an important role in mechanical properties.
The more porous is the material present the lower thermal conductivity. For both
mortars, the use of Doum palm fiber improves the mortar ductility without
affecting the mechanical requirement for construction materials.

Keywords: Mortar � Doum palm fiber � Cement � Plaster � Mechanical
properties

1 Introduction

The use of natural fiber in mortar formulation is justified by the improvement of
mechanical and thermal performance.in addition to the evident reduction of weight of
the specimen [13]. Portland cement, since his development over 175 years, becomes
the dominant binder used in mortar and concrete for construction [7]. Cement pro-
duction is one of the important contributors to the CO2 emission.

Different investigation to find a suitable alternative in order to decrease the cost of
the construction material and the atmospheric CO2 concentration has launched a year
ago. Nevertheless, there are many alternatives have been analyzed by researchers to
replace cement in concrete or mortar [1]. Thus, in cement-based products for civil
construction, a study examined the use of paper sludge as an environmentally friendly
alternative for the production of eco-efficient cement [5]. Another study tested paper
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waste as a secondary raw material for producing clinker for the mortar [3]. Other
studies have indicates that cement incorporated with recycled paper mill residues are
high and meet the requirements of building materials [10, 11]. Various types of veg-
etable fibers have becomes commonly used as reinforcement in composite materials
such as jute [15], hemp [12], coir [2] and flax.

Several studies have evaluated the use of different types of natural fibers in mortar
and concrete composite. Filho and al suggested the use of coconut fibers as rein-
forcement of cement composite. Moreover, the compressive strength and modulus of
rupture of the composites increase by increasing the contents of coconut until optimum
values [14].

The aim of this research is to highlight the effect of the incorporation of Doum palm
fibers on the cement and gypsum mortar properties.

2 Experimental Procedure

2.1 Materials

2.1.1 Doum Palm Fiber
Natural fibers used in this study are obtained from petiole of Hyphaene thebaica with
common names doum palm. Doum palm is used as a decorative plant in rural and urban
areas. Yearly important quantities of old and big leaves are pulled out and discarded.
Therefore to reduce the waste of these renewable materials, we opted for exploiting
these abandons fibers as mortar reinforcement.

The fibers were extracted from the petiole of Doum palm fiber using a grinder make
in a mechanical engineering laboratory.

Sodium hydroxide (NaOH) was used for the surface treatment. It was conducted by
immersing the Doum palm fiber in 1% of NaOH solution at 105 °C for 1 h. Fur-
thermore, the fibers were rinsed several times to neutralize them from the residues of
NaOH. Finally, the fiber was bleached with sodium chloride and soaked in distilled
water.

2.1.2 Binder
Ordinary Portland cement II(32.5R) has been used as a binder for the first type of the
composite. The chemical composition of cement has been presented in Table 1.

Gypsum has also used as a binder for the second type of composite. It was pro-
duced by heating natural gypsum between 150° and 170° according to the reaction.

Table 1 Chemical composition of cement (%)

CaO SiO2 Al2O3 Fe2O3 MgO K2O Na2O SO3

60 17 4 3 5 1 1 3.5
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CaSo4 2H2O ! CaSo4 0:5H2Oþ 1:5H2O ð1Þ

The technical feature of used gypsum are presented in Table 2 (Fig. 1).

2.1.3 Sand
Particle size distribution of the sand determined in accordance with is given in Fig. 2.

For the two types of composite rolled sand with (0/2), granulomere was used. The
physical properties are presented in Table 3.

2.2 Mixing Procedure and the Preparation of the Composite

Two types of mortar reinforced with Doum palm fiber noted mortar1 and mortar 2 was
evaluated. For the production of mortar 1, the binder used is the cement. Gypsum was
used as the second type of binder for the production of mortar 2.

Table 2 Gypsum particle size distribution

Size (lm) 250 180 90 63

Finer (%) � 0.2 1–2.5 12–17 22–28

Fig. 1 Grain size distribution

Table 3 Sand physical properties

MF fineness
modulus

The equivalent of sand to
the piston ESP (%)

The equivalent of sand
visual ESV (%)

Apparent volumic
mass (kg/m3)

3.315 71.91 78.56 1470
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For all the composite different weight percentage of Doum fiber from 0.5% to 2%
with a step of 0.5% were added (Table 4).

2.3 Experimental Investigation

The prismatic specimens (40*40*160 mm) were used for the flexural strength tests
according to the standard ASTM C348 [4]. Three specimens were examined and
average values were saved. The compressive strength test was carried out according to
the standard ASTM C349 [9].

The thermal conductivity test was determined using the Hot disk method on
specimens with dimension 20 mm � 11mm � 10mm.

3 Results and Discussions

3.1 Fibers Surface

Figure 2 shows the surface morphology of Doum palm fiber. The surface is composed
of fibrils bonded together by pectin and other compounds.

Fig. 2 SEM image of untreated Doum palm fiber

Table 4 Mixing ratio by weight

Designation Constituent Ration in the mix
Water

Plasterþ sand
0.6

Gypsum mortar Sand
Plaster

0.5

Cement 1
Cement mortar Sand 3

Water 0.5
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Natural fiber characterized by their chemical composition and particle and espe-
cially by the percentage of lignin, cellulose, and hemicellulose. Pectin and lignin
present the binding agent in the fiber.

Figure 3 shows the cross-section of the Doum palm fiber underlining the structure
of fiber—cells. The diameter of Doum palm fiber after treatment is around 164.2 µm.

3.2 Mechanical Properties

Figure 4 presents the flexural and compressive strength of mortar as a function of fiber
ratio. These figures show that cement mortar has greater mechanical properties than
those of gypsum mortar. The gap of resistance between different mortar is less than

Fig. 3 a SEM image of the cross-section of Doum palm fiber b Diameter of (a) treated Doum
palm fiber

Fig. 4 Mechanical properties of cement and gypsum mortar
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43.74%. The improve of resistance by adding 0.5% of Doum fiber for cement mortar is
about 18.63 and 23.63% for compressive and flexural strength respectively. However,
beyond 1% of fibers content, the compressive strength of cement mortar samples
decrease because the cement mortar becomes less manageable and difficult to be used
due to the excess of fibers. These results are compliant with other studies [6, 8].

For gypsum mortar, the higher mechanical properties are obtained by adding 1% of
Doum palm fiber. Thus, the decrease in mechanical properties beyond this value is a
result of the poor fibers/matrix adhesion and the increase of the porosity in the matrix
due to the air entertainment.

3.3 Thermal Properties

The dry density of mortars and thermal conductivity are plotted against fiber ratio in
Fig. 5.

It is clear that as far as fiber ratio increased lower dry densities were obtained for
both mortars. Additionally, densities of gypsum mortar are lower than those of cement
mortar. The difference is about 43.83%.

It can be observed that the choice of binder plays a more interesting role on density
than the fiber ratio.

It can be observed a coherent relation between thermal conductivity, density and
binder type. The thermal conductivity of cement mortar is higher than gypsum mortar
as these are denser as explained previously. This report demonstrates the effect of
composite porosity on thermal conductivity. Lower is the density (higher porosity),
lower is thermal conductivity. These results are coherent with those of Grouly (‘re-
sumes_final_impression’, no date) who indicated that thermal conductivity is vigor-
ously addicted by the type of binder. So for a specified thermal conductivity, gypsum
mortar has a lower density than that of cement mortar.

Fig. 5 Thermal conductivity and density of composite as a function of fiber ratio
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4 Conclusion

From this study, mechanical and thermal properties of gypsum and cement mortars
reinforced with Doum palm fiber were analyzed.

Results report an important decrease in thermal conductivity of the composite
adding to an increase of mechanical properties for specific fiber content.

The most interesting results are obtained by adding 0.5% and 1% of fiber for
cement mortar and gypsum mortar respectively.
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Abstract. Deep drawing process is commonly used to produce particular
components like aerospace and automotive structural parts. Based on the
drawing ratio, it can be performed in a single or a multiple-stage drawing. Due
the complexity of this process, finite element simulations are considered as a
powerful tool for the both reasons: reducing times and costs, and improving
quality and productivity. The current study is conducted to evaluate the per-
formance and the capability of a non associated flow rule (NAFR) approach on
numerical results during reverse re-drawing process of DDQ mild steel metal.
The adopted model is implemented on ABAQUS software using user interface
material subroutine (VUMAT).

Keywords: Non associated flow rule � DDQ mild steel � Reverse re-drawing

1 Introduction

Deep drawing is a difficult process that need a specific choice of dependant parameters
related to tools geometry, frictional condition, applied forces, mesh sensitivity, gap
value, among others. In the case of a high drawing ratio, re-drawing process is required.
When considering this process, the result of the first stage in terms of stress and
thickness variation influences the subsequent behaviour. Therefore in order to obtain a
successful product, the determination of the suitable combination of the above
parameters is a hard task.

Numerical simulation of deep drawing forming process is nowadays an indis-
pensable tool in the automotive and aerospace industry, particulary for a virtual product
conception and tools geometries. In fact, the conventional manufacturing based on an
empirical procedure is gradually replaced by the finite element simulation. It is a very
powerful tool to optimize the process parameters and to solve technological problems
(fracture, necking). Many experimental and numerical studies are undertaken in order
to more understand the redrawing process and to estimate the influence of the material
and process conditions [7, 18]. There is a general agreement that the accuracy of the

© Springer Nature Switzerland AG 2020
N. Aifaoui et al. (Eds.): CMSM 2019, LNME, pp. 460–467, 2020.
https://doi.org/10.1007/978-3-030-27146-6_50

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_50&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_50&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27146-6_50


numerical results is basically depending on the constitutive equations that describe the
hardening law and the anisotropic behavior of the sheet metal [8, 16, 19, 20].

The objective of the present work is to study the ability of a non associated flow
rule combined with isotropic hardening to simulate accurately a reverse re-drawing
process of a cylindrical cup, proposed recently by Danckert et al. [9]. The anisotropic
Hill’48 yied criterion is adopted [10]. It is a quadratic criterion, widely used in the
literature due to its ability to predict the anisotropic behavior and the formability of
several materials [1–6, 12–15, 17, 21, 22]. Numerical development is implemented into
a user-defined material subroutine (VUMAT) using the commercial finite element code
ABAQUS. Good correlation is observed between numerical and experimental in both
stages.

2 Constitutive Equations

In this section, the adopted constitutive equations are based on an anisotropic elasto-
plastic model, coupled with isotropic-kinematic hardening.

The strain tensor e is decomposed in elastic and a plastic part based on infinitesimal
approximation, such as

e ¼ ee þ ep ð1Þ

The elastic strain is related to the stress tensor r as follows

r ¼ D : ee ð2Þ

where D is the elastic stiffness matrix.
Using a non-associated elastoplastic model, the yield criterion and the plastic

potential are chosen as in Wali et al. [22].

f ¼
ffiffiffi
3
2

r
uf nð Þ � rY þRð Þ� 0; n ¼ r� X ð3Þ

F ¼
ffiffiffi
3
2

r
uF nð Þ � rY þRð Þþ 1

2

XM
k¼1

bk
ak

Xk : Xk ð4Þ

n is the effective stress tensor, X ¼ PM
k¼1

Xk is the back-stress tensor, R is the drag stress

in isotropic hardening, rY is the initial yield stress and ak, bk are material parameters.
In this work, the isotropic hardening function is defined by using Swift hardening

law
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rY þR jð Þ ¼ K ep0 þ j
� �n ð5Þ

j is the isotropic hardening parameter K, ep0, and n are material parameters.
uf nð Þ and uF nð Þ are the equivalent stresses, which are continuously and differ-

entiable functions. They can be generally, isotropic, orthotropic, quadratic or non-
quadratic. In this contribution, the quadratic anisotropic function in the form Hill’s [10]
is adopted as follows:

uf nð Þ ¼ nk kP¼
ffiffiffiffiffiffiffiffiffi
ntPn

p
;uF nð Þ ¼ nk kQ¼

ffiffiffiffiffiffiffiffiffiffi
ntQn

p
ð6Þ

In the three dimensional form, P and Q are fourth order tensors, obtained by taking

P ¼ 2
3
H; Q ¼ 2

3
H0 ð7Þ

H ¼ H F;G;H;N;M; Lð Þ ¼

HþG �H �G 0 0 0

HþF �F 0 0 0

FþG 0 0 0

2N 0 0

Sym 2M 0

2L

2
666666664

3
777777775
;

H0 ¼ H F
0
;G

0
;H

0
;N

0
;M

0
; L

0
� �

ð8Þ

Finally, the evolution equations for the present problem are derived as:

_j ¼ _c; _Xk ¼ ak _e
p � bk _cXk ð9Þ

_ep ¼ _c
@F
@r

¼
ffiffiffi
3
2

r
_cn; n ¼ 1

uF
Qn ð10Þ

_X ¼
XM
k¼1

_Xk ¼ _cHX ;HX ¼ a
ffiffiffiffiffiffiffiffi
3=2

p
n�

XM
k¼1

bkXk; a ¼
XM
k¼1

ak ð11Þ

_c is the plastic multiplier which is consistent with the loading/unloading condition

_c� 0; f � 0; _cf ¼ 0 ð12Þ

A return mapping algorithm based on fully implicit backward Euler integration is
adopted. The enforcement of the consistency condition and the exactness of the
equivalent stresses function uF is reduced to the two scalar equations. The unknowns
of this system of equations are the plastic multiplier Dc and the equivalent stresses
function uF;nþ 1, which are solved with the Newton-Raphson method. For more details
see [22].
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Note that the implementation of the proposed algorithm in large deformation is
achieved by replacing tensorial variables in the constitutive equations by their rota-
tional corresponding quantities. A commercial finite element code is used (ABAQUS)
by considering hypo-elastic approach (olfa et al. 2019).

3 Numerical Simulations of Reverse Re-drawing Process

All numerical simulations in the present study are based on a reverse deep drawing
process, which is proposed as a benchmark at Numisheet’99 conference [11]. It is
schematically presented in Fig. 1. All process parameters and tools dimensions are
shown in Table 1. The final product is a cylindrical cup performed for DDQ mild steel
with initial thickness equal to 0.98 mm. The elasto-plastic material properties of the
sheet are listed in Table 2.

Both drawing stages are simulated using ABAQUS software with the user defined
material subroutine (VUMAT). The quarter blank sheet is meshed using C3D8R ele-
ments. The blank holder (1, 2), the die (1, 2) and the punch (1, 2) are assumed to be
discret rigid bodies.

Fig. 1 Reverse deep drawing device (schemmatic view)

Table 1 Tools dimensions of the reverse re-drawing process

Tools components and process parameters Description

Punch 1 ØD = 100 mm; R = 5.5 mm
Die 1 ØD = 104.5 mm; R = 8 mm
Blank-holder 1 ØD = 104.5 mm; gap = 1.13 mm
Punch 2 ØD = 73.4 mm; R = 8.5 mm
Die 2 ØD = 78 mm; R = 5.5 mm
Blank-holder 2 ØD = 104.5 mm; R = 7 mm; gap = 1.4 mm
Blank ØD = 170 mm; e = 0.98 mm
Lubrifiant Yes
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4 Results and Discussions

The equivalent plastic strain prediction with the final cup shape at final stages, using a
NAFR_HH are plotted in Fig. 2. Based on this figure, the proposed anisotropic model
is in good agreement with the result presented in the work of [20, 16].

Table 2 Elasto-plastic material parameters of DDQ mild steel [16]

Elastic parameters Hill’48 parameters Hardening swift law

E = 210000 MPa F = 0.3224 F’ = 0.3137 K = 568.34 MPa
Nu = 0.3 G = 0.3663 G’ = 0.3663 n = 0.233

H = 0.6337 H’ = 0.6337 ep0 ¼ 172MPa
L = M=N = 1.4658 L’ = M’ = N’ = 1.1764

Fig. 2 Equivalent plastic strain (SDV1) of the cylindrical cup shape using NAFR_HH a stage 1
b stage 2
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Also, numerical simulations of Punch load-displacement in stage (1) and stage
(2) are performed and compared with the experimental curves in Fig. 3. Despite the
good agreement of the both models (AFR_Hill-r/NAFR_HH) in the first stage,
numerical result using the NAFR_HH reproduce more experiments comparing to
associated plasticity model in the second stage. This can be explained by the fact that
the NAFR can predict more the thickness distribution of the cup in the end of the first
stage, given as an input in the second one. However, there is still a few discrepancies
when comparing to the experimental profile. More refinements of the anisotropic model
are necessary such as including kinematic hardening and damage parameters.

Fig. 3 Force Punch—displacement during reverse redrawing process a stage 1 b stage 2
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5 Conclusion

This work investigates the capability of a non associated anisotropic plasticity model
combined with isotropic hardening to simulate accurately reverse redrawing processes.
Quadratic Hill48 function is adopted for the description of plastic behavior of DDQ
mild steel, considering independent functions for yielding and plastic potential.
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Abstract. Due to their crystallographic texture, sheet metals generally present a
significant anisotropy. The DD13 sheet metal is one of the hot-rolling steels,
also called mild steels that is designed for deep and extra deep drawing appli-
cations. It is characterized by high fracture elongation and suitable for chassis
components and wheel outer borders. A finite element (FE) -implementation of
an anisotropic plasticity model coupled with damage and isotropic hardening for
the DD13 metal in low velocity impact simulations is performed. The elasto-
plastic model includes isotropic elasticity, anisotropic yielding, associated
plastic flow and isotropic hardening. The plastic-damage model is implemented
into a user-defined material (VUMAT) subroutine for the commercial finite
element code ABAQUS/Explicit. Material properties are defined using the
experimental results of (Ghorbel et al (2019) Int J Mech Sci 150:548–560, [1]).
A parametric study of the effect of anisotropy, -plate thickness and impactor
properties is carried out. The numerical results of the impact force history and
impact velocity are discussed and validated.

Keywords: Impact � Perforation � DD13 � Coupled anisotropic
plasticity-damage

1 Introduction

The investigation of metallic structural impact is of interest in several engineering
sectors as transport, offshore [2], naval [3], aerospace, defense and process industries
[4] to predict the onset of necking. The use of numerical methods for structural design
is a powerful tool to achieve safety structures. Nevertheless, impact problems include
plasticity, large deformations-and fracture that require numerical accuracy and
robustness [5]. The reliability of the FE impact simulations mainly depends on the
appropriate definition of the physical problem and the influencing parameters. In lit-
terature, in the low-velocity sheet-impact studies, the parameters investigated are the
nose shape of the impactor [6], the impact velocity,-boundary conditions [7], or the
sheet properties [8]. The literature on impact loading includes velocity ranges from low
[9] to moderate and high impact [10]. According to [11], the low-velocity is up to about
20 ms−1 and the moderate velocity is ranged between 20–300 ms−1 for metal sheets.
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A particular case of impact consists in the failure induced by perforation. The failure
process consists on plug ejection for blunt nose shape projectile [12], necking for
hemispherical impactor and petalling process for conical nose shape impactor.

Although various aspects of metallic plate’s dynamic impact were studied, most of
researches used isotropic behavior and neglect anisotropy, which is a key aspect that
should be taken into account. Few studies are interested in anisotropy when studying
perforation of sheet metals. Mars et al. [13] discussed the effect of anisotropy on low
velocity impact on AA plates. It was revealed that anisotropy has a great effect at low
velocity impact. However, in this previous work, damage was considered indepen-
dently with the constitutive model. Recently, [14] carried out numerical study of the
perforation process of target AA5754-O Aluminum plate by integrating 2-equation
algorithm of -generalized quadratic yield criterion of Hill, based on the mixed hard-
ening. Comparison between J2 and Hill yield criteria associated with isotropic ductile
damage was conducted. It was depicted that anisotropy has a great effect on petalling
failure process.

Therefore, to take into account the anisotropic behavior of sheet metal during
impact and to accurately predict the failure process, a coupled advanced anisotropic
elastoplastic constitutive equations based on CDM when integrating isotropic and non
linear hardening is developed. Based up on the work of [14, 15, 16–18] the integration
algorithm of the constitutive equation leads to two local scalar equations which are
solved by Newton-Raphson method. The DD13 sheet metal is considered which is one
of the hot-rolling steels, also called mild steels that is designed for deep and extra deep
drawing applications. The mechanical behavior of the DD13 sheet is investigated in
previous study [1]. According to [19], material with ferritic crystalline structure display
cold forming and cutting performance. Thus, the material can be also suited for off-
shore structures mainly subjected to dynamic impact. The results of [19, 20] show that
the quasi-static tests provide a reliable reference for impact loading conditions. The
present work contributes to the evaluation of the associated anisotropic plasticity fully
coupled with ductile damage-to predict the real behavior of DD13 steel material at low
impact velocity up to 25 ms−1.

2 Finite Element Simulations

2.1 Constitutive Equations

In this section, the anisotropic elasto-plastic model with non-linear isotropic/kinematic
hardening and fully coupled with-isotropic ductile damage is presented based on CDM
approach. In the context of thermodynamics of irreversible processes, we use some
couples of states variables [21]. So, we define the elastic strain and-stress tensors ee; rð Þ
for the elasto-plastic flow; the isotropic hardening (r, R) for the size of the yield stress
and kinematic-hardening (a, X) for the displacement of the yield stress; and the internal
isotropic ductile damage variable d. Using the hypothesis of the total energy-
equivalence, the-effective-state-variables are defined-on-fictive-undamaged state as
follows:
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~ee ¼ 1� dð Þ0:5ee; ~r ¼ r= 1� dð Þ0:5;~r ¼ 1� dð Þ0:5r
~R ¼ R= 1� dð Þ0:5; ~a ¼ 1� dð Þ0:5a; ~X ¼ X= 1� dð Þ0:5

ð1Þ

Based on the infinitesimal strain approximation, the Helmholtz free energy is:

w ee; ak; rk; dð Þ ¼ we ee; dð Þþwp ak; rk; dð Þ ð2Þ

The state relations are:

r ¼ @w
@ee

;Xk ¼ @w
@ak

;Rk ¼ @w
@rk

; Y ¼ � @w
@d

ð3Þ

r is the stress tensor, Xk is the associated variable referring to the back-stress tensors,
Rk is the drag stress in isotropic hardening and Y is the associated damage variable.
Considering the associated effect of damage with isotropic and kinematic hardening,
the terms of elastic and plastic state potential are:

we ee; dð Þ ¼ 1
2
~ee : D : ~ee ¼ 1� dð Þ

2
ee : D : ee ð4Þ

wp ak; rk; dð Þ ¼ 1
2

XN
k¼1

Qk~r
2
k þ

XM
k¼1

ak~ak:~ak

 !
¼ 1� dð Þ

2

XN
k¼1

Qkr
2
k þ

XM
k¼1

akak:ak

 !

ð5Þ

Qk and ak denote the isotropic and the kinematic hardening modulus parameters,
respectively. D represents the elastic operator:

D ¼

kþ 2l k k 0 0 0
kþ 2l k 0 0 0

kþ 2l 0 0 0
l 0 0

l 0
Sym l

2
6666664

3
7777775
; l ¼ E

2 1þ mð Þ ; k ¼ Em
1þ mð Þ 1� 2mð Þ

ð6Þ

Using Eq. (4), the stress-like variables are:

r ¼ 1� dð ÞD : ee;Xk ¼ 1� dð Þakak; k ¼ 1 : M;Rk ¼ 1� dð ÞQkrk; k ¼ 1; ::;N

Y ¼ 1
2
ee : D : ee þ 1

2

XN
k¼1

Qkr
2
k þ

XM
k¼1

akak : ak

 !
ð7Þ

The plastic flow, f, and the plastic potential, F, are:
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f ¼ 1

1� dð Þ0:5 u nð Þ � R½ � � rY

F ¼ f þ 1
2 1� dð Þ

XN
k¼1

bk
Qk

R2
k þ

XM
k¼1

bk
ak

Xk : Xk

" #
þFd Y ; dð Þ

ð8Þ

n ¼ r� X;X ¼
XM
k¼1

Xk;R ¼
XN
k¼1

Rk ¼ 1� dð Þ
XN
k¼1

Qkrk ð9Þ

The function u nð Þ in Eq. (9) is the equivalent stress with a quadratic yield function,
given in 3D form by:

u ¼ nk kH ¼
ffiffiffiffiffiffiffiffiffiffi
ntHn

p
;H ¼

HþG �H �G 0 0 0
HþF �F 0 0 0

FþG 0 0 0
2N 0 0

Sym 2M 0
2L

2
6666664

3
7777775

ð10Þ

H is -the Hill’48 anisotropic operator. The constant F;G;N;M and L are calibrated
from uniaxial tensile tests [1]. The evolution equations of the effective internal vari-
ables are:

_ep ¼ _c
@F
@r

¼ _cn ¼ _c

1� dð Þ0:5
~n; ~n ¼ 1

u
Hn ð11Þ

_ak ¼ � _c
@F
@X

¼ _ep � _c
1� d

bk
ak

Xk ¼ _ep � _cbkak ð12Þ

_rk ¼ � _c
@F
@Rk

¼ _c
1

1� dð Þ0:5 �
bkRk

Qk 1� dð Þ

" #
¼ _chk; hk ¼ 1

1� dð Þ0:5 � bkrk ð13Þ

_d ¼ _c�Y ; �Y ¼ @Fd

@Y
ð14Þ

_Xk ¼ _c ak 1� dð Þ0:5~n� bk þ
�Y

1� d

� �
Xk

� �
ð15Þ

The enforcement of the consistency condition and the damage equation are reduced
to two scalar equations [1]:

f1 Dc; dð Þ ¼ 1
1�dð Þ0:5 u� R½ � � rY ¼ 0

f2 Dc; dð Þ ¼ d � dn � Dc�Y ¼ 0

(
;u ¼ �nT :I�T

c :H:I�1
c :�n

� �1=2 ð16Þ
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The unknowns are the plastic multiplier Dc and the damage variable d. The derived
equations are solved using the Newton Method.

2.2 Finite Element Model

We consider a clamped circular plate impacted by hemispherical and conical nose
shape impactors (see Fig. 1). The diameter of the impactor is 6.35 mm and the DD13
plate has the radius of 60 and 2 mm thickness. The striker is modeled as analytical
rigid body. A 3-D Finite Element model is developed using ABAQUS/VUMAT.
Simulations are performed by taking into account the geometric symmetry of the
circular plate. The plate is meshed with 8100 C3D8R elements (0.4 mm-radius
direction, 5 elements in thickness). A hard contact law is applied [22].

The DD13 is a hot rolled sheet metal -used in several industrial applications like
chassis components and offshore structures among others. This sheet metal is a high
elongation material with ferritic microstructure. Table 1 shows the chemical compo-
sition. To form the fundamentals of constitutive modelling of DD13 sheet metal, a set
of material tests was carried out. Uniaxial tension tests provided material parameters
related to elasto-plastic with isotropic hardening response and damage evolution by
correlating experimental results with numerical simulations [1]. The identified elastic
parameters of DD13 sheet metal are listed in Table 2. 3D bending tests were carried
out. It was depicted that the contribution of the kinematic parameters on the material
behavior is not significant and can be neglected [23].

Fig. 1 3D impact computational problem of circular plate with rigid impactor, a conical nose
shape, b hemispherical nose shape

Table 1 DD13 sheet material chemical-composition

C S Mn P

0.08 0.03 0.4 0.03
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3 Simulation Results

Numerical simulations are performed on the perforation of DD13 sheet metal plates
using ABAQUS/Explicit. The elasto-plastic constitutive relation fully coupled with
isotropic ductile damage and-integrating isotropic hardening was implement in the
VUMAT user subroutine. The anisotropy effect is studied by comparing von Mises
model J2 coupled with isotropic hardening (J2—IH) and the orthotropic Hill’48 yield
criterion coupled with isotropic hardening (Hill-IH). Figure 2 depicts the impact force
at an initial velocity V0 = 25 ms−1. The plate thickness was fixed to 2 mm. One can
notice a variance between-isotropic and anisotropic impact force response. The
reduction of force corresponds to the start of the crack propagation and the petal
performing. Isotropic model overestimates perforation. This is in a good correlation
with the velocity evolution results and with previous study [22].

A study on the projectile nose shape influence on the perforation simulation of
2 mm thick circular DD13 plate at an impact velocity V0 = 19 ms−1 is conducted. One
can remark that the projectile shape significantly influences the petalling process and
failure modes. The hemispherical projectile brings necking, the conical shape includes
petalling due to piercing which is in an agreement with [24]. The damage evolution is
depicted in Fig. 3. The residual velocity Vr are plotted versus impact velocity Vi for a
series of impact simulations. The analytical equation of the residual velocity developed
by [25] is also plotted. One can deduce accurate results of the ballistic limit (Fig. 4).

Table 2 Hill constants, isotropic hardening-IH and damage parameters identification for DD13,
[1]

Elastic parameters E = 220 GPa Ϭy = 278 MPa

Hill’48-r F = −0.43 G = −0.47 H = −0.53 N = −1.49
IH Q1 = 490 MPa Q2 = 50 MPa b1 = 1.35 b2 = 30
Damage b = 5 S = 1.5 S = 200 MPa Y0 = 15 MPa

Fig. 2 a Forces evolution from simulation, b hemispherical projectile velocity evolution
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Fig. 3 2mm thick DD13 target impacted normally by: a hemispherical projectile; b conical
projectile; c damage evolution (SDV4); Hill-IH

Fig. 4 Residual velocity as a function of initial velocity for 2 mm target thickness impacted by
8 kg striker (Hill-IH)
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4 Conclusion

In spite of the large interest in structure impact of sheet metals, limited material
database is existing in the literature on the high ductile DD13 ferritic metal regarding
anisotropy and damage when subjected to impact and perforation. In this paper, a local
approach, based on the CDM fully coupled with thermodynamically constitutive ani-
sotropic elasto-plastic model with mixed hardening is developed to predict the
mechanical response of DD13 mild-metal. A parametric study of the effect of aniso-
tropy, plate thickness and impactor properties is carried out. Results of the impact force
and velocity evolutions are discussed and validated with literature. The outcomes of
this study and the developed mode are suitable for future studies on dual phase stiff-
ened steel plate that may take parts as large structure components in offshore or ship to
predict fracture. Also, the present study can be useful for the analysis of clinch-
adhesive technique in the automotive industry leading to the proper design of the joint
and manufacture of safe and durable fastening, particularly by predicting the energy
necessary the hybrid joint dynamic fracture and impact loading.
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Using Nanoindentation Technique.

a Numerical Study
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Abstract. Elastic-plastic properties of thin films deposited on elastic-plastic
substrate were extracted using numerical nanoindentation tests from the force-
displacement curve. In order to limit the substrate effect on measuring thin film
elastic-plastic properties, three theoretical models were studied in this work. All
these models use a parametric identification method based on dimensional and
finite element analyses to extract relationships between the indentation param-
eters and the elastic-plastic properties of the film and the substrate. The
mechanical properties of several thin films were identified using these models.

Keywords: Thin films � Nanoindentation � Finite element method (FEM)

1 Introduction

Thin films are widely used in modern technology and applications such as integrated
circuits, metal cutting, thermal barrier coatings and plastic injection moulding due to
their high physical properties like thermal and chemical stability, corrosion resistance
and also high hardness, strength and wear resistance [1–3]. In order to understand,
predict and improve the functionality and reliability of devices containing thin films,
it’s necessary to evaluate the mechanical characterization of these thin films [4, 5].
Furthermore, nanoindentation technique has been successfully used to measure the
mechanical properties of thin films. This method was conducted to investigate the
elastic and plastic properties of various thin films deposited on their substrates.
However, it was difficult to extract only the film properties due to the small thickness of
the films [6]. It was shown that to extract the mechanical properties of thin films from
the nanoindentation test, we have to limit the indentation depth less than 10–20% of the
film thickness [7].

In this study, we show that the elastic modulus, yield stress and work hardening
exponent of the film material could be extracted from the indentation curve and using
dimensional analysis and finite element methods. We conducted several numerical
indentation tests using ABAQUS code to examine the effectiveness of three analytical
models from literature used to determine mechanical properties of thin films. In this
work, we identified elastic-plastic film properties using these models and compared
them with those obtained in the literature.
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N. Aifaoui et al. (Eds.): CMSM 2019, LNME, pp. 477–486, 2020.
https://doi.org/10.1007/978-3-030-27146-6_52

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_52&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_52&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_52&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27146-6_52


2 Methods Measuring Elastic-Plastic Thin Film’s Properties

2.1 Oliver and Pharr Method

Nanoindentation technique was used in order to determine the mechanical properties of
thin films. The hardness H and the reduced elastic modulus Er were obtained from the
experimental load-displacement curve using the Oliver and Pharr model [8]. Oliver and
Pharr analytical approach was based on Doerner and Nix [9], and Snedden [10]
research. The hardness of the material was determined using the maximum loading
point of the load-displacement curve. Material’s elastic properties were obtained using
the elastic part of the unloading curve. The hardness H was defined as the mean
pressure under the indenter:

H ¼ Pmax

Ac
ð1Þ

where, Pmax is the maximum applied force obtained directly from the force–displace-
ment curve, and Ac is the projected contact area of the indenter tip with the material.
The initial slope of the unloading curve was used to measure the elastic properties of
the material. The contact stiffness, S (stiffness of the contact between the indenter tip
and the sample material), was used to calculate the elastic reduced modulus of the
specimen Er. The stiffness, S was expressed by [8, 9]:

S ¼ dP
dh

¼ 2ffiffiffi
p

p Er

ffiffiffiffiffi
Ac

p
ð2Þ

dP/dh is the initial slope of the unloading curve, P is the applied force and h is the
indenter displacement (Fig. 1). hf is the final penetration depth, hmax is the maximum
penetration depth and Pmax is the maximum force applied to the indenter (Fig. 1).

Fig. 1 Experimental load-displacement curve
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Therefore, the elastic modulus of the film is given by [8, 9]:

Ef ¼ ð1� t2f Þ
1
Er

� 1� t2
i

Ei

� ��1

ð3Þ

where tf is the Poisson ratio of the film while Ei and ti are the elastic modulus and the
Poisson ratio of the indenter.

2.2 Numerical Methods

• Dimensional analysis

The indenter was considered as rigid, conical with half angle h indenting into an
elastic-plastic film coated on an elastic-plastic substrate (Fig. 2). Both the film and the
substrate materials were characterized by a power law relation defined as [11]:

e ¼
r
E for r� ry
ry
E

r
ry

� �1
n
; others

8<
: ð4Þ

where ry is the initial yield stress and n is the work hardening exponent, while E and t
are the material elastic modulus and Poisson ratio, respectively.

Fig. 2 Geometric model of normal indentation on the film/substrate system
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The dimensional analysis permit to have implicit dimensional relationships between
film parameters (ryf, Ef, nf), substrate parameters (rys, Es, ns) and the indentation
parameters (Pmax, hmax, hf) using the Buckingham-p theorem [12].

• Finite element modeling

The FEM simulations allow to determine explicit relationships between the indentation
parameters (Pmax, hmax, hf) and the elastic-plastic properties of the film (ryf, Ef, nf) and
the substrate parameters (rys, Es, ns). The film mechanical properties were extracted by
the resolution of the obtained explicit equations.

In this study, the FEM simulations were conducted using the commercial code
ABAQUS. The indenter was assumed as a rigid conical with a half angle of 70.3°. The
model was considered as axisymmetric to simplify the calculation. The FE simulations
require finer meshing near the contact region and a gradually coarser mesh further from
the contact region to ensure numerical accuracy (Fig. 3).

The film and the substrate were assumed as isotropic. Generally the initial yield
stress and the elastic modulus of the film was about 0.1–2 and 50–250 GPa, respec-
tively and for the substrate was about 0.03–1.1 and 40–210 GPa, respectively [13].
Therefore, several finite element simulations were carried out for combinations of
elastic-plastic properties in these wide ranges of film and substrate material parameters.

3 Identification of the Elastic-Plastic Thin Films Properties
Using Three Analytical Models

In this work, three analytical models (Jiang, Zhou and Huang model, Liao, Zhou,
Huang and Jiang model and Ma, Zhou, Long and Lu model) were used in order to
avoid the substrate effect on measuring elastic-plastic film’s properties. All these
models were based on both dimensional analyses and finite element method (FEM) to
extract mechanical properties of the film [11, 13, 14]. These models studied the case of
thin elastic-plastic films deposited on elastic-plastic substrates.

3.1 Identification of the Elastic-Plastic Film Properties Using Jiang, Zhou
and Huang Model

Numerical indentations tests were carried out on three film- substrate systems (Material
1, Material 2, Material 3) using ABAQUS code by introducing the mechanical prop-
erties of the substrate and the films [13]. Figure 4 shows the geometric model and the
used boundary conditions.

The film-substrate system was modeled using 3500 elements of the CAX4 type
(four axisymmetric bilinear quadratic nodes). The area under the indenter is more
refined. The obtained force-displacement curves of the three studied materials are
shown in Fig. 5.

The film elastic-plastic properties (Ef, ryf, nf) were then identified using these
indentation charge-displacement curves and the explicit equations in Jiang, Zhou and
Huang model [13]. The charge-displacement curves were used to extract the maximum
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load Pm, the maximum penetration depth hm and the parameter x witch was defined by
the function:

P ¼ Pm
h
hm

� �x

ð5Þ

This law describes the behavior of the loading curve. The determined values of the
parameter x were shown in Table 1.

Fig. 3 Finite element mesh of the axisymmetric indentation: a Finite element mesh for the total
model b Finite element mesh near the contact zone
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Fig. 4 Geometric model and boundary conditions

Fig. 5 Force-displacement curves of the studied film/substrate systems under three numerical
indentation tests
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The explicit equations in Jiang, Zhou and Huang model [13] were then resolved
using Matlab software to obtain ryf and nf properties. These equations form a non
linear system. Its resolution is done using the “fsolve” function. The input film’s
properties and those identified are shown in Table 2. The identified film mechanical
properties were found to be close to those used in numerical simulation.

3.2 Identification of the Elastic-Plastic Film Properties Using Liao, Zhou,
Huang and Jiang Model

Numerical indentations tests were performed on four film- substrate systems (Material
0, Material 1, Material 2, Material 3) by introducing the mechanical properties of the
substrate and the films [11]. The indentation geometric model and the used boundary
conditions were shown in Fig. 6.

The film-substrate system is modeled using 8215 CAX4 elements (four axisym-
metric bilinear quadratic nodes). The area under the indenter is more refined. Figure 7
shows the obtained load-displacement curves of the studied materials.

These load-displacement curves and the explicit relationships used in Liao, Zhou,
Huang and Jiang model were used to determine the elastic-plastic properties of the
films (Ef, ryf, nf).

The total work Wt (the area under the loading curve) and the residual work Wu (the
area under the unloading curve) were determined using the loading and the unloading

Table 1 x values of the three studied films

Film material x value

Material 1 2.0
Material 2 1.5
Material 3 3.0

Table 2 Comparison between the input film properties and the identified film properties

Film
material

Input properties Identified properties (our
results)

Identified properties
(Jiang et al. results)

Ef
(GPa)

ryf
(MPa)

nf Ef
(GPa)

ryf
(MPa)

nf Ef
(GPa)

ryf
(MPa)

nf

Material 1 80 500 0.1 79.5 503 0.24 79.5 500 0.1
Material 2 130 1000 0.2 129.1 1020 0.20 129.1 998.6 0.2
Material 3 210 1800 0.4 207.8 1809 0.20 207.8 1799.5 0.4

Mechanical Characterization of Thin Films 483



equations and the TI Interactive software. The computed total and residual work values
were show in Table 3.

The Table 4 shows the input properties of the materials and those determined by
resolving the explicit equations in Liao, Zhou, Huang and Jiang model using Matlab

Fig. 6 The indentation geometric model and the used boundary conditions

Fig. 7 Load-displacement curves of the studied materials
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software. It is seen from Table 4 that the identified film elastic-plastic properties were
close to that of the input data.

3.3 Identification of the Film Properties Using Ma, Zhou, Long and Lu
Model

To identify the film properties (Ef, ryf, nf), we solve the explicit two equations from
Ma, Zhou, Long and Lu model using Matlab software. These equations form a non-
linear system. Its resolution is done by the function “fsolve”. The following Table 5
shows the input and the identified mechanical properties obtained for the four studied
materials (Material 0, Material 1, Material 2 and Material 3) [14]. The identified
properties were found to be close to the input values.

Table 3 Wt and Wu values of the studied materials

Film material Wt (N. µm) Wu (N. µm)

Material 0 4.826 0.0940
Material 1 4.975 0.0942
Material 2 4.980 0.0960
Material 3 4.540 0.1000

Table 4 Comparison between the input film properties and the identified film properties

Film
material

Input properties Identified properties (our
results)

Identified properties
(Liao et al. results)

Ef
(GPa)

ryf
(MPa)

nf Ef
(GPa)

ryf
(MPa)

nf Ef
(GPa)

ryf
(MPa)

nf

Material 0 50 200 0 48 191.5 0.04 50 195.57 0
Material 1 50 1000 0.4 47 1100 0.25 50 976.54 0.4
Material 2 130 2000 0.2 105 2080 0.15 109.6 1999.4 0.2
Material 3 210 1800 0.4 205 1900 0.30 214.6 1799.5 0.4

Table 5 Comparison between the input film properties and the identified film properties

Film
material

Ef
(GPa)

Input properties Identified
properties (our
results)

Identified
properties (Ma
et al. results)

ryf
(MPa)

nf ryf
(MPa)

nf ryf
(MPa)

nf

Material 0 210 500 0.1 441 0.14 514 0.10
Material 1 180 300 0.25 252 0.30 280 0.26
Material 2 70 500 0.12 560 0.16 489 0.13
Material 3 9 300 0.05 315 0.06 320 0.05
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4 Conclusion

Numerical indentation tests were conducted on several film/substrate systems to
determine the elastic-plastic properties of the films. Therefore, we have shown that
several analytical methods could be applied in order to limit the substrate effect on
determining film mechanical properties. These methods use two major steps: dimen-
sional analyses to extract implicit relationships between the indentation parameters and
the elastic-plastic properties of both film and substrate and the second step was finite
element analyses to extract the explicit relationships used to determine the film elastic-
plastic properties. In this study, the effectiveness of these analytical methods was
verified by the good agreement between the input properties and the identified film
elastic-plastic properties.
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Abstract. Single point incremental forming (SPIF) which does not require any
high capacity press machine nor a set of dies with specific shape, is an emerging
sheet metal forming technology, capable of manufacturing complex parts at low
cost for small to medium-batch production. This method is explained by the
small plastic deformation caused by the force applied by a small punch on a
sheet. The main reason to carry out such a process is to take the advantages of
materials with different properties, such as high strength, low density, low price,
and corrosion resistibility, at the same time and in a single component. The
usage, of bimetal sheet is also justified because of the combination of the
advantages offered by both materials of which it is composed and to a reduction
of the disadvantages presented by each material if taken separately. The study
presented in this research paper concerns a numerical investigation conducted on
the incremental sheet metal forming process of Al and Cu bimetal composite.
The finite element (FE) model validation was performed to compare the results
obtained from the numerical simulations with experimental data available in the
literature. The effects of process factors, which are considered as input param-
eters, such as: the tool diameter, wall inclination angle and layer arrangement,
were investigated with finite element method (FEM) approaches on the forming
time (the required time to forming the sheet), forming forces (the required forces
to form the sheets), dimensional accuracy and maximum thickness variation (the
maximum difference between initial thickness and formed sample thickness) of
a truncated pyramid. The composite sheet behavior in a forming process differs
from single-layer sheets and depends on the layers arrangement (contacted layer
with the tool) and thickness. In this regard, the effect of layers arrangement on
the forming behavior of (Al/Cu) bimetal sheet is of particular interest in the
present study. Therefore, several tests were conducted to investigate the
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influences of some other variables, such as layers arrangement on the forma-
bility of the sheet material in a single point incremental forming process and the
variations of force versus time diagram, defined as outputs.

Keywords: SPIF process � Al/Cu bimetallic composite material � Layer
arrangement � Numerical simulation � Input parameters � Output responses

1 Introduction

Incremental forming process is one of the most promising new techniques in metal
forming process. A hemispherical tool is pressed over the sheet metal to form the
desired shape. The tool path is controlled by a CNC machine. It is based on the
methodology of producing the designed shape by progressive movement of the
hemispherical tool. Since localized deformation is developed during forming, more
stretching occurs than in conventional forming. Due to slow forming process, this can
be limited only to small batch production systems. This process is capable of forming
sheet metal, which is used in automotive, biomedical and aerospace industries [1].
Figure 1 present the principle of single point incremental forming.

This paper aims to study the forming behavior of Al/Cu bimetals through incre-
mental forming process. Numerical investigations were carried out on SPIF of bilayer
sheet. Honarpisheh et al. [3] investigated the hot incremental sheet metal forming by
using electrical current on the Ti–6Al–4 V sheet. Multi-response optimization of
hyperbolic shape in the incremental forming process of bimetals was performed by [4].
Honarpisheh et al. [5] investigated dimensional accuracy in the incremental forming
process of (Al/Copp) bimetals. Sakhtemanian et al. [6] studied the effect of layers’
arrangement of low-carbon steel/commercially pure titanium bimetal sheet in the single
point incremental forming process, experimentally and numerically. In this work,
truncated square pyramid is formed to study the formability of (Al/Copp) bimetal sheet.
The effect of layers arrangement has been investigated in the single point incremental
forming process (SPIF) numerically. The main reason to carry out such a process is to
take the advantages of materials with different properties, such as high strength, low

DIn

Fig. 1 Principle of single point incremental forming Process SPIF
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density and resistibility, at the same time and in a single component. The composite
sheet behavior in a forming process differs from single-layer sheets and depends on the
layers arrangement and thickness. In this regard, a useful control of the process by
determining and monitoring the forces between the punch and the sheet is aimed.

2 Numerical Modeling of SPIF

The Single Point Incremental Sheet Forming (SPIF) process allows the production of
the complex three-dimensional shapes from Computer Aided Design (CAD) models
without specially designed forming tools. Figure 2a, b illustrated the geometric rep-
resentation of a square pyramid and the tool path describing its geometry, respectively.
The last one was generated by the punch during the forming process of truncated
pyramid by adopting a discontinuous trajectory strategy.

Representative frustums square pyramids with dimensions of 72 mm � 72 mm and
a 60° wall angle were formed. The maximum drawing depth is equal to z = 40 mm.
According to the designed equipment, square sheets with a side of 135 mm were
utilized during numerical simulations. The initial thickness of the sheet metal before its
working is fixed at a value equal to 1.2 mm. The thicknesses division of the couple
Al/Copp bimetals in the Al and Copp sheets was 0.8 mm and 0.4 mm, respectively.
The Finite Element (FE) study focuses on the SPIF process based on a unidirectional
tool path strategy of contours and step-downs to obtain truncated square pyramid.

Fig. 2 a Geometries and dimensions carried out b Discontinuous trajectory for pyramidal model

Fig. 3 a Three-dimensional numerical simulation of single point incremental forming of sheet
metal and b The finite element meshing configuration of the initial blank
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Different process parameters are considered. The numerical simulation of SPIF has
been done with the numerical code Abaqus\Explicit. The tool is modeled as a rigid
surface. Due to the little thickness of the bimetal sheet compared to its length and
width, quadrilateral shell elements with 4 nodes and 6 degrees of freedom per node
(S4R) and five Gaussian reduced integration points through the thickness direction
were used. Figure 3 shows the punch tool assembly on the bilayer sheet for the
simulation.

Table 1 summarizes the mechanical properties of both materials (copper-C10100
and aluminum-1050) sheets obtained thanks to uniaxial tensile testing technique.

Two arrangements are investigated in this study: Aluminum-Copper (Alum/Copp)
and Copper-Aluminum (Copp/Alum), as shown in Fig. 4. In the case of such
arrangement, the tool will be in contact with the upper layer.

3 Results and Discussion

Finite element analysis is employed as a technique to simulate manufacturing processes
or other mechanical applications. In the present study, ABAQUS Explicit software was
used to simulate the deformation induced in forming processes including single point
incremental forming of sheet metal and to predict the forming force. This section
provides information about the results obtained in the frame of the present work, with

Table 1 Isotropic hardening properties of Aluminum and Copper alloy sheets from tensile test
[5]

Aluminum-1050 Copper-C10100

Density (kg/m3) 2700 8940
Young’s modulus, E (GPa) 70 115
Yield strength, YS (MPa) 122 306
Strength coefficient, K (MPa) 232 540
Strain hardening exponent, n 0.12 0.11

Fig. 4 a Arrangement (Alum/Copp), b Arrangement (Copp/Alum)
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regards to the influence of different process parameters on the characteristics of the
parts produced by incremental sheet forming and the comparison between the results
predicted by the numerical model and the ones obtained experimentally [5]. The
objectives of these studies are to identify and analyze the effects of the principal
geometrical parameters related to the wall angle and the tool diameter on the charac-
terization of the process.

3.1 Forming Force: Comparison Between Experimental
and Numerical Results

In order to effectively determine the impact of variables in SPIF, numerical simulations
using finite element analysis were carried out. The three factors varied are wall incli-
nation angle, tool size, and layers arrangement. The forming factors are listed in
Table 2.

The graphs of Fig. 4 summarize the time plot of punch forces attained during the
single point incremental forming process of the layer’s bimetal (Copper/Aluminum).
The evaluations of vertical forces (Fz) provided by the punch in incremental CNC sheet
metal forming process were investigated by applying two approaches: experimental
analysis [5] and numerical modelling on forces determination for improving knowledge
of a single point incremental forming. Both Fig. 5a1–a3 represent the evolution of the Fz
component measured and predicted respectively by experimental and numerical
approaches throughout the incremental forming process. The geometry chosen as a
benchmark represents a truncated pyramid shape with dimensions of 72 mm � 72 mm,
a wall inclination angle a = 60° and an inner height of 40 mm. Square sheets
(135 mm � 135 mm � 1.2 mm), were employed during numerical tests. The thick-
nesses of Al/Cu bimetals in the Aluminum and Copper layers were 0.8 mm and 0.4 mm,
respectively.

By comparing the force-time curves for both experimental and numerical solution
methods, it can be inferred that first a good agreement is obtained between the two
approaches. Secondly, these results show that the maximum average force occurs in the
case where the tool diameter was d = 16 mm and the layers’ arrangement corre-
sponding to the Aluminum when it was used as the top layer and was in contact with
the forming tool. Secondly, these results show that the maximum average force occurs
in the case where the tool diameter was 16; Aluminum was used as the top layer. The
effect of arrangement layers on the forming forces was examined. The results indicate
that the average force decreases when the copper is used as the top layer. By tracking
this process, yielding starts from outer layer to inner one. The aluminum naturally has
lower yield stress than copper. Therefore, as the Aluminum-1050 sheets is the outer

Table 2 The levels of forming factors for numerical experiments

Wall angle 55°, 60°, 65°

Tool diameter 10 mm, 16 mm
Layers arrangement Aluminium/Copper, Copper/Aluminium

Numerical Study of SPIF Process of Al–Cu Bimetal Sheet 491



a 3

a 2

a 1

Fig. 5 Variation of forming force for different sheet arrangements a1 Experimental results a2
Numerical prediction of the vertical force curves (Fz) for d = 10 mm and a3 Numerically
simulated force curves (Fz) corresponding to tool diameter d = 16 mm
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layer, plastic deformation or in other words moving of dislocations starts sooner and as
a result, the lower force is needed in order to start the deformation.

3.2 Effect of the Wall Angle on the Distribution of Final Sheet Thickness
and Equivalent Plastic Strain

After validating the finite element model and in order to investigate the effects of
process factors, the numerical results of the distribution of sheet thickness and
equivalent plastic strain are presented in this section. The formed geometry chosen was
a pyramid with dimensions of 72 mm � 72 mm with a depth equal to 40 mm. The
thicknesses in Aluminum and Copper layers were 0.8 mm and 0.4 mm, respectively.
The layers arrangement considered was Al/Copp, it means that the Aluminum sheet
was in the upper layer (where the forming tool was in contact with the surface of
Aluminum alloy sheet). The tool diameter and the vertical pitch adopted in this series
of simulations are 10 mm and 1 mm respectively.

The process analysis based on finite element modelling is required in order to study
and analyze the effect of process factors on the characteristics of incrementally shaped
parts. This will allow to deepen the understanding of the process itself. In the present
section, some numerical simulations were carried out in order to determine the effects
of ISF process parameters, such as the wall angle, and other one not presented in this
paper, like (initial sheet thickness, forming tool diameter, vertical step size, nature of
tool path contours and arrangement mode of bimetal layers) on the final sheet thickness
and equivalent plastic strain distribution and on the other geometrical and mechanical
responses not considered here. Thus, to see the influence of this geometrical parameter,
three truncated pyramid were formed, each having varying the wall angle, corre-
sponding respectively to the wall inclination angles a of 50°, 60° and 70°.

The 3D iso-values shown in Fig. 6a1 describe the distribution of final sheet
thickness. Figure 6a1–a3 report the simulated incremental forming sequences and
highlight the calculated thickness histories of the truncated pyramids with wall incli-
nation angles a of 55°, 60° and 65° respectively. Firstly, it can be seen that the
thickness in the central region of the bottom of the pyramid remains unchanged,
whereas the thickness in the wall region is visibly reduced. In fact, during the process
the sheet is severely stretched along the radial direction. Secondly, the field distribution
of thickness changes when the wall angle is different. The deformed slope angle a
could be considered as an important factor that influenced the final results provided by
SPIF process: with the increase of the wall angle a, the thickness reduction reaches a
threshold value about 0.4407 mm from an initial thickness of 1.2 mm, and as a con-
sequence, a broken product is manufactured. At the end of the process simulations, the
calculated final thicknesses in the wall region are severely reduced from 1.2 mm to
0.649 mm, 0.524 mm, and 0.440 mm, respectively for the 55°, 60° and 65° wall angle.
Therefore, it results in nonuniform localized thinning in the wall region of the formed
pyramidal parts.

Deformation behavior of sheet metal in single point incremental forming process is
numerically investigated using an explicit finite element code ABAQUS/Explicit. It
needed developing a simple finite element model which is capable to give an accurate
prediction of some characteristics of the formed parts.
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α= 55°, Thini =1.2mm 

α= 60°, Thini =1.2mm 

α= 65°, Thini =1.2mm 

a 1

a 2

a 3

Fig. 6 3D iso-values of the final sheet thickness obtained by FEM calculation for various
deformed wall angles a1 a = 55° a2 a = 60° a3 a = 65°
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During the SPIF process, the deformation takes place locally as the tool moves
contour by contour. Throughout one contour, only the material close to the contact area
with the tool undergoes limited deformation due to the small vertical step size. This
small deformation accumulates over a series of succeeding contours. These observa-
tions are summarized in Fig. 7a1–a3 which show the global evolution of the accu-
mulated equivalent plastic strain of the mentioned range of pyramidal shapes having
varied slope angles. As mentioned by [2], the strain paths are characterized by a typical
step-trend: each strain increment is the direct consequence of the action of the tool as it

Fig. 7 3D iso-values of equivalent plastic strain distributions obtained by FEM calculation for
various deformed wall angles
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passes a particular element. In turn, no strain increment occurs when the tool continues
its path along the same contour far away from that element. This confirms the feature of
localized deformation that characterizes the SPIF process: a given material point
undergoes its strain through progressive, small increments each time the tool passes by.

The sheet deformation induced in the sheet metal which is predictable by the
numerical simulations shows that the maximum value of the equivalent plastic strain
intended at the end of the process and after the removal of tool, evolve in a proportional
way to the increase of the wall inclination angle a. Figure 6a1–a3 displays the 3D
contour plots of the equivalent plastic strain corresponding to the created truncated
pyramid in the incremental forming process and simulated by FEM. Consequently, the
maximum values of this response were identified. They are very significant as they can
achieve 1.674, 2.018, and 2.783 corresponding to the formed pyramids with an increase
of the wall inclination respectively from 55° to 65 ° with an increment of 5°.

4 Conclusions

The bimetal can play an important role in the industry. Since there are few studies on
bimetal sheet forming, experimental and numerical investigations have been carried out
in the present study on Aluminum-1050/Copper-C10100 bimetal. During the incre-
mental sheet metal forming of Al/Cu multilayer sheet, the influence of some process
parameters like the wall inclination angle, the tool diameter and the layers arrangement
on the mechanical and geometrical responses, such as the forming forces, the maximum
thickness variations and the equivalent plastic strain distributions, have been analyzed.
Comparison between numerical and experimental results indicates, firstly the reliability
of the proposed model provided and that the predicted values of vertical force in z

Fig. 7 (continued)
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direction are in good agreement with the experimental one, thus confirming the
potentiality of the FEM tool. Secondly, it was observed from this bimetal forming
technique that the forming force increases with the increasing of the tool diameter and
when the Aluminum material will be used as a top layer (in contact with tool). Also, the
equivalent plastic strain distributions and the maximum thickness variations predicted
in the used geometry increase with increasing of the wall angle. There is a strong
dependence of the deformed sheet thickness on the draw angle a, which can lead to
inhomogeneous thickness distributions in the final part.

Following from the above results in SPIF, the process heaviness and the equivalent
plastic strains on the sheet surface increase with the increasing of the wall inclination
angle, determining larger thinning.
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Abstract. In this paper, we will study the influence of multiple laser impacts on
thin leading edges of a turbine blade. A numerical analysis based on a 3D finite
element method of thin leading edge specimens of a turbine blade made of
titanium super-alloy (Ti–6Al–4V) is performed using the commercial software
ABAQUS. A repetitive time Gaussian increment pressure that is uniformly
applied at a square affected region is used to characterize the LSP loading. We
apply the visco-elastic-plastic of the Johnson-Cook law coupled with damage in
order to develop the treated material behavior law. The objective of this sim-
ulation is to predict the mechanical surface modifications generated by the laser
shock processing: (i) the residual stresses, (ii) the plastic strains and (iii) the
Johnson-Cook superficial damage. These modifications are well analyzed for
thin leading edges of a turbine blade treated by a square laser spot that can
effectively treat a considerable part with a coverage rate that is below 5%
comparing with a circular laser spot.

Keywords: Laser shock peening � Square laser spot � Finite element method
Multiple impacts � Thin leading edges

1 Introduction

Laser shock processing or peening (LSP) is an innovative surface treatment that
exploits laser energy in order to generate plasticized shock waves in the treated target.
This process guarantees an extremely thin process (Fig. 1). The mechanical result of
the use of a pulsed laser radiation with a few nanoseconds time period and around a
decade of Gigawatts per square centimeter power density engenders a hardening
production as a consequence of a shock wave propagation and an in-depth plastic
deformations gradient in the superficial layer of a target. Therefore, these plastic strains
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produce residual stresses that are very favorable with the purpose of improving the
surface properties of the treated workpiece.

Consequently, the study of the in-depth residual stress, the induced plastic strain
and the Johnson-Cook superficial damage fields on the target treated by the LSP
treatment is too substantial. Previously, these effects have been already examined with
circle laser spot. Besides, some researchers studied the in-depth residual stress field
generated by the square laser spot that it is likely to engender the stress hole. As well,
the surface morphology made by square laser impacts is slicker than that generated by
circular impacts [1].

In this work, we will numerically simulate a square laser spot based on the finite
element method (FEM) with the aim of analyzing the effects of multiple impacts on the
Ti–6Al–4V thin leading edge surface of a turbine blade. Moreover, the objective of this
study is to examine these effects on: the in-depth residual stresses, the induced plastic
strains and the Johnson-Cook superficial damage.

2 Finite Element Model Investigation of the LSP Treatment

2.1 Geometric Model

Through our study, we will adopt a square laser spot which is increasingly used in the
LSP process to satisfy certain requirements of industrial applications. As well, to model
this square laser spot that is applied to the upper surface of the material, we proceed to a

Fig. 1 The experimental mechanism of the LSP treatment
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3D model of a representative specimen of a Ti–6Al–4V turbine blade exploiting the
finite element code ABAQUS/EXPLICIT (Fig. 2) to examine the multiple impacts
effect on the in-depth residual stresses, the equivalent plastic strain and the damage
condition generated by the square laser spot.

The optimal mesh selection represents a critical phase. The impacted zone must be
constituted of an appropriate number of constitutive elements. Accordingly, the model
contains two areas that for each zone has the following mesh (Fig. 2):

• Zone 1 that is subjected to the LSP treatment impacts: 66000 Hex elements with
C3D8R type.

• Zone 2 which constitutes the rest of the specimen: 141418 Tet elements with C3D4
type (A 4-node linear tetrahedron).

2.2 General Hypotheses of the Study

So as to realize the LSP FEM implementation, we contemplate the following
assumptions:

(i) We neglect the edge effects.
(ii) The pressure is spatially uniform over the part that will be treated.
(iii) The material arrangements are perpendicular to the surface of the massif.
(iv) The heating influence because of the application of an ablative thermo-protective

layer.

Fig. 2 Mesh details of the 3D model of a representative specimen of Ti–6Al–4V titanium super-
alloy turbine blade
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2.3 Material Representative Properties

We use the Johnson-Cook empirical behavior law [2] to develop the thermo-visco-
plastic behavior of the Ti–6Al–4V material. The Johnson-Cook law is frequently
employed in extremely dynamic process simulation and used to denote the following
Von Mises flow:

ryðepÞ ¼ AþBðepÞn½ �: 1þC ln
_�ep

_e0

� �� �

1� T � T0
Tf � T0

� �m� �

ð1Þ

In Eq. (1), the instantaneous strain rate that is described in the second term is
between 1 s�1 and 106 s�1 (The strain rates created by LSP can exceed 106 s�1 inside
the specimen [3]).

In our paper, we neglect the heating effect considering that the temperature doesn’t
increase though the propagation of the shock wave. Consequently, the Johnson-Cook
law turns as following:

ryðepÞ ¼ AþBðepÞn½ �: 1þC ln
_�ep

_e0

� �� �

ð2Þ

The five material constants (Table 1) of the Johnson-Cook law are A, B, C, m and n
and characterize the Johnson-Cook parameters.

Indeed, the damage will be developed by the Johnson-Cook law [3] and given by
the following equations:

�eprupture ¼ d1 þ d2 exp d3
rH
req

� �� �

1þ d4 ln
_�e
_e0

� �� �

1þ d5
T � T0
Tf � T0

� �

ð3Þ

D ¼
XD�ep

�ef
¼

XDepeq
�ef

ð4Þ

The material constants d1, d2, d3, d4 and d5 are represented in Table 2.

Table 1 Johnson-Cook plasticity parameters [5]

A [MPa] B [MPa] C m n T0 [K] Tf [K]

1098 1092 0.014 1.1 0.93 298 1878

Table 2 Johnson-Cook damage parameters [5]

d1 d2 d3 d4 d5
−0.09 0.27 0.48 0.014 3.87
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In Eq. (3), the equivalent plastic strain to fracture (rupture) �eprupture is a function of
the hydrostatic stress rH , the Von Mises equivalent stress req and the reference strain _e0
that is equal to 1 s�1.

In Eq. (4), the accumulated damage D is a function of the incremental plastic strain
Depeq and the equivalent plastic strain to fracture (rupture) �ef . The stresses will be set to
zero and the crack will appear, when D reaches 1.

2.4 Boundary Conditions and Loading Induced by LSP Treatment

Figure 3 shows the boundary conditions and the loading generated by the LSP.

The specific boundary conditions that are taken into account in our paper, are as
follows:

• The base and the two extreme sides of the workpiece are blocked
(Ur ¼ Uh ¼ Uz ¼ URr ¼ URh ¼ URz).

• The vertical central line is defined equivalent to a symmetry line.
• The boundary field temperature is equal to 298 K.

In our work, we will treat the dynamic response of the part subjected to a square
laser spot that it consists to apply a temporal law of a spatially constant pressure on any
part of the workpiece surface.

According to the Fabbro model [4], the peak pressures expressed in gigapascal
(GPa) are estimated for different power densities while the wavelength and the pulse
width are respectively equal to 1064 nm and 20 ns and adopted by the following
equation:

Pmax ¼ 0:01

ffiffiffiffiffiffiffiffiffiffiffiffiffi
a

2aþ 3

r
ffiffiffi
Z

p ffiffiffiffiffiffiffi
AI0

p
ð5Þ

In Eq. (5), the peak pressure Pmax is a function of the efficiency coefficient a, the
equivalent impedance Z that is expressed in gram per square centimeter per second

Fig. 3 Loading and boundary conditions generated by the LSP process
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(g/cm2=s), the absorbing factor A and the laser power density I0 that is expressed in
gigawatt per square centimeter (GW=cm2).

In this paper, the full width at half maximum (FWHM), the maximum peak
pressure (Pmax) and the dimension of the square laser spot are respectively equal to
20 ns, 5 GPa and 3 � 3 mm2. Used for a FWHM equal to 20 ns, the normalized
applied peak pressure profile is illustrated in Fig. 4.

2.5 Principal Calculation Steps

The calculation steps [6–8] that are taken into account in our work will be partitioned
into two stages that are:

• The ‘CHARG’ loading step is applied for a period time of 1000 ns.
• The ‘RELAX’ relaxation step lasts 0.5 ms.

3 Results and Discussions

The finite element code ABAQUS/EXPLICIT is used to accomplish the analysis, in our
work. In fact, the explicit procedure ensures a several robustness. As well, it has an
exceptional resolution of rapid impacts. That’s why, we use it to simulate our model
with the intention of studying the effect of multiple impacts on the in-depth residual
stresses, the generated equivalent plastic strain and the Johnson-Cook damage state
induced by the square laser spot. The results are represented at depth that is created at
1.5 mm from the upper surface of the treated workpiece (Fig. 5).

We note that the compressive residual stress increases in ultimate value while the
superposed impacts number increases. Also, the plastic depth of the compressive stress
increases while the number of superposed impacts increases (Fig. 6). Also, we can
notice that the residual compressive stresses are very near to the surface treated by LSP,
that represents an interest for inhibiting and delaying the cracks propagation.

Fig. 4 The normalized applied pressure along time for FWHM = 20 ns
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Fig. 5 Path used to plot the results exposed at depth

Fig. 6 Influence of the number of superposed impacts on the residual stress a (S11) and b (S22)
at depth in the treated specimen
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Hence, the equivalent plastic strain is immediately caused by the residual stresses.
Thus, it increases at depth by increasing the number of superposed impacts (Fig. 7).

Besides, the Johnson-Cook superficial damage (Fig. 8) increases at depth by
increasing the number of superposed impacts. The damage is usually fewer than 1, for a
single laser impact.

Fig. 7 Effect of the superposed impacts number on the plastic strain at depth in the treated
specimen

Fig. 8 Effect of the superposed impacts number on the Johnson-Cook superficial damage at
depth in the treated specimen
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4 Conclusion

A finite element simulation of thin leading edge specimens of a turbine blade made of
titanium super-alloy (Ti–6Al–4V) has been analyzed with the aim of predicting the in-
depth residual stresses, the equivalent plastic strain and the Johnson-Cook damage
generated by the LSP surface treatment. The effect of the superposed laser impacts
number on the Ti–6Al–4V thin leading edge surface are investigated. The obtained
results have demonstrated that the Johnson-Cook superficial damage doesn’t exceed
70% for a single laser impact for a titanium super alloy (Ti–6Al–4V).

This paper will be very remarkable to illustrate the influence of the superposed laser
impacts on the in-depth residual stresses, the equivalent plastic strain and the Johnson-
Cook superficial damage engendered by the LSP treatment.
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Abstract. This paper focuses on the relation between the rheological and the
morphological properties of immiscible polymer blends. Polystyrene droplets
(PS) have been synthesized in the laboratory. The blends of EVA2840/PS at
ratios 90/10, 70/30, and 50/50 (wt%/wt%) were prepared by Rheomix HAAKE
600VR internal batch mixer with roller rotor. Rheological tests were made at a
temperature of 140 °C. Rheological measurements using a rotational rheometer
with parallel-plate geometry are considered in order to lead to a better under-
standing of the dispersion of the PS droplets. Rheological examinations showed
that the storage, the loss moduli, and the complex viscosity of blends have an
extra elasticity at lower frequency. As a result, analysis of Han diagrams
revealed that EVA2840/PS blend are immiscible.

Keywords: Blends � Rheological properties � EVA � PS

1 Introduction

Blending polymers is a strategy to increase plastic material performance [1]. The
procedure is to use polymers and to blend them in the melt in order to accomplish the
target properties. Nevertheless, polymer pairs are immiscible and form a multiphase
system leading to a more complex rheology [2]. The understanding of the rheological
properties of polymer blends is important in order to optimize the processing condition.
Flow behavior of the polymers is reliant on the molecular and geometrical character-
ization as well as processing conditions like shear rate, temperature, flow time etc. But
in polymer blends, the flow behavior is concurrently dependent on some others factors
such as interfacial adhesion, interfacial thickness, miscibility and morphology of blends
[3]. The morphology of blends is directed by the viscosity and phase elasticity of the
blend components [4]. Moreover, these parameters are dependent on shear rate and
blend composition. On the other hand, at melt state the morphological stability is a
result of system thermodynamic and interfacial interactions [5, 6]. In this case the basic
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evidence about the effect of different parameters on viscosity, processing, elasticity is
useful in selection of proper polymers under a given set of processing conditions.
Therefore. The study of the relationship between rheological, morphological and
thermodynamic factors is of agreat importance [7].

Furthermore, the end-use performance of the blend is influenced by final mor-
phology which itself is substantially affected by rheological behavior of the system [8–
10]. Most of the studies considered the rheological behavior of immiscible blends [11–
13]. In these blends, interfacial tension has a controlling role on both rheology and
morphology since it influences the dispersed particle size as well as particle size
distribution. The interfacial tension is governed by the structural similarity of the
components and blend composition [14].

The objective of this work is a systematic study aiming the simultaneous expertise
of the melt state linear viscoelastic behavior of EVA2840 and their blends and its
relationship with morphological observations.

2 Materials and Techniques

2.1 Materials

Selected polymers must meet several criteria.
The ethylene-vinyl acetate copolymer (EVA) is mainly selected for its melting

temperature is lower compared to the transition glass temperature of polysterene
inclusions (PS) to gether with its lower thermal variation in the viscosity. To do so, two
types of EVA were selected. The ethylene- vinyl acetate (EVA) is a copolymer
composed of ethylene and vinyl acetate obtainable by a process of high-pressure radical
polymerization. Two poly(ethylene-co-vinyl acetate) (EVA), kindly supplied by
Arkema, of different molar masses have been used. The amount of acetate groups
contained in these copolymers is 28% by weight.

Polystyrene (PS for short) –(CH2–CH(Ph))n- is the polymer obtained by poly-
merizing styrene monomers CH2 = CH–Ph. The used PS, in this study, was synthe-
sized in the laboratory in order to meet certain characteristics molar mass weight of
about 30000 g/mol). The volume ratio between the styrene monomer used and the
water/alcohol synthesis medium is 1/5; and that between the water and the alcohol is
3/5. We used butanol sold by ACROS. The mixture is then placed for 7 h at a tem-
perature of 70 °C, with stirring; the formed polystyrene must be purified and filtered.
The polystyrene is, then, presented in the form of powder to be dried, in a vacuum
oven, for 24 h at 40 °C to remove the last traces of the solvent.

The temperature of the glass transition for PS was measured at around 85 °C.

2.2 Techniques

All blends were prepared by using Rheomix HAAKE. 640p internal batch mixer with
roller rotor. All the experiments were performed under nitrogen atmosphere in order to
prevent oxidative degradation. The two components (PS, EVA) were loaded to the
mixing chamber simultaneously and compounded at 80 °C for 5 min.
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The composite were subsequently compression-moulded using a laboratory press at
80 °C for 3 min into 1 mm thick sheets and then cooled to room temperature.

The rheological measurements are carried out in the dynamic mode with an ARES
rheometer equipped with an air-pulsed oven. This thermal environment ensures a
temperature control within 0.1 °C. The samples were placed between plate-plate
interacting fixtures. The zero gap is set by contact, the thicknesses are thus minima; the
error is estimated of +0.010 mm with respect to the indicated value. The temperature
were 140 °C.

The morphology of the composite was investigated by scanning electron micro-
scopy (SEM) using a Hitashi S800 model. The samples were fractured in liquid
nitrogen.

3 Results and Discussion

Figure 1 show the evolution of the storage modulus of the EVA2840/PS blends
schemed together with that of the neat polymers at the same temperature of 140 °C. In
the frequency range, the storage modulus of pure EVA2840 is lower than that of the
EVA blends. This behavior is known as an interfacial tension effect and has been
detailed in the literature in the case of polymer blends even from a theoretical point of
view [15]. In fact, in the case of dispersed droplets in a continuous matrix, this effect
has been described as an excess of elasticity or as the occurrence of long relaxation
times. It is correlated to the deformability of the dispersed phase which gives rise to a
shape relaxation. This process is clearly connected to the behavior of the neat polymer
but the volume fraction of dispersed phase, the size, the distribution of size and the
interfacial tension have the most important effects. The phenomenon is also observed in
other morphologies such as fully or partial co-continuous parameter is the interfacial
energy, product of the interfacial area with the interfacial tension.
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This phenomena is not observable in the high frequency range since in this case the
dynamic spectrometry is investigative scales that are less important than the size of the
dispersed phase morphologies.

Figure 2 represent the morphologies of the composite EVA2840/PS, respectively,
for the compositions 90/10, 70/30 and 50/50.

We observe a nodular morphology in which the PS minority phase is dispersed in
the form of particles of different sizes in the EVA matrix 2840 that corresponds to the
majority phase. These particles of spherical shape generally have a more or less large
size distribution depending on the composition of the composite (Table 1). For these
composite, the distribution is very heterogeneous, i.e. the concentration of the particles
is different from one location to another at each fracture surface (Fig. 2).

Figure 2a (PS10EVA2840), show that the minority phase PS is presented in the
form of spherical particles with a large size dispersion, On the other hand, the PS
particles present voids at the interface, which is a typical example of poor adhesion.
Figure 2b (PS30EVA2840), the dispersed particles are bigger, they have a generally
spherical shape with a broad size distribution. The particles appear to be embedded in
the matrix. The enlargement of the size of the particles of the dispersed PS phase could
be the result of an agglomeration of PS particules. Concerning composite of inter-
mediate compositions Fig. 2c (PS50EVA2840); we observe an arrangement of the
particles in form of a coarse dispersion since we observenodules agglomerates.

Fig. 2 Photos MEB of EVA2840/PS: a PS10 EVA2840, b PS 30 EVA2840 and c PS50
EVA2840

Table 1 Size of the particles of the dispersed phase in the blends EVA284/PS

Composite compositions Particles diameter (lm)

PS10EVA2840 30–50
PS30 EVA2840 50–80
PS50 EVA2840 70–120
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Figure 3 show the evoution of the loss modulus of the EVA2840/PS blends and of
the neat polymer at 140 °C is plotted. In the frequency range under investigation,
theEVA2840 shows the highest values of the loss modulus. The modulus of the blend
is between those of the neat components. The resultsare schemed in terms of complex
viscosity on Fig. 4. EVA2840 has the highest viscosity and in most cases, the viscosity
ofthe blend is also between those of the neat componentsexcept for low amount of PS
in EVA2840. It could also be shown that the 50/50 composition displays a high
complexviscosity in the low frequency range. Similar effects were already reported by
Steinmann and Huitric for blends of PS and PMMA or blends of PE and PA12 [16, 17].
Using a fine analysis of the morphology, they could attribute the observed maximum
with the point at which phase inversion occurs.

In order to investigate the immiscibility and the morphology of the blend via
rheological data is making use of the Han diagrams [18]. The storage modulus is
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plotted versus the loss modulus in the log-log scale Han diagram,. If the blend is
miscible, an identical slop can be highlighted for blends with different contents of a
particular pair of neat components.

Contrary, the two polymers are immiscible. Figure 5 shows the Han diagram for
the EVA2840/PS blends. The results show that these blends, are immiscible thanks to
their different gradient.

4 Conclusion

In conclusion, the the rheological behavior of the EVA2840/PS blends is mainly
governed by the EVA. By increasing PS content the storage modulus and viscosity of
the blends increase. A higher storage modulus is obtained for the EVA2840 blends as
compared to the neat component at low frequencies. this behavior is related to the
interfacial tension effect, and in the case of dispersed droplets in a matrix, is attributed
to the long relaxation times. Thus, the predominant difference in the elasticity at the
low frequencies is explainable energy which is the product of the interfacial area and
interfacial tension he observed increase in modulus in the EVA2840/PS blends results
in chain stiffening and hence leads to longer relaxation times in such system.
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Abstract. Stators of electrical machines are manufactured by ferromagnetic
sheet metals blanking. The literature shows that the magnetic efficiency depends
on the mechanical deformation/stress states. Thus, the simulation of manufac-
turing processes leading to the mechanical deformation mapping coupled to a
magnetic behavior model can be useful in the design of the rotating machines.
This work focuses on a magneto-mechanical coupling approach applied to a
stator teeth blanking. An experimental characterization of the magnetic behavior
of a Fe–Si alloy under tensile tests is done. The magnetic behavior is described
by Jiles–Atherton model. An extended formulation is then proposed to model
the magnetic behavior under mechanical deformation. Genetic algorithms are
used to identify the corresponding hysteresis parameters. Finite element simu-
lation of teeth blanking is done under Abaqus. This simulation allows us to
access to the deformation states on the blanked sheet. A Python code is
implemented to extract the plastic equivalent strain for each element mesh from
the finite element simulation. Then, according to the extended Jiles–Atherton
model, the corresponding magnetic induction is calculated. Finally, a new
Abaqus output is created, called magnetic induction, and is injected into the
Abaqus file to depict the magnetic parameter distribution. Results show the
magnetic induction distribution and signpost that the magnetic degradation
reaches 24% near the cut edge. The affected zone is 1.5 mm large.

Keywords: Jiles–Atherton hysteresis model � Ferromagnetic materials �
Magneto-mechanical coupling � Finite element modeling � Blanking
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1 Introduction

Stress and strain states are ones of the major factors disturbing magnetic behaviors and
properties of ferromagnetic materials. Along with frequency [16], temperature [14, 6,
15, 3] and material properties (grain size, texture, thickness…) [18], an applied stress
considerably alters the material magnetic properties. For this reason, ferromagnetic
sheet metal forming processes affect the magnetic response and efficiency of rotor and
stator electrical steel elements. They lead to local changes of microstructure, harmful
residual stress and elasto-plastic deformations mainly at the zone of deformation (in the
cut edge) [7, 8, 11, 12, 17]. The importance of the problem has led to several exper-
imental and numerical investigations [1, 2, 7, 8, 13]. Therefore, all the above-
mentioned researches have limitations and are non-sufficient to well describe the
magnetic behavior evolution with elastoplastic deformations. In fact, they do not take
into account the effect of all the cutting parameters or the material parameters. Thus,
they cannot define properly the complex state induced by the cutting process studied.

Our work explores the magneto-mechanical coupling describing the degradation of
magnetic properties of stator teeth blanking. Firstly, experimental investigations are
detailed to introduce the used material, magnetic experimental set-up and the experi-
mental hysteresis curves at different plastic deformation levels. Then, the numerical
approaches are described. We focus on the finite element-blanking model and on the
Phyton-Abaqus coupling procedure. The main results show the magnetic induction
distribution and magnetic induction degradation, which is larger near the cut edge.

2 Experimental Section

In this section, we describe the used material and the experimental procedure adopted
to obtain the experimental hysteresis curves.

2.1 Material and Experimental Set up

The material used in this study is a fully process non-oriented Fe-3 wt% Si steel sheet
which is widely applied in the main parts of rotors and stators of electrical machines.
Test specimens are a 0.35 mm thick strips with a width of 20 mm and a length of
250 mm. Their chemical composition is given in [4] and their mechanical properties
are given in Table 1.

The magnetic measurements were carried out at different ranges of plastic strain
using a universal testing machine (at room temperature) from 0 to 10% of total strain.
The applied stress and the magnetic field were both in the rolling direction. Magnetic
measurement apparatus and more details are given in [4].
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2.2 Experimental Results

Measured hysteresis curves at different state of plastic deformation are given in Fig. 1.
As it is shown, hysteresis loop gets more and more large with deformation. We notice a
degradation on induction at saturation Bs and an elevation of hysteresis losses and
coercive field Hc.

2.3 Hysteresis Model

J-A hysteresis model [5] is expressed by the following differential equation which is
function of 5 parameters {Ms, a, a, c, k}:

dM
dH

¼ ð1� cÞ Man �Mirr

dk � a Man �Mirrð Þ þ c
dMan

dH
ð1Þ

Table 1 Mechanical properties of material

Young
modulus
(GPa)

Yield
strength
(MPa)

Ultimate
strength
(MPa)

Poisson’s
ratio (−)

Density
(Kg.
m−3)

Strength
coefficient
K (MPa)

Strain
hardening
exponent n
(−)

195 310 433 0.29 7800 770 0.26

Fig. 1 Measured hysteresis curves for different ranges of plastic deformation [4]
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where Ms is the saturation magnetization, a represents the domain density, a is a
domain coupling parameter, c is a coefficient of reversibility ranging from 0 to 1 and k
is a pinning factor.

The J-A hysteresis model is extended to better describe the magnetic behavior of
the used material under plastic deformation. Among the five parameters of the model,
identification procedure and sensitivity study result that the domain density parameter a
is the most sensitive to the deformation. So it will be expressed as an analytical
function of deformation [4].

a ¼ 119þ 650:ep
1þ ep

ð2Þ

The extended model was compared to experimental data and the mean square error
between measurements and model data was less than 5%.

3 Numerical Aspect

In this section we present the numerical simulation of stator teeth blanking.

3.1 Finite Element Modelling

Due to the symmetry of the problem, only a half-part is simulated. The specimen, a
rectangular sheet with dimensions of 15 � 45 � 0.8 mm, is fixed between a die and a
blank holder as it is shown is Fig. 2. Punch, die and blank holder have a fitting radius
of 0.2 mm. The radial clearance between the punch and the die, relative to the thickness
of the sheet, is 10%. The die and blank holder are fixed. The punch is moving with a
speed of 100 mm/s. The Coulomb friction model is used to represent the contact
between the sheet and the punch with a coefficient of friction equal to 0.2. The punch,
the die and the blank are considered rigid bodies.

Fig. 2 Schematic description of blanking tools
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The blanked sheet is meshed with hexahedral elements with reduced integration
(type C3D8R). A finer mesh is made in the zone which undergoes the greatest dis-
tortions, in the deformed area. The Eulerian–Lagrangian technique is used in order to
improve and guarantee the convergence of the problem. Figure 3 shows the meshed
structure.

Finite element simulation of sheet metal blanking is performed using Gurson-
Tvergaard-Needleman model to model ductile fracture [9]. The nine Gurson–Tver-
gaard–Needleman parameters values are summarized on Table 2. f0 is the initial void
fraction, {q1, q2, q3} are adjustable material parameters, fN is the volume fraction of the
nucleating void, eN is the mean strain for void nucleation, S is the standard deviation, fc
is the critical void volume fraction and fF is the void volume fraction at failure [8, 10].

3.2 Finite Element Results

The equivalent plastic strain distribution (PEEQ) is shown in Fig. 4. Stress concen-
tration is localized in the cutting area. The plastic deformation reaches 154.5%.

4 Magneto Mechanical Coupling

In this section, we detail the magneto-mechanical coupling steps and the major results.

Fig. 3 Finite element mesh of the simulated structure

Table 2 Gurson–Tvergaard–Needleman parameters

f0 q1 q2 q3 eN fN S fc fF
0.01 1.5 1 2.25 0.3 0.04 0.1 0.11 0.12
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4.1 Coupling Procedure

The magneto-mechanical coupling methodology used is based on a weak coupling
between the plastic deformation (generated by blanking) and the magnetic field: The
mechanical state of the blanked sheet is obtained using Abaqus/Explicit to access the
distribution of the plastic deformation. The results will be used to perform the magnetic
calculation under Python. The procedure is defined in Fig. 5.

Fig. 4 Equivalent plastic strain PEEQ distribution

Fig. 5 Flow chart of the coupled approach (Abaqus/Python)
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Actually, the coupled magneto-mechanical analysis is split into three separate steps:
The first step consists on developing a Python script file that contains Python com-
mands which extract from the finite element simulation the plastic equivalent strain
PEEQ from each element mesh of the specimen. This script allows the storage of the
results to build tables, make mathematical calculations and draw curves. Therefore, the
PEEQ mapping will be converted into a PEEQ ‘numpy’ array (vector) that will serve as
an input for the next step. The size of the vector is the number of the specimen elements
(11925 element). Then, an analytical computation of the magnetic hysteresis cycle
under Python will be developed in the second step. The modified J-A static model,
taking into account the elastoplastic deformation [4], is then implemented. The inputs
of the program are the vector of the magnetic field H and the PEEQ vector resulting
from the first step. The output is a matrix B = f (H, PEEQ), revealing the evolution of
magnetic induction B as well as the degradation of magnetization for each element of
the specimen. Finally, in the third step, a new Python script create a new step
“Magnetic step” under Abaqus. This new step encloses the magnetic results of the
previous calculations and introduce two new variables (i.e. ‘Magnetic induction’ and
‘Degradation’).

4.2 Coupling Results

Our coupling approach allows providing the results of the magneto-mechanical mod-
eling and predicting the zones and the magnetization degradation rate for each element
of the sample due to a plastic deformation by blanking. The distribution of the magnetic
induction B follows the distribution of the equivalent plastic strain PEEQ. A significant
fall of the induction is noted when the deformation increases. The magnetic degrada-
tion is particularly detected in the area near the cutting edge. Figures 6 and 7 highlight
the magnetic flux distribution and the corresponding degradation for a magnetic field
H = 1000 A/m. The degradation distribution shows that the magnetic degradation is
extreme near the cut edge, it reaches 24%. The affected zone is 1.5 mm large (Fig. 8).

Fig. 6 Magnetic induction B(T) distribution for H = 1000 A/m
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5 Conclusion

In this paper a numerical study of the magneto-mechanical coupling is developed and
applied to stator teeth blanking. The finite element modelling is applied with a Gurson–
Tvergaard–Needleman constitutive model and an Eulerian–Lagrangian adaptive mesh
to guaranty best convergence of the model. An extended Jiles–Atherton model is used
to model the magnetic behavior of a fully process non oriented Fe-3 wt%Si under
mechanical deformation. The coupling model consists on a coupling between the
plastic deformation induced by blanking process and the magnetic behavior. Abaqus
simulations and Python codes were combined. The main results show that the elasto-
plastic deformation considerably reduces the magnetization mainly in areas near the
cutting edge. The degradation of the magnetic induction reaches 24% for a medium
applied field H = 1000 A/m. The coupling model could proof a powerful tool for
researchers on elasto-plastic effect on magnetization for electrical steel structures.

Fig. 7 Degradation of the magnetic induction for H = 1000 A/m

Fig. 8 Magnetic induction evolution among selected path
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Abstract. Nowadays, the world is experiencing many changes, the technology
is conquered by open hardware movement and the competition is based mainly
on the development of ground-breaking products. These technological and
economical changes are pushing companies to reinvent themselves to develop
products that are cheaper, better and of good quality than competitors. An
appealing avenue for these companies is to use open hardware solutions in the
development of their new products. However, product development processes
used nowadays are not suited to exploit the full potential of open hardware. This
work addresses this issue by first performing an in-depth assessment of the
academic literature on product innovation processes and later proposing a
product development process based on open technologies. The process intro-
duces a new product development rationale that includes four phases: the first
phase is looking for opportunities, which involves generating opportunities and
creative ideas. The second phase is the opportunity assessment phase, which
consists of selecting and capturing opportunities. The third phase is the vali-
dation of opportunities phase through technical feasibility, client desirability and
sustainability. The fourth phase is engineering design, which includes concept
generation, prototyping testing, and product manufacturing. The developed
process hopes to open the way for businesses, especially in emerging countries
like Morocco, to be competitive on the market by helping them designing
superior products based on open technologies.

Keywords: Product design process � Open technology � Prototyping

1 Introduction

Companies in emerging countries are facing major challenges due to globalization,
short products life cycles and limited access to technology. Thus, the use of open
technology tools appears as a noteworthy opportunity to overcome these limitations
and gain competitive advantage and success. However, this opportunity is restricted by
the knowledge and exploitation of factors influencing the success of new products.

Cooper and Edgett consider that an innovation strategy and the ideation practice are
among the factors of the success of a product [8]. Other authors consider that a coherent
approach to the development of creative ideas is the factor that helps designers develop
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innovative new products [13]. In other words, a good product development process is
the main factor of economic progress and competitiveness in the market. In fact, studies
have shown that about 80% of product development projects fail even before com-
pletion and more than 50% of projects have no return on investment [5]. These studies
highlight the need to develop a new product development approach that incorporates
new design methods to reduce cost and development time as well as help companies
develop products of good quality and being competitive in the market.

Researchers and specialists have studied the product development process (PDP).
Chauhan and al have considered it as one of the most critical areas of competence of a
company [4]. According to Unger and Eppinger, PDPs are the procedures and methods
that companies use to design and market new products. Krishnan and Ulrich, on the
other hand, defined a PDP as “transforming a market opportunity and a set of
assumptions about product technology into a product available for sale” [19]. A liter-
ature assessment on product development processes shows that PDPs vary following
authors, which explains why some researchers are focused on identifying best product
development practices [1]. This variety expands the choice for companies to use the
most suitable PDP to their contexts. However, the key to success for a company usually
depends on the upstream phases of product development process [18]. Actually,
Cooper considered the pre-development phase as a critical factors for success [18].
Other authors, on the other hand, have suggested that the prototyping phase is the most
critical phase of a PDP and that influences the overall results of the design [3].

This paper proposes a new product development approach for designing products
based on open technologies to reduce development time, improve quality and minimize
errors. It begins, in Sect. 2, with a literature review on product development processes
specifically on the front end and prototyping phase. In Sect. 3, we detail our proposed
process which includes four key phases: opportunity search, opportunity assessment,
opportunity validation and engineering design. Section 4 illustrates the assumptions
from our research. Finally, a conclusion is drawn with as prospective work to validate
the process.

2 Literature Review of Product Development Process

The PDP is at the heart of any company strategic issues, which explains it importance
in the success or failure of product introduction on the market [28]. In the literature,
there are several product development processes in different forms: sequential pro-
cesses, concurrent processes, and spiral processes.

The sequential process has dominated the industry for almost 30 years (Ulrich and
Eppinger 2015). This process corresponds to all the steps and activities that a company
uses to design and market a product. It begins with a planning phase, directly related to
R & D activities. The result of this phase is the project’s mission, which becomes the
starting point for the concept development phase that will guide the design team in the
other phases. The mechanical design process proposed by Ullman proposes six phases
for developing products [10]. Each of these phases involves the implementation of
generic tasks, and the success of a phase is approved by a design review, which marks
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its completion. Pahl and Beitz, on the other hand, defined their product development
process in four phases. Each phase contains specific activities (Fig. 1) [26].

Many companies are adopting concurrent processes for developing new products.
The design phases in these processes take place in a non-linear and iterative way which
explains the flexibility of these processes and the reduction of deadlines.

The biggest competitors to concurrent models are the more flexible spiral processes
that have been adapted from software development [7]. The Spiral model is based on
design cycles, it includes a risk-based approach to product development [15]. This
process eliminates unnecessary work and quickly moves towards a finalized product by
building a series of steps and looping “build; test; feedback; revise” [7]. Among the
disadvantages of spiral processes is its complexity which requires considerable atten-
tion from the management [33].

In general, and in recent publications, for example: Benabidin 2014 summarize the
design models proposed by design theorists from 1967 to 2013 [2], we find that all the
models listed have been divided into six main phases: establishing a need, analysis of
task, conceptual design, embodiment design, detailed design and implementation.
According to recent studies of several researchers, the phase of pre-development or
front-end phase is among the critical phases for the success of a product. In addition,
the prototyping phase is a crucial phase for the development of a good quality product.
These two phases of PDPs (Front end, Prototyping) are the subject of the next part.

2.1 Fuzzy Front End

In 1991, Smith and Reinerlsen are the first to give the name of “front end” to this phase.
They described it as an unpredictable, unstructured and chaotic process. The term
“front end” describes the first stage of developing an idea [30]. Others defined it as the
work that is done to develop a product before it enters the formal product development
system [20]. Some authors consider that this phase includes demonstrations of technical

Product planning 
• Plan and clarify the market situa on
• Find ideas
• Develop a list of needs
• Func onal specifica on

Conceptual design 
• Deal with problems
• Generate concepts
• Analyze concepts according to technical 

and economic criteria

Embodiment design 
• Test the concept
• Concrete prototyping
• Gradually refine the concept

Detail design • Detail of the specifica ons of the 
concepts components

Fig. 1 Product development process of Pahl and Beitz 2007
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feasibility, financial viability, business plan preparation, business model development
and preliminary market analysis [21]. Thus, this phase offers significant benefits in
terms of performance, business and technical risk reduction, and cost reductions [9].
Smith and Reinertsen suggest including the Front-End Phase in the Product Devel-
opment Process. It is worth noting that some product development companies call this
stage: frontal innovation [17].

Authors in the area of innovation management offer different models for managing
front-end innovation. Wheelwright et al. 1992 developed a “funnel development”
model which consists in generating ideas then progressively refining them in order to
select the best one [34]. Koen, Bertels and Kleinschmidt have developed “the new
concept development process” [18]. This model is circular in shape and is divided into
three parts. The part that illustrates the front-end phase is a wheel that has five ele-
ments: identifying opportunities, analyzing opportunities, generating ideas, selecting
ideas, and defining concepts. In addition, Frishammar and his colleagues proposed a
six-phase process for the development of radical ideas and concepts [11]. This
framework provides key objectives, key activities and results for each phase.

Measuring the performance of these models has proved to be complex because of
the different ways of measuring success in the literature. A recent study has been done;
to analyze the impact of the various activities of the Front-End phase; it uses three
measures to achieve successful front-end action: efficiency, creativity, and reducing
uncertainty [32]. Others consider inter-functional interaction as a critical factor on new
product performance [31].

2.2 Prototyping Phase

Prototyping is a key activity for both convergence (validation) and divergence (ex-
ploration) in a design space [3]. As Wall says, “Prototyping is one of the most critical
activities in new product development” [23]. According to Otto & Wood in 2001, a
prototype is an artifact that approximates a feature (or multiple features) of a product,
service, or system [35].

Studies have shown that designers frequently use physical prototypes to facilitate
and simplify the process [14]. These physical models help clarify customer require-
ments [12], reduce errors, and can improve design decision-making. Prototypes are also
useful to communicate concepts within the design team. Authors note that companies
need to use a guided prototyping approach to quickly develop viable and desirable new
products, using fewer resources [24]. Prototyping is then an important activity that
must be used in every steps of the design process.

3 New Approach of Product Development Process

Design process is the procedures that companies use to develop new products and
market them. Technological change, competition and the rise of startups are forcing
companies to frequently develop new products. For this, we propose a product
development process. This model was based on a literature review of a product type
innovation. Figure 2 illustrates the steps of the open hardware-based design process.
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This process aims at designing innovative products that are viable for a company. This
process can shorten development time, use early and frequent testing with prototyping,
strong customer integration, make design flexible, and seek out new or unknown
markets.

This process presents a roadmap for innovation. It uses prototyping tools to ensure
the success of products on the market. More details on the three phases will be dis-
cussed in the following sections.

3.1 Opportunity Research

The starting point for all good products is the idea [11], which is an opportunity, an
assumption about value creation. This first phase focuses on identifying opportunities
and project ideas. For some designers, it is very abstract to propose new ideas. That is
why we are offering designers the opportunity to harness the great potential of open
source technology to build on the insights and opportunities that exist in the market-
place by visiting communities and online platforms like Crowdfunding, Kickstarter and
Arduino forums and others [29]. The credo of these communities is to share new ideas
and new technologies as well as needs that exist in the markets [25].

3.2 Opportunity Evaluation

To evaluate the ideas found in the first phase, we propose a new theoretical method for
evaluating ideas that is inspired by design thinking frameworks and ideas tunnel, called
opportunity evaluation. This new method consists of going through a convergent tunnel
that contains three opportunity assessment filters: desirability assessment, viability
assessment and feasibility assessment. Members of the development team can come
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together to evaluate opportunities by answering questions related to desirability, fea-
sibility and sustainability (Table 1). If the result of the first evaluation is affirmative, the
designers can proceed to the second evaluation until the last evaluation. Otherwise, the
idea or opportunity is rejected from the tunnel and another idea is tested until a relevant
idea is found. The chosen idea is moved then to the next stage: opportunity validation
phase.

3.3 Validates Opportunities

The third phase is devoted to validating ideas or opportunities. Based on previous
research on the impact of prototyping methods on PDPs, we propose to apply the
“prototyping for X” (PFX) method. This method is intended to help designers focus
efforts and resources to create products that test hypotheses and provide product
information [24]. As shown in Fig. 2, PFX is based on three essential lenses, according
to [22]:

• Desirability prototyping: consists of creating prototypes to validate that the product
has a desirability on the market.

• Feasibility prototyping: consists of creating prototypes to validate that the product is
technically feasible and functional.

• Viability prototyping: consists of creating prototypes that test the probability of
adapting to time and budget constraints.

To make these prototypes, we can use open source hardware tools. This open
hardware creates more flexible products at a low cost. In other words, the new tech-
nological revolution in open hardware has given designers the tools they need to turn
creative ideas into innovative and viable products. This new technological trend is
accessible and usable by all designers who share the results of their work and who
collaborate and cooperate with different people around the world [16]. Our product
development process relies on open hardware to develop opportunities quickly and at
low cost. Thus, help designers and creators test concepts with rapidly evolving pro-
totyping [6]. For example: Collaborative practice and shared design reduce capital costs
by 90% to 99% compared to conventional costs for scientific equipment [27].

Table 1 Questions to evaluate opportunities

Steps of the evaluation Questions

Desirability evaluation • Does the idea found meet a customer need?
• Is the idea valuable to customers

Feasibility evaluation • Is the idea technologically feasible?
• Is the idea technically feasible?

Viability evaluation • Can we integrate into the market?
• Can we have a return on investment?
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3.4 Engineering Design

We have validated the concepts and ideas in the third phase. The fourth phase of
“Technical Design” consists of following the steps of conventional product develop-
ment processes, which begin with the generation of concepts and culminate in final
prototyping. Designers can also use open hardware tools such as open source 3D
printers and open software to build virtual prototypes and simulations. This phase
allows designers to obtain the final product manufactured according to the technical
specifications and customer requirements.

4 The Assumptions Derived from Processes

After a thorough analysis of our process, we have made assumptions about the process:

• Hypothesis 1: Idea generation allows companies and designers to generate
promising ideas.

• Hypothesis 2: Opportunity assessment allows filtering ideas and finding the ones
that are relevant.

• Hypothesis 3: Prototyping allows designers to obtain feedback from their concepts
on the technical feasibility, timeliness and viability of the concept.

• Hypothesis 4: Open technologies reduce the manufacturing costs of prototypes.

To test these hypotheses, a case study will be developed in future work. This case
study aims to validate our process and improve it in order to know the limits and
constraints encountered during the execution of the process.

5 Conclusion and Future Work

This work has been devoted to the development of a new product development process
that aims to help companies and designers design cheaper and better products. Our
process is based on four essential phases: the search for opportunities, the evaluation of
opportunities, the validation of opportunities and the engineering design. Our process
takes into account the factors of success of the product: technical feasibility, customer
desirability and viability of the company. Our future goal is to improve tools and
methods used in the process and apply the process to a specific case study to validate
the process and our hypothesis.
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Abstract. Sandwich materials are potential candidates instead of traditional
materials in several fields as aerospace, civil engineering and automotive
because of their mechanical properties and especially their high ratio bending
stiffness to weight. Three-point bending is a frequent process for forming
sandwich panels before usage. This study presents an analysis of the damage of
the sandwich panels during quasi-static tests in three-point bending. Experi-
mental tests leading to the failure of the core of the sandwich material were
carried out. Finite element analysis was also conducted for the numerical pre-
diction of observed damage. Also, analytical Gibson’s modified model is con-
sidered to obtain the critical loads leading to the failure of the sandwich panels.
This allows constructing a mode map for failure modes of sandwich panels in
three points bending process.

Keywords: Three points bending � Thick sandwich panel � Numerical
simulation � Damages � Failure map

1 Introduction

Sandwich plates are increasingly used in a wide range of industrial products [1] varying
from automobiles and airplanes to simple home appliances due to the properties such as
lightweight, vibration reduction, acoustic noise damping, and heat insulation [2]. In
addition, the sandwich panel metal/polymer/metal have been tested in standard or
specialized tests such as shearing, three point bending, four point bending, and
indentation [3–5]. The most common failure mode of the foam core sandwich struc-
tures is core shearing, followed by local indentation collapse and face yielding [3, 5, 6].
The risk of mechanical buckling, and decohesion between the skins and the core
constitute the main weaknesses of sandwich panels. Under bending, a sandwich panel
undergoes various modes of degradation classified in several categories by [7–9]. Kim
and Hwang [10] studied theoretically and experimentally the effect of decohesion
between skin and core on the stiffness of sandwich panels. Idriss et al. [11] have shown
that the crack propagation occurs in three stages: decohesion between the core and the
upper skin, core shear and debonding between the lower skin and the core. However,
among these studies, there is a lack of systematical research on the
steel/polyurethane/steel sandwich structures’ failure mechanism. Based on the afore-
mentioned literature, limited study was conducted on the modeling of damage prop-
agation in polyurethane foam cores. For the above-mentioned reasons, in this paper the
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failure mechanism of sandwich panel in three point bending test are investigated by
applying the cellular solids theory [12]. In addition, experiments and numerical sim-
ulations are carried out to validate the theoretical prediction.

2 Analytical Analysis

Several failure modes have been identified for sandwich panels in three-point bending
[12]: (a) face yielding; (b) wrinkling of the compressive face; (c) core shearing, (d) face
debonding, (e) indentation. The last mode of failure occurs when the loading is
extremely localized and can be avoided by increasing the loading area. To analyze the
failure mechanism of the panels, it is necessary to characterize the normal stress and the
shear stress acting on the skins and the core.

The maximum stress occurs in the cross section which has the maximum moment.
In the load case of three-point bending, the maximum moment and the shear can be
easily acquired in terms of the concentrated load P, that:

M ¼ PL
4

ð1Þ

Considering the shear stress as linear through the faces and constant through the
core since the faces are much stiffer and thinner than the core, the normal and shear
stresses can be expressed as [13]:

rpmax ¼ � PL
4epbd

ð2Þ

rcmax ¼ �PLec
8D

Ec ð3Þ

scmax ¼ P
2bd

ð4Þ

where D is the equivalent flexural rigidity, which can be expressed as [13]:

D ¼ Epepd2b
2

þ Ept3pb

6
þ Ece3cb

12
ð5Þ

2.1 Modified Gibson’s Model

Instead of a flat loading head and supports used in the experiments and analysis of [3],
a cylindrical loading head and supports are used in the present experiments and
analysis. Hence some modifications are required. Three main failure modes of sand-
wich panel steel/polyurethane/steel (face yielding, wrinkling face and core shearing)
are considered in this study.
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Face yielding

This mode occurs when the maximum normal stress in faces reaches the yield strength
of the face material

rp ¼ ryp ð6Þ

where

ryp: yield strength of the face material

The critical load for the face yield mode is given by

Pcr1 ¼ 4bepec
L

ryp ð7Þ

Wrinkling face

This mode occurs when the maximum normal stress in faces reaches the local elastic
instability stress, in this case:

rp ¼ rwp ð8Þ

rwp is wrinkling stress in the face material which can be expressed as follow [13]:

rwp ¼
3E1=3

p E2=3
c

12ð3� tcÞ2ð1þ tcÞ2
h i1=3 ð9Þ

where tc: Poisson’s ratio of foam material
The critical load of wrinkling face mode is given as [14]:

Pcr2 ¼ 4bepec
L

E1=3
p E2=3

s 0:28
qc
qs

� �4=3

þ 0:2
qc
qs

� �2=3
" #

ð10Þ

where qs, Es: Density and Young’s modulus of foam’s cell-wall material, respectively.

Core shearing

The shear force is carried mainly by the foam core when the sandwich panel is sub-
jected to a transverse shear force. If the shear stress in the foam core reaches the shear
strength of the foam core material, the initial failure will be in the foam core. The
critical load of core shear mode is written as [14]:
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Pcr3 ¼ 2bec 2:32
qc
qs

� �3=2

�0:28
qc
qs

" #
rys ð11Þ

where rys Yield strength of foam’s cell-wall material
Table 1 gives the mechanical and geometrical characteristics of sandwich panels

Steel/Polyurethane/Steel (Table 1).

Figure 1 plots the sandwich panel failure loads of different failure modes in terms
of the length between supports L. From this figure it is observed that the critical loads
of the first two failure modes decrease with increasing length between the supports L,
while the critical load of the shear failure of the core is constant. In addition, it is
observed that the panels suffer a failure according to the mode of core shear for lengths
between weak supports. While, for wide distances between supports, it is the folding
mode of the skins which intervenes. In addition, the skin yielding failure mode is less
likely to occur since the corresponding failure limit load is much higher than the other
two modes.

Table 1 Mechanical and geometrical characteristics of sandwich panels Steel/Polyurethane/
Steel

Panel’s
geometry
(mm)

Skin
material
(MPa)

Core material
(Kg/m3MPa)

b ep ec Ep Ϭyp qc qs Es Ϭys

50 0.5 40 200000 400 40 1170 1600 53.4

Fig. 1 Failure loads of sandwich panel steel/polyurethane/steel
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2.2 Failure Mode Map

The failure mode map can be constructed from Eqs. (7) (10) and (11), with dimen-
sionless parameters the relative density of foam qc/qs and ratio of skin thickness to
span length ep/L as the coordinates. The diagram is divided into three regions. Within
each region one failure mechanism is dominant. The regions are separated by three
transition lines, which represent the panel designs for which two mechanisms have the
same failure load. The three transition lines are governed by Eqs. (12), (13) and (14),
respectively, skin folding and skin lamination, skin wrinkling and core shear and that
between core shear and plasticization of skin. These equations are obtained for equal
critical loads for two particular failure modes. It is clear that these transition lines
depend mainly on the strength of face and core materials.

qc
qs

¼ ryp

0:26E1=3
p E2=3

S

 !3=2

ð12Þ

qc
qs

¼ 0:85epE1=3
p E2=3

s

0:62 rsL

 !4

ð13Þ

qc
qs

¼ 1:13rpep
0:65 rsL

� �3=4

ð14Þ

An initial failure mode map according to the geometry and material properties of
sandwich panels steel/polyurethane/steel is predicted in Fig. 2.

Fig. 2 Failure mode map of sandwich panel steel/polyurethane/steel
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3 Experimental and Numerical Procedures

3.1 Experimental Procedures

The core of the sandwich specimens used in this study consists of polyurethane PUR is
closed-cell rigid foam plastic. The foam properties could be obtained from uniaxial
compression tests according to ASTM C 365-57 standard. The skin used in this study
consists of galvanized steel with high specific strength and stiffness. The skin properties
could be obtained from tensile tests according to NF EN 10002-1 standard. The
mechanical properties of the polyurethane foam core and the steel skin were experi-
mentally obtained and reported in Table 2.

Quasi-Static three-point bending tests were conducted with the MTS testing
machine to acquire the load–displacement curves (Fig. 3). All the specimens were
obtained from sandwich panels composed by a polyurethane foam core and steel skins.
Subsequent tests are performed with a displacement rate of 10 mm/min. The specimens
were tested to failure.

Table 2 Mechanical properties of the steel skin and the polyurethane foam core

Steel skins Foam core

Density q [kg/m3] 7800 40
Yield stress r0 [MPa] 440 0.41
Young’s modulus E [MPa] 200000 3.31
Poisson’s ratio m 0.3 0.4
Strength Rm [MPa] 453 0.53

Punch

Sandwich panel

Die

Fig. 3 Experimental set-up of the three-point bending test
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3.2 Numerical Simulations

The FEM software package ABAQUS/Explicit was used to simulate the three-point
bending of sandwich sheets. Figure 4 gives the two-dimensional geometric modeling
with Abaqus software with a mesh size sufficiently refined to ensure precise results and
adequate boundary conditions. Due to the material symmetry, only a half of the section
of the sandwich panel was considered. The core was modeled as foam of an elastic–
plastic material using hardening curves obtained from compression tests. The skin sheet
was modeled as elastic-plastic material.

Damage initiation in the foam core was modeled by a shear damage criterion.
The shear criterion assumes that the equivalent plastic strain at the onset of the

damage. �eplS is a function of the shear ratio and strain rate:

�eplS hS; _�e
pl

� � ð15Þ

where hS = (q + ksp)/smax is the shear stress ratio, smax is the maximum shear stress, and
ks is a material parameter. The damage onset is occurred when:

wS ¼
Z

d�epl

�eplS hS; _�epl
� � ¼ 1 ð16Þ

where xS is a state variable which increases with the equivalent plastic strain.

4 Results and Discussion

Figure 5a shows a shear failure of the core in three-point bending. Since foams have
generally lower mechanical properties than skins, they will be affected by damage
initiation. Figure 5b shows another mode of fracture: debonding skin/core that spreads

Fig. 4 FE model of three-point bending process
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under the skin several millimeters along the length of the panel. This fracture is due to
the presence of defects in the junction between the skins and the foam.

Figure 6 shows the curves of the stored energies ALLKE, ALLIE and
ALLKE/ALLIE versus time. This figure shows that the kinetic energy (ALLKE) does
not exceed 5% of the total energy (ALLIE), which demonstrates that the influence of
inertial force is within the acceptable range.

Figures 7 and 8 show experimental and numerical load-displacement curves of
sandwich panel in three-point bending test. The obtained curves can be divided into
three regions. In the first region, a linear trend is observed with a small deformation.
The second region corresponds to a nonlinear behavior in which the maximum load is
reached, significant drop of the peak load is observed for all sandwich structures. This
sudden drop is due to the foam cracking. In the third region, a plateau was observed
until failure with small evolution and the specimen continued to sustain the load but
never exceeded the previous peak load. It can be seen that a satisfactory agreement was
found between the experimental result and the FEA result. The peak load in numerical
results was slightly higher than the experimental ones. This is due to initial defects in
sandwich composite which is not considered in FEM analysis. Figure 7 plots the

Fig. 5 Failure modes of sandwich panels, a Shear failure of the core; b debonding skin/core

Fig. 6 ALLKE, ALLIE and ALLKE/ALLIE ratio versus time curves
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load-displacement curves by considering the effect of the distance between supports.
From this figure it can be seen that the failure parameters (loads and displacements)
increase with the decrease of the distance between supports as can be expected.
Figure 8 shows that the failure parameters increase with the increase of the foam
thickness. Values of failure loads, failure displacements and stiffness are presented in
Tables 3 and 4.

Fig. 7 Bending curves for different lengths between supports

Fig. 8 Bending curves for different foam thickness

Table 3 Static characteristics of sandwich panel for different length between supports

L = 200 mm L = 300 mm

Failure load (N) 514 411
Failure displacement (mm) 17.7 19.3
Stiffness (N/mm) 82 61
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Total equivalent plastic strain occurred in the sandwich plates are gathered from the
finite elements analyses and illustrated in Fig. 9. As can be seen, the maximum
equivalent plastic strain is located in the foam under the punch and in the lower part of
the foam inclined at about 45° to the punch/panel contact. Notice that failure was
initiated at these locations.

Table 4 Static characteristics of sandwich panel for different foam thickness

e = 40 mm e = 60 mm

Failure load (N) 411 476
Failure displacement (mm) 19.3 22.2
Stiffness (N/mm) 61 73

Fig. 9 Equivalent plastic strain distribution

Fig. 10 Numerical results of the failure loads of the sandwich panel steel/polyurethane/steel
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Figure 10 gives a comparison between the critical loads obtained from the theo-
retical studies, concerning the two modes of damage skin wrinkling and core shearing,
and the loads obtained numerically. From this figure we observe that the maximum
error is 21% which can be explained by the simplifying assumptions used in obtaining
the theoretical failure criteria.

5 Conclusion

The purpose of this paper is to investigate the damage behavior of sandwich panel
steel/polyurethane/steel by considering the effect of the variation of several geometrical
parameters during quasi-static tests in three-point bending. Experimental tests leading
to the failure of the core of the sandwich material were carried out. The FE model was
validated by comparing the load–displacement curves of the sandwich panels between
experimental and FE analysis, the comparisons show a satisfactory agreement between
the experimental and numerical results. Also, analytical Gibson’s modified model is
considered to obtain the critical loads leading to the failure of the sandwich panels. This
allows constructing a mode map for failure modes of sandwich panels in three points
bending process.
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Abstract. Classical fracture models assume that the stress triaxiality is the key
parameter controlling the magnitude of the fracture strain. However, recent
works shown the influence of other parameters that characterize the stress state
on the prediction of fracture strains. In this work, two uncoupled fracture
models, Mae and Wierzbicki [8] and Xue and Wierzbicki [9], were analysed
using finite element models. These models define a ductile fracture locus for-
mulated in the 3D space of the stress triaxiality, Lode angle parameter and the
equivalent fracture strain. The material selected was a cast A356 aluminium
alloy for which the model parameters were previously defined. Two groups of
tests are analysed in order to provide additional information on the material
ductility. The first corresponds to plane strain tests carried out on flat plates with
different grooves. The second corresponds to uniaxial tension tests applied on
smooth and notched round bars, which were designed with different notch radii.
These specimens allow covering a wide range of stress triaxiality. The present
work extracts the evolution of the equivalent plastic strain at fracture, the stress
triaxiality and the Lode angle parameter in order to evaluate the possibility of
using either smooth and notched bars tests or smooth and notched bars tests and
grooved plates to evaluate the 3D locus for high values of stress triaxiality. In
this context, a new function is proposed to describe the equivalent plastic strain
at fracture based on the stress triaxiality and the Lode angle parameter.

Keywords: Uncoupled fracture models � 3D fracture locus � Equivalent
fracture strain � Stress triaxiality � Lode angle
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Nomenclature

E Young’s modulus
k Exponent in curvilinear Lode angle dependence function
m Damage exponent
n Strain hardening exponent
p Mean pressure
plim Limiting pressure below which no damage occurs
q Exponent in pressure dependence function
g ¼ rm=req Stress Triaxiality
�ef Equivalent fracture strain
�ef 0 Reference equivalent fracture strain
ð�ef;tÞ Effective fracture strain under uniaxial tension
�ef;s
� �

Effective fracture strain under pure shear
c Ratio of fracture strains
n; hl Third invariant of the deviatoric stress tensor, Lode angle
lp Pressure dependence function
lh Lode angle dependence function
# Poisson’s ratio
r1;2;3 Principal components of the Cauchy stress tensor
r Cauchy Stress tensor
rm Mean stress
req; �r Equivalent stress
J3 ¼ s1s2s3 Is the third stress invariant
D Damage accumulation
y0; k and n Swift law hardening parameters.

1 Introduction

Although it has been extensively studied, the prediction of ductile fracture of metallic
materials still presents considerable challenges when resorting to numerical tools to
analyse the mechanical behaviour of structural components under various loading
conditions. The models proposed in literature for ductile fracture prediction, can be
divided in two groups: micromechanical models and continuum damage models. The
first relies on the mathematical description of the mechanisms of void nucleation,
growth and coalescence. The second group is based on the definition of a damage
variable, which acts as a softening mechanism. This type of models can also include
phenomenological laws, which can be implemented using a coupled or an uncoupled
approach. The Johnson and Cook’s uncoupled model [1] integrated the effect of stress
triaxiality, strain rate, and temperature [2]. Bao and co-worker [3, 4] designed and
performed tests on several type of specimens to calibrate the fracture locus in a wide
range of stress triaxiality. They showed that the fracture strain does not have to be a
monotonically decreasing function of the stress triaxiality [5]. Xue and co-workers [6]
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introduced the Lode angle parameter in the definition of the 3D fracture locus. This
model is similar to the one proposed by Wilkins [7] in the sense that the fracture locus
is constructed in the 3D space, which defines an equivalent strain to fracture, based on
the stress triaxiality and the third invariant of the deviatoric stress tensor.

In this work, the grooved plane strain plates specimens with different notches and
tensile tests on smooth and notched round bars will be examined using two uncoupled
phenomological fracture models: Mae and Wierzbicki [8] and Xue and Wierzbicki [9].

2 Ductile Fracture Models

A number of ductile fracture models have been proposed to predict failure. In this
work, two phenomenological uncoupled models are presented and discussed. They take
into account different material parameters to assess the effective fracture strain, for
various loading conditions. The mean pressure, the equivalent stress and the stress
triaxiality are expressed by the following equations, since the material is assumed to
have isotropic plastic behaviour, described by the von Mises yield criterion:

p ¼ �rm ¼ � 1
3
trðrÞ ¼ � 1

3
ðr1 þ r2 þ r3Þ ð1Þ

�r ¼ req ¼
ffiffiffi
1
2

r ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

½ðr1 � r2Þ2 þðr2 � r3Þ2 þðr3 � r1Þ2�
q

ð2Þ

g ¼ � p
req

¼ rm
req

ð3Þ

2.1 Mae and Wierzbicki [8]

Mae and Wierzbicki [8] indicated that the ductile fracture locus consists of three
branches in the whole range of the stress triaxiality, which define the equivalent strain
to fracture (ef ) as follows:

ef ¼ D1
1þ 3g ; � 1

3 � g� 0
ef ¼ ef ;t þðef ;t � ef ;sÞð3g� 1Þ; 0� g� 1

3
ef ¼ D2eD3g þD4; g� 1

3

8
<

:

9
=

;
ð4Þ

Table 1 Material parameters for ductile fracture characterization of the cast Aluminum Alloy
for the model of Mae and Wierzbicki [8]

D1 D2 D3 D4

0.2733 0.1417 −1.545 0.0
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where D1;D2;D3;D4 are the model parameters that must be evaluated for each
material. Table 1 presents the parameters determined for a cast aluminium alloy A356,
as shown in Mae and Wierzbicki [8].

2.2 Xue and Wierzbicki [9]

Xue and Wierzbicki [9] assume that two other variables play an important role in the
evaluation of the equivalent strain to fracture: the mean pressure and the Lode angle
ðhlÞ. The ductile fracture envelope assumes the following form:

ef ¼ ef0 :upðpÞ:uhðhlÞ ð5Þ

where the function up(p) adopts a logarithmic form:

upðpÞ ¼
1� q logð1� p

plim
Þ; p� plimð1� expð1qÞ

0 p� plimð1� expð1qÞ

( )

ð6Þ

and **:

uhðhlÞ ¼ cþð1� cÞð6 hlj j
p

Þk ð7Þ

where ðhl 2 ½� p
6 ;

p
6�Þ. The Lode angle is one of the several parameters that are com-

monly used to demote the azimuthal angle on an octahedral plane in the principal stress
space. It can be defined by:

hl ¼ tan�1ð 1
ffiffiffi
3

p 2r2 � r1 � r3
r1 � r3

Þ or by hl ¼ � 1
3
sin�1ð27J3

2r3
Þ ð8Þ

n ¼ 27J3
2r3

ð9Þ

The parameters ef0 ; c; plim; q; k;m need to be identified for each material. Table 2
presents the set of the parameters determined for an aluminium alloy A356.

Table 2 Material constants for ductile fracture characterization of the cast Aluminum Alloy for
the model of Xue and Wierzbicki [9]

ef0 plim q c k m

1.20 800.0 MPa 1.5 0.6 1.0 1.0
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2.3 Damage Evolution

The models previously described define the equivalent plastic strain at fracture in
function of the stress state variables used to characterize the stress state. These models
allow a direct prediction of the equivalent plastic strain at fracture, for a monotonic
stress state. However, when there are changes in the stress path it is necessary to
evaluate the impact of those changes in the predicted equivalent plastic strain at
fracture. This is commonly done using a damage parameter, D. Ductile failure occurs
when the damage parameter reaches the critical damage value of 1.0. The evolution of
damage is defined by [9]:

D ¼
Z ec

0
f ð�ep;�ef Þd�ep ¼ 1 ð10Þ

where ec is the equivalent strain at fracture.
For the case of Mae and Wierzbicki [8] model, the damage evolution can be

represented by Eq. (11).

D ¼
Zep

0

1
�ef
d�ep ð11Þ

For Xue and Wierzbicki [9] model, the damage accumulation is expressed in terms
of the ratio between the current plastic strain and the equivalent strain to fracture. The
damage plasticity model can be represented by the following expressions [9],

D
: ¼ mð�ep

�ef
Þm�1 �ep

�ef
ð12Þ

In this work, the exponent value of damage m is equal to one, i.e. the damage rule
corresponds to a linear damage function.

3 Numerical Simulations

Based on the literature review, geometries of standardized and non-standardized test
specimens were identified, as shown in Fig. 1. The numerical simulations were per-
formed with the DD3IMPsolver [10, 11]. The commercial software GiD was used as
pre and post-processor. Thus, after building the CAD models of the specimens (see
Fig. 1), a three-dimensional finite element mesh was built in GID, using eight-node
solid finite elements. A selective reduced integration (SRI) technique is employed, with
eight and a single GP for the deviatoric and hydrostatic parts of the velocity field
gradient, respectively.
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The numerical simulations were performed considering the two fracture uncoupled
models using the cast aluminium alloy. The Swift law (isotropic hardening) is adopted:

Y ¼ kðe0 þ�eÞn ð13Þ

Y represents the yield stress and its evolution during deformation. The initial yield
stress y0 can be written as a function of k; e0 and n as follows: y0 ¼ ken0. Table 3 present
the material parameters.

3.1 Effect of Models Parameters

In this section, the prediction of ductile fracture is analysed for the two groups of
classical tests carried out:

• Flat-grooved Plate Plain Strain Specimens

Eight different ratio of t/R were considered. All specimens had a constant thickness
t = 1.2 and 2.11 mm, respectively at the groove, but the radii of the grooves are equal
to 1.6, 4, 8 and 12.7 mm, respectively. The loading condition is simple tension. The
notation adopted for these tests is “Tx Rymm”, were x is the thickness of the plate and
y is the groove radius.

Fig. 1 A sketch of flat-grooved plane strain specimens (left), and smooth and notched round
bars specimens [12]

Table 3 Material properties used in the numerical simulation [13]

Material parameters

Swift law + Linear
kinematic hardening

Isotropic
elastic
behaviour

y0 k n # E

200.167 556.06 0.2010 0.33 86 GPa
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• Smooth and Notched Round Bars Specimens

Four values of a/R were assigned to specimens a/R = 0 (smooth round bars), a/R = 1/2,
1 and 2/3 (notched round bars). The notation adopted for theses tests is “R = ymm”,
were x is the radius of the notch.

Table 4 summarizes the results obtained with both models. Note that the model
proposed by Mae and Wierzbicki [8, 13] only takes the stress triaxiality into account.
On the other hand, the model proposed by Xue and Wierzbicki [9] assumes the
influence of the mean pressure and the Lode angle. The value of �ef is the one obtained
by the model, assuming a constant value for the variables that characterize the stress
state, equal to the one predicted at the onset of ductile fracture. On the other hand, �epf
corresponds to the numerically predicted equivalent plastic strain at the location where
fracture is predicted by the model. Therefore, the results shown in Table 4 highlight the
importance of the damage accumulation variable, since it is clear that there are higher
differences between both values when adopting the Xue and Wierzbicki [9] model.

Table 4 A summary of numerical results of fracture strains, stress triaxialities and Lode angle
parameters for a cast A356 aluminium alloy

Tests �epf �ef g hl

Mae and Wierzbicki [8] T1.6 R1.6 mm
T1.6 R4 mm
T1.6 R8 mm
T1.6 R12.7 mm
T2.11 R1.6 mm
T2.11 R4 mm
T2.11 R8 mm
T2.11 R12.7 mm
Smooth round bar
R = 4 mm
R = 8 mm
R = 12 mm

0.033
0.047
0.054
0.058
0.032
0.045
0.053
0.056
0.085
0.064
0.068
0.073

0.032
0.047
0.053
0.057
0.031
0.045
0.052
0.055
0.084
0.064
0.067
0.071

0.967
0.713
0.642
0.597
0.994
0.747
0.651
0.614
0.339
0.519
0.483
0.453

−0.05
−0.02
−0.02
−0.09
−0.13
−0.02
−0.04
−0.06
0.999
0.93
0.999
0.999

Xue and Wierzbicki [9] T1.6 R1.6 mm
T1.6 R4 mm
T1.6 R8 mm
T1.6 R12.7 mm
T2.11 R1.6 mm
T2.11 R4 mm
T2.11 R8 mm
T2.11 R12.7 mm
Smooth round bar
R = 4 mm
R = 8 mm
R = 12 mm

0.271
0.365
0.370
0.382
0.292
0.349
0.378
0.388
0.673
0.541
0.605
0.647

0.182
0.262
0.281
0.288
0.223
0.267
0.298
0.296
0.337
0.385
0.478
0.483

1.21
0.996
0.919
0.878
1.080
0.934
0.857
0.860
0.942
0.929
0.782
0.763

−0.01
0.09
0.04
0.02
0.005
−0.01
0.02
0.02
0.996
0.999
0.999
0.999
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Although not shown here, this is also related with the fact that the stress triaxiality
follows a more stable evolution during the deformation process than the mean pressure
and the Lode angle. Also, the mean pressure and the Lode angle evolutions are more
sensitive to the mesh descritization adopted.

The analysis of Table 4 also shows that, when considering a tensile loading, all
specimens considered present a positive value for the stress triaxiality for the point
where ductile fracture is predicted by both models. When considering the Mae and
Wierzbicki [8, 13] the flat-grooved plates present a negative value for the Lode angle,
while for the Xue and Wierzbicki [9] model, ductile fracture is predicted either for
positive or negative values of this parameter. Nevertheless, the Lode angle parameter
presents a value close to zero for the flat-grooved plates and a value close to 1.0 for the
round bars. Moreover, the Xue and Wierzbicki [9] model is predicting the occurrence
of ductile fracture for higher values of tensile displacement, i.e. equivalent plastic
strain. Note that this results from the fact that, the parameters shown in Table 2 are
recommended by the authors to be used in a coupled implementation of the model,
which is not the one adopted in the current work.

Fig. 2 Equivalent plastic strain versus stress triaxiality in the center of flat-grooved plates (a),
(b) and smooth and notched round bars (c), (d) from numerical simulations using the fracture
models: a, c Mae and Wierzbicki [8] and b, d Xue and Wierzbicki [9]
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Figure 2 shows the evolution of the equivalent plastic strain with the stress triax-
iality, obtained for the central element, with the two fracture uncoupled models. Note
that the different scale used for both models results from the fact that the Xue and
Wierzbicki [9] model always predicts the onset of ductile fracture for much higher
values of equivalent plastic strain. The use of uncoupled models always assures that the
evolution of the variables that characterize the stress state is equal. The fact that the
stress triaxiality suffers an abrupt increase for the central element denotes the onset of
necking.

Both Table 4 and Fig. 2 show the effect of stress triaxiality on the predicted fracture
strain, under a fixed Lode angle parameter. As the stress triaxiality increases, the
equivalent fracture strain and, consequently, the equivalent plastic strain at fracture
decreases, for both models. This is an important feature of ductile fracture models as
noted by many authors including Johnson-Cook [1]. In fact, theoretical analysis [14,
15] and numerous experimental studies [1, 3, 8, 13] have proved that the fracture strain
increases when the stress triaxiality increases. Moreover, since the stress triaxiality is
quite constant in the beginning of the tests (see Fig. 2), the damage accumulation
follows a linear trend, meaning that the numerically predicted equivalent plastic strain
at fracture is almost equal to the one predicted by the the Mae and Wierzbicki model
[8]. In fact, as shown in Fig. 3 the results show a good agreement with the experiments
performed by Bae and Wierzbicki [8, 16] for the high range of stress triaxiality.

3.2 3D Fracture Locus

Based on the analysis of the results, the two sets of test enable the definition of two
boundary limits, for positive values of stress triaxiality:

Fig. 3 Fracture loci of the cast Aluminum Alloy [8]
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• n ¼ 0 corresponding to plane strain, �eð0Þf

• n ¼ 1 corresponding to axial symmetry in deviatoric tension, �eðþ Þ
f

This enables the construction of a 3D fracture locus that defines the equivalent
plastic strain to fracture, based on the stress triaxiality and Lode angle parameter, such
as ðg; n; e fp Þ.

If the effect of the Lode angle parameter on the fracture locus is neglected, only one
set of tests should be considered. In this case, the expression adopted for the range of
high values of stress triaxiality is the one corresponding to the third branch of Eq. (4) of
Mae and Wierzbicki [8] model, meaning that three parameters need to be identified, D2,
D3 and D4. This emplies that a constant surface is assumed for all values of Lode angle
parameter. If both sets of tests is considered the effect of the Lode angle parameter is
also included. However, based on the analysis of the results, the mean pressure is a
variable that with the deformation and is quite sensitive to the mesh discretization
adopted. Therefore, a new function is adopted to describe the 3D fracture locus for high
values of stress triaxiality, as follows [17]:

�ef ¼ D1e
D2 g � ðD1e

D2 g � D3e
D4 gÞ ð1� nj j1nÞn ð14Þ

In these case five parameters need to be identified, D1, D2, D3 and D4 and n.
An objective function is chosen in order to minimize the average error between the

equivalent plastic strain predicted by the model and the one of each test, as follows:

Min
ðD1;D2;D3;D4Þ

ðErrorÞ ¼ Min
ðD1;D2;D3;D4Þ

XN

i¼1

�ef ; iNum � �ef ;i Calc
�
�

�
� ð15Þ

where test i listed in Table 4 and N is the total number of tests, �ef ;i Num;�ef ;i Calc refer to
the numerical determined fracture strain and the calculated fracture strain, respectivelty.

Figure 4 shows the 3D fracture locus calibrated using the numerical results
obtained with Mae and Wierzbicki [8] model and assuming no influence of the Lode
angle parameter. The values obtained for the model parameters are also shown in the
Fig. 4. The comparison of the values obtained with the ones used in the numerical
simulations (see Table 2) confirms that the optimization procedure recovers the pro-
posed values. This validates the proposed procedure based on the results shown in
Fig. 3. Figure 5 shows the 3D fracture locus presented in Eq. (14), calibrated using the
numerical results obtained with Xue and Wierzbicki [9] model. The set of parameters
obtained was the following: D1 ¼ 1:9286;D2 ¼ 1:795;D3 ¼ 0:9664;D4 ¼ 1:366;
n ¼ 0:2. Moreover, Fig. 5 shows the results for the two boundary limits.

The models previously described define the equivalent plastic strain at fracture in
function of the stress state variables used to characterize the stress state. Figures 4 and
5 show a comparison of the 3D surfaces obtained with each model. These surfaces
allow a direct prediction of the equivalent plastic strain at fracture, for a monotonic
stress state. The calibrated 3D fracture locus can give us a visualized overall view of the
models. The shape of the 3D fracture locus predicted by Eqs. (4) and (14) are clearly
different. In the case of Eq. (4), for c ¼ 1, (c is the ratio of Lode angle function for
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hl ¼ 0 and hl ¼ �p=6) the predicted fracture locus flattens out and for 0 � c � 1, the
shape is a concave, similar to that shown in the Xue and Wierzbicki [8, 9, 14], model.
Thus, the shape of the 3D fracture locus is sensitive to the Lode angle parameter.

Both models are based on an uncoupled phenomenological approach between
fracture and the variables that characterize the stress state; the stress triaxiality, the
Lode angle parameter. Therefore, the evolution of the stress and strain distributions is
only dictated by the plasticity model adopted and is the same whatever the fracture

Fig. 5 The 3D Fracture locus of the cast Aluminum Alloy, Xue and Wierzbicki [9]

Fig. 4 The 3D Fracture locus of the cast Aluminum Alloy, Mae and Wierzbicki [8]
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model adopted. This means that fracture strain is predicted for different displacement
has a direct result of the fracture locus adopted to analyze the results. Figure 6 indicated
that the model adopted, for the tensile test on smooth round bar, has no influence on the
stress-strain distribution.

4 Conclusion

In this work two uncoupled models: Mae and Wierzbicki [8] and Xue and Wierzbicki
[9], are sued to evaluate the occurrence of ductile fracture, considering two sets pf
experimental test. These sets are characterized by presenting a wide range of positive
values of stress triaxiality, for two values of Lode angle parameter. The results are used
to test a procedure that enables the definition of the fracture locus, ðg; n;�e fpÞ, following
the same approach used by several authors p to construct the fracture loci based on
experimental results. The results show that the use of tensile tests on round and notched
round bars and grooved plates specimens enables the identification of the fracture
locus, for positive values of stress triaxiality and Lode angle parameter.
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Abstract. Incremental sheet forming (ISF) process is a new manufacturing
process where no dedicate dies are needed, neither are specific tools. In fact, it
consists on deforming a sheet plastically in progressive way. This plastic
deformation is caused by applying a vertical force generated by hemispherical
punch piloted with a CNC machine into a thin sheet. This process has been
applied to metals and polymers. However, few researches are made in the field
of composite materials. In fact, this type of material shows higher properties
than each material if considered independently. Recently, some research works
are published, in particular those related to bimetals sheets. These findings open
a new area of scientific researches. In other hand, the application of single point
incremental forming (SPIF) on bilayers materials gain a lot of interest. In this
study, we present a finite element analysis (FEA) of SPIF applied to Titanium-
Steel bimetal sheet (Ti/St). The present work aims to predict the effect of some
parameters such as layer arrangement and step size on the forming forces
evolution and the thickness distribution of a truncated pyramid. Precisely, layer
arrangement constitutes one of the major factors influencing the material
formability and the load applied by the punch. Results show that higher forming
forces are obtained when the upper layer is steel.

Keywords: Incremental sheet forming process (ISF) � Finite element analysis �
Layer arrangement � Forming forces � Thickness distribution

1 Introduction

A metallic sheet could be formed by a variety of manufacturing process starting from
hammering to the use of complexes and high technologies. The most used methods in
industries to produce sheet metal component are stamping and deep drawing. Unfor-
tunately, they are not suitable for small batches and prototypes due to their high cost of
equipment. In the other hand, a new manufacturing process has known a great growth
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in the last decade named incremental sheet forming (ISF). It is considered as a low-cost
alternative process for deep drawing and stamping [1, 2]. It consists on forming 3D
shape by applying a progressive and local plastic deformation. The tool moves on a
predefined path into a thin sheet, which reminded fixed along the process. In fact, a
hemispherical punch piloted by a numerical commanded milling machine generates a
local force able to create a standing deformation. By getting into the sheet at each
increment along z-axis, we create the final shape of the piece. Besides the low cost, this
manufacturing process has a great formability and high flexibility. It is also able to
produce complex shapes. Those benefits attract research’s attention. Nowadays,
incremental forming process knows a great development. Many studies are conducted
in order to better understand this new forming technique carried out on a one metal
sheet. However, few efforts are made to investigate the forming behavior of compos-
ites. Recently, bimetal sheet attracts researcher’s attention. Those layered materials
offer many advantages. In fact, this type of composite shows higher properties than
each material if considered independently. By way of illustration, they combine higher
strength with low density. In addition, they demonstrate two different behaviors confer
by each side. Layered materials are made of dissimilar layer linked to each other by
different method such as explosive welding [3]. Bimetallic material constituted with
titanium and steel aims to enhance the mechanical property and reduce cost of
equipment made entirely from titanium. Lately, studying the forming behavior of
bilayer material in the ISF gains a lot of interest. Ashouri and Shahrajabian [4]
examined the formability of bilayer hybrid brass/steel sheets experimentally through
single point incremental forming. They compared the deformation behavior of two
modes of arrangement brass/steel and steel/brass. They studied the effect of punch
diameter, feed rate and vertical increment on strain, fracture angle and fracture height.
Zahedi et al. [5] compared the SPIF process of bilayer sheet aluminum/steel numeri-
cally and experimentally. Honarpisheh and Alinaghian [6] carried out an experimental
approach and a numerical study on SPIF process of aluminum/copper bimetallic sheet
in order to elucidate the influence of process parameters on the forming force,
dimensional accuracy and thickness variations. In the same context of composite
forming technologies, Sakhtemanian et al. [7] realized a finite element analysis and
experimental study of steel/titanium bilayer sheet in incremental sheet forming process
of a truncated pyramid of 10 mm height. They explained the effect of layer arrange-
ment and step size on the forming forces, as well as the effect of step increment on
microstructure properties. In the present paper, a finite element simulation of
steel/titanium bimetallic composite during single point incremental forming is pre-
sented. The aim of this work is to analyze the effect of SPIF process parameters such as
the layer arrangement and the step size on the forming force and the thickness
distribution.

2 Finite Element Analysis

In the current study, the commercial ABAQUS/Explicit software is used to simulate the
deforming behavior of steel/titanium composite during single point incremental
forming process. Two modes of layers arrangement were exanimated. The first mode is
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(St/Ti) referred to Steel-Titanium, where the steel layer is in contact with the tool. The
second mode is (Ti/St) referred to Titanium-Steel.

2.1 Sheet Materials and Pyramid Geometry

In this study, we aim to investigate the behavior of titanium (grade 2) and low carbon
steel bimetal composite sheet. The initial blank sizes of each material are
(200 � 200 � 1) mm. The mechanical properties of each metal are given in Table 1.

Table 2 summarizes the process parameters and the geometry specifications of the
formed truncated pyramid. A discontinuous path was used as a tool trajectory.

2.2 Description of the FE Model

The equipment required for incremental sheet forming is composed of a punch with a
hemispherical end, the sheet blank and the backing plate. Those parts should be modeled
in the FE simulation. In addition, the tool trajectory should be defined. Besides, all the
interactions and the boundary conditions must be integrated. We choose to simulate the
behavior of the layered composite during SPIF of a truncated pyramid. To do so,firstlywe
design the geometry with CAD software, such as a commercial 3D CAD-CAM software
CATIAV5R21. Secondly, the punch trajectory was generated and converted into a
numerical file (APT file) by using a specific postprocessor and then integrated into
ABAQUS. This file defines the control tool movement. The punch moves gradually with
an increment Dz along z-axis until it reaches the final depth and traces a series of contour
lines. In our simulation, the punch was modelled by adopting the assumption of an
analytical rigid body hypothesis, with a diameter of 10 mm. A node is designed as a
reference point. Themovement of the tool is described by time series (t, x), (t, y) and (t, z).
Those time series constitute the boundary conditions for the punch. It is a fundamental
step to define all the boundary conditions applied also to the sheet and the fixture. Those
conditions reflect the experimental procedure and the real set up conditions. In order to

Table 1 Mechanical properties of titanium and low carbon steel [7]

Material Titanium (CP-Ti) Low carbon steel (St-12)

Density (kg m−3) q = 4510 q = 7800
Young’s modulus (GPa) E = 163 E = 208
Poison’s ratio m = 0.3 m = 0.29
Yield stress (MPa) ry = 350 ry = 232
Ultimate tensile strength (MPa) UTS = 460 UTS = 400

Table 2 Process parameters and geometry specifications of a truncated pyramid

Process parameters Values Geometrical parameters Values

Initial thickness (mm) 2 Wall angle (°) 45
Punch diameter (mm) 10 Major base (mm) 108 � 108
Vertical step (mm) 0.25, 0.5, 0.75 Height (mm) 25
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model the clamping effect of the backing plate, an encastre constraint is used as a
boundary conditions applied to the outer edges of the sheet.Moreover, the backing plate is
alsomodeled as an analytical body.An encastre constraint is used as a boundary condition
applied on its reference point. For a coherent modeling, we should also define the
interaction between the tool and the sheet, and the interaction between the fixture and the
sheet. To simulate the friction between the tool and the composite sheet, a surface-to-
surface contact model is adjusted with a penalty method and a predefined friction’s
coefficient. A surface-to-surface contactmodelwith a hard contactmethod is associated to
the interaction between the bilayer sheet and the fixture. The bimetallic composite sheet
has a small thickness compared to its width and length. Hence, to mesh the part, a S4R
shell elements was selected. To affect the material property, a composite layup option is
utilized. Consequently, the sheet is subdivided into two plies steel and titanium. Figure 1
illustrates the boundary conditions and the finite element meshing configuration.

The simulation aims to predict the forming forces provided by the punch during the
single point incremental forming. Two modes of layer arrangement are investigated:
steel/titanium indexed (St/Ti) and titanium/steel (Ti/St), as shown in the following
Fig. 2. The upper layer is the layer in contact with the tool. In another words, if we
consider the St/Ti mode, the layer in contact with the tool is the steel.

3 Results and Discussion

3.1 Validation of the FE Model

Figure 3 presents the evolution of the forming force in x, y and z directions according
to the following conditions: (St/Ti) mode, a programmed internal depth of the pyramid
truncated at 10 mm, 45° wall angle and a vertical step size equal to 0.3 mm. Those
forces were measured experimentally and they are taken from literature [7].

Fig. 1 The finite element-meshing configuration of the initial blank and boundary conditions

Fig. 2 Layers’s arrangement: St/Ti and Ti/St
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The forming forces obtained by numerical approach using our FE model are rep-
resented by Fig. 4. A comparison between the simulation results and the experimental
data shows a good agreement. Thus, further numerical predictions could be established
using this FE model.

3.2 Influence of Layers’ Arrangement and Different Vertical Steps Down
on the Variations of Forming Force Versus Time Diagram

In this part of study, we aim to investigate the effects of layer arrangement in the
bimetallic composite and the step size variation on how the mechanical resistance of
Titanium-Steel bimetal sheet (Ti/St) properties during single point incremental forming
process changed. The effect of layer positioning and vertical steps down on the forming
forces evolution were examined in Fig. 5. The curves presented in Fig. 5a, b, c show

Fig. 3 Evolution of three forming forces components (Fx, Fy and Fz) experimentally measured
and exerted on the sheet metal for (Ti/St) mode and Dz = 0.3 mm [7]
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Fig. 4 Numerical prediction of the forming forces diagram in case of (Ti/St) mode of layers
arrangement and an incremental step size Dz = 0.3 mm
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the evolution of the resultant forces versus time corresponding to the two types of layer
arrangements, and for parts formed by using 0.25, 0.5 and 0.75 mm vertical size of tool
displacement, respectively. The various curves in the three graphs make it possible to
deduce two observations. The first is related to the mechanical resistance of the part
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Fig. 5 Effect of layer arrangement on the forming force for different step size: a Dz = 0.25 mm,
b Dz = 0.5 mm and c Dz = 0.75 mm
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where the resultant of the forces increases considerably with the increase in the vertical
increment step size as can be seen in Fig. 5. The second observation concerns the
comparison between the simulation results of the predicted total forces. Similar trends
in the evolution of force curves when the step size value was varied can be observed for
various arrangement of layers. As it is shown in Fig. 5, higher forming forces are
obtained when the low carbon steel is in contact with the punch. In fact, (St/Ti) mode
shows higher force than the (Ti/St) mode for all different vertical increment during
SPIF process of the bilayer composite.

3.3 The Effect of Vertical Pitch Size on the Peak Magnitude
of the Forming Loads Acting on the Punch

Figure 6 illustrates the influence of vertical step on the maximum forming force of
bimetallic composite for the (St/Ti) and (Ti/St) mode. As it has been observed from the
following figure, an increase in the vertical pitch size has a substantial impact on the
magnitude of the force required for successful operation in the forming. It can also be
concluded that the numerical simulation results show that an increase in the vertical step
also causes a considerable increase in the maximum value of the resultant forming force,
and this could be clearly observed for a mode of layers’ arrangement of type (St/Ti).

3.4 Effect of the Vertical Step Down on the Thickness Distribution

In this section, we aim to investigate the effect of vertical increment step size Dz on the
thickness distribution of final product for both cases of layer sequence. In Fig. 7 are
pictured the 3D iso-values of the final thickness for various step size values and
different contacted layer. Results show that by increasing the vertical pitch, the forming
force increases and the thickness distribution is more uniform, which means that a
thicker SPIF part can be achieved. As shown in Fig. 7, the maximum thinning is
achieved when the top layer is the low carbon steel and for both cases of the step size
Dz = 0.5 mm and Dz = 0.75 mm.
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4 Conclusion

In the current investigation, the influence of step size and the effect of layer arrange-
ment of a bimetallic composite sheet on the forming force and the thickness distribution
were studied. Firstly, numerical results were confronted to experimental one for the
following parameters: step size equal to 0.3 mm, Ti/St mode and a programmed inner
drawing depth of 10 mm. This comparison shows a good agreement, both by numerical
and experimental approaches. Then, some process parameters were changed in order to
understand their effect on the forming force and the thickness distribution during the
SPIF process. The following conclusions are confirmed through this study.

Fig. 7 Iso-values of the final sheet thickness distribution obtained by FEM for various step size:
a1 Dz = 0.25 mm (Ti-St), a2 Dz = 0.25 mm (St-Ti), b1 Dz = 0.5 mm (Ti-St), b2 Dz = 0.5 mm
(St-Ti), and c1 Dz = 0.75 mm (Ti-St) and c2 Dz = 0.75 mm (St-Ti)
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The layer arrangement has an important consequence on thickness distribution. The
high values of sheet thinning are obtained for the St/Ti mode. It was also demonstrated
through this study, that the layer positioning has an important role on the punch loads
evolution. For different step size, a comparison of the tool forces variation shows that
higher forming forces are achieved in the case of St/Ti mode. In another words, the
higher forming efforts are obtained while steel layer is in contact with the tool.

The increment size along z-axis affects in a more or less important way the thickness
distribution. In fact, an increase on the thinning behavior was observed by increasing the
step size. More precisely, an increase on the vertical step size induces a decrease of the
thickness. By increasing the vertical step size, the forming force also increases in both
arrangements. In addition, the thickness distribution will be more and more uniform.
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Abstract. The purpose of the present work is to investigate experimentally the
mechanical fatigue behavior of unidirectional flax and carbon fiber reinforced
composites. Static and fatigue bending tests were realized on laminates made of
flax and carbon fibers impregnated with an epoxy resin. Displacement-
controlled bending fatigue tests were conducted on standard specimens with a
mean displacement of 50% of the ultimate failure displacement. Specimens were
subjected to an applied displacement level of 70% until 104 cycles. A compar-
ison of the fatigue properties of the flax and carbon fiber composites was made.
The stiffness degradation curves show that carbon composites have higher
resistance than flax composites. Hysteresis cycles, dissipated energy and loss
factor evolution were measured and discussed. The results obtained show that
the flax fiber composites have a damping property higher than the carbon fiber
reinforced composites under fatigue bending tests.

Keywords: Flax fiber � Carbon fiber � Static behavior � Bending fatigue
behavior

1 Introduction

Composite materials reinforced with conventional fibers, particularly with carbon, are
knowing a continuous development in all industrial fields such as marine, aeronautics,
sports, etc. Nowadays, researchers have become interested in the use of bio-based
composites. Composites reinforced with natural fibers are ecological, biodegradable,
their availability is unlimited and they have a relatively interesting specific property.
Therefore, plant fibers can be an alternative to synthetic ones [1]. Flax fiber reinforced
composites are the most interesting vegetal-based composites that have been studied.
Their mechanical characteristics are the subject of the work of [2, 3]. In addition to the
mechanical properties, dynamic properties have become an important factor for high
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performance applications. [4] studied the mechanical and dynamic properties of glass,
flax and carbon fiber composites. They found that flax fiber composites have higher
performance for damping behavior, but poor mechanical properties compared to carbon
fiber composites. Furthermore, these studies are not sufficient because of the use of
plant fiber reinforced composite materials in high performance and structural appli-
cations requires further information on their dynamic properties such as fatigue
behavior as well as damping. Indeed, the problem of the dissipated energy is an
interesting factor in the mechanical design of structures. Sufficient damping is needed
to reduce vibration of structures and avoid fracture fatigue.

This paper presents an experimental study to investigate the mechanical behavior of
flax fiber reinforced epoxy (FFRE) and carbon fiber reinforced epoxy (CFRE).
The FFRE and CFRE specimens were subjected to static and fatigue loading under
three-point bending tests. The static bending tests were carried in order to determine the
ultimate parameters. The cyclic fatigue tests were carried out to analyze the damage
and to quantify the stiffness degradation. Hysteresis loop was used to evaluate the
energy dissipation and the loss factor for the two types of laminates.

2 Experimental Procedures

2.1 Materials

FFRE and CFRE specimens are made of unidirectional flax tape fiber and unidirec-
tional carbon fiber fabric, with areal weights of 200 and 300 g/m2, respectively. These
materials are supported in a SR 1500 epoxy resin mixed with 33% of an SD 2505
hardener. The two types of materials are unidirectional specimens with 0° fiber
directions and consist of 12 layers. The flax fibers were dried in an oven for one hour at
110 °C before manufactoring. The composite plates were manufactured using a vac-
uum molding process by the so-called “bag” technique. They were cured under a
pressure of 0.5 bar and at room temperature (20 °C) for 7 h. The plates obtained are
exposed to room temperature for at least two days to ensure complete polymerization of
the resin. Rectangular test specimens having a length of 120 mm and a width of 15 mm
were cut using a high-speed diamond band saw. No lubricating fluid was used when
cutting specimens to avoid moisture absorption.

2.2 Bending Tests

In order to determine the ultimate failure displacement, static three-point bending tests
were performed on the two types of specimens (Fig. 1). Five replicates have been
tested in each sample. The span lengths l (distance between supports) was chosen so as
to keep the same ratio (l/h) between the flax laminates and the carbon laminates. The
dimensions used for the test specimens are presented in Table 1. The experimental
three-point bending tests were carried out on a standard INSTRON hydraulic machine
connected to a dedicated computer for control and data acquisition. The tests were
performed at room temperature according to the ASTM D790-86 standard with a test
speed of 2 mm/min.
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Bending fatigue tests, under displacement control have been conducted on FFRE
and CFRE specimens with identical testing conditions to the static tests. The waveform
of the signal is sinusoidal (Fig. 2) with a constant frequency rate of 5 Hz. The fatigue
tests were conducted with a constant mean displacement dmean equal to 50% of the
ultimate failure displacement drup and an applied displacement level rd (rd = dmax/drup)
equal to 70% where dmax the maximum applied displacement. During these tests,
displacement and load were recorded up to 10000 cycles.

3 Results and Discussion

3.1 Static Results

Static three-point bending tests were carried on unidirectional FFRE and CFRE
specimens to investigate the mechanical behavior such as stiffness, ultimate failure
stress, ultimate failure displacement and flexural modulus. The stress-deflection curves
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Fig. 1 Three-point bending test
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Fig. 2 Sinusoidal loading for fatigue testing

Table 1 Dimensions of FFRE and CFRE specimens

Laminates Total length L (mm) Width b (mm) Thickness h (mm) Span length l (mm)

FFRE 120 15 6.0 100
CFRE 120 15 3.3 55
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for FFRE and CFRE specimens are given in Fig. 3. These curves allow us to distin-
guish different behavior. For CFRE specimens, the curve shows a linear behavior up to
final fracture of test specimens which is of brittle type. However, in the case of FFRE
specimens, the curve presents a linear part followed by a nonlinear one until the
maximum stress. This behavior is due to the significant contribution of the flax fibers.
The flexural characteristics of the composites are reported in Table 2.

3.2 Fatigue Results

The stiffness loss under displacement control constitutes one of the most used methods
to follow the evolution of the damage by fatigue of composites [5]. During these tests,
the maximum stress rmax was recorded according to the number of cycles N, for the
applied displacement level rd = 70% (Fig. 4). For each laminate (FFRE or CFRE), it is
observed that the maximum stress decreases slowly with the cycles number.

Figure 5 presents the decrease in the maximum stress rmax/r0max according to the
number of cycles using a logarithmic scale, where r0max is the value of the maximum
stress at the first cycle. The results obtained for the two types of laminates were
reported in the same plot. For each laminate, the stiffness loss of the specimen can be
observed in two phases:

• In the first time, a rapid decrease of the ratio rmax/r0max appear since the first few
cycles. This effect can be associated to the initiation of damage and multiplication
of cracks in matrix or fibers.
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Fig. 3 Quasi-static responses in bending loading for carbon laminates and flax laminates

Table 2 Flexural characteristics for FFRE and CFRE composites

Stiffness
(N mm−1)

Failure stress
(MPa)

Failure displacement
(mm)

Flexural modulus
(GPa)

FFRE 170 170 7.6 13
CFRE 1100 750 1.75 85
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• In the second phase, a progressive stress reduction. This phase presents the stable
propagation of damage and cracks during test until 10000 cycles.

Finally, at 10000 cycles, the decrease is about 5% for the carbon laminates, while it
is about 30% for the flax fiber laminates. This result showed that the FFRE laminates
have a strength lower than that of CFRE laminates.

For each cycle, 200 experimental points were recorded during these tests. The
hysteresis loops are obtained from the load vs displacement curves. The evolution of
the hysteresis loops is shown in Fig. 6 at given cycles: 10, 100, 1000, 5000 and 10000
cycles. The hysteresis loops in these figures are translated along the displacement axis
to better clarify the figure. For each specimen, it can be seen that the area under the
hysteresis loops and the peak of the load decrease with the increase of the cycles
number. This decrease is due to the rigidity loss, which is governed by the damage
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development in the specimens. For the carbon laminates, the area in the hysteresis
loops is small as compared to the flax laminates. Also, we clearly observe that the
maximum load loop is high for the CFRE in comparison with the FFRE. This differ-
ence can be explicated by the intrinsic behavior of the flax fiber.

The evaluation of the dissipated energy in one cycle in the material can be a useful
mean to know about the material. Two types of energy could be reported from the
hysteresis loop. The area inside the hysteresis curves represents the dissipated energy
Ed and the area under the top of the hysteresis curves represents the maximum potential
energy Ep [6] Fig. 7. For each cycle, the dissipated Ed and potential Ep energies are
given by a simple trapezoidal summation as follows:

Ed ¼ 1
2

Xn
i¼1

ðdiþ 1 � diÞ f ðdiþ 1Þþ f ðdiÞ½ � � gðdiþ 1Þþ gðdiÞ½ �f g: ð1Þ

Ep ¼ 1
2

Xn
i¼1

ðdiþ 1 � diÞ f ðdiþ 1Þþ f ðdiÞ½ �: ð2Þ
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The dissipated energy as a function of cycles number for the FFRE and CFRE are
presented in Fig. 8. For each laminate, the dissipated energy decreases with the
increase of the number of cycles. This decrease is shown in two phases: First part with
rapid decrease in first cycles and second one with very slow decrease. Also, it is clearly
observed that the flax laminates dissipated more energy that the carbon laminates. In
fact, in the first phase the difference is about 130 m.J but at final cycle the difference is
about 75 m.J.

To evaluate the damping (the loss factor) of the studied laminates, the dissipated
energy per cycle is compared to the maximum potential energy:

g ¼ Ed

2pEp
: ð3Þ
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Figure 9 presents the evolution of the loss factor versus the number of cycles for the
flax fiber laminates and the carbon fiber laminates. The loss factors decrease at first
cycles and after that it becomes constant for the FFRE and CFRE specimens. For the flax
laminates, the loss factor increases after stabilization and this behavior is due to the
increase of the amount of damage and confirmed by the high loss of rigidity in com-
parison with the carbon fiber laminates. In addition, the FFRE specimens present a high
value of loss factor in range of 2–2.5% comparing with the CFRE which is around 0.1%.
Thus, the flax fiber laminates present a good damping behavior under fatigue tests.

4 Conclusion

Experimental investigations of the fatigue behavior were conducted on carbon fiber
laminates CFRE and flax fiber laminates FFRE. Specimens were subjected to static and
fatigue bending tests with displacement control. At first, the properties at failure of the
studied specimens were determined from the static bending tests. The stiffness evo-
lution, the hysteresis loops, the energy dissipation and the loss factor were studied for
specimens subjected to 3-point bending fatigue tests. The damage propagation was
studied using the stiffness degradation method and the evolution of the loss factor. The
results obtained prove that the flax fiber reinforced epoxy present a good damping
behavior than that of carbon fiber reinforced epoxy under the fatigue bending tests.
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Abstract. Auxetic structure became the center of attention in the recent years
because of their abnormal properties such as negative Poisson’s ratios. These
materials exhibited many benefits like strength, higher stiffness and energy
absorption, in comparison with conventional ones. This article presents the
mechanical characterization of a bio-based sandwich structure with an auxetic
core. The structure has been manufactured using additive manufacturing (3D
printing technology). The core and the skins are made from the same biological
material which is the polylactic acid. Thus, the sandwich structure is 100% bio
based which makes it recyclable. Different density of the auxetic structure was
studied in order to evaluate their influence on the mechanical properties of the
sandwich. Uniaxial loading was performed on the skins in order to obtain the
mechanical properties of the materials and on the core to obtain the Poisson’s
ratios. Then, the sandwiches were tested in three points bending. The flexural
and shear rigidity were measured for each beam. The results obtained showed
that the auxetic core density plays a major role on the mechanical characteristic
of the sandwich structure.

Keywords: Bending � Poisson’s ratio � Auxetic structure � Bio-based
sandwich � 3D printing

1 Introduction

Re-entrant honeycomb structures have become the center of attention because of the
benefits they offer. These materials present a negative Poisson’s ratio, higher stiffness,
strength and energy absorption capacity than their counterparts [1, 2]. Therefore,
auxetic structure are widely used in different domain such as aerospace, automotive and
numerous other applications. Thanks to the benefits stated above, these structures are
used as a core material in sandwich composites to increase their shear stiffness and their
ability to absorb energy [3]. Different experiences were developed to study the tensile
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[4] and bending [5] behaviour of these meta-materials. The complex geometry of the
architecture structure induces to developed new approaches to manufacture them.
Despite the complexity of these structures, additive manufacturing, also known as 3D
printing technologies, is considered one of the most efficient way to manufacture them.

Because of the environmental challenges we’re facing recently, bio-composite have
become the center of attention of many researches. These materials have shown
promising characteristics such as their biodegradability, recyclability and lower cost.
Bio-based composite materials present an interesting alternative to their synthetic
counterparts [6, 7].

In this context, a sandwich composite with auxetic core using a bio-based material
is manufactured using the 3D printing technique. Different auxetic density were tested.
The mechanical properties of the auxetic structure under tensile tests and of the
sandwich composite under three-point bending tests were determined. Moreover, the
effect of the auxetic density on the flexural stiffness and shear stiffness were measured.

2 Materials and Method

2.1 Materials and Manufacturing

The auxetic structure and the sandwiches beams are manufactured using the polylactic
acid (PLA) 1.75 mm in diameter provided by a NANOVIA. It is a bio-based,
biodegradable and renewable material dedicated to additive manufacturing techniques.
The 3D printing used here is the MakerBot Replicator2 Desktop (Fig. 1). It consists of
an extrusion head, filament rolls, building platform, X-Y motion mechanism, etc. The
topography was designed using a CAD software. Considering the layer-by-layer fab-
rication process of the 3D printing, the layer orientation was selected in a way that
improves the mechanical properties of the sandwich. As a consequence, the same
orientation was adopted to print all specimens.

The geometry of the auxetic structure using as a core material of the sandwiches is
given in Fig. 2. l is the original length of the inclined cell walls and h is the length of
the vertical ones. h is the initial angle between the inclined walls and the X axis. t is the

Fig. 1 The MakerBot replicator2 desktop
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cell wall thickness. The thickness of the auxetic structure is 5 mm. The width of the
specimens is set to be equal to 25 mm. It is discretized to a specific number of unit
cells. Each number of cells selected along the width gives us a unique core density.
From Fig. 2, H = 2(h + lsinh) and L = 2lcosh are the specimen length on X and Y
axes, respectively. The relative density [5] of the auxetic core is calculated by:

q
qs

¼ t=l h=lþ 2ð Þ
2 cos h h=lþ sin hð Þ ð1Þ

The dimensions of the different unit cell and the relative densities of each con-
figuration are given in Table 1.

2.2 Tensile Test

To determine the properties of the auxetic structure and the sandwich composite, it is
essential to characterize the base PLA material in advance. Dogbone coupons, in
agreement with ASTM standard D638 [8], were printed with PLA materials. Then, the
tensile tests were conducted using a standard hydraulic machine INSTRON with a load
cell of 10 kN and rate of 1 mm/min. Also, the auxetic structures were printed and tested
in order to determine their Poisson’s ratio. The tested beams have a length of 100 mm,

Fig. 2 Design of unit cell of auxetic structure

Table 1 Design parameters of the auxetic structure

Cell number in width q/qs (%) l (mm) h (mm) h (degree) t (mm)

2 cells 16.7 6.65 8.52 −20 0.6
3 cells 25.1 4.43 5.68 −20 0.6
4 cells 33.5 3.32 4.26 −20 0.6
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a width of 25 mm and a thickness of 5 mm. To avoid damaging the auxetic structure
while clamping the beams, the clamping was set on a bloc of 25 mm length printed
with beams. The displacement was measured by mean of a transversal and a longi-
tudinal extensometer. The failure modes of the different samples were analyzed
(Fig. 3).

2.3 Three-Point Bending Test

Three-point bending tests were performed on the different sandwich configurations
according to the ASTM C393 standard test methods [9], as shown in the Fig. 4. The
quasi-static load was applied at a displacement rate of 5 mm/min with 10 kN force
sensor. Three 3D printed sandwiches with different core density were considered. Tests
were performed to evaluate the flexural stiffness and the shear stiffness of the sand-
wiches. Thus, bending tests were performed on the sandwichs considering different
span length, from 100 to 240 mm, in their linear domain. Also, samples with 120 mm
in length, 25 mm in width and 7 mm in thickness (2 mm for the two skins and 5 mm
for the core) are tested until breaking. These tests make it possible to analyze the
properties at break of the sandwich structures. For each boundary condition, tests were
repeated in order to take into account the variability of the results due to the experi-
mental conditions.

Fig. 3 Set-up of the tensile test
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3 Results and Discussion

3.1 Material Properties

To evaluate the material properties, tensile tests are performed on 3D printed PLA
dogbone coupons. The experimental tensile stress versus strain curves obtained is
presented in Fig. 5. Three specimens are used to perform uniaxial tensile tests. The
averaged experimental properties of the studied material are reported in Table 2.
Different static properties are obtained (Young’s modulus, Poisson’s ratio, strain to
failure and ultimate strength). Under maximum loads, the tested material does not fail
directly. They maintain some residual strength until final failure.

Fig. 4 Set-up of the three-point bending test

Fig. 5 Engineering stress-strain curves under tensile load of 3D printed PLA dogbone coupons
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3.2 Poisson’s Ratio of the Auxetic Structure

Tensile tests were performed on the auxetic specimens for different relative density.
The Poisson’s ratio is determined in the linear-elastic deformation region. Figure 6a–c
shows the Transversal-Longitudinal Strain curves of PLA auxetic structure with dif-
ferent relative density. The Poisson’s ratio can be evaluated as:

mLT ¼ � eT
eL

ð2Þ

According to this equation, it is possible to evaluate the Poisson’s ratio of the
auxetic structure. Results are given in Table 3. These materials have exhibited the
unusual property of getting fatter when stretched. That is why values are negative.

Table 2 Experimental properties of 3D printed PLA dog-bone coupons

Average
mechanical
properties

Young’s
modulus E
(GPa)

Ultimate
strength ru

(MPa)

Yield
strain
ey

Plastic
strain at
break ep

Poisson’s
ratio m*

PLA material 3.15 51.36 0.026 0.053 0.3

Fig. 6 Transversal Strain-Longitudinal Strain curves under tensile load of PLA auxetic structure
with relative density: a 16.7%, b 25.1%, c 33.5%
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3.3 Bending Performance of Sandwiches Composites

The 3D printed sandwichs beams with different relative core density were tested under
three-point bending obtained by experimental tests with a span length of 110 mm. The
effect of the core density on the bending behavior is examined. Figure 7 presents the
load–deflection curves obtained for different core density. Results show that the
specific core density has a significant effect on the load-deflection curves. The sand-
wich composite with the higher relative core density has the higher loading forces,
stiffness and the largest bending deflection. Specimens exhibit the same behaviour.
Firstly, a linear elastic domain extends up to a deflection of about 5 mm for the
different configurations studied. Then, the beams exhibit a shorter nonlinear behaviour
until the break.

An elastic analysis was affected on the sandwichs beams with different core density
to determine the mechanical properties of the skins and core. Under three-points
bending tests, the relation that connect the applied load P to the deflection W is given
by:

Table 3 Poisson’s ratio of the auxetic structure

Configurations tests Poisson ratio mLT
Test 1 Test 2 Test 3 Average

2 cells −2.45 −2.08 −2.07 −2.2
3 cells −1.75 −1.92 −1.33 −1.66
4 cells −1.43 −1.69 −1.45 −1.52

Fig. 7 Three-point bending tests performed on sandwich beams with three different core density
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W
Pd

¼ d2

48D
þ 1

4N
ð3Þ

where d is the span length, D the flexural stiffness and N the shear stiffness of the beam.
Therefore, beams were tested in their elastic domains and the span length was

varied from 100 to 240 mm. Figure 8 presents the evolution of W/(Pd) as a function of
the square of the span length (d2). The experimental plots are then fitted by a linear
equation. According to Eq. (3), the flexural stiffness D is deduced from the slope of the
linear fitting curve and the shear stiffness N is deduced from the intercept.

Also, the flexural and shear stiffness can be calculated as:

D ¼ Ef tf h2b
2

ð4Þ

N ¼ bhGc ð5Þ

Using these equations, the Young’s modulus of the skins and the shear modulus of
the auxetic core can be calculated. Table 4 presents the flexural stiffness D, the shear
stiffness N, the Young’s modulus of the skins Ef and the shear modulus of the auxetic
core Gc for every sandwich configuration. The Young’s modulus of the skins is very
close to the Young’s modulus measured for the PLA material.

Fig. 8 Evolution of the ratio (w/pd) with respect to the span length in three-point bending under
elastic deformations
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4 Conclusion

An experimental evaluation of the quasi-static properties of a bio-based sandwich
composite with an auxetic core is presented. This structure is produced using the
additive manufacturing technique (3D printing). Three different core density out of
PLA were printed and tested under tensile tests and quasi-static three-point bending
conditions. The structural responses, Poisson’s ratio, flexural stiffness, shear stiffness,
Young’s modulus of the skins and the shear modulus of the auxetic core were cal-
culated. That’s why, different span lengths were considered in the three-point bending
tests.

It is found that the core density of the sandwich structures has a significant effect on
their failure mechanism and mechanical properties. Under tensile tests, re-entrant
honeycombs display the expected behaviour. Yet, when stretched, they exhibited the
unusual behaviour of getting fat. Moreover, under bending, sandwich with high core
density have shown an interesting shear stiffness comparing to that of a lower core
density. Considering the previous results, a numerical model can be developed and
used to validate the mechanical properties found. This model can be used also to study
the effect of the core topology and geometrical parameters of the auxetic structures.
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Abstract. The CrN/CrAlN/Cr2O3 multilayer coatings were deposited by reac-
tive magnetron sputtering DC on 90CrMoV8 stainless steel under various
oxygen flow rates. The structure and crystalline phases are characterized by the
x-ray diffractometer. Through SEM, a dense and coherent is revealed in
CrN/CrAlN/Cr2O3 multilayer coatings. The friction and wear behaviors
obtained with the ball-on-disc test show that all multilayer films exhibit a good
wear resistance, especially the one with an oxygen flow rate of 10 sccm.
Nevertheless, in sea water the film without a top layer of Cr2O3 have the lowest
coefficient of friction. This behavior is attributed to the interfacial strengthening
and the existence of the upper passivation layer Cr2O3. Adding to that, the film
obtained under an oxygen flow rate of 10 sccm show the lowest grain size and
the maximum hardness and elastic modulus could respectively, 45 and 417 GPa.

Keywords: Multilayer coatings � Microstructure � Hardness � Wear

1 Introduction

Oxide thin films coatings are widely used in different applications. They are known by
their good oxidation resistance, good corrosion resistance, good wear resistance and
good thermal properties [1, 6, 13]. However, when applied as individual coatings,
oxides films haven’t good properties.

To enhance the hardness of by developing super-lattice [8], some researchers
studied an oxide/oxide structure. Nevertheless, in some cases, hardness has not been
improved specially for Al2O3/ZrO2 super-lattice [23]. This is explained either by the
fact that the shear modulus of the two oxides is similar, or by the formation of an
amorphous phase. In fact, Chang et al. [6] deposited an electrolytic ZrO2/Al2O3 double
layer coating by varying temperature. They note that the maximum hardness is about
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7.2 GP under a temperature of 300 °C. Likewise, they observed that ZrO2/Al2O3

multilayer coating has a very good corrosion behavior with a corrosion resistance
which is 10 times higher than that of uncoated steel. Recently nitride/oxide super-lattice
with high hardness has been successfully developed. Studies have shown that these thin
films have a good hardness which can reach 45 GPa. However, these super-lattices
have relatively low deposition times. Many researchers have been made to increase the
deposition time of these super-lattices using reactive magnetron sputtering technique.
Yue et al. [25] developed VN/SiO2 multilayers with SiO2 thicknesses ranging from
0.45 to 1.70 nm. They showed that when the thickness of SiO2 is less than 1 nm,
multilayer films crystallized according to the VN matrix and the two layers exhibit
epitaxial growth. The hardness of this coating increases to 34 GPa. Li et al. [15]
developed TiAlN/SiO2 films by reactive magnetron sputtering. They found that
hardness reaches his maximum (37 GPa) when the thickness of SiO2 is about 0.6 nm.
However, the variation of the thickness of the VN layer has no effect on the mechanical
and structural properties.

Chromium oxide, Cr2O3, is an oxide which has been used as a protective coating of
cutting tools due to its outstanding wear and corrosion resistance. It’s known by its
high hardness and melting temperature, good resistance to wear and high oxidation
temperature [5]. In order to improve the properties of chromium oxides, several
researchers have studied the effect of increasing the oxygen content. Luo et al. [19]
developed chromium oxides by RF magnetron sputtering by varying oxygen flow.
They showed that as oxygen flow increases from 2.3 to 3.22 sccm, the hardness
increases rapidly from 8 to 30 GPa. Hones et al. [10] deposited Cr2O3 films by RF
magnetron sputtering. They showed that the grain size of chromium oxides increases
linearly with the deposition temperature. However, with the increase of the oxygen
level, the grain size increases initially and then remains constant for a percentage of
20% at. Similarly, they showed that the hardness significantly depends on the O2

content since it reaches a maximum value of 31 GPa for an oxygen content between 15
and 25 at.%. Nevertheless, for an O2 content of 30% at. The hardness is very low (2.5
GPa). Liu et al. [17] developed Cr2O3 films by plasma glow discharge with different
oxygen flow rates (5, 10, 15 and 20 sccm) over a chromium nitride film as a top layer.
They studied the corrosion resistance in an aqueous 3.5% NaCl solution. They
observed that the application of a thin layer of Cr2O3 on the stainless steel greatly
improves its corrosion resistance. Ho et al. [9] deposited Cr2O3 films on a CrN layer as
a top layer. The adhesion test shows the appearance of cracks which is probably due to
the improved hardness of Cr2O3. The addition of a top layer of Cr2O3 also lowered the
coefficient of friction.

In this work we present results multilayers films CrN/CrAlN/Cr2O3 were synthe-
sized through using DC magnetron sputtering technique. The effect of oxygen rate on
the properties of the top layer Cr2O3 is studied. In this study, the chemical composition,
microstructure, mechanical, and tribological properties of the multilayer coatings
CrN/CrAlN/Cr2O3 coatings were investigated.
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2 Experimental Procedures

The CrN/CrAlN/Cr2O3 multilayer coatings were deposited by DC reactive magnetron
sputtering (KENOSISTEC-KS40V).

Before deposition, substrates were in situ etched under argon plasma at −700 V for
10 min to ensure a better adhesion of the coatings. The base pressure prior to sputtering
was lower than 2.10−5 Pa and heated at 300 °C. During deposition, the working
pressure was 0.5 Pa.

For the deposition process, chromium and aluminum target with purity of 99.95%
was used. To deposited CrN and CrAlN monolayers The Cr and Al target power was
set respectively at 1500 W and 1000 W and flow rates of Ar and N2 were 68.8 and 33.3
sccm, respectively. For the Cr2O3 thin films, the Cr target power was set at 1500 W.
The flow rate of O was determined with the hysteresis experimental. After this
experimental process, the flow rate of oxygen chosen is 0, 10 and 20 sccm. A substrate
bias voltage of −500 V is applied to all coatings during deposition. Before deposited
CrN/CrAlN/Cr2O3 multilayer film, a thin layer about 120 nm Of Cr is deposited to
ensure the adhesion of the coating.

The microstructure and surface morphology of the multilayer coatings were
observed by SEM field emission (JEOL JSM 7610F). The friction coefficient is
determined by rotative ball-on-disk tests. The applied fixed load was 5 N and the
sliding speed was 3 cm/s. The counterpart used is an alumina ball (Al2O3) 6 mm of
diameter. The distance slide by the ball is about 200 m. The wear volume of different
coatings was calculated from 3D optical profilometer (VEECO, Wyko NT-1100)
profiles. The wear volume was calculated from profilometer profiles. To be more
precise, eight sections of depth in the wear track are chosen. The film surfaces
topography was analyzed by atomic force microscope (AFM) (type XE Park 70) using
the tapping mode. An area of 25 µm2 (5 � 5) was scanned. Additional analyses with
the Gwyddion software were performed to determine the RMS roughness of the
multilayer coatings. The coating hardness was determined by nanoindentation tests
using a MTS XP Nano indenter equipped with a Vickers indenter and using the
Rahmoun’s model [22]. The adhesion tests were carried out by means of a micro-
scratch tester (Scratch Tester Millennium 200) equipped with Rockwell spherical
diamond indenter. To calculate an average adhesion value, each test is repeated three
times. Figure 1 illustrates a descriptive scheme of multilayer film.

1000 nm

500 nm
250 nm

Cr2O3

CrAlN

Cr
(120nm)

CrN

Fig. 1 Scheme of the multilayer systems
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3 Results and Discussion

3.1 Microstructure and Morphology

The observation of the SEM images of the cross-section and surface morphology of the
multilayer coatings CrN/CrAlN/Cr2O3 was carried out using a high-resolution
FEG SEM. Figure 2 shows the cross-section of the multilayer films without and
with a top layer of Cr2O3.

All coatings represent a columnar and dense structure. The observations of the
images of the surface morphology of the different multilayer coatings (Fig. 1a’–c’)
show that the application of a top layer of oxide leads to a variation of the shape of the
columns. The film without a top layer of oxide present pyramid-like surface features.
The presence of nano-pores between the columns is very visible. According to the
Mahieu’s model structure zones [20], this structure corresponds to the Ic zone. By
adding an oxide layer with a small amount of O2 (10 sccm), a rounded and assembled
columnar tops appear and form a cauliflower-like structure. Always, according to the
Mahieu’s model, this structure corresponds to the zone II. This area is denser and more
homogeneous than Ic area. We notice that the number of nano-pores decreases com-
pared to the multilayer coating without top layer. By increasing the oxygen flow rate to
20 sccm, the surface is always smooth with very small columns which seem less
granular than those obtained with an oxygen flow rate of 10 sccm.

The atomic force microscopy (AFM) images surface of multilayer films are pre-
sented in Fig. 2.

x35.000 x35.000 x35.000

2,04 µm 2,19 µm 2,21 µm

100 nm 100 nm 100 nm

x50.000 x50.000 x50.000100 nm 100 nm 100 nm

(a) (b) (c)

(a’) (b’) (c’)

Fig. 2 Cross-sectional SEM image and surface morphology of multilayer films with a top layer
of Cr2O3 at oxygen rate: (a, a’) 0 sccm (b, b’) 10 sccm (c, c’) 20 sccm
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AFM images show that all multilayer films are homogeneous, dense and weakly
porous. The morphology of these coatings appears to be a set of continuous mounds.

The roughness of coatings is also shown in Fig. 3. The films with a top layer of
Cr2O3 obtained with an oxygen flow rate of 20 sccm, has the lowest roughness
(23.6 nm). Generally, the growth of Cr2O3 films is determined by the diffusion current
of Cr3+ ions and the oxygen rate adsorption. Also, with the increase in oxygen flow
rate, the O2 adsorption rate can moderate the Cr diffusion current and leads to the
formation of a denser Cr2O3 layer and more smooth [17].

3.2 Mechanical Properties

The hardness and Young modulus of the multilayers films as a function of the oxygen
flow rate are shown in Fig. 4.

RMS=27.1 nm RMS=28.4 nm RMS=23.6 nm(a) (b) (c)

Fig. 3 Three-dimensional AFM of multilayer films with a top layer of Cr2O3 deposited on
silicon substrate at oxygen rate: a 0 sccm b 10 sccm c 20 sccm
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Fig. 4 Hardness and Young’s modulus of multilayer films CrN/CrAlN/Cr2O3
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Figure 4 show that the addition of a top layer of Cr2O3 obtained with 10 sccm of
oxygen flow rate causes an increase in hardness and Young’s modulus and it reaches
values of 45 and 417 GPa. However, for the coatings without top layer the hardness is
about 43 GPa and the Young’s modulus is 402 GPa. This improvement can be
attributed to the increase in the number of interfaces between the film of Cr2O3 and the
CrN/CrAlN coating. Indeed, the interfaces are considered as barriers to dislocation
which prohibit the growth of columnar grains through the layers. Blocking dislocations
due to column-to-column discontinuity contributes to improved hardness [21]. Also,
increasing hardness may be attributed to the existing of hard oxide coating as a barrier
to plastic deformation [2]. Likewise, good hardness of the coatings with top layer is due
to the morphology of these films. In fact, the multilayer coating without top layer
presents pores, however these pores disappear in films with Cr2O3 top layer (Fig. 2)
[7]. Indeed, pores are known by their detrimental effect on hardness. Also, the strain
effect and hall-Petch strengthening can explain the increasing of the hardness [14]. By
increasing the oxygen flow rate to 20 sccm, hardness decrease to 44 GPa. Similar
results have been shown by Barshilia et al. [3]. This decrease can be attributed to the
decrease in hardness of the Cr2O3 layer. In fact, Luo et al. [18] developed Cr2O3 films
by magnetron sputtering. They varied the flow of oxygen from 2 to 2.3 sccm and
showed that the hardness of chromium oxide decreases with this increase of the oxygen
rate from 14 to 7 GPa. Barshilia et al. [4] attribute the decreasing of hardness to the
voids appears during the growing films which influence the mechanical properties.

Figure 5 shows the Lc1 and Lc2 critical loads of the CrN/CrAlN/Cr2O3 multilayers
films as a function of the oxygen flow rate.
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Fig. 5 Critical load of CrN/CrAlN/Cr2O3 multilayer coatings
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From Fig. 5 we have noticed that the addition of a top layer of oxide (Cr2O3) to the
CrN/CrAlN multilayers hasn’t any effect on the force corresponds to the development of
cracks (Lc1). For Lc2, it increases when a layer of Cr2O3 is deposited as a top layer on the
multilayer film and reaches a value of 102 N, which is a more than respectable result for
layers that should be used in mechanical applications. This improvement in adhesion is
attributed to the increase in the number of interfaces [11]. Indeed, the interfaces can
delay the propagation of cracks. In addition, the deposition of a small thickness of a
layer Cr2O3 can form a coherent interface with CrAlN films resulting in a significant
increase of adhesion. This improvement can also be due to the improvement of the
microstructure. Indeed, when comparing Fig. 2a’ with Fig. 2b’, c’, it can be shown that
there exist less pores. For the CrN/CrAlN/Cr2O3 multilayer film obtained with a flow
rate of oxygen of 20 sccm Lc2 slightly decrease. This may be due to the decrease of
hardness (Fig. 4). Indeed, many researchers have reported that the critical load increases
linearly with the hardness of coatings [12, 24] and this confirm our results.

3.3 Coefficient of Friction

Figure 6 shows the coefficient of friction (COF) of the CrN films after sliding against
Al2O3 balls (normal load of 5 N) as a function of oxygen flow rate.

From Fig. 6 we note that the addition of a layer of Cr2O3 hasn’t any influence on
the friction behavior. The coefficient of friction of the various multilayers is about 0.69.
Ho et al. [9] have shown that the deposition of a Cr2O3 layer on a CrN layer has
reduced its coefficient of friction from 0.4 to 0.26. This is not the case for our films.
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This may be due to the thinness of our oxide top layer. In addition, the friction of the
ball on the surface of the film can increase the amount of oxide due to the local increase
in temperature. This new oxide can weaken the bond strength between the top layer of
Cr2O3 and the layers below. In fact, if the oxygen atoms (O) are sufficiently incor-
porated in the upper layer, it becomes more fragile and has cracks for a critical quantity
of oxygen [16].

4 Conclusion

The main objective of the present work was to investigate the effect of a top layer of
chromium oxide (Cr2O3) in the properties the multilayer CrN/CrAlN/Cr2O3. All films
were deposited by DC reactive magnetron sputtering and the influence of the oxygen
flow rate was studied. The cross section SEM image shows that all coatings present a
columnar structure. For the surface morphology, multilayer without top layer exhibits
pyramid-like surface features. Whereas, films with a layer of Cr2O3 represent a form of
a cauliflower-like structure. Also, the application of a top layer improves mechanical
properties. In fact, by adding a layer of Cr2O3, the hardness and the adhesion increase.
For tribological properties, we noted that, the application of a top layer hasn’t any
influence. This may be attributed to the small thickness of the layer of Cr2O3.
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Abstract. This work involves discovering an experimental study in the
mechanical behavior of Glass Fiber Reinforced Cement (GRC), which is a
composite material consisting of Portland cement and chopped alkali-resistant
glass fibers. For that, a series of bending and compressive tests were carried out
on GRC specimens. In order to identify the mechanisms of damage and detect
the cracks of these structures, microscopic observations have been made using
Environmental Scanning Electron Microscope (ESEM). These observations
show that the breakdown of the matrix and fibers are the dominant damage
mode.

Keywords: Composite GRC � Bending tests � Compression tests � ESEM �
Damage mode

1 Introduction

Recently, the construction industry is oriented towards the use of the composite
material in order to solve requirements unsatisfied by using traditional materials such as
the fragility of cementitious matrices. Indeed, the reinforcement of the matrix by the
fibers prevents the microcracks to enlarge.

The reinforcement of cement by glass fiber is known as GRC composite (Glass
fiber Reinforced Cement), which is a material made of a white cement matrix in which
chopped glass fibers are randomly dispersed. It has been widely used in the con-
struction industry for non-structural elements, especially in façade panels, thanks to its
lightness, ductility and good mechanical strength compared to concrete [1].

The use of GRC in building should promote corrosion resistance, water perme-
ability, sound insulation and fire resistance.

The GRC composite is generally manufactured either by the spraying process: This
method is used for large items such as cladding panels. By this process the cement-sand
mixture and the glass fibers are simultaneously projected in a mold by a spray gun
which also ensures the cutting of fiber. The GRC composite is sprayed in thin layers
until it reaches the desired thickness, normally 10–15 mm. Or by pre-mix technic
which used to create small objects, during this process the cement and the sand are
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mixed dry, then adding the water to the mixture. This type of implementation requires
the use of short fibers (�13 mm) [2].

One of the most problems of GRC composite is the durability: the glass fibers
become brittle over time because of the alkalinity of the cement mortar. To get rid of
this problem several industrialists have developed a new type of alkali-resistant glass
fibers AR (special resistant alkali glass fibers) and mortar additives to prevent the
chemical and physical processes that lead to embrittlement of the GRC [3, 4].

In order to determine the mechanical properties of the composite GRC different
tests were carried out on samples of the composite, for example: Alejandro et Al. have
performed a series of tensile and four-bending tests on GRC specimens. Results have
shown that the GRC composite has a ductile behavior [3, 5]. Arabi has done a series of
compressive tests. The results of these tests indicate that the addition of fibers causes a
slight decrease in the mechanical properties [6].

In this study to obtain the optimized material properties and characterize the pro-
duction conditions, experimental tests were carried out to determine the mechanical
characteristics and the stress-strain diagrams under static loading.

2 Mechanical Characterizations

GRC composite specimens are produced by the spray method by Aglo Pierre company.
The composite consists of Portland cement, AR (Cem Fil) short fibers (34 mm) which
are randomly distributed, silica, sand, water and plasticizer.

2.1 Specimens Preparation

A series of tests were carried out on GRC composite specimens. For bending tests a
plate 600 � 600 mm2 of dimension and 10 mm of thickness was constructed by the
simultaneous projection of the mortar and AR fibers in a wooden mold. After 28 days
of mixing, the plate was cut into rectangular test samples of 276 � 50 � 10 mm3 of
dimensions using a guided saw. Then, the test samples are ready to undergo the
bending test. For the compression tests the mortar and fibers are sprayed in a cylindrical
PVC mold of dimensions 100 � 200 mm2.

2.2 Bending Tests

The bending tests were conducted according to ASTM C947 [7] on the prismatic test
specimens, cut from a mother plate. These tests were achieved on the LLOYD
machine, occupied with a maximum load equal to 20 KN with a speed of 3 mm min−1.
The specimen is based on two supports spaced by a distance L = 160 mm and the load
F is applied to the center of the sample until rupture, as shown in Fig. 1.
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2.3 Compression Tests

The compression tests are carried out on cylindrical specimens of D 100 L200 of
dimension according to the concrete standard BS EN 12390 [8] and manufactured by

Fig. 1 bending test set up

Specimen

Extensometer

Fig. 2 Compressive test set up
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the spraying method of spraying. These tests were implemented on a hydraulic machine
type Shimadzu with a capacity of 30 KN. To record the evolution of the plate dis-
placement and to measure the force applied on the sample, an acquisition system was
applied (see Fig. 2).

3 Results and Discussion

The Load-displacement curve presented in Fig. 3, has a first portion linear elastic until
the initiation of the first crack. Followed by another nonlinear slice showing the

beginning of the damage in the form of microcracks.
The Fig. 4 shows that GRC, after compressive test, retains its shape despite the

appearance of cracks. The stress-strain curve presented in Fig. 5 confirm that the GRC
specimens is not totally damaged after undergoing compression test. It’s clear that there
is no strain drop at the end of the test.

These two results illustrate that the GRC composite has a ductile behavior.
The values of bending and compressive strengths of GRC composite obtained after

bending and compressive tests carried out on three prismatic samples for flexure tests
and three cylindrical specimens for compression test, are presented in Table 1.

Fig. 3 Stress strain curve after bending test 0
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Fig. 4 GRC specimen after compressive test

Fig. 5 Stress strain curve of GRC composite after compressive test
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4 Observations

In order to identify the damage mechanisms of GRC composite, a microstructural
observation was done on fracture zone of GRC composite specimens after bending
tests using SEME (see Figs. 6 and 7).

These observations highlight that the most dominant damage mechanisms are the
matrix micro-cracks and fibers breakage.

Table 1 Values of breaking stress

Parameters Values (MPa)

Bending strength 10.75
12.26
11.09
Average = 11.37 ± 0.79

Compressive strength 20.66
32.74
20.53
Average = 24.64 ± 7.01

Fig. 6 Matrix microcracks
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5 Conclusion

This paper presents mechanical tests (bending and compression) carried out on pris-
matic and cylindrical specimens of GRC composite containing 2.21% glass fiber mass
fraction. It is revealed that the GRC has a ductile behavior.

The ESEM observations illustrate that the monitoring damage mechanisms are the
matrix microcracks and fibers breakage.
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Abstract. The present work aims to numerically investigate the pressure
behaviour of adhesively bonded interlocked composites tubes. To this end, a
finite element model has been investigated based on the meso-model (interface
and ply) concept. The identification of the model parameters has been carried-
out through fracture mechanical tests and cyclic tensile tests on [±45] and [±80]
specimens. The mathematical models as well as the experimental tests of both
interface and ply are presented. It has been proved through numerical outcomes
that the joined tube outer diameter is proportional to the applied pressure.

Keywords: Composite tube � Adhesive bonding � Internal pressure � Finite
element model

1 Introduction

Composites tubes are being increasingly used in tremendous industrial fields especially
for high-pressure containers owing to their good corrosion resistance and high strength-
to-weight ratio [1, 2]. Consequently, the assembly of these tubular structures became
highly required to obtain a piping system used for several industrial applications. In
fact, the adhesive bonding has been known to be a good technique for assembling
composites structures comparing to riveting or bolting assembly method [3].

In this context and with the collaboration of CTRA Company, filament wound
joined composites tubes have been manufactured for liquid storage and transportation.
In spite of the innumerable advantages of adhesively bonded tubes, their use for high
pressure applications is still restricted due to the important gaps in the joined tubes
behaviour understanding.

Several research works [4, 5] have been devoted to investigate the pressure
behaviour of single composites tubes. Others works [6, 7] have focused on the pressure
behaviour of joined composite tubes with different assembly configuration. Guoqiang
et al. [8] investigated the pressure behaviour of adhesively bonded tube using hybrid
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technique. Mertiny and Ellyin [9] focused their research on the biaxial behaviour of
joined tubes using cylindrical sleeve coupler. Vallée et al. [10] established a compar-
ison between the mechanical behaviour of bolted and bonded joint tubes.

The present work denotes an insight into a numerical investigation of the joined
interlocked composites tubes pressure behaviour. To this end, a finite element model
based on the meso-model concept has been developed in order to predict the pressure
behaviour of adhesively bonded tubes. The identification of the model parameters has
been also conducted through fracture mechanical test as well as cyclic tensile tests on
[±45] and [±80] specimens.

2 Finite Element Model

In order to predict the pressure behaviour of adhesively bonded composite tube, a finite
element model was developed. To this end, a non linear analysis based on the meso-
model concept is conducted. At the meso-scale, the composite tube is modeled as a
laminated structure (ply). The adhesive layer is considered as a two dimensional entity
using a cohesive elements (interface). The two meso-constituents ply and interface
depend on a number of parameters that are required to be identified to be introduced in
the numerical model.

2.1 Interface Model

The delamination phenomenon of the adhesively bonded composite tube along the
internal pressure test is modeled through the interface model. Indeed, the aforemen-
tioned model is used since it predicts the damage initiation and propagation in the
bonding zone. It is important to mention that the interface is modeled as a two
dimensional entity between the two tubes.

The strain energy of the interface is given by the following form

ED;interface ¼ 1
2

r33h i2�
k3

þ r33h i2�
k3ð1� d1Þ þ

r232
k2ð1� d2Þ þ

r231
k1ð1� d3Þ

" #
ð1Þ

where

k1, k2 and k3 are the interface elastic characteristics.

d1, d2 and d3 are the damage variables.

k1 ¼ 2G13

e
ð2Þ
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k2 ¼ 2G23

e
ð3Þ

k3 ¼ E3

e
ð4Þ

where

e: the interface thickness

G13;G23 et E3: the ply elastic characteristics.

The thermodynamic forces related to the damage variables is written in the fol-
lowing form

Yd1 ¼ r231
2k3ð1� d1Þ2

ð5Þ

Yd3 ¼ r33h i2
2k3ð1� d3Þ2

ð6Þ

Yd2 ¼ r232
2k2ð1� d2Þ2

ð7Þ

The interface damage evolution is written in function of the thermodynamic forces
by the following form:

Yinterface ¼ ðYd3Þa þðd1Yd1Þa þðd2Yd2Þa½ �1a ð8Þ

Yinterface ¼ sup
s� t

ðYinterfaceÞ ð9Þ

where

d1; d2 are the coupling parameters

a; n are the material parameters.

The damage evolution law is written in the following form:

WðYÞ ¼ n
1þ n

Yinterface � Y0;interface
� �
Yc;interface � Y0;interface

� �n

ð10Þ

d1 ¼ d2 ¼ d3 ¼ 1 if d\1

d1 ¼ d2 ¼ d3 ¼ WðYÞ otherwise

Model Parameters Identification of Adhesively 605



where

Y0;interface is the threshold value

Yc;interface is the crictical value.

2.2 Ply Model

The ply is modeled as an orthotropic material accommodating two damage mechanisms
namely (i) fiber/matrix debonding and (ii) matrix microcracking.

The ply strain energy is expressed in the following form

ED ¼ 1
2

r211
� �

þ
E0
1

þ u r11h i�
� �
E0
1

� 2t012r11r22
E0
1

þ r22h i2þ
E0
2ð1� d 0 Þ þ

r22h i2�
E0
2

þ r212
G0

12ð1� dÞ

" #

ð11Þ

where

d and d′: scalar damage variables.

An evolution law is defined for each damage mechanisms in the present form:

Yd ¼ @ED

@d
¼ 1

2
r212

G0
12ð1� dÞ2 ð12Þ

Yd0 ¼
@ED

@d 0 ¼ 1
2

r222
E0
2ð1� d 0 Þ ð13Þ

The ply damage evolution is then given by the following form

YðtÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
YdðtÞþ bYd0 ðtÞ

p
ð14Þ

�YðtÞ ¼ sups� tðYðtÞÞ ð15Þ

where

b represent the coupling parameter

Yd and Yd0 are the thermodynamic forces.

The ply damage development laws is written in function of the thermodynamic
forces as follow
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d ¼ Y � Y0
� �

þ
Yc

if d\1 d0 ¼ Y � Y 0
0

� �
þ

Y 0
c

if d0

d ¼ 1 otherwise d0 ¼ 1 otherwise

ð16Þ

where

Yc; Y
0
c; Y0 et Y

0
0 are thematerial characteristics

In order to consider the anelastic strain resulting from the matrix plasticity, a
damage-plasticity model is presented based on the effective stress ~r:

~r ¼

r11

r22h i
1�d0ffiffi
2

p
r12

ð1�dÞ

2
6664

3
7775 ð17Þ

The plasticity development is expressed in the following form:

f ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
~r212 þ a2~r222

q
� RðpÞ � R0 ð18Þ

where

a represent the coupling coefficient.

a2 ¼ _ep22ð1� d
0 Þ2r12

2_ep12ð1� dÞ2r22
ð19Þ

p is the accumulated plastic strain.

3 Parameters Identification

The modeling of the composite tube under internal pressure loading depends on several
parameters that are required to be identified through experimental tests.

3.1 Interface Parameters

The interface model depends on the elastic and damage parameters. Indeed, the elastic
parameters k1, k2 and k3 are drawn through the ply elastic parameters (Eqs. 2, 3 and 4).
The damage parameters GI, GII and GIII are identified from fracture mechanical tests
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(mode I, mode II and mode III) (Fig. 1). These tests were conducted on adhesively
bonded E glass/VE 411 composites plates following ASTM D5528 [11] and ASTM
D7905 [12] standards.

Table 1 summarizes the interface parameters.

3.2 Ply Parameters

Except the elastic parameters E0
1 ;E

0
2 ;E

0
3 ;G

0
1;G

0
2;G

0
3; t

0
12; t

0
13; t

0
23 the ply model depends

on the damage development laws parameters. The aforementioned parameters were
identified by means of cyclic tensile tests on [±45°] and [±80°] E glass/VE411
composites specimens. In fact, the cyclic tensile tests carried-out on [±45°] samples
allow the determination of the ply shear behaviour. Although, the tests performed on
[±80°] specimens allow the identification of the coupling parameters between the
transverse and shear behaviour.

3.2.1 [–45°] Specimens
Figure 2 illustrates the tensile load-unload curve of E glass/VE411 laminates. For each
load/unload i, these values are identified:

eei : Elastic strain; epi : Plastic strain; di: Damage variable d ¼ G0
12�G

i
12

G0
12

and Yi: Ther-

modynamic force Yi ¼ ri12
1�dið Þ

ffiffiffiffiffiffiffi
2G0

12

p .

Fig. 1 Fracture mechanical tests. With a DCB, b ENF, c ECT

Table 1 The interface model parameters

Parameters

Elastic parameters K1(MPa/mm) K2(MPa/mm) K3(MPa/mm)
Value 2400 4074 5296
Damage parameters GI GII GII a n
Value 3 6 1 0.9 0.5
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In order to determine Y0 and Yc, the shear damage curve (Fig. 3) is plotted.

3.2.2 [–80°] Specimens
As for the previous tests on [±45°] samples, cyclic tensile tests were carried-out on E
glass/VE411 [±80°] specimens to determine Y0

0 and Y0
c (cf. Figs. 4 and 5).

Referring to the damage parameters evolution d and d’, the coupling parameters b is
defined in the following form: d0 ¼ bd.

Fig. 2 Tensile load-unload curve of E glass/Vinylester [±45°] composite laminate

Fig. 3 Shear damage master curve of E glass/Vinylester 411 composite
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3.2.3 Plasticity Parameters
The threshold values (R + R0) and the accumulated plastic strain p were directly
obtained from the shear test performed on [±45°] composites specimens.

Fig. 4 Load-unload curve of E glass/Vinylester 411 [±80°] composite

Fig. 5 Transverse damage master curve of E glass/Vinylester 411 composites specimens
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RþR0 ¼ r12
ð1� dÞ

p ¼
Z ep12

0
2ð1� dÞde

The plot RþR0 ¼ f ðpÞ is witnessed in Fig. 6. In fact, this curve is described by the
following form R ¼ Kpc. The ply parameters are shown in Table 2.

Based on the meso-model concept, a finite element model of adhesively bonded
composite tube under internal pressure loading was developed using the experimental
identified parameters.

Figure 6 illustrates the pressure evolution versus radial displacement of the tube
outer diameter. The analysis of this curve denotes that the pressure increase inside the
tube leading to the outer diameter rise until reaching 1.8 mm. At this stage, the leakage
takes place. In fact, the leakage can be explained by the fact that the delamination
phenomenon takes place between the two adherends and the adhesive layer.

Table 2 The Ply model parameters

Parameters

Elastic parameters E1 (MPa) E2 = E3 (MPa) G12 = G13 (MPa) G23 (MPa) t12 = t13 t23
Value 7010 5296 1200 2037 0.28 0.3
Damage parameters Y0 (MPa) Yc (MPa) Y0

0 (MPa) Y 0
c (MPa) b

Value 0.01 3.24 0.014 1 4.4
Plasticity parameters R0 K (MPa) a c
Value 11.6 1194 0.9 0.57

Fig. 6 Numerical result of E glass/Vinulyster 411 composite tube under internal pressure
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4 Conclusion

The pressure behaviour of adhesively bonded composites tubes was numerically
investigated. The following conclusions can be drawn:

• The proposed model was based on the meso-model concept.
• The parameters of the meso-constituents ply and interface were experimentally

identified to be introduced in the developed model. In fact, the aforementioned
parameters were determined through fracture mechanical tests and cyclic tensile
tests on [±45] and [±80] specimens.

• It has been revealed that the tube outer diameter is proportional to the applied
pressure.

• The leakage formation is the result of the delamination phenomenon between the
two adherends and the adhesive layer.
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Abstract. Nitriding is an important industrial process to improve the
mechanical properties of components, especially by producing compressive
residual stresses. Gas and ion nitriding has become a popular thermo-chemical
surface treatment, which is being used to develop thermal/mechanical fatigue
and wear characteristics of steels. In this study, the gas and ion nitriding of AISI
4140 steel was carried. The micro-structure, the micro-hardness, the residual
stresses distribution and the crack resistance of the hardened steel are deter-
mined. These analysis and characterization are carried out using optical
microscopy, scanning electronic microscopy, X-ray diffraction and mechanical
measurements (micro hardness and residual stresses) of treated material. The
results are intended to contribute in defining and optimizing the adequate choice
of treatments for this type of steel in industrial conditions. The gains, expressed
in term of endurance limit, brought by these treatments are established by three-
points bending fatigue tests and discussed in relation to the residual stresses
evolution under the cyclic loading conditions. The fatigue fracture resistance is
analyzed by methods of fracture mechanisms. This reveals that the gain provided
by the gas nitriding (50%) is about 8% against 32% for the ion nitriding. This is
primarily allotted to a high level of compressive residual stresses for ionic
nitrided state compared to the gas nitrided state.

Keywords: Gas nitriding � Ion nitriding � Microstructure � Compressive
residual stresses � Fatigue life � AISI 4140 steel

1 Introduction

Majority of failures in engineering materials such as fatigue fracture, wear and cor-
rosion, are very sensitive to the structure and properties of the material surface. These
characteristics and, in particular, the magnitude of the tensile surface residual stress
were found by machining to affect significantly the fatigue life of mechanical com-
ponents that have by accelerating the initiation and the propagation of the fatigue
cracks. It is well established that the fatigue strength of mechanical components can be
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enhanced by characteristics of the material surface. On the other hand, it was found that
the near-surface compressive residual stresses usually extend the fatigue life [1–6].
Manufacturing surface having high near-surface mechanical properties (hardness,
compressive residual stresses) is one of the major challenges for increasing the lifetime
of mechanical parts. Surface mechanical treatments like shot peening, or thermo
chemical techniques like nitriding, lead to compressive residual stresses which prevent
the initiation of cracks. Nitriding is a thermo chemical process largely applied to
increase the surface hardness, fatigue life of iron-based alloys. Several surface modi-
fication techniques are already well known and established, such as ion nitriding [1–5],
gas nitriding [6–8].

Ion nitriding is one of the most studied and industrially adopted processes, which
involves the introduction of nitrogen in the structure of the material through diffusional
mechanisms. Gas nitriding has become a popular thermo-chemical surface treatment,
which is being used to develop thermal/mechanical fatigue and wear characteristics of
iron and steels. Theoretically, microstructure of the nitrided layer can be controlled by
adjusting the gas nitriding process parameters such as ammonia decomposition rate and
nitriding duration. During the nitriding treatment two zones are produced in low-alloy
steels, namely, the so-called compound layer and the diffusion zone [5, 8–10].
Therefore, characterization of the relationship between nitriding process parameters,
and microstructure and fatigue characteristics of the nitrided layers is crucial to ensure
stable service of the nitrided components under different conditions. Fatigue strength of
mechanical components can be greatly enhanced by generating compressive residual
stress, increasing the hardness and reducing the grain size.

In this study, the effect of 4 technological variants, such as untreated, ion nitriding
and gas nitriding (35 and 50%) on the fatigue limit of a low-alloy steel is investigated
Micro-structural observation, micro-hardness and XRD measurement of residual stress
were performed. Three point bending fatigue tests were conducted on nitrided speci-
mens to evaluate the endurance limit improvements at 106 cycles. The fatigue limit of
all series was experimentally determined and compared with the as-received specimens.
The mechanisms of fatigue crack initiation and propagation were investigated based on
scanning electron microscope (SEM) observations of the fatigue fracture surface of the
tested specimens.

2 Material and Experimental Procedures

The material used in this study was low alloyed steel AISI 4140, for which the
chemical composition and the mechanical properties are given in Tables 1 and 2. These
samples have been nitrided using the ionic and gas nitriding techniques. The AISI 4140
steel samples were ionic nitrided (IN State) at 520 °C for a total duration of 20 h in a
gas mixture of 20% N2 + 80% H2 at 2 mbar and gas nitriding at 525 °C for 24 h under
NH3 = 35% (GN35 State) and NH3 = 50% (GN50 State) to get nitrided layer.
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After nitriding, the samples were cross-sectioned, polished, and then etched with
Nital 4% used to examine the microstructure of the nitrided layers formed with an
optical microscope. A Study of the morphology of the surface of the layers was carried
out using a SEM. Changes in the mechanical properties of the nitrided surfaces of the
samples were characterized by micro hardness tests. The micro hardness tests were
performed on a Vickers micro hardness tester with a load of 50 g (HV0.05). The micro
hardness depth profile was determined by taking the micro hardness measurements
from the edge towards the core of the cross-sectioned samples.

The residual stresses on the nitride surface were measured by X-ray diffraction with
a SET-X residual stress diffractometer. Fatigue tests were conducted using a MTS
machine tester to investigate the effect of the harder surface layers on the fatigue crack
initiation and the fatigue strengths of specimens at room temperature. These fatigue
tests were conducted by three-points bending on notched specimens (Kt = 1.6) and
were carried out at a frequency of 15 Hz with a two stresses ratios of R1 = 0.1. The
objective of examining the effects of 4 technological variants by comparing nitrided
and non-nitrided materials, Therefore, 15 samples were used to construct S–N curves.
The fatigue-fractured surfaces were observed by SEM. The applied stress, the crack
initiation position were then analyzed.

3 Results and Discussion

3.1 Microstructural Characterization

Ion nitriding and gas nitriding techniques produced different nitride layers in the AISI
4140 steel surfaces in terms of morphology and thickness. The cross-sectional
micrographs of the 4 technological variants can be seen in Fig. 1. Two distinct layers
were formed during each of the nitriding times, where the outermost layer was the
compound or white layer, and the innermost was the diffusion layer. As observed in
previous investigations with low alloy steel [8–12], the nitrided layer composition
depends on three parameters: time, temperature, and composition of the gaseous
mixture. As can be seen, their thicknesses differ only slightly between each other. The
metallographic analysis showed that the nitriding process produced a relatively thick
nitrided layer consisting of a white layer at the top and an adjacent nitrogen diffusion

Table 1 Chemical composition of studied steel

C Mn Si S Cr P Mo Ni Fe

0.41 0.77 0.28 0.028 1.02 0.019 0.16 0.16 Bal.

Table 2 Mechanical characteristics of untreated 42CrMo4 steel

Tensile characteristics Hardness
Rp0.2 (MPa) Rm (MPa) At (%) E (GPa) HV0.1

978 1050 16.5 201 356
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layer on the 4140 steel surfaces. The white layer formed in ion nitriding had a thickness
of 5 lm, the layer produced at gas nitriding 35% showed a thickness of 10 lm, while
the layer produced at gas nitriding 50% showed a thickness between 10 and 15 µm.

3.2 Work Hardening

The micro hardness was measured along the depth on the cross section of the nitrided
samples. The hardness profiles in Fig. 2 show a strong hardening effect with the ion
and gas (35%) nitriding. This is associated with the nitrogen compositional profile
through the nitrided surface, developed as a consequence of the nitriding mechanism
[2, 5, 7, 11]. The maximum hardness value measured from the ion nitrided surface was
observed to be 1110 HV0.05, which is about 3 times as hard as the untreated material.
This dramatic increase in surface hardness was due to a fine and homogeneous coherent
chromium nitride precipitation of Cr N type [2, 5, 6]. As discussed in the literature [2,
8, 10], alloys with a high chromium content tend to exhibit a strong interaction between
the Cr and N.

The pronounced hardness gradient, in the treated samples, results from the for-
mation of iron nitrides (c′-Fe4N and e-Fe2–3N) and Cr N, characterizing a crystalline

Fig. 1 Cross-sectional views of the microstructure produced at untreated sample (a), at ion
nitriding (b), at gas nitriding (35%) (c) and at gas nitriding (50%) (d)

Influence of the Nitrided Layers Microstructure 617



structure different from the substrate. These create a higher hardness gradient between
surface and nucleus and therefore cause higher residual stresses than in samples where
the layer depths are higher. In this case, however, with the restriction of the substrate,
higher residual stresses can be created when compared with a gradual decrease in the
interstitial element quantity, such as observed in deeper layers.

3.3 Residual Stress

These structure transformations are characterized by the formation of nitrides and
carbonitrides in the compound layer, whereas the micro distortions related to nitrogen
insertion in the diffusion zone are at the principal cause of the compressive residual
stresses. These compressive stresses level decreases from the sample surface to attain
approximately 0.5 mm of depth in under layer, until very low values or tensile slightly
(Fig. 3). The analysis of this study results show the significant hardening of the dif-
fusion layer that can be charged to the precipitation supported by the chromium con-
tents. The compressive residual stresses, like the work-hardening, are controlled
primarily by the induced metallurgical transformations during the nitriding. It should be
noted that the residual stresses distribution, established during nitriding evolves during
cooling at the end of the treatment cycle [3, 5, 8, 11].

Fig. 2 Micro hardness profiles measured along depth on the cross-section
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3.4 Fatigue Behaviour

The three points bending fatigue tests results obtained from the notched specimens for
R1 = 0.1, are reported in the Wöhler diagrams. It is shown in Fig. 4 that the ion
nitriding improves the fatigue strength in the high cycle fatigue domain (HCF). The
surface work-hardened layer and compressive residual stresses increase the stress of
crack initiation and propagation, therefore, the bending-fatigue life of ion-nitrided
specimens, can be increased significantly. The endurance limits at 106 cycles, deter-
mined by the staircase method are presented in Table 3. The fatigue strength is
improved at a ratio of 32% for 42CrMo4 steel after ion nitriding.

Fig. 3 Residual stress profiles for the nitrided layers of the AISI 4140

Fig. 4 Fatigue lifetime improvements by nitriding of the AISI 4140
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It has been proved that the compressive residual stresses resulting from the ion
nitriding and gas nitriding (35%) have a favourable effect on the fatigue strength and
then improve the fatigue resistance of the nitrided layers [6, 8, 10, 12]. During work
component, the beneficial compressive residual stresses at the surface are often
imposed to a cyclic loading with positive mean stress. In this case, it has been found
that the rate of residual stress relaxation can be drastic in the early stages of fatigue
cycling. These levels are experimentally measured during fatigue tests, experimental
investigations carried out on nitriding component of 42CrMo4 steel subjected to
bending at load controlled (R1 = 0.1), show that significant relaxation of residual
stresses is observed on the compressed surface.

3.5 Fractographic Analysis of Fracture Surfaces

The high hardness and the associated high level of compressive residual stress in
nitrided layers makes it difficult to begin and to propagate cracks on the surface by
delaying this process. The observations of nitrided surface fatigue fracture with low
magnification under the SEM, enable clearly the distinction of two characteristic zones
of different fracture modes (Fig. 5): (i) Zone punt, typical to prompt propagation of the
fatigue cracks in the nitrided layer, where there are many nucleation localised, which
characteristic the stress concentration effects created by specimen notched; (ii) Zone
with relief, typical to relatively ductile propagation of the fatigue cracks.

The examinations with high magnification of the fracture zone reveal nucleation
and fatigue cracks, starting from the compound layer of the all nitrided states, in both
domains. These nucleation’s are definitely visible at the specimen surface, in the
notched zone close to the rupture, where it appears micro-fractures along the direction
perpendicular to the maximum tensile stress generated by the requests of bending
fatigue. The fatigue crack propagation occurred in the material was initially charac-
terized by a local plastic deformation, then crack propagates under cyclic loading
around the grain boundaries, which leads to the intergranular fracture. For both
specimens and in the region of final static failure, the crack propagates by transgranular
ductile fracture with dimple morphology (Fig. 6).

The results of this study show the fatigue resistance improvement by nitriding and
it appears, closely related to the fatigue crack initiation on the surface. The fatigue
cracks starts from surface independently from the loading level, as well as for the
nitrided state, which starts from the compound layer. It is observed two distinguish
fields from fatigue behaviour (LCF and HCF) of the nitrided layer compared to basic
material. It comes out from it that the fatigue behaviour indicated in the HCF region

Table 3 Endurance limits at 106 cycles for R = 0.1

State rD (MPa) Variation rate of rD (%)

Untreated 718 ± 35 –

Ion nitrided 950 ± 35 32
Gas nitrided 35% 860 ± 35 20
Gas nitrided 50% 775 ± 35 8
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increases the fatigue life, compared to that of the core material. However, in the
constant amplitude LCF region, nitriding can result in an order of magnitude decrease
in fatigue life.

This is attributed to the crack initiation site on the surface in the LCF region, and as
the case layer has a lower ductility compared to the core, the fatigue resistance is

Fig. 6 Fatigue fracture propagation of nitrided state: Brittle aspect in the diffusion zone (a) and
Ductile aspect in the basic material (b)

Fig. 5 Fracture facet showing fatigue crack nucleation sites in nitrided layers: ion nitriding (a),
gas nitriding (35%) (b) and gas nitriding (50%) (c)
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decreased. This is due to the fact that ductility plays an important role in the LCF
region [5, 8, 10, 12]. The plastic overloading relaxes at least quickly the compressive
residual stresses, produced by nitriding.

4 Conclusion

In this work, the effect of ion nitriding at 520 °C, gas nitriding (35%) and gas nitriding
(50%) techniques on the fatigue resistance of AISI 4140 steel was investigated. Various
nitriding techniques produced different nitride layers in terms of morphology and
thickness. The maximum case depth was achieved on the ionic nitrided samples at
520 °C. However, the gas nitriding 50% was not sufficient to form a hard nitride layer
on the 4140 steel surfaces. The nitride layers formed for all treatment times have
crystalline phases c′-Fe4N and e-Fe2–3N, and Cr N. The compound layer was irregular
and consequently the measurements of its thickness and phase quantities were
damaged.

The ion and gas (35%) nitriding processes significantly increased the surface
hardness. The ionic nitrided sample had the highest surface hardness with 1100
HV0.05, which is a significant increase of approximately 300% if compared to the
untreated material. For higher fatigue lives, the effect of different nitriding condition is
more significant. In this case, a higher percentage of fatigue life is related to higher
surface compressive residual stresses. For lower fatigue lives, there is also a reduction
in the difference between fatigue resistance for samples with and without treatment. By
curves inclination examination it is observed that nitriding treatment has low influence
for lower fatigue lives (higher stresses).
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Abstract. The aim of this study is to characterize the link between the cutting
conditions used while trimming a composite material glass fiber reinforced
polymer (GFRP) and the surface quality by characterizing the area roughness of
the machined surfaces. In the experimental evaluation, a central composite
design with 20 combinations was used to study cutting parameters (cutting
speed (Vc), radial engagement (ae) and tooth feed (fz)). The area roughness
parameters (Sa, Sq, Sz) were measured by a KEYENCE VHX-6000 3D pro-
filometer. Response Surface Methodology (MSR) were used to determine
mathematical models using experimental data.

Keywords: GFRP � Composite trimming � Area roughness � 3D profilometer �
Central composite design � MSR

1 Introduction

The composite materials industry is a sector that has made a great deal of progress over
many years [1, 2]. Today, the manufacturing of this material is mainly divided between
glass fiber reinforced composites (GFRP) and carbon fiber reinforced composites
(CFRP). Although they are less efficient, GFRP composites now represent 95% by
volume of the composites produced in Europe [3]. The process of obtaining a com-
posite material part involves two stages: a first stage consists of manufacturing and a
second stage called finishing. Trimming is one of the most common finishing processes
used. Obtaining sufficient quality in terms of dimensional accuracy, surface finish and
absence of residual fibers are the main difficulty in machining composites while at the
same time assuring a certain productivity: speed of production, tool costs, etc. In view
of the difficulties in obtaining finished quality workpieces, various studies are interested
in proposing evolutions of the machining finishing process in order to improve the
results [4, 5]. The combined effect of cutting parameters on surface quality or tool
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degradation in GFRP composite drilling operations has been the subject of extensive
study [6–9]. In the case of milling GFRP composites, the influence on the surface
quality of the machining direction in relation to the fiber orientation is known [10]. The
same can also be said for the influence of cutting parameters [11]. However, several
research works haven’t shown a complete and global study on the trimming of GFRP
composites combining tool choice and parameters choice and results, both in terms of
quality and productivity. The definition of behaviors, generic theoretical principles are
studied but the experiments carried out concern carbon fiber reinforced composites [12,
13]. In the present work, the roughness of the machined surface states is investigated.
Indeed, we are interested in the use of area roughness parameters to describe the quality
of the machined surface.

2 Response Surface Methodology

The principle is to model the experimental response surface. Among the many types of
plans to build response surfaces, we will use a central composite design. Indeed, this
technique has the advantage of being suitable for the sequential conduct of a study and
requiring a relatively few experiments [14]. RSM allows to evaluate not only the linear
effects but also quadratic effects as well as the effects of interaction between the
different operating variables, the model used is the quadratic model with interactions:

Y ¼ a0 þ
X
i

aiXi þ
X

bijXiXj þ
X
j

cjX
2
j ð1Þ

where a0, ai, bij and cj are the regression coefficients of the model and Xi, Xj are the
explanatory variables of the model.

3 Materials and Methods

3.1 Material

The composite material was made with Vetrotex 136 tex continuous glass fibers,
reference ZTW EC13 136 tex TD22C with a diameter of 13 lm. The matrix is initially
liquid thermoset matrix with two components: epoxy/amine system CY219 and Ren-
lam HY5160 (Huntsmann). The test pieces are made by a method of filament winding
to obtain a unidirectional composite. The equipment of the manufacturing composite
plates is shown in Fig. 1. Indeed, the fiberglass filament is wound on a parallelepiped
mold animated by a rotational movement managed by a motor whose speed is con-
trolled. The filament slides in a guiding system whose movement is controlled by the
rotation of a worm drive, and is driven by the rotation of the mold. The combination of
the rotational speed of the mold and that of the worm drive ensures the implantation of
the glass fibers on the mold in the form of parallel lines with two possible orientations:
0° and 90°. The rotation of the worm drive is reversed at each end. At each inversion,
the system is stopped manually to reassure manual impregnation with the resin.

Characterization of the Surface Roughness 625



3.2 Machine and Tool Used

The machining tests were carried out on a Charly 2U machine equipped with a spindle
turning up to 24000 tr/min, allowing feed rates up to 100 mm/s and with a maximum
spindle power of 1.1 kW. For the cutting tool (Fig. 2), our choice fell on a one-piece
SECO carbide milling cutter with a diameter d = 6 mm whose main characteristics are
shown in Table 1.

3.3 Machining Strategy

During machining the composite plate is mounted between two flanges tightened by 8
screws (Fig. 3). During the trimming operation, the machining strategy adopted is
climb milling. Indeed, the tool is driven by a translational movement with a feed rate Vf

(mm/min) and a rotation speed N (tr/min). As part of this work, all the tests were
carried out with a tool overhang Dep = 1 mm and a width of plate ap = 4 mm. The
milling cutter goes out of the spindle about 25 mm.

Fig. 1 Device for manufacturing composite plates

Fig. 2 Cutting tool

Table 1 Characteristics of the tool used

Manufacturer’s reference Teeth number Coating Specifications

840060R050Z4.0- DURA 4 DURA Double helix to avoid delamination
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4 Design of Experiments

A central composite design with 20 combinations (Fig. 4) was chosen to study the
influence of the three selected cutting parameters (cutting speed Vc, radial engagement
ae and tooth feed fz). The values of parameters were established in accordance with the
recommendations provided by the SECO cutting tool manufacturer.

The experimental design consists of 20 tests: 8 tests corresponding to the orthog-
onal plane, 6 tests for the axial points and 6 tests at the central point (0, 0, 0) to check
the repeatability. The domain of variation of the coded factors is brought back to the
interval [Min; Max] divided into 5 levels: −d, −1, 0, 1, +d which are calculated
according to the expressions given in Table 2, where: d ¼ ffiffiffi

4
p

N and N is the number of
fractional plan tests. Here N = 8, so: d ¼ ffiffiffi

4
p

8 ¼ 1:68.

Fig. 3 Trimming strategy

Fig. 4 Central composite design
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5 Analysis Method of Area Roughness

We have at our disposal a 3D KEYENCE VHX-6000 digital microscope that will allow
us to measure area roughness parameters. This microscope is essentially characterized
by: advanced lighting and focus, multiple illumination and direct depth composition.
With digital microscope, the operator can tilt the lens and camera at a maximum angle
of 90°, eliminating the need to manipulate the object by hand and thus facilitate control.
The XY stage allows a displacement range of 100 � 100 mm so observation and
image assembly are faster. For magnification we can go from 20� to 2000� with one
lens. The aim is to characterize the machined surface with area roughness parameters.
The microscope used allows us to scan the entire machined surface to calculate the
desired parameters. The scanning operation of the entire surface to do the 3D recon-
struction is only done if the lens and the camera are perpendicular. In our case we
cannot satisfy this condition because of the length of the machined samples. For this
reason, we have designed a support inclined at 60° to the vertical to measure all the
machined plates. In order to properly characterize the machined surface, we chose to
use a 1000� magnification and to average 8 evenly distributed measurement points
(Fig. 5). For each “point” we defined a square measurement zone of 250 lm of side
and recorded the values of Sa, Sq and Sz by setting the filters to the following values:
S-Filter = 2 lm, L-Filter = 0.25 mm. This strategy is based on the instructions in ISO
25178-2.

Table 2 Variation of the cutting parameters and their levels

Levels Real variables Vc (m/min) ae (mm) fz (mm/tooth)

−d (−1.68) Min 130 0.1 0.04
−1 Min þ Max

2 � 1
d Max�Min þ Max

2

� �
146 0.26 0.05

0 Min þ Max
2

170 0.5 0.06

1 Min þ Max
2 þ 1

d Max � Min þ Max
2

� �
194 0.74 0.07

+d (1.68) Max 210 0.9 0.08

(a) (b)

25 cm

Fig. 5 a Area roughness measurement instrument, b Area roughness measurement strategy
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6 Results and Discussion

The analysis of the machined surface state according to the experimental procedure
detailed above, allowed us to recover several area roughness parameters. Among these
parameters, the choice was fixed on two parameters which have a mean of measure-
ment which are Sa and Sq and a parameter which describes a maximum height which is
Sz. Indeed, these parameters are defined as follows:

Sa ¼ 1
A

ZZ
A
Zðx; yÞj jdx dy; ð2Þ

Sq ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
A

ZZ
A
Z2ðx; yÞdx dy

s
; ð3Þ

Sz ¼ max
A

Zðx; yÞþ min
A

Zðx; yÞ
����

���� ð4Þ

6.1 Results

The different results of the area roughness parameters are presented in the following
Table 3.

The recovered results show a coincidence at the level of the trend of evolution for
the Sa and Sq responses and this one is entirely logical considering the similarity of
these two parameters. The found values of the area roughness are in line with the
recommendations of the manufacturer VHX.

For the area roughness response Sz, it has the same trend of evolution as the area
roughness response Sa with a difference in values as shown in Fig. 6.

Table 3 Experimental matrix and area roughness responses

Test no. Vc (m/min) ae (mm) fz (mm/tooth) Sa (lm) Sq (lm) Sz (lm)

1 146 0.26 0.05 1.9 2.9 26.2
2 194 0.26 0.05 2.2 3.6 33.0
3 146 0.74 0.05 2.7 4.1 34.5
4 194 0.74 0.05 2.5 3.9 37.5
5 146 0.26 0.07 2.8 4.1 37.2
6 194 0.26 0.07 3.1 4.5 34.9
7 146 0.74 0.07 3.1 4.8 42.8
8 194 0.74 0.07 3.1 4.7 41.0
9 130 0.5 0.06 2.2 3.1 29.1
10 210 0.5 0.06 3.0 4.4 36.3
11 170 0.1 0.06 2.2 3.2 29.6

(continued)
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6.2 Results Study with “Minitab”

For the study of surface roughness results with Minitab, we will limit ourselves only to
the study of the area roughness response Sa.

Analysis of the Empirical Model
The studied model takes into account the linear, interaction and quadratic effects. The
regression coefficients of this model make it possible to express the relation of the area
roughness Sa according to the three parameters studied:

Sa ¼ 6:9þ 0:011Vc þ 6:1 ae � 262 fz � 0:000005Vc � Vc � 0:55 ae � ae
þ 2333 fz � fz � 0:0160Vc � ae þ 0:07Vc � fz � 35 ae � fz

ð5Þ

Fig. 6 Variation of the area roughness parameters Sa, Sq and Sz

Table 3 (continued)

Test no. Vc (m/min) ae (mm) fz (mm/tooth) Sa (lm) Sq (lm) Sz (lm)

12 170 0.9 0.06 2.8 3.9 29.3
13 170 0.5 0.04 3.7 5.3 36.3
14 170 0.5 0.08 3.3 5.0 38.8
15 170 0.5 0.06 1.6 2.4 23.3
16 170 0.5 0.06 2.3 3.5 34.7
17 170 0.5 0.06 2.3 3.4 31.8
18 170 0.5 0.06 1.7 2.3 21.1
19 170 0.5 0.06 3.3 5.2 45.2
20 170 0.5 0.06 4.0 5.7 42.1
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The Fig. 7 shows that the tooth feed-tooth feed interaction is the most influential. It
is followed by radial engagement, cutting speed and tooth feed.

Analysis of Response Surfaces
The relationship between the different operating variables and the response studied is
illustrated in the three-dimensional representations of the response surfaces:

• The Fig. 8a illustrates the effect of the interaction (Vc, ae) on the area roughness Sa,
more ae increases more Sa is high.

• The Fig. 8b illustrates the effect of the interaction (Vc, fz) on the area roughness Sa,
the minimum value of Sa corresponds to the central values of Vc and fz.

• The Fig. 8c illustrates the effect of the interaction (ae, fz) on the area roughness Sa,
the influence of ae is more important than fz.

AA

AC

BB

BC

AB

C

A

B

CC

2,52,01,51,00,50,0

A Vc

B ae

C f

Facteur Nom

2,228

Normalized effect

Term

Fig. 7 Pareto diagram of the area roughness response Sa

(a) (b) (c)

Fig. 8 Response surface results: a fz = 0.006 mm/tooth, b ae = 0.5 mm, c Vc = 170 m/min
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7 Conclusions and Perspectives

In this work, various GFRP composite trimming tests were presented in order to study
the influence of the cutting parameters Vc, ae and fz on the quality of the surfaces
obtained. From the study of the surface quality and the results of the experimental
designs we can conclude that the machined surface roughness is highly sensitive to the
variation of the cutting parameters.

Many approaches can be considered to progress in this work, such as improving the
experimental protocol, testing other tool engagements (small pass depth and high radial
engagement), investigating larger variation ranges of fz and Vc, testing parameter
variations to see if the influence is the same, completing the study with work on tool
lifespan …

While the first results are encouraging and the prospects numerous, they highlight
the need to quantify vibrations and to have at our disposal a means of characterizing the
vibratory behavior of the workpiece during trimming. Vibration measurement will help
to better define the operating ranges of a tool in relation to cutting conditions.
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Abstract. The applications of titanium alloys are traditionally present in the
field of transportation, basically in aircraft engines and turbo-reactors. The major
advantage of these titanium alloys is linked to their exceptional mechanical
behavior presenting a good mechanical resistance in different conditions of
solicitations, an important duration of life associated to a low density; these are
capital parameters for this kind of applications. Therefore, titanium (mainly
TA6V alloy) is now widely used in the conception of high precision manu-
factured products such as airplane’s engine and airframes skin including fan
blades for turbojet engine demanding such advantages. The present work con-
siders the study of the plastic behavior of TA6V as an aerospace material alloy.
To achieve such finality, a modeling study followed by an identification strategy
is imposed. Thus, the use of constitutive law taking into consideration the
microstructural state of titanium is essential to have a reliable model for a further
implementation in finite element software. The results found by this modeling
study and the identification using CPB06 and Barlat Yield 91 as plastic criteria,
will serve to study the anisotropic mechanical behavior of this material under
several solicitations.

Keywords: Constitutive laws � Identification � Anisotropy � Titanium

1 Introduction

In the field of aerospace, titanium has been applied for many years. Ti-6Al-4V titanium
alloy as represented by (TA6V) is mainly used for the airframe and the engine parts
respectively. Since the study of the microstructure of a material enables the
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identification of the physical phenomena responsible for the plastic behavior, an ade-
quate modeling of titanium by non-quadratic criteria taking into account the complex
structure of this material is needed. This paper investigates the plastic behavior of
titanium as represented by TA6V (grade 5) using the CPB06 and Barlat Yield 91
criteria in two different allotropic states.

2 Titanium in Aerospace

Titanium and titanium alloys are excellent candidates for aerospace applications [1]
owing to their high strength to weight ratio and excellent corrosion resistance [2].
Titanium utilization is, however, strongly limited by its higher cost relative to com-
peting materials, primarily aluminum alloys and steels (Fig. 1).

3 Titanium Alloys Allotropic Status

Titanium can exist in two crystalline forms which differ in the nature of the crystal
lattice with reversible transformation at 882 °C. Titanium can crystallize in the
Hexagonal Compact system (HC). Titanium is the alpha (a Ti) which is the most stable
form at room temperature. It may also crystallize in the cubic system centered (CC); is
beta titanium (Ti b) which exists at elevated temperatures up to melting point. The a
and b forms are two allotropic varieties b being lighter than a (Fig. 2).

Fig. 1 Titanium alloys in aerospace
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4 Identification Model

In this work, the strategy followed takes into consideration: the anisotropic material
behavior, the law of evolution and the equivalent stress.

For the identification phase the following assumptions have been adopted:

– Identification through “small perturbations” process, the tests used are treated as
homogeneous tests, we neglect the elastic deformation; the behavior is considered
rigid plastic incompressible, the plasticity surface evolves homothetically (isotropic
hardening) and all tests are performed in the plane of the sheet resulting in a plane
stress condition.

The yield criterion is then written as follows:

f ðrD; aÞ ¼ rcðrDÞ � rsðaÞ ð1Þ

where rD is the deviator of the Cauchy stress tensor (incompressible plasticity) and rc
is the equivalent stress.

The function rcðrDÞ satisfies the following condition for all a > 0:

rcðarDÞ ¼ arcðrDÞ ð2Þ

The evolution of the surface charge is represented in the space deviators of stresses
which are defined as follows:

X1 ¼ rDj j cos h
X2 ¼ rDj j sin h cos 2w
X3 ¼ rDj j sin h sin 2w

8<
: ð3Þ

Using the special setup of the space deviators, the general form of the equivalent
orthotropic plan stress is thus

Fig. 2 Elementary mesh in both allotropic states (Revil2010)
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rcðrDÞ ¼ rcðX1;X2;X3Þ ¼ rD
�� ��f ðh; 2wÞ ð4Þ

Any type of criterion can be written in the form Gronostajsk [3]:

f ðh; 2wÞ ¼ rD
�� ��rsðaÞ ð5Þ

where h is the angle that defines the test and w the off-axis angle.
We will model a law that allows the use of non-quadratic criteria for the identifi-

cation of anisotropic parameters in HC and CC structure and using Eqs. (1), (2), (3) and
(4) we obtain the function that gives the laws of evolution based on anisotropic
coefficients [4, 5] (Table 1).

5 Identification Procedure

To identify a material, an identification of hardening curves is required (adequate
analytical law is chosen). Thus, the identification of parameters that define the aniso-
tropy of the material is required [6]. For this step the non-quadratic yield criterion
CPB06 is chosen as yield surface and analytic law Ludwick is used and it’s written as
follows:

rs ¼ r0 þ ken ð6Þ

Cazacu et al. developed a yield criterion for compact hexagonal materials [7, 8].
The plastic behavior is no longer considered balanced in tension and compression [9].

The criterion is expressed as follows:

rc ¼
X3
i¼1

ð qij j � kqiÞa
 !1=a

ð7Þ

To ensure the convexity of the plasticity surface, we fix a � 1, ‘a’ is the degree of
homogeneity also known as the shape coefficient.

k: is the material parameter, expressible solely in terms of the ratio between, rT the
uniaxial yield in tension, and rC the uniaxial yield in compression,

Table 1 Values of h for several tests

Test Expansions equibiaxe
(E.E)

Simple traction
(S.T)

Large traction
(L.T)

Simple shear
(C.S)

h 0 p/3 p/6 p/2
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1 � k � 1:

where q1, q2 and q3 are the eigenvalues of a modified stress deviator tensor q defined as
follows

q ¼ C : rD ð8Þ

rD is the deviator of the Cauchy stress tensor (incompressible plasticity). The fourth
order tensor C carries the anisotropy by 6 coefficients

rs epð Þ: Isotropic hardening function; where ep is the equivalent plastic strain.
This criterion will be used if the titanium is considered (Ti-a). During the stabi-

lization phase, we can also consider that during the conception of nozzles and some
engine parts a deviation of temperature transforms the material to its second allotropic
state (Ti-b); hence the use of a second non-quadratic criterion Barlat expressed as
follows:

rc ¼
X3
i;j¼1

ð qi � qj
�� ��Þa

 !1=a

ð9Þ

6 Results and Discussion

For the identification procedure the detailed model is used in a simplex algorithm.while
all the assumptions have been respected. This operation consists in choosing the model
coefficients while minimizing the squared difference between the theoretical and
experimental results [10].

We notice good identification of hardening curves (see Fig. 3) (same experimental
and theoretical results).

Our second phase for the identification is to determine the coefficients of anisotropy
(F, G, H, N) and the shape coefficient “a” (Table 3), taking into account the criterion of
Barlat with a = 6 for the identification of constitutive equations using materials
of centered cubic structure (cc). As for CPB06 we represent the anisotropic coefficients
of the forth order tensor and the material parameter k, for a fixed degree of homo-
geneity (shape coefficient) a = 2 (Table 2).

The identified model allows studying the load surface for each test (see Fig. 4). It is
noted that while using Barlat criterion, this material is resistant vis-à-vis the simple
shear when compared to simple traction. In contrast, the plastic flow in large traction
(the sample length is comparable to its width) is rapidly reached. As for CPB06
criterion, the load surface evolves homothetically the same way for the different tests.

638 R. Harbaoui et al.



Fig. 3 Identification of hardening curves: a w = 00° b w = 45° c w = 90°

Table 3 Identification of the coefficients of anisotropy and the shape coefficient ‘a’ by Barlat
Yield 91

F G H N a

0.2854 0.2064 0.3335 0.8921 6.9584

Table 2 Identification of the coefficients of anisotropy for a = 2 by CPB06

k C11 C12 C13 C22 C23 C33 Error

−0.2 1 0.3296 0.4925 −0.5985 −0.9344 1.8839 1.0349e−9
0.002 1 1.1049 −0.4276 −0.8409 1.1157 −0.3414 1.0678e−8

C44 = C55 = C66 = 1
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7 Numerical Simulation

Numerical simulation approach is developed to evaluate the anisotropic behavior of
Boeing’s 777 nozzle made of TA6V when subjected to pressure force. This approach
consists on implementing the different stress-strain data and the Lankford coefficients
for the three different directions of loading in-plane (00°, 45° and 90° to the rolling
direction) (Fig. 5).

We notice that the von mises stress is located in the upper part of the nozzle while
there’s no important difference between the three different directions of loading in-
plane (00°, 45° and 90° to the rolling direction).

The numerical convergence of the method would have been verified by imple-
menting the CPB06 criterion into the Finite-element model [11]. Therefore, an explicit
implementation of the adequate plastic criterion is needed to have valid results.

CPB06

Barlat Yield91

Fig. 4 Evolution of the load surface in the deviators plan (X2, X3)
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8 Conclusion

In this work, starting from an experimental database we developed an identification
strategy that focused on the parameters of plasticity taking into consideration the
allotropic state of the titanium material (Tia and Tib) the constitutive law and the
coefficients of Lankford.

Thus, for each alloy: the plastic model of behavior, the analytical law and the
criteria should be presented. The different parameters of anisotropy for our studied
material were identified by CPB06 and Barlat91 criteria. A validation by comparing the
model with the experimental database was performed.

The evolution of load surface for the various tests was represented at the end of this
identification. This strategy has allowed us to study more precisely the anisotropy of
titanium. By a forthcoming integration of the two criteria considered for each allotropic
state of titanium in software finite element we reach a high precision manufacturing.

Fig. 5 Von mises stress results shown for three different directions of loading in-plane (00°, 45°
and 90° to the rolling direction)
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Abstract. Fall injuries are experienced worldwide ranging from fatalities to
hospitalization especially in Elderly population. The available soft flooring
options are restricted to specific buildings and location. The study developed
soft flooring material incorporating crumb rubber from waste tyres to provide
cushion effect in flooring to induce cushion effect. The concrete specimens were
developed in form of tiles/slab with varying thickness of 10, 20 and 30 mm. In
total 36 specimens were tested with 3 � 2 blank reference specimen without
crumb rubber. The specimens were tested in accordance to the force required to
cause fracture in human leg bone (192 N) while the testing energy was 198 N.
The height of drop was kept 45 cm. The softness was determined with respect to
contact time of the impact to the surface while deflection was obtained using dial
gauges of 0.01 mm accuracy. The test results of specimen showed two speci-
mens absorbing more than 50% of impact energy. Thereby reducing the chances
of fatal/major injuries by 50%. The developed material also solves the big
problem of waste rubber tyre disposal in a sustainable manner. The developed
material can be successfully applied various location and buildings. Hence, the
developed material is green and sustainable both for humans and environment.

Keywords: Fall injuries � Soft flooring � Crumb rubber � Impact energy �
Sustainable

1 Introduction

Elder people often fall. From among the population of age 65 and above 28–35% fall
annually [4]. This is a major public health concern incurring significant effect in terms
of healthcare costs. Falls threaten the independence of elder people and is commonly
experienced geriatric syndromes. Additionally, falls are the prime cause of fatal injuries
and disabilities for people of 65 years age and above. This renders falls as the most
complex and expensive health issue concerning older population worldwide [2]. Each
day children are hospitalized due to fall related injuries which also calls for promoting
their safety during their stay in hospitals [5]. Children suffering from head injuries due
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to fall might experience effect in motor and cognitive skills as a long term effect [7].
Even the hospitalized patients are not safe from fall injuries which range between 1.4 to
17.9/1000 owing to health services and patients conditions. The fall injuries can reach
30%, with major injuries (fractures, bleeding or death) from 4 to 6% [11]. Injuries
contribute around 12% of the worldwide disease burden. Falls account for 424,000
deaths out of 5 million deaths, leading it to become second cause of unintentional
injury death globally only second to road traffic injuries [8]. The main culprit of falls
and fall injuries are flooring material not because they cause it always but because of
their hard and tough material properties. If the flooring material can be softer than
conventional concrete, stone, tile etc. the chances of injuries can be reduced. Here is
where the demand for soft flooring material brings crumb rubber into the scenario.

Waste rubber tyre are source of crumb rubber which are cheap, inexpensive and
widely available. Crumb rubber is being investigated for various properties of concrete
for past few decades. Crumb rubber has been employed to study structural properties of
concrete like fresh and hardened properties of SCC [6], Compressive stress, Li et al.
[15], mechanical and durability [10], bonding [14], Mechanical Properties of high fly
ash concrete [1], toughness [16], longitudinal shear resistance [13] as well as Non-
structural Applications [3], acoustical properties [9, 12]. The number of research work
on influence of crumb rubber on various properties of resultant concrete matrix is high
but when it comes to shock absorption capacity it is lacking.

This study attempts to investigate the impact/shock absorbing capacity of the crumb
rubber concrete material. The objective of the study is to evaluate the capacity of the
developed specimen to absorb impact energy successfully. The energy absorbed will
directly correspond with reduction in percentage of injuries due to fall. Additionally
study will convert waste rubber tyre into a resource for building material rendering
material as green and sustainable.

2 Methodology

In total 30 specimens were casted in form of concrete rubber tiles. Additionally, 3
control specimens with concrete no rubber crumb rubber were also casted. Crumb
rubber were originated from waste tyre retreading company. The crumb rubber used
was 100% waste from treading company with no processing whatsoever to be
employed in the concrete tile. The thickness of concrete was varied from 10, 20 and
30 mm to evaluate its effectiveness in absorbing impact energy. The specification of
Concrete is given in Table 1.

Stainless steel ball of 50 mm diameter was used for testing concrete tile. The steel
ball was dropped (free fall) from a height of 45 cm. The height was selected as a
standard height of bed and chair from where usually fall may occur.
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3 Energy Calculation for Causing Fracture in Bone

For considering effectiveness of developed material in reducing energy in terms of
energy absorbed, it is necessary to calculate energy required to cause fracture in bone.
This study considered leg of bones to calculate energy needed to cause fracture.
Assuming bones as physical body, Hooke’s law holds at small deformation,

Y ¼ r=� ð1Þ

where Y is young modulus, r is stress and € is strain. Based on Hooke’s law equation
study derived following equation to calculate ultimate energy required to cause fracture
in bone.

U ¼ lSr2
B=2Y ð2Þ

where, U is Ultimate energy required to cause fracture in bone, l is average length of
bone taken as 90 cm, s is area of bone 6 cm2, Y is Youngs modulus 14 � 105, rB is
breaking stress of bone 104 N/sm2.

The calculated amount of force needed to cause fracture in bone comes out to be
192.5 N or J/m. This force was calculated for a person of weight 70 kg.

4 Result and Discussion

The tested specimens were evaluated in terms of energy absorbed based on deflection
and contact time. The softness of material was determined based on the contact time as
energy dissipates on impact due to increased contact time.

From Fig. 1 it can be derived that in plain concrete with no crumb rubber cracks at
failure are linear, uni-directional and wide. While in specimen incorporating crumb,
rubber displays multiple non-linear cracks but with reduced width. The linear and wide
crack displays sudden failure typical property of concrete while incorporating crumb

Table 1 Concrete and its materials specification

Parameters Value

Grade M30
Proportion of aggregate 0.62
Proportion of sand 0.38
Specific gravity of cement 3.12
Specific gravity of aggregate 2.74
Specific gravity of sand 2.72
Nominal size of aggregate 10 mm
Workability 75 mm
Water to cement ratio 0.45
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rubber displays multiple cracks inducing tensile properties in concrete specimen. The
crumb rubber concrete specimens were tested to observe first crack and no. of blows
were continued till ultimate failure. The fig above depicts the crack at ultimate failure
thus the cracks appear to be much wider than at initial failure. This is significant since
the injury due to fall will occur at first failure and rebound impact is most unlikely to
occur in case of fall. Thus, it can de deduced that crumb rubber can induce tensile
properties of concrete which can be successfully applied to be used as soft flooring
material. However, application for structural application needs further research and
investigation.

Fig. 1 Crack development on surface

Fig. 2 Energy absorbed versus deflection, 10 mm concrete top thickness
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The increased contact time is directly proportional to softness of material. The
increased contact time dissipates the energy over longer period of time giving soft and
cushion effect to object in contact. In terms of Contact time it can be said that all
specimen provides soft feeling or cushion effect. But when specimen was analyzed
based on deflection it was discovered that 20 mm (Fig. 3) and 30-mm (Fig. 4) thick-
ness provided softness effect and absorbed energy and were in agreement with the
results of contact time theory. But when 10 mm thickness sample Fig. 2 was analyzed
it was discovered that only one specimen absorbed impact energy while other four
specimens displayed spring effect. The impact increased contact time but it instead of
energy dissipation it caused energy accumulation.

The developed material can successfully absorb impact energy and thus can reduce
injuries. The specimen with 20 and 30 mm thickness depicted chances of injury by
more than 50%.

Fig. 3 Energy absorbed versus deflection, 20 mm concrete top thickness

Fig. 4 Energy absorbed versus deflection, 30 mm concrete top thickness
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5 Conclusion

The injuries due to fall are a major health concern especially in elder population. The
injuries are not only health issue but also need expensive treatment along with
increased stress of the family concerned. The soft flooring material available is mainly
restricted to hospital buildings or special care units that too in very low percentage.
Adding to which the increased cost of special soft flooring material again limits its
application. The study successfully developed a material which can successfully
overcome shortcoming of existing material. The finding of the study suggest that crumb
rubber can be successfully incorporated in flooring material in combination with
concrete. The resultant product can be applied in most of the building floors as the
thickness of the material can be varied as per the loading condition of the floor. The
energy absorption capacity was achieved above 50% successfully. Hence developed
material can effectively reduce fall injuries by absorbing impact energy reducing
probability of injury by more than 50%. The material converts waste into resource by
incorporating crumb rubber as building material. This solves a major problem of waste
tyre disposal and its environmental impacts. Hence, developed material is green and
sustainable to use. The future work can employ other material to increase durability.
Sensors can be used to derive more variables influencing the performance of the
material. The material can be developed evolved as per field performance.
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Abstract. The mechanical properties, curing characteristics, and swelling
behavior of vulcanized natural rubber (NR) blended with almond shells waste
powder (ASWP) with a binary accelerator system are investigated. Results
indicate that the mechanical properties were improved. Cross linking density of
vulcanized natural rubber was measured by the equilibrium swelling method. As
a result, the binary accelerator was found to be able to improve both cure rate
and cross-linking density. Using the numerical analysis of test interaction
between binary accelerator and operational modeling of vulcanization-factor
experiments, it can be concluded that the interaction (Garlic oil, Cystine) was
significant and the optimum value of bio-binary accelerator was suggested.

Keywords: Characterization � Natural rubber � Almond shell powder
Bio-binary accelerator system

1 Introduction

The last years have seen an increase of rubber consumption unlike many other poly-
mers. In fact, natural rubber (NR) was widely used as the matrix in the composite
materials for most engineering applications. A lot of works were conducted on the
improvement of the rubber behavior via different approaches. These researches high-
light that the addition of the accelerator system in rubber vulcanization reactions gives
superior properties [2, 5, 7]. Nevertheless, the choice of an accelerator in the sulfur
vulcanization define the kind of network structure created and consequently the specific
material properties. In fact, the type, the distribution and the density of cross links have
an important effect on the physical properties of cross-linked rubber [4, 8].

In our previous studies, we investigate experimentally the rheological and
mechanical properties of the vulcanizate cured with the binary accelerator system based
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on Cystine (Cys) and N-cyclohexyl-2-benzothiazyl sulfonamide (CBS) in conventional
vulcanization system of natural rubber (NR) [6].

The purpose of the present study is to evaluate the effect of a new bio-binary system
based on Natural Garlic Powder (NGP) and Cystine (Cys) in conventional vulcan-
ization system of natural rubber (NR) blended with almond shell powders.

2 Materials and Methods

2.1 Material

Almond Shell powder and Natural Garlic Powder (NGP) were obtained from Lab-Ltd.
NGP was a mixture of a garlic-rich organosulfur compound (OSCs) complex extracted
from cloves of garlic. All other chemical ingredients were commercial grade. The based
formulation of the mixes used is given in Table 1.

2.2 Composites Preparation

The mixture of natural rubber (NR) was blended using a two-roll mill at 70 °C. The
mixing procedure was carried out in accordance with ASTM D 3182.

After the preliminary blending, the mixes were compression molded in an elec-
trically heated hydraulic press at 150 °C for the optimum cure time.

3 Experimental Characterization

3.1 Crosslinking Density Measurement

The cross link density of NR compounds was determined through the equilibrium
swelling method. 0.2 g was cut from the hot compacting sample and immersed in pure
benzene at 25 °C until equilibrium for 5 days. After the conditioned period, the
swelling was stopped and the samples were removed from the liquid. The adhered
liquid was rapidly removed from the sample using a filter paper and the swollen weight
was measured immediately. The swelling ratio is defined as,

Table 1 Formulations for rubber compounds in phr

Materials (phr) M0 M0 M0 M0 M4

Natural rubber 100 100 100 100 100
Almond shell powder 10 10 10 10 10
Zinc oxide 5.00 5.00 5.00 5.00 5.00
Stearic acid 2.00 2.00 2.00 2.00 2.00
Cystine (Cys) 0.80 0.80 0.80 0.80 0.80
NGP 0.00 0.25 0.50 0.75 1.00
Sulfur 2.50 2.50 2.50 2.50 2.50

phr, parts per hundred parts rubber
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R ¼ ms � m0ð Þ=m0 ð1Þ

where m0 is the weight of the initial specimen and ms is the weight of the swollen
specimen.

Then, the cross linking density is obtained by the following relation [1, 3]:

c ¼ � ln 1� wrð Þþwr þ vwr½ �=Vs w1=3
r � wr=2

� �
ð2Þ

where Vs was the molar volume of the solvent, v was the parameter characteristic of
polymer–solvent interaction and wr was the volume friction of rubber in the swollen
NR vulcanizate.

3.2 Mechanical Properties

Five specimens were cut from each compacted sheets with a Wallace die cutter. Tensile
tests were carried out according to ASTM D 412 using an Instron 4465 Universal
machine. A cross-head speed of 500 mm/min was used and the tests were performed at
ambient temperature.

The Shore A durometer was used for measuring the hardness of a material
according to ASTM D 2240.

4 Results and Discussion

Figure 1 gives cross-linking density value measured by the equilibrium swelling
method. The result indicates that cross-linking density increase proportionally with
NFP content in elaborated samples. This increase is important and very recommended
in elastomers. Networks containing high cross-link density is characterized by excellent
behavior and their proprieties are acceptable.

Fig. 1 Cross-linking density values versus NGP content

652 M. Kamoun et al.



Figure 2 illustrates the increase of tensile strength with the addition of NGP and it
reaches a maximum at a concentration of 0.5 phr of this accelerator. This improvement
can be explained by the increase in cross-link density. On the other hand, the elon-
gation at break values shows a decrease as the flexibility of materials decrease resulting
from the increase in cross-link density (Fig. 3). The addition of bio-binary accelerator
system (NGP, Cys) had also a positive effect on the hardness of samples (Fig. 4). The
ideal properties were shown by mix of M2.

These results highlight that a concentration of 0.5 phr of NGP represents the
optimum for the vulcanization system. This could be correlated with the amounts of
cross-link density of the vulcanizate.

Fig. 2 Tensile strength versus NGP content Fig. 3 Elongation at Break versus NGP content

Fig. 4 Hardness determination versus NGP content
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5 Conclusion

In the present study, the effect of the new binary accelerator system based on Natural
Garlic Powder (NGP) and Cystine (Cys) has been investigated giving emphasis to the
processing characteristics and mechanical properties. It is found that a NGP concen-
tration of 0.5 phr improve the production rate and increase significantly cross-link
density of the vulcanizates.

The tensile and hardness properties were better than or comparable to those of the
reference mix.
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presentation.
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Abstract. In this study, a TiO2 coating was prepared by an electrophoretic
technique on 316L stainless steel. The corrosion morphology of the coating
primarily included pitting, micro-cracks and NaCl attachment. The friction
coefficient averages of the TiO2 coating treated at 850 °C before and after
immersion in NaCl medium under different applied loads and at three slip rates
are investigated. the results show that the average coefficient of friction of the
coatings rises with an increase in the sliding speed and with the increase of the
applied load. These results show an increase in the coefficient of friction after
immersion in the NaCl solution. The value varies from 0.22 to 0.31 for a slip
speed of 100 lm/s and from 0.38 to 0.51 for 300 lm/s.

Keywords: TiO2 coatings � Scratch test � Tribo-corrosion

1 Introduction

TiO2 coatings have shown a good protective character against wear. However, the wear
of a material is characterized by the chemical aggressiveness of the medium and in
parallel, the corrosion of the part can be aggravated by the friction. The interaction
between wear and corrosion in an aqueous medium can cause a synergistic degradation
effect for the material. The phenomena of wear and corrosion can then be treated
independently of one another.

In the literature, tribo-corrosion is defined as the study of the process of damage to
the material under the effects of friction and corrosion. Tribo-corrosion is evaluated
primarily through the total wear Wt which is easily accessible by measuring mass loss
or by profilometry of the used volume. However, tribo-corrosion is often described as
wear due to several contributions. Their determination, which is essential for under-
standing the mechanisms of tribo-corrosion, varies according to the methodologies
used.

The first approach developed by Uhlig, for the fretting conditions, and then taken
over by Mischler for slip conditions on alloys [7], the total wear is due to two con-
tributions, the wear of the mechanical Wm and the other is accelerated corrosion by
wear Wc. The total wear is written in this case:
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Wt ¼ Wm þWc ð1Þ

Many studies seek to quantify these two contributions [1–3, 6]. For the majority,
the methodology followed consists of integrating the current measured under friction.
The resulting charges are converted to WC � A � U (accelerated corrosion by wear) with
Faraday’s law while Wm is determined by difference:

Wm ¼ Wt �WC � A � U ð2Þ

In this method, Wm is therefore not considered as a reference quantity and varies
according to the applied potential. A study, following this approach, determines Wm in
tribo-corrosion tests in distilled water and uses this quantity to determine WC � A � U by
difference with Wt [1].

A second approach is based on the fact that the wear of a material subjected to
tribo-corrosion is greater than the sum of that observed under friction in non-aggressive
medium Wm and that obtained in corrosive medium without mechanical action Wdiss

This additional wear Wsyn results from the synergy between mechanical action and
dissolution [8, 9]. The different volumes are then linked by the relation:

Wt ¼ Wm þWdiss þWsyn ð3Þ

The dissolution component is obtained, in the absence of friction, from the inte-
gration of the dissolution current during the immersion of the sample in the corrosive
solution or the measurement of the loss of mass at the end immersion.

2 Experimental Protocol

Thin TiO2 films were deposited on 316L stainless steel substrates using the EPD
technique. TiO2 powder from Aldrich was used (Sigma-Aldrich Corporation, St. Louis,
MO, USA) with 99.7% of the particles having dimensions inferior to 25 nm. The
electrolyte solution was made up of a mixture of 0.06 g of TiO2 nano-powder with
60 ml of absolute ethanol pure till � 99.8%. An aluminum plate with a dimension of
20 � 15 mm2 was used as a counter electrode (anode). In fact, each electrode was put
in the media with a 1 cm distance. Then, the substrate material, with 15 mm diameter
and a 3 mm thickness, was cut. Samples were automatically polished from 120 to 1000
grit silicon carbide (SiC) papers. This polishing was accompanied by a diamond pastes
in order to obtain a mirror finish. Afterward, the electrodes were washed thoroughly by
running distilled water. They were rinsed and degreased ultrasonically using acetone.
Finally, they were dried for 10 min to remove any residual grease.

Each electrode was put into the media at temperature equal to 25 °C. During the
AC-EPD tests, (HP 3314A) generator was utilized to produce the asymmetric AC
signal. The latter was monitored with a digital oscilloscope (Tektronix). Opti-
mized EPD was performed for 5 min at an applied voltage of 30 V.

The wear tests were performed with an MST micro-scratch equipped with a dia-
mond Rockwell indenter with a tip radius of 50 lm and a cone angle of 60°. A mode of
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wear has been used where the number of cycles, the applied load and the sliding speed
can be set. All tests were carried out on 316L stainless steel substrates 15 mm in
diameter and 3 mm thick coated with TiO2. The test environment was identical for each
test: in air with a humidity of 46%, a temperature of 22 °C and without lubrication. The
reciprocating motion is given to the indenter with a 3 mm deflection, moving speeds of
100, 200, and 300 lm/s and applied normal forces of 1.1.5, 2, 2.5 and 3 N. After the
same samples, were immersed in a 3.5% solution of NaCl. After 24 h, the samples are
removed from the medium and subjected to the same wear tests.

The thicknesses of the coatings were 11 µm. We confirmed this result by cross-
section observation SEM (Fig. 1).

3 Results

The state of TiO2 deposition surface after immersion in a chloride medium, shows the
formation of a precipitate that can be attributed to a dissolution of the TiO2 layer and
thus passage of iron-chromium oxides from the surface to the aggressive medium. This
is accompanied by a loss of mass.

The friction coefficient averages of the TiO2 coating treated at 850 °C before and
after immersion in NaCl medium under different applied loads and at three slip rates are
reported in Fig. 2. The average coefficient of friction of the coatings rises with an
increase in the sliding speed and with the increase of the applied load. These results
show an increase in the coefficient of friction after immersion in the NaCl solution. The
value varies from 0.22 to 0.31 for a slip speed of 100 lm/s and from 0.38 to 0.51 for
300 lm/s. The fact that the post-immersion coefficients of friction were higher than
those before most likely immersion resulted from the synergistic effect between wear,
which accelerates the degradation of the material by blistering and corrosion, which
leads to the penetration of water and ions between the coating and the substrate [4].

Fig. 1 SEM cross-sectional image
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The various quantities relating to the wear of the coatings studied are summarized
in Table 1.

Fig. 2 Contribution of the two wear components in total wear for tribocorrosion tests:
a 100 lm/s, b 200 lm/s and c 300 lm/s

Table 1 Evolution of wear as a function of the normal force applied

F (N) Wt after immersion Wm dried

Sliding speed (µm/s)
100 200 300 100 200 300

1 3.08 3.21 3.67 2.21 2.25 2.75
1.5 4.83 5.06 5.30 3.65 3.94 4.22
2 7.37 8.50 8.77 5.33 6.19 7.17
2.5 8.58 9.67 10.7 6.20 6.68 7.74
3 9.36 11.12 12.6 8.43 8.85 9.36
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The results obtained for wear, presented in this table show that:

(a) In condition of the increasing normal load and whatever the sliding speed:

• Total wear increases;
• Corrosive wear increases;
• Mechanical wear is also increasing.

(b) For constant normal force and slip speed increases:

• Total wear is growing stronger;
• Corrosive wear increases;
• The mechanical wear believes.

In both cases (dry or after immersion), wear volumes showed a similar trend. They
increase considerably with the increase of the applied load. The wear behavior of a
coating is related to its structure, its mechanical properties and also to its adhesion
quality [5, 10]. So to explain the increase in the volume used in the coating we thought
to measure the adhesion of the coatings have and after immersion.

The results obtained are shown in Fig. 3 and Table 2. Experiments have shown that
critical loads (LC1, LC2 and LC3) have decreased after immersion. The LC3 critical load
exhibited a sign of total flaking of the film decreased from 7.99 N dry to a value of 5.32 N
after immersion. This result proves a decrease in the level of adhesion of the layer.

Fig. 3 Evolution of the tangential force as a function of the normal load after immersion

Table 2 Evolution of wear as a function of the normal force applied

Critical load (N) Dry Before immersion

LC1 3.22 2.55
LC2 5.08 3.51
LC3 7.99 5.32
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4 Conclusion

During this work, the tribological properties of the different deposits were studied
according to two distinct protocols; on the one hand in accordance with a “pin on plan”
friction test, which makes it possible to evaluate the wear resistance of the layers and,
on the other hand, by means of tribo-corrosion tests (immersion in an NaCl medium
followed by a friction test) whose purpose is to identify the contribution of each
component of wear. For the tribo-corrosion tests, the coating calcined at 850 °C was
immersed in NaCl medium for 24 h followed by a friction test with conditions similar
to that of dry friction. The total volume of wear increases due to accelerated wear by
the degradation of the coating.
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Abstract. An investigation was carried out on local natural cellulosic fibers
which have gained interest in the composite field due to their superior specific
properties. A multi scale finite element (FE) model of unidirectional natural fiber
composite materials with reasonable dimensionality was developed. The
mechanical behavior of the composite at macro scale as well as meso-scale was
simulated. In particular the response to tensile and three-points bending test was
studied. Linear material properties are obtained by using pure strains assump-
tions in the implicit analysis of the composite, while the non-linear behavior and
viscoelastic parameters require the explicit dynamic analysis. Simulation is
performed thanks to Abaqus finite element software. Comparison of Experi-
mental and FEM tensile and three-point bending Strength shows very good
agreement.

Keywords: Finite element analysis � Natural fibers � Biocomposites �
Mechanical behavior � Viscoelasticity � Plasticity � Abaqus

1 Introduction

Composites are the multi-phase material and wonder materials becoming an essential
part of today’s materials due to their advantages such as low weight, corrosion resis-
tance and high fatigue strength [1]. They are extensively used as materials in making
aircraft structures, automotive industry, electronic, packaging, medical equipment,
space vehicle and homebuilding [2].

Despite their interesting performance, these materials are polluting and harmful to
nature. And considering the increase in environmental constraints such as Kyoto
protocol, it was necessary to think of ecofriendly materials as substituents, for instance
natural fibers [3]. Natural fibers made polymer composites are gaining more interest in
engineering applications due to appreciable structural properties at a relatively low cost
which finds its attraction towards the field of research. Composite microstructures are
determined by the physical and mechanical properties of the individual materials.
Analytical methods provide reasonable prediction for relatively simple configurations
of the phases. Complicated geometries, loading conditions and material properties
often do not yield analytical solutions, due to complexity and the number of equations.
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In this case, numerical methods are used for approximate solutions, but they still
make some simplifying assumptions about the inherent microstructures of heteroge-
neous multiphase materials, one such method is finite element analysis. Literature
reveals that researchers have not been interested till now to viscoelastoplastic behavior
law of composite materials. In this context, the present work aims to simulate the
mechanical behavior of natural cellulosic fibers reinforced composites using finite
element modeling method.

2 Materials and Methods

2.1 Published Data

To be able to model and simulate the mechanical behavior of any material with Abaqus
finite element package, several essential parameters must be available especially
material geometry and dimensions as well as behavior law. In literature, several
researchers (Tunisia, France, Germany…) have worked on natural fibers reinforced
composites. Chaabouni studied composites made from thermosetting matrix and Agave
fiber [4], Ghali worked on polyester luffa composites [5], Ben Brahim studied tensile
properties of unidirectional Alfa-polyester composite [6], Allègue worked on
mechanical properties of Posidonia oceanica fibers reinforced cement 5 Allègue [7].

Following this bibliographic synthesis and published data, we notice that we have
the maximum of information and data (Curves, the max of tests… etc.) for the Agave
fibers, the polyester and epoxy matrices and the composite resulting from these latter
components [4]. To this is added the researches of [8] and [9] in which they conducted
respectively a physical characterization (diameter, length, morphology…) and a rhe-
ological study on Agave fibers. Thanks to these three researches, it is possible to
perform a finite element analysis of unidirectional aligned Agave-polyester and Agave-
epoxide composite.

Based on [4] and Msahli [8] researches, Agave Americana L. fibers density is equal
to 1.36 which is considered as a low weight compared to other hard vegetable fibers.
For these reasons, Agave Americana L. fibers are very interesting. We resume in
Table 1 elastic parameters (Young’s modulus and Poisson coefficient) as well as tensile
mechanical characteristics (resistance, elongation) of the performed composites with
diverse ratios of fibers.

Table 1 Elastic parameters of Agave based composites [4] and Carma [10]

Matrix Agave fraction (%) E (GPa) m Stress (MPa) Strain (%)

PES 15 1.48 0.32 28 4.8
PES 24 1.07 0.32 31 9
PES 31 1.164 0.32 33 8.5
EPX 10 2.34 0.333 48 3.2
EPX 20 2.317 0.333 24 1.1
EPX 30 2.307 0.333 22 1.1
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2.2 Finite Element Modeling

The choice of the length scale, together with the constitutive material models and the
related parameters is a key point especially in the fields of composites, which are made
of different materials. Several approaches were used and developed during the last
years and are reported in the literature. In particular, two different techniques of
modelling have been employed in the literature, one technique does not reproduce all
the fibers and the matrix but considers the layer as a unique homogenous mean. This
approach most likely does not allow the detailed investigation of complex phenomena.
The Meso heterogeneous model [11–18] instead reproduces every single fiber and the
matrix, as well as the interaction among these. Modeling of the mechanical behavior of
fiber-reinforced polymer matrix composites is presented by the example of Tunisian
Americana. L Agave fibers in a polyester and epoxide based matrix respectively. Our
study contains two different scales macro and meso scale models because of the
heterogeneity in composite materials when analyzing them at numerous scales.

3 Results and Discussion

3.1 Macro Scale Modeling, Tensile Test Simulation

Unidirectional Agave reinforced composite is considered as a three-dimensional plate
(rectangular shape) when analyzing it at macro scale. Dimensions of the plate are:
100 � 20 � 2 mm3.

Concerning plastic behavior, we used experimental data and we calculate true stress
and true strain thanks to the following formulas:

r true ¼ rnom� ð1þ enomÞ ð1Þ

etrue ¼ lnð1þ enomÞ ð2Þ

eplastic ¼ etotal true� eelastic true ð3Þ

eelastic true ¼ r true
E

ð4Þ

The following figures represent the results of the simulation of the tensile test of
Agave polyester composites as well as Agave epoxide composites using various weight
ratios. We draw for each composite the numerical and the experimental curve. Then,
we conclude from the two curves the error generated by the model (Fig. 1).
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For these composites, experimental and numerical curves present the same shape
with an error in the range of 5–15%. This error may be due to the assumption of
homogeneity of composite material which does not exist concretely. We summarize the
error value for each composite in Table 2.

Error value is acceptable since it doesn’t exceed 16%. We conclude thus that model
converge and may be validated.

Fig. 1 Comparison between experimental and numerical stress-strain response under tensile test
of respectively 15% Agave polyester composite (a) and 24% Agave polyester composite (b)

Table 2 Error (%) between experimental and numerical results

Composite Error (%)

PES 15% Agave 7.62
PES 24% Agave 7.39
EPX 10% Agave 16.25
EPX 30% Agave 5.52
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3.2 Macro Scale Modeling, 3 Points Bending Test Simulation

We consider the same constitutive law for the model used in the simulation of the
tensile test since we are working with the same materials already described.

Numerical flexural modulus was calculated applying the following Formula (5).

MOE ¼ P1L3

4be3y1
ðMPaÞ ð5Þ

where P1 is the maximum load (N), L the range (mm), e the specimen thickness (mm),
b the specimen width (mm) and y1 indicates the defection (mm).

Results are summarized in Table 3.

Comparison of Experimental and FEM tensile and three-point bending Strength
shows very good agreement since error doesn’t exceed 15%.

3.3 Meso Scale Modeling, Tensile Test Simulation

The material id modelled and analyzed for mechanical properties with finite element
method software (ABAQUS 6.14). Our model is a three-dimensional deformable body.
We created a rectangle that is then extruded to form a parallelepiped. The modeling of
the fibers is created by their partition in the matrix in order to ensure a perfect adhesion.
Thus, we can model the composite on the mesoscopic scale, without having to create
different pieces. The number of circles corresponds to the mass fraction considered in
the study. Dimensions of sample are 100 � 20 � 2 mm3. Fiber’s diameter is about
0.263 mm. Elastic parameters of Agave fibers and matrices are summarized in Table 4.

Table 3 Experimental and numerical values of flexural modulus (MOE) of Agave based
composites under 3 points bending test

Composite Numerical MOE (GPa) Experimental MOE (GPa) Error (%)

PES 15% Agave 1.4 1.6 12
PES 24% Agave 2.12 2.5 15
PES 31% Agave 2.4 2.6 7
EPX 10% Agave 2.34 2.4 6
EPX 20% Agave 2.4 2.5 4
EPX 30% Agave 2.7 2.8 3

Table 4 Fibers and matrix properties [4] and Carma [10]

E (MPa) m

Agave fibers 4000 0.33
Polyester matrix 870 0.37
Epoxide matrix 1924 0.386
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In order to apply the boundary conditions, we have coupled the two faces z = 0 and
Z = 100 mm to a rigid body with well-defined reference points (RP1 and RP2). First,
we perform a static analysis and we develop a model in which the composite material is
assigned as unidirectional composite by assuming the fiber and matrix materials are
linearly elastic. The numerical simulation results appear in Figs. 2 and 3.

The curves in Figs. 2 and 3 present the same shape with the presence of slight
difference. The difference between experimental and numerical simulated curves is
equal to 14% for the case of polyester/Agave composite. While, for epoxide Agave

Fig. 2 Comparison between experimental and numerical response under tensile test considering
elastic behavior law for epoxide 10% Agave composite

Fig. 3 Comparison between experimental and numerical response under tensile test considering
elastic behavior law for polyester 15% Agave composite
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composite, the difference between numerical and experimental curves is about 2%.
Hence the model converges. We calculate also numerical Young’s modulus and we
compare it with the experimental value as mentioned in the Table 5.

Numerical and experimental results have very good agreement.
Although the previous model shows good results, it doesn’t reflect the real behavior

law of Agave fibers as well as matrices employed in this study. That is why, we
propose a second model in which we consider a viscoelastic behavior law for Agave
fibers and an elastoplastic behaviour for polyester and epoxide matrix as it is mentioned
in literature [19].

The viscoelastic law of fibers is identified by the load–extension test added with the
relaxation test. These tests have been then implemented in the ABAQUS finite element
package via Prony series method. They define shear moduli and volumetric com-
pression moduli over time as illustrated in Formula (6):

gRðtÞ ¼ GRðtÞ
G0

¼ 1�
XN
i¼1

g1 1� e
�t
si

h i
ð6Þ

where GR(t) is the shear modulus over time, G0 the shear modulus at the very beginning
of the test, gR(t) is the ratio between the shear modulus at the beginning of the
relaxation test, si is a relaxation time corresponding to the increment i, t is the time
during the relaxation test and gi is the shear modulus corresponding to the increment
i and corresponds to the relaxation time si.

Abaqus allows to calculate Prony series from the results of the dimensioned
relaxation tests.

In this method, we conduct an explicit analysis. The mechanical properties values
are the same mentioned in Table 4. Results of simulation under tensile test for Agave
polyester and Agave epoxide composites are illustrated in Fig. 4.

Table 5 Numerical Young’s modulus versus Experimental Young’s modulus

Composite Esimulation (GPa) Eexperimental (GPa)

PES 15 Agave 1.2 0.96 [4]
EPX 10 Agave 2.25 2.2 [4]
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The curves of Fig. 4 are very similar and present the same shape with a slight
difference that may be due to many factors (presence of porosity, discontinuity, pres-
ence of voids in fibers and matrix, anisotropic behaviour of Agave fibers….). Differ-
ence between experimental and numerical simulated curves is equal to 5.88% for the
case of Agave PES composite and 9% for the case of Agave EPX composite. Hence the
model converges. Numerical and experimental results have very good agreement. The
error value is smaller for the case of the second model, considering a viscoelastoplastic
behavior law.

Fig. 4 Comparison between experimental and numerical response under tensile test using
explicit analysis and viscoelastoplastic behavior law of respectively polyester 15% Agave
composite (a) and epoxide 10% Agave (b)
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4 Conclusion

Finite element analysis is performed in two different scales: macro and meso (scale of
fibers). For macro scale modeling, we have predicted the behavior and the response of
polyester Agave composites as well as epoxide Agave composites. Numerical and
experimental results were globally in agreement even so the presence of a slight
difference which varied depending on the material studied. This error was in the
interval of 5 and 22% concerning tensile test simulation results.

Moreover, we have simulated the behavior of composites under three points
bending test. In the one hand, we have calculated flexural modules. And in the other
hand, we showed the influence of fibers addition to polyester and epoxide matrices on
flexural properties of composite materials. Simulation results were in very good
agreement with literature.

Concerning the meso scale modeling, we have predicted the behavior and the
response of polyester Agave composites as well as epoxide Agave composites taking
into account the properties of matrix and fibers. We started by a simple elastic behavior
law for Agave fibers, polyester and epoxide. Even though, this model was in con-
cordance with experimental results, it didn’t reflect accurately the behavior law of the
materials.

A second model in which we consider a viscoelastic behaviour for Agave fibers and
an elastoplastic behaviour for polyester and epoxide matrices was thus performed to
remedy to deficiencies of the first simulation model.

The error percentage for the second model does not exceed 9%, which is evaluated
as a very satisfying result. The difference in the results, obtained from Finite element
analysis and experimental analysis, could be explained by the presence of porosity,
discontinuity and presence of voids in fiber and matrix and also due to the anisotropic
behavior of Agave fiber [13].

The error between experimental and numerical results of Agave fiber composites
could be also attributed to the non-uniformity and heterogeneity of the fibers.
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Abstract. A 3D finite element modeling of the orthogonal turning process was
curried out in the current study. It aims to carefully investigate the mechanisms
controlling the chip segmentation and the crack propagation direction in the case
of the Ti6Al4V machining. Coupled temperature-displacement numerical sim-
ulations were performed in the software Abaqus®/Explicit, under different
cutting conditions. The instantaneous distribution of numerical thermome-
chanical variables along the width of cut was investigated. High plastic strains,
temperatures and damage were predicted in the median plane of the workpiece,
mainly in the shear bands around the tool tip vicinity. Whereas, a reduction of
their values was noted while moving towards the chip sides and its upper
surface. The 3D numerical simulations pointed out that the orthogonal
machining resulted in an increase of the chip width, in addition to the material
flow along the X and Y directions. The quantitative analysis of the side burr
formation highlighted its sensitivity to the cutting conditions. The definition of
high feed rates resulted in pronounced material flow in the workpiece edges,
thus the modeling of wider chip. The present study concluded that the chip
segmentation is a 3D mechanism. In addition, it pointed out the limitations of
the 2D numerical simulations, as well as the inadequacy of the plain strain
hypothesis, even in the case of the orthogonal machining.

Keywords: Machining � Abaqus � Ti6Al4V � Numerical analysis � Chip �
Side burr
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1 Introduction

The machining process of materials with poor machinability, like the titanium alloys
[1], is still problematic for both industrials and researchers. Significant material
deformation is heavily encountered under high strain rates and it induces a temperature
rise in the cutting zones. In addition, a concentrated and important heating is generated
in the cutting zones due to the low conductivity of machined material and its pro-
nounced chemical affinity with the cutting tools. Indeed, an accelerated tool wear is
generally emphasized [2]. Despite the use of equipment with high precision, the
experimental investigation of several instantaneous and local physical phenomena,
taking place in very thin cutting zones, is still very expensive and it is not precise
enough [3]. The experimental observations made by Pottier et al. [4] have allowed to
divide the chip formation process into three main sub-processes: compression, strain
localization/failure and sliding. However, despite the adoption of advanced experi-
mental devices (high frame rate camera and optical microscopy) and carrying out
in situ and post-mortem observations, the accurate determination of the direction of the
deformation/crack propagation within the chip has been not allowed. The authors have
required the definition of numerical analysis for valuable information.

In the case of the Ti6Al4V alloy machining, several investigations of the literature
[5–7] have highlighted the formation of serrated chip, even when low cutting condi-
tions have been defined. The significant thermomechanical coupling has heavily
limited the efficiency of experimental tests. In fact, an enhanced understanding of
the several phenomena following the chip segmentation has been required to increase
the material machinability. The definition of numerical approaches, in addition to the
experimental analysis, was heavily important to provide valuable information, thus to
deal with the severe loading conditions following the machining of difficult to-cut
materials [8]. These approaches has enabled the investigation of transient phenomena
and pronounced nonlinearity involved during the chip formation. Furthermore, the
valuable advances in the numerical simulations, giving rise to several modeling tech-
niques (finite element (FE) method, discrete element method, smoothed particle
hydrodynamics, material point method), have encouraged their use. The availability of
powerful commercial codes (Abaqus®, Deform®, AdvantEdge®, Forge®, etc.) has led
to the widespread adoption of the FE method, based on the special discretization of the
model geometry, in the last decades [7–10].

Indeed, the current paper focuses on numerically investigating the phenomena
controlling the chip serration. A set of 3D finite element simulations was set up in the
software Abaqus®/Explicit to model the orthogonal machining of the Ti6Al4V alloy
under several cutting conditions. The distribution of temperatures, plastic strains and
damage was investigated. The numerical results corresponding to two different planes
of the workpiece, the medium and the side planes, were used to determine the sub-
processes of the chip segmentation. The sensitivity of the side burrs modeled in the
workpiece edges to the cutting conditions was also studied.
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2 Numerical Model

A 3D numerical model was set up to simulate the Ti6Al4V orthogonal machining. The
Lagrangian formulation integrated in the FE software Abaqus®/Explicit was defined.
A fully coupled temperature-displacement analysis was performed. The model geom-
etry was discretized with the 8-node 3D thermally coupled continuum elements
(C3D8RT) with reducer integration. The geometry of the tungsten carbide cutting tool
and its physical properties are grouped in Table 1 and Table 2, respectively. To reduce
the mesh distortion mainly encountered in the cutting zones, because of the severe
contact conditions induced in the chip-tool-workpiece interfaces, the workpiece was
divided in three tied parts (see Fig. 1): the uncut chip part (P1), the tool passage part
(P2) and the workpiece support (P3).

Table 1 Cutting conditions and tool geometry

Cutting conditions
Cutting speed Vc (m/min) 45–75
Uncut chip thickness f (µm) 0.15–0.3
Width of cut ap (mm) 3
Tool geometry
Rake angle corresponding to the orthogonal plane c0 (°) 6
Clearance angle corresponding to the orthogonal plane a0 (°) 7
Edge inclination angle ks (°) 0
Edge entering angle jr (°) 90
Cutting edge radius rb (µm) 20

Table 2 Physical properties of the cutting tool and the workpiece [9]

Physical parameters Tool Workpiece

Density q (kg/m3) 15,000 4430
Specific heat Cp (J/kg/K) 203 580
Thermal conductivity k (W/m/K) 46 7.3
Thermal expansion ap (µm � m/K) 4.7 � 10−6 8.6 � 10−6

Elastic modulus, E (GPa) – 113.8
Poisson’s ratio, m – 0.342
Inelastic heat friction, ηp – 0.9
Room temperature, Troom (K) 293 293
Melting temperature, Tmelt (K) – 1943
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To predict the nonlinear ductile behavior of the Ti6Al4V alloy, the Johnson-Cook
(JC) constitutive models [11, 12] were defined to the workpiece. These criteria have
been commonly used the fact that they take into account the effects of the strain
hardening, the viscosity, the temperature distribution and the damage initiation on the
machined material (see Eqs. 1–3). The damage evolution laws (Eqs. 4–5) were used to
predict the progressive degradation of elements mesh, which is induced in the strain
localization zones, while minimizing the dependency of the FE solution on the mesh.
We note that a rigid cutting tool was considered for all numerical simulations. The
Coulomb-Tresca friction criterion (see Eq. 6) was used to model the mechanical
contact conditions taking place between the cutting tool and the workpiece. Only the
effects of the friction and the plastic deformation of the workpiece material on the heat
generation, thus on the temperature rise, were considered in the current study.

r ¼ AþB ep
� �n� �� 1þC ln

_ep
_e0

� �� �
� 1� T � Troom

Tmelt � Troom

� �m� �
ð1Þ

where, A, B, n, C and m are the JC plasticity coefficients. Their corresponding values
are grouped in Table 3. Troom and Tmelt are the reference and the melting temperatures
respectively. _e0 is the reference strain rate.

P1
P2

P3

Y

X
Z

Vc

Cutting 
tool

Workpiece

Uy=Uz=0 et URx=URy=URz=0

Ux=Uy=Uz=0 et URx=URy=URz=0

P1 : Uncut chip part
P2 : Tool passage part
P3 : Workpiece support

Fig. 1 Model geometry and boundary conditions

Table 3 JC constitutive coefficients [10, 13]

JC plasticity coefficients
A (MPa) B (MPa) n C m
1119 8386 0.473 0.019 0.643
JC damage coefficients
D1 D2 D3 D4 D5

–0.09 0.25 –0.5 0.014 3.87
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wJC ¼
XDep

ei0
ð2Þ

where, Dep is the accumulated plastic strain. ei0 is the plastic strain at the damage
initiation and it is computed as follow:

ei0 ¼ D1 þD2 exp D3
rh
rvm

� �� �
� 1þD4 ln

_e
_e0

� �� �
� 1þD5

T � Troom
Tmelt � Troom

� �� �

ð3Þ

where, D1–5 are the JC damage coefficients and they are given by Table 3. rh and rVM
are the hydrostatic and the Von Mises stresses, respectively.

Devð ÞLinear¼
�up
�uf

¼ �up � ~r
2Gf

ð4Þ

Devð Þexponential¼ 1� exp �
Z �up

0

~r
Gf

� �
� d�up

� �
ð5Þ

where, Devð ÞLinear and Devð Þexponential are the damage variables for linear and expo-
nential failure evolutions, respectively. �uf is the plastic displacement at failure, Gf is the
fracture energy and ~r is the flow stress at the damage initiation.

sf ¼ l� rn ðifl� rn\smaxÞ
sf ¼ smax ¼ mTresca � k ðifl� rn � smaxÞ

�
ð6Þ

where, sf , l, rn, mTresca and k are the shear stress, the Coulomb’s coefficient, the
normal friction stress, the Tresca factor and the yield stress, respectively.

3 Results and Discussion

Figure 2 illustrates the chip morphology predicted for a cutting speed and a feed rate of
45 m/min and 0.3 mm/rev, respectively. A material flow along the different directions
was obtained when the cutting tool penetrated in the workpiece. For both modeled
sections Z ¼ 0mm or Z ¼ �0:25mmð Þ, high equivalent plastic strains were pre-
dicted in the shear bands, mainly close to the inner chip surface that was in contact with
the tool rake face. In addition, a slight mismatch between the chip morphology pre-
dicted in the two sections was highlighted. Less serrated chip was modeled in the
workpiece sides Z ¼ �0:25mmð Þ, where the removed material was also deformed
along the width of cut direction and it resulted in the side burrs formation.
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To explain these preliminary observations, a detailed analysis of mechanisms
controlling the chip segments formation was performed. The instantaneous evolution of
temperatures was investigated. Figure 3 shows a temperature rise in the chip, mainly in
its inner surface in contact with the tool edge radius, where a heat concentration in the
median plane Z ¼ 0 mmð Þ was underlined. The temperatures furthest from this zone
were the lowest. With the progressive penetration of the cutting tool in the workpiece,
the computed temperatures were propagated in the shear band until reaching the upper
surface of the chip and its sides. The non-uniform temperature distribution along the
shear plane and the width of cut was mainly due to the contact friction conditions.

For important cutting time, the computed temperature was accentuated and it
reached 1000 K (see Fig. 4c, d). Moreover, a significant heat propagation towards the
upper chip surface was noted. A thermally extended affected zone (TAZ) was pre-
dicted. For high feed rates, its thickness was significantly increased. In addition, more
pronounced material flow along the workpiece sides was pointed out. Figure 5 illus-
trates a significant increase of the average width of the side burr for f = 0.3 mm/rev,
under both investigated cutting speeds. Its width was about 40% the modeled feed rate.

The instantaneous and local distribution of the damage variable (SDEG) in the chip
was studied to better understand the chip segmentation process. Numerical chip
illustrated in Fig. 6 underlined that, for both investigated planes, the segments for-
mation was controlled by three main sub-processes:
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Fig. 2 Chip morphology and equivalent plastic strain distribution in different sections: a 3D
chip, b chip sides, c median plane and d XZ plane (Vc = 45 m/min and f = 0.3 mm/rev)
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– Material compression: The machined material was initially compressed without
being damaged. An increase of the damage variable was noted in the tool tip
vicinity, while almost undamaged material was modeled away from this contact
interface.

– Localization and spread of thermomechanical loads: More accentuated and exten-
ded sticking contact was involved in the tool-chip interface, following the pro-
gressive penetration of the cutting tool in the workpiece. This explains the important
local heating of the bottom chip surface, which was in contact with the tool rake
face, illustrated by Fig. 3. For these thermomechanical conditions, the material
damage was taking place. The most important and concentrated SDEG were
reached in the median plane, notably in the primary shear band just around the tool
tip. Therefore, more pronounced sliding of the chip along the shear plane was
obtained, giving rise to slight distinction in the segment geometry from one mod-
eled plane to another.

– Ejection: The chip slid upwards on the tool rake face and a totally formed segment
was modeled.

However, the comparison of numerical results illustrated in Fig. 6a and e high-
lighted that, for the same cutting time (tc = 0.3 ms), the formation of the first shear
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Fig. 3 Instantaneous temperature distribution in the chip for different observation planes
(Vc = 45 m/min and f = 0.3 mm/rev)
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Fig. 4 Effect of the cutting conditions on the temperature distribution: a Vc = 45 m/min and
f = 0.15 mm/rev, b Vc = 75 m/min and f = 0.15 mm/rev, c Vc = 45 m/min and f = 0.3 mm/rev
and d Vc = 75 m/min and f = 0.3 mm/rev
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band was initiated in the median plane, while only a compressed removed material was
modeled at the chip sides. Similar delay was noted for the other cutting times. This
confirmed the hypothesis made by Pottier et al. [4], who supposed a damage initiation
from the median plane to the chip sides.

4 Conclusion

The 3D modeling of the Ti6Al4V orthogonal machining, carried out in this investi-
gation, allowed to better understand the multi-physical mechanisms controlling the chip
formation. A noticeable mismatch in the distribution and the levels of numerical plastic
strains, temperatures and damage variables, were pointed out between the median plane
of workpiece and its sides. A pronounced thermal softening was predicted in the
median plane. It resulted in the modeling of more concentrated and important damage
within, mainly in the narrow shear bands, which emphasized the efficiency of the 3D
FE modeling. Indeed, the current numerical analysis allowed to underline the inability
of the 2D FE modeling to predict the chip formation mechanisms, even in the case of
orthogonal machining.

In the current study, an increase of the chip width, due to the material flow along
the Z-direction was highlighted. The modeling of several cutting conditions highlighted
the sensitivity of side burrs to the feed rate. They became more pronounced, giving rise
to additional thermomechanical loads applied to the cutting tool. Although the low
intensity of this kind of material flow, compared to that obtained in thickness, the
consideration of its effect on the machining was required.
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Fig. 6 Instantaneous damage distribution in the chip as a function of the observation plane
(Vc = 45 m/min and f = 0.3 mm/rev)
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Abstract. This paper investigates static analysis of multilayered shells with
integrated piezoelectric materials. An efficient 4-node shell element is developed
to solve piezoelastic response of functionally graded structure with embedded
piezoelectric actuators and sensors. A modified First order Shear Deformation
Theory (FSDT) is introduced in the present method to remove the shear cor-
rection factor and improve the accuracy of transverse shear stresses. The
properties of subtract material are assumed to be graded through the thickness
by the power law distribution while the electric potential is assumed to be a
linear function through the thickness of each active sub-layer. Accuracy and
convergence of the present model is validated by comparing the numerical
results with the published numerical solutions in the literature.

Keywords: Modified FSDT � 4-node shell � Sensors/Actuators � Piezoelectric
material � Functionally graded structure

1 Introduction

Smart materials are characterized by a sufficiently strong coupling between the electric
field and the elastic deformation, so that they can be used in sensors as well as in
actuator applications. These categories of materials are widely used in order to atten-
uate the acoustical noise [4], control the free vibration [3] and control the deflection
control of structural elements [12, 5, 13, 18].

Most of the composite shell FE formulations are based on three different approa-
ches which are: the Kirchhoff theory (CST) [3, 8], the First order Shear Deformation
Theory (FSDT) [11, 17] and the High order Shear Deformation Theory (HSDT) [10,
20]. The inefficiency of the Kirchhoff hypothesis appears with neglecting the effects of
transverse shear and normal strains of the structure and using the FSDT, shear cor-
rection coefficients (equal to 5/6 for isotropic material) should be included to adjust the
transverse shear stiffness. The high-order shear deformation theory was established in
order to assume a parabolic distribution of the transverse shear strain to correct the
constant shear stress in the Mindlin-Reissner theory and to get closer a realistic
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distribution of the transverse shear strain through the thickness [14, 16, 25].
Despite HSDT theories provide a refined approximation of the displacements and
deformations of the structure, the number of used kinematic variables is mainly high
which leads to a high CPU effort. Hence, attention has turned to modified FSDT shell
type finite elements [15, 19, 21, 22]. This new theory is carried out to handle the linear
distribution of the shear strain by imposing a new parabolic shear strain distribution
across the shell thickness and a zero shear strain on the top and bottom faces of the
shell.

In this work, the modified FSDT is introduced to predict the piezoelastic response
of Functionally Graded Material (FGM) structures with integrated smart layers using
3D-piezoelectric shell model. The analysis is based on the finite element method by
using 4-node shell element and the electric potential is assumed to be linear through the
thickness of the piezoelectric layer. Numerical results of piezoelastic behavior of FGM
plate under double sinusoidal load without and with piezoelectric effect are presented.
Effects of geometrical parameters and power-law index on the response of the piezo-
laminated structure are also examined.

2 Theoretical Formulations

In this section, the geometry and kinematics of the modified FSDT model are briefly
described.

2.1 Material Properties of FG Plates

In order to model the properties of FGM structures, a description is needed to show the
global distribution of material properties. The top surface is “Alumina-rich”, whereas
the bottom surface is “Aluminum-rich”. In this study, using a polynomial material law,
the distribution of young modulus YFGM in terms of shell thickness is assumed to
follow [1, 6, 7, 24]:

YFGMðzÞ ¼ Ym þ Yc � Ymð Þ z
h
þ 1

2

� �n

ð1Þ

where Ym ¼ 70 GPa and Yc ¼ 380 GPa are the Young modulus of the metal and
ceramic components, respectively and n is the power-law index. The Poisson’s ratio for
both metal and ceramic is assumed to be constant.

2.2 Kinematic Assumptions, Weak Form and Constitutive Relations

The position vector of any material point (q) of the shell structure located at the
distance z from the mid surface can be related to the position vector of (p) in both
configurations C0 and Ct as:
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Xq n1; n2; z
� � ¼ Xp n1; n2

� �þ zD n1; n2
� �

xq n1; n2; z
� � ¼ xp n1; n2

� �þ z d n1; n2
� �

(
; z 2 �h=2; h=2½ � ð2Þ

with n ¼ n1; n2; n3 ¼ z
� �

denoting the curvilinear coordinates. D and d are the shell
director vectors in reference and current configurations, respectively. h represents the
thickness.

The strain e can be decomposed in in-plane and transverse shear strains as:

eab ¼ eab þ z vab
2ea3 ¼ ca

�
; a; b ¼ 1; 2 ð3Þ

where eab, vab and ca are the components of linearized membrane, bending and shear
strains vectors expressed by:

deab ¼ 1=2 Aa � dx;b þAb � dx;a
� �

; dc ¼ Aa � ddþ dx;a � d
dvab ¼ 1=2 Aa � dd;b þAb � dd;a þ dx;a � d;b þ dx;b � d;a

� �
; a; b ¼ 1; 2

�
ð4Þ

In matrix notation, the membrane, bending, and shear strains vectors are given by

e ¼
e11
e22
2e12

8<
:

9=
;; v ¼

v11
v22
2v12

8<
:

9=
;; c ¼ c1

c2

� �
ð5Þ

The electric field E, assumed to be constant over an element of the active layer,
varies linearly through the thickness of this layer. It can be expressed in terms of the
electric potential u as:

E ¼ �u;a; a ¼ 1; 2; 3 ð6Þ

The strains and electric field expressions shown in Eqs. (5) and (6) will be used in
the weak form of equilibrium equations in order to obtain the numerical solution as
below:

G ¼
Z
A

N � deþM � dvþT � dcþ �q � dEð ÞdA� Gext ¼ 0 ð7Þ

where the membrane N, bending M and shear T stresses resultants and the electric
displacement resultant �q can be written in the form:

N ¼
Z h=2

�h=2

r11
r22
r12

2
4

3
5dz; M ¼

Z h=2

�h=2
z

r11
r22
r12

2
4

3
5dz; T ¼

Z h=2

�h=2
f zð Þ r13

r23

� 	
dz; �q ¼

Z h=2

�h=2
q dz

ð8Þ
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where f zð Þ ¼ 5
4 1� 4z2

h2


 �
that insure a parabolic shear strain through the thickness and

r is the stress tensor.
The generalized resultant of stress R and strain R vectors are expressed as:

R ¼ N M T q½ �T11�1; R ¼ e v c �E½ �T11�1 ð9Þ

The linear constitutive equations of piezoelasticity expressing the coupling between
the elastic and electric fields relevant to present problem can be defined as:

r

q

� 	
¼ C pT

p �k

� 	
e

�E

� 	
ð10Þ

in which C is the matrix of elasticity, p is the piezoelectric matrix and k is the matrix of
dielectric permittivity.

Using Eqs. (3), (6), (8), and (10), the resultant of stress R is related to the strain
field R as below:

R ¼ HTR;HT ¼
H11 H12 0 H14

H22 0 H24

H33 H34

Sym H44

2
664

3
775; ð11Þ

with HT is the linear coupling elastic and electric matrix expressed as:

H11;H12;H22ð Þ ¼ R h=2
�h=2 1; z; z2ð ÞC dz

H33 ¼
R h=2
�h=2 f zð Þð Þ2 Cs dz

H14;H24ð Þ ¼ R h=2
�h=2 1; zð Þ pT1 dz

H34 ¼
R h=2
�h=2 f zð Þ pT2dz

H44 ¼
R h=2
�h=2 k dz

8>>>>>>>><
>>>>>>>>:

ð12Þ

where C and Cs are in plane and out-of-plane elasticity sub-matrices. pT1 , p
T
2 and

k represent the in plane and out-of-plane piezoelectric sub-matrices and dielectric
permittivity matrix, respectively.

2.3 Finite Element Approximation

The structure discretization is achieved using a four node shell element. The
mechanical strains and the electric field have to be approximated by using bilinear
shape functions. The interpolation of the shear strains are obtained by using the
assumed natural strain (ANS) method in order to avoid shear locking. For more details,
one can be referred to Mallek et al. [9]. Therefore, the discrete form of Eq. (7) leads to
the discretized static linear piezoelastic equilibrium equation for the structure.
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3 Numerical Results

An FGM square plate with two piezoelectric G-1195N layers bonded on the top and the
bottom surfaces (Fig. 1) is analyzed in this section in order to outline the performance
and the efficiency of the proposed model. The global thickness and the side-to-thickness
ratio of the structure are denoted h and a/h, respectively. The thickness of the smart
square plate is taken as 0:1� h for the top and bottom active layers and 0:8� h for the
FGM layer. The structure is subjected to doubly sinusoidal distributed load q expressed
as q ¼ q0 sin px=að Þ sin py=að Þ. The material properties of the metal and ceramic com-
ponents used for the calculation are Ym ¼ 70 GPa, mm ¼ 0:3, Yc ¼ 380 GPa and mc ¼
0:3 respectively. The material and piezoelectric properties of G-1195N are: Y ¼
62 GPa, m ¼ 0:31 e11 ¼ e22 ¼ �20:16C/m2 and k33 ¼ 3:3610�10F/m. The deflection
and the shear stresses are computed in normalized form as given:

�w ¼ 10Ych3

a4 q0
w

a
2
;
a
2


 �
; �rxz ¼ h

a q0
rxz 0;

a
2
; 0


 �
ð6Þ

Only investigation on FGM square plate under doubly sinusoidal load without
active layers are available in literature. Hence, before proceeding to the numerical
results of piezoelastic response of smart FGM and in order to examine the validity and
accuracy of the present model, comparisons of results obtained by developed model
and those available in literature [2, 23] are presented, where the G-1195N
piezoelectric/FGM/G-1195N piezoelectric square plate reduces to a one layer of
FGM by setting the thicknesses of piezoelectric layers to be zero, so that, piezoelectric
effects vanish.

Figure 2 shows the dimensionless deflection at center of square plate for different
values of power law exponent n with and without piezoelectric effect considering
a/h = 10. Results obtained by the present model (in the case of FGM plate without

Fig. 1 A simply supported square FGM plate integrated active layers under sinusoidal load
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active layers) are compared with analytical solutions by Carrera et al. [2]. The present
approach shows very close results to Carrera’s analytical solution [2]. Moreover, the
increase in the material power index n leads to an increase in the deflection of the
structure for both cases. This is because that as increasing the value of material power
index the percentage of aluminum phase will rise. By reason of aluminum has a lower
elastic material property that makes such FGM shells less stiff. It is clearly seen from
Fig. 2 that deflection center of square plate with integrated piezoelectric layers is higher
than that without active layers which is expectable. In fact, due to combined electrical
and mechanical interaction for piezoelectric materials, the structure undergo predom-
inant bending.

It is important to investigate the influence of the plate thickness on the deformation
of the structure with and without piezo active layers. Figure 3 shows the effect of ratio
a/h on the deflection at center of the square plate under doubly sinusoidal load for
volume fraction index n = 6. As may be seen from Fig. 3 that the results of developed
model correlated to solution obtained by Wali et al. [23], who used 3d-shell model
based on a double director shell element.

Furthermore, it is found that dimensionless center-point deflection of the structure
decreases as the ratio rises for both cases: with and without piezoelectric effects and it
becomes almost constant when (a/h > 50). This fact is due to the stiffness which
decreases with the increase of the ratio a/h and the plate becomes thinner and then
deforms easily. Figure 3 also shows that the thickness of active layers causes a sig-
nificant effect on the piezoelastic linear behavior of the active structure. Indeed,

Fig. 2 Dimensionless deflection versus power low index n for a simply supported square plate
under sinusoidal load (a/h = 10)
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deflection at center of smart plate is more than 1.5 times of that without piezoelectric
layers. Thus, such sensitive geometrical parameter should be carefully considered for
the design of smart structures with integrated piezoelectric layers.

The distribution of shear stresses at the center of transversal edge of the plate with
and without piezoelectric effect for different volume fraction indexes considering
a/h = 10 are depicted in Fig. 4. It can be observed that the piezoelectric layers have a
significant effect on the in-plane shear in the layer of the substrate (FGM layer) caused
by the static sinusoidal load. In fact, sensors (active layers) tend to increase transverse
shear stresses in the substrate layer.

Fig. 3 Dimensionless deflection versus ratio a/h for a simply supported square plate under
sinusoidal load (n = 6)

Fig. 4 Dimensionless shear stresses �rxz for a simply supported square plate under sinusoidal
load (a/h = 10)
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4 Conclusion

This paper presents a developed 4-node shell finite element that can be gainfully used
for modeling and simulation of the behavior of smart structure with integrated
sensors/actuators. This element, based on a modified FSDT theory, is developed to
include stiffness and the electromechanical coupling of the active layers. Numerical
results of piezoelastic behavior of FGM plate under double sinusoidal load without and
with piezoelectric effect are presented. The influence of power law coefficient and the
piezoelectric effect on shells are also examined. It was found that the power-law index
and the piezoelectric layer thickness have significant effects on deflection and stress
distribution along the thickness.
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Abstract. The aim of the present study is to predict the NiTi behavior under
cyclic loading with hydrogen charging. To achieve this goal, a series of
experimental tests have been carried out. First, samples have been cycled until
having an imposed deformation of 2.1, 4.8, 7.6 and 8.2% till 50 cycles. Second,
orthodontic specimens are submitted to cyclic loading with various strain rates
of 5 � 10−3 s−1, 10−3 s−1, 5 � 10−4 s−1 and 10−4 s−1 under an imposed strain of
7.6%. Finally, arch wires are charged by hydrogen in 0.9% NaCl an aqueous
solution at room temperature with a current density of 10 A/m2 for 2, 3, 4 and
6 h and are aged for 7 days in air. Throughout cyclic loading, a significant
degradation of material performance is observed (the critical stress for the start
and the end of the martensite transformation, the residual strain and the dissi-
pated energy evolving). This evolution becomes more significant with a higher
strain rate and with hydrogen charging rather then without it. Thus, via this
work, we can assume that the embrittlement is due to the diffusion of hydrogen
and the generation of dislocations after aging.

Keywords: Shape memory alloys � Cyclic effect � Hydrogen � Embrittlement

1 Introduction

NiTi wires have extensively been considered in the medical field [1]. Its use such an
alloy is mainly justified by its shape memory effect, biocompatibility and superelas-
ticity [2]. Furthermore, this shape memory alloy has shown excellent mechanical
properties and a high resistance to corrosion and abrasion for long time applications. In
the oral cavity, the superelastic wire is applied a constant force during the treatment
time to control the teeth movement. However, a fracture in the wire will appear after
few months of the service life. This embrittlement is due to the superposition of two
factors: first, orthodontists manipulate the wire by applying a few number of cycles,
which will alter the mechanical behavior of this sample [3]. Second, the NiTi shape
memory alloy shows a significant sensitivity to hydrogen absorption, which is caused
by the diffusion of an amount of hydrogen impurities due to the presence of fluoride in
the toothpaste [4, 5].
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Under cyclic loading, residual strains are accumulated in the structure owing to the
residual martensite, lattice defects and dislocations [6]. The hysteresis loop changes its
size until reaching a saturated state [7]. The critical stress of the forward and inverse
transformation decreases with the growing number of cycles [8].

The degradations of the NiTi arch wire’s mechanical behavior depend on the strain
rate. This dependence is attributed to the released latent heat during the martensitique
transformation and the production of the variant of the martensite in the structure.
Gamaoun et al. [1, 9] studied the effect of the strain rate of NiTi wire’s mechanical
behavior. Their work highlighted that the critical stress and plateau slope went up with
the rising of the strain rate, which caused the germination of the new domains. The
increase in the temperature inside the wire made the heat release faster, the stress
required for the growth of the new domains rise and the slope of the plateau go up
during the forward transformation.

Regarding the hydrogen embrittlement, several studies have been developed to
investigate this effect on the mechanical behavior of the NiTi wires. Sheriff et al. [10]
showed the effects of 10–80 wppm of hydrogen on the behavior of the superelastic
NiTi alloy. Their work highlighted that the fatigue life would decrease with the
increasing hydrogen quantity. The increase in the concentration of the hydrogen would
affect the fatigue life for an imposed strain less than 1.4% and up to 80 ppm of
hydrogen. Lachiguer et al. [11] examined the influence of the hydrogen concentration
on the thermomechanical behavior of Shape Memory Alloy (SMA). It was proven also
that the hysteresis loop area of mechanical loading-unloading would depend on the
immersion time in the hydrogen solution. It was shown that the critical stress of
austenite-martensite transformation went down from 500 MPa for the as-received
sample to 570 MPa after 72 h of hydrogen charging. Besides, the plateau slope
increase suggest that with the absorption of hydrogen, more energy would be required
for the transformation.

The aim of the present work is to investigated the cyclic effect at different imposed
strains, the strain rate effect and the hydrogen effect of the superelastic NiTi orthodontic
alloy. It presents a contribution to studying the mechanical behavior of the orthodontic
arch wire when it is introduced in the bracket glued on the tooth in the oral cavity.

2 Experimental Procedure

For all experimental tests, NiTi specimens, with dimensions of 20 � 0.43 � 0.64 mm3,
have been used. All the specimens have been submitted to a cyclic loading using an
uniaxial-tensile loading Instron 5566-type machine with a load cell of 10 kN. The cyclic
tensile tests have been performed at room temperature with a constant strain rate of
10−4 s−1 with an imposed strain of 2.1, 4.8, 7.6% and 8.2%.

In order to study the strain rate effect on the NiTi wires, cyclic loading tests have
been carried out corresponding to an imposed strain of 7.6% with a various strain rate
of 5 � 10−3 s−1, 10−3 s−1, 5 � 10−4 s−1, and 10−4 s−1. Scanning Electron Microscope
(SEM) observations using a JEOL JSM-5400 microscope have been made to investi-
gate the fracture surfaces of the cyclic samples with different strain rates.
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To investigate the effect of hydrogen under cyclic loading, the specimens have been
electrolytically charged by immersion in a 0.9% NaCl solution and using a platinum
anode. Specimens have been charged following these conditions: current density of 10
A/m2 and charging time of 2, 3, 4 and 6 h. The arch wires have been aged for 7 days at
room temperature in air after charging.

3 Experimental Results and Discussion

3.1 Effect of Imposed Strain

Figure 1 shows the cyclic stress-strain of the NiTi arch wires obtained in the cyclic
loading-unloading tests with various imposed strain of 2.1, 4.8, 7.6 and 8.2%. Some
common features of the cyclic loading can be made from these experimental results. An
accumulated residual strain is formed and goes up with the number of cycles and the
value of the imposed strain. As noted, the critical stress for inducing the martensite and
the austenite exhibits a marked decrease in the twenty first cycles until reaching a
stabilized state. Moreover, the hysteresis loops area fall with the growth of the number
of cycles [3]. The reduction in the critical stress is due to the fatigue, which causes the
degradation of the mechanical properties. This effect is considered to be associated with
the introduction of small levels of localized slip and build-up dislocations, which
results in lower values of the critical stress to introduce martensite and austenite [12].
Previous studies indicated that the increase in the residual strain with cyclic loading
was owing to the generation of dislocation during the cyclic loading [6]. Besides, the
residual strain would typically stabilize after few cycles [13].

Added to that, the dislocation density tended to growth due to the shear defor-
mations at the martensite–austenite phases, which altered some cyclic properties such
as the ability to dissipate energy and the decrease in the hysteresis loop area [14].

3.2 Effect of Strain Rate

Figure 2 depicts the stress–strain curves under cyclic loading under an imposed strain
of 7.6% with a various strain rate of 5 � 10−3 s−1, 10−3 s−1, 5 � 10−4 s−1 and
10−4 s−1. It is remarkable that the residual strain, the critical stress for inducing the
martensite and the austenite and the hysteresis loop area evolve with the growing
number of cycles. Moreover, these parameters reach a saturated state after about 20
cycles. The most important outcome is the effect of the strain rate on the degradation of
the mechanical behavior. In fact, the critical stress of introducing the martensite
increase from 400 MPa for a strain rate of 10−4 s−1 to 430 MPa for a strain rate of
5 � 10−3 s−1. Furthermore, when the strain rate is equal to 5 � 10−3 s−1, the residual
strain is about 1.18% after 50 cycles, but when the strain rate is equal to 10−4 s−1, it
reaches 0.7% after 50 cycles. The hardening-like slope of the plateau goes up for the
higher strain rates due to the rise in the number of domains, which leads to the increase
in the temperature in the structure, and consequently the release of heat will be fast.

Accordingly to the previous study, the slope of the plateau of the forward trans-
formation rises with the increasing strain rate owing to the interaction between the
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thermal, mechanical and transitional phenomena [15]. In fact, the internal heat pro-
duction is fast when the strain rate is important. Yet, because the reduced conduct time,
a quantity of heat could not be extracted out if the NiTi wire. Consequently, the
temperature in the structure is increased and the critical transformation stresses would
grow with the rise in the temperature, and the hardening-like slope of the plateau would
go up [16, 17] (Fig. 2).

The SEM fractographs after a tensile test until the rupture of the NiTi arc wire
cycled at an imposed strain of 7.6% with a strain rate of 10−3 s−1 and 10−4 s−1 are
depicted in Fig. 3a and c. Figure 3b and d show the magnified (10�) portion of the
central region. Both surfaces of the NiTi wire exhibit “cup and cone” fractures. It
consists of small and large dimples. The ductile behavior is present in both samples.

Fig. 1 Typical strain cycling curve after 50 cycles for deformed specimen at various imposed
strains: a 2.1%, b 4.8%, c 7.6%, and d 8.2%
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3.3 Effect of Hydrogen Charging

Figure 4 represents the stress-strain curves of the charged samples with a current
density of 10A/m2 after cyclic loading with an imposed strain of 2.1, 4.8, 7.6 and 8.2%.
The obtained results indicate that the critical stress of the forward transformation of the
charged specimen rises by 40 MPa compared to the as-received ones. Ogawa et al.
[18], Yokoyama et al. [19] indicated that this behavior is due to the diffused hydrogen.
This absorption delay the martensite transformation and lead to the increase in the
critical stress. In addition, the hysteresis loops show a decrease in the size of supere-
lastic plateau and the shape change with the rise of the number of cycles. This behavior
is accentuated with the imposed strain of 7.6%, it leads to a sudden fracture of the NiTi
wires which it lose their superelastic effect. In addition, the residual strain of the
charged NiTi arch wire is more important than the accumulated strain in the as-received
NiTi alloy. Furthermore, the plateau of the forward and the inverse transformation rises

Fig. 2 Typical strain cycling curve after 50 cycles for deformed specimen with an imposed
strain of 7.6% and at various strain rates: a E−4 s−1, b 5E−4 s−1, c E−3 s−1, and d 5E−3 s−1
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after hydrogen charging. This hardening is explained by the generation of dislocations
in the structure during charging.

The embrittlement of the orthodontic arch wire is due to the hydrogen diffusion in
the structure under cyclic loading. In fact, the hydrogen diffuses from the surface to the
inside of the wire and will be trapped by the dislocation sites existing in the structure.
This trapped hydrogen obstructs the martensitic transformation, which leads to a stress
rise and hence a delayed fracture of the specimen will be observed. Hydrogen
embrittlement of a NiTi alloy is justified by the interactions of hydrogen with dynamic
processes: the martensite transformation and dislocation movement [20, 21]. Therefore,
a residual stress is introduced in the structure and increased with the number of cycles.
The generation of the residual strain is due to the residual martensite [19].

Moreover, in the present study, the cathodic charging of hydrogen is applied at a
low strain rate equal to 10−4 s−1, i.e., low number of deformation cycles, for low strain

Fig. 3 SEM observation of surface after tensile test until rupture of NiTi arc wire cycled at
imposed strain of 7.6% with various strain rate of: a 10−3 s−1, b magnified view of dimples in
(a), (c) 10−4 s−1 and (d) magnified view of dimples in (c)
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rates, the number of the nucleated bands was very limited, compared to the high strain
rates. This thermomechanical aspect is attributed to the heat conduction transfer due to
the released latent heat of the domain-fronts during sustained loading. During cyclic
loading, embrittlement has been observed after 6 h of hydrogen charging and ageing
for 7 days for a lower strain rate (10−4 s−1). Whereas, previous research [9] shown that,
for the same charging and ageing condition with a strain rate equal to 10−2 s−1 depicts a
superelastic behavior. According to these results we can highlight that for the as-
charged specimens, the lower the strain rate is low, the more the embrittlement occurs
after a shorter hydrogen charging time. This embrittlement is attributed to the inter-
action between the higher diffused quantity of hydrogen in the volume of the
NiTi SMA and the thermo-mechanical aspect of the nucleation and growth of
martensitic bands.

Fig. 4 Typical strain cycling curve after 50 cycles with an imposed strain of 7.6% and at a strain
rates equal to 10−4 s−1 for charged specimen with a current density of 10 A/m2 for: a 2 h, b 3 h,
c 4 h and d 6 h and were aged for 7 days in air
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4 Conclusion

This article discusses the behavior of NiTi orthodontic arch wire in the oral cavity. To
achieve this aim a series of experimental tests (the effect of cyclic loading with different
imposed strain, the effect of strain rate and hydrogen effects under the cyclic loading)
has been carried out. The results obtained in this experimental tests can be summarized
as follows:

During cyclic loading, the results have despite an accumulation of the residual
strain. The generation of dislocations leads to a decline in the size of the hysteresis
loops of the stress-strain curves. Moreover, the critical stress for introducing martensite
and austenite falls with the number of cycles. As the number of cycles rises, all this
parameters evolve until reaching stable states.

The degradation of the NiTi arch wire’s mechanical behavior depends on strain
rate. Indeed, this degradation is owing to the growth of the nucleated domains, which
raises with the increasing applied strain rate.

For the charged wires, the critical stress of the martensitique transformation rises up
compared to the as-received specimens. Besides, the hysteresis loops decreases and the
shape changes with the growth in the cycle number. These results are justified by the
high amount of hydrogen tripped by the dislocations generated in the structure during
cyclic loading.
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Abstract. NiTi alloys have been widely used as biomaterials especially for the
realization of dental devices because of their biocompatibility and superelastic
behavior. However, these tools can break frequently during clinical use. The
susceptibility of these alloys to cyclic loadings in the presence of hydrogen can
be one of major parameters in the degradation of fatigue properties. It is
admitted that the state of surface is determining to know the influence of the
hydrogen in the fatigue properties. In order to study the impact of some surface
treatments and the effect of hydrogen on the fatigue behavior of NiTi alloys at
high number of cycles, we propose to use the self-heating method. This
methodology has the advantage of being faster and cheaper than traditional
fatigue tests and allows to estimate the endurance limit of the material using
empirical approach. In this case, the temperature variation is considered as a
relevant parameter to predict the fatigue resistance of these alloys. The results of
this study showed that after a surface electropolishing treatment, the hydrogen
does not affect the fatigue properties of these alloys. However, after a
mechanical polishing, the effect of hydrogen is more pronounced leading to a
decrease in the fatigue life of NiTi alloys with a high increasing in temperature.

Keywords: NiTi alloys � Surface treatment � Electroploshing � Fatigue � Self-
heating

1 Introduction

NiTi alloys are considered as promising materials in the realization of dental tools.
However, their fatigue life may be limited [1] and sudden failures can be observed
during clinical use [2]. Most of previous works has attributed the decrease of perfor-
mance of these alloys to the absorption of hydrogen in the surrounding environment of
use [3]. Indeed, the finished NiTi alloys used as dental devices are often processed and
presented in different environments containing hydrogen. Thus, the ability of these
materials to absorb this chemical entity is strongly related to its surface finish and may
affect the fatigue properties of these alloys.

The aim of this work is to study the effect of different manufacturing process
parameters such as mechanical polishing and electroplishing associated with the effect
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of hydrogen on the fatigue properties of NiTi alloys at high number of cycles (HCF).
The choice of these parameters is related in a few steps to the process of manufacturing
or using of dental tools. Indeed, some appropriate surface treatments are often applied
to dental tools in order to improve their flexibility, their resistance to cyclic fatigue and
to reduce the inherence surface defect. The electropolishing is one of the most used
processes for finishing instruments in NiTi alloys. Although, the process of manu-
facturing NiTi alloy differ according to the supplier, it has been proven that in most
manufacturing process, hydrogen can be introduced into NiTi alloys.

As a result, since the protective layer on the surface of NiTi alloys may interfere
with hydrogen penetration by cathodic hydrogen charging, a mechanical polishing
operation was considered in this study to remove this layer and to accelerate the process
of introducing hydrogen into the material. In fact, in the oral environment, it has been
demonstrated that the surface layer will degrade in the presence of corrosive envi-
ronments or because of repetitive cyclic stress. Then, in order to study the influence of
hydrogen on the fatigue properties of these alloys undergoing these different surface
treatments, the self-heating method have been used. Although self-heating tests are
rarely performed on NiTi alloys, they are successfully validated in very recent studies
[4, 5].

2 Materials and Experimental Procedures

2.1 Material of the Study

The material of this study is a NiTi quasi-equiatomic alloy of nickel and titanium
considered for the elaboration of endontic instruments. The specimen is “diabolo”
shaped with a length of 6 cm and a diameter of 1.5 mm with a notch of 1 mm (Fig. 1).
This geometrical form was chosen to be better adapted for fatigue tests. We have
considered the material in three states: Standard (Virgin) and non-standard (Elec-
tropolished and polished). Some specimens have been Electropolished for 60 s. Other
specimens undergo mechanical polishing with abrasive paper followed by immersion
in the acetone for 20 min.

2.2 Experimental Procedures

A device of electrolytic hydrogen charging have been used at ambient temperature
(20 °C). The device consists on a platinum anode, a NiTi specimen immersed into
NaCL 0.9%. The hydrogen charging was made during 14 h under a current density of
20 A/m2 for different states of NiTi specimens (virgin, mechanically polished and

Fig. 1 Geometry of fatigue specimen
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electropolished). Then, a mechanical characterization of the study material with dif-
ferent surface conditions was then carried out by tensile tests at ambient temperature.
All tests are performed with a deformation rate of 10−4 s−1. Hydrogen charged spec-
imens were tested a few minutes after being removed from the solution. Self-heating
tests have been carried out on a Bose-Electroforce test machine (Fig. 2a). This method
consists on applying blocks of 3000 cycles on the same specimen at loading levels
ranging from 100 to 800 considering increments of 50 MPa between 100 and 300 and
25 MPa for the other blocks.

This sequence is characterized by its load ratio R = 0 and a frequency of 30 Hz.
This method consists on measuring the mean temperature of a specimen at successive
loading levels. For each level, we have noted the evolution of the temperature of the
specimen using an infrared camera. The principle of this method is shown in Fig. 2b.

3 Results and Discussions

3.1 Mechanical Properties of NiTi Diablos Specimens

Figure 3 shows the tensile properties (Load-Displacement) of a NiTi diabolo specimen
in the reference state. The critical stress of martensitic transformation is approximately
evaluated to be 600 MPa for the virgin specimen. From the results observed in the case
of electropolished specimens, we can see that the critical stress of martensitic trans-
formation is slightly lower with a high variation in displacement. This variation is more
pronounced in the case of mechanical polished specimens, which justifies that
mechanical polishing had a significant impact in the modifying of the mechanical
response of NiTi alloys.

Fig. 2 a Experimental self-heating device. b Principle of self-heating method
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3.2 Effect of Hydrogen on Mechanical Behavior of NiTi Specimens

Figure 4 shows the mechanical behavior of NiTi specimens for different states after
hydrogen charging for 14 h. After an eletropolishing treatment, the specimen’s
behavior is almost the same for a virgin one but with a slight decrease in the critical
stress of martensitic transformation. However, after mechanical polishing an increase in
the critical effort of martensitic transformation is observed accompanied by an increase
in the residual transformation.

The results of a cyclic loading test of the superelastic behavior at low number of
cycles (14 cycles) for a NiTi virgin and polished specimen are showed in Fig. 5. We
can observe that the first cycles carried out on the virgin specimen charged for 14 h
with hydrogen are reproducible (Fig. 5a). Therefore, we can conclude that a cyclic
loading is accompanied by a decrease in the stress applied as a function of the dis-
placement during cycling. However, after hydrogen charging of polished specimen for
14 h, an appearance of residual stress is more pronounced during the discharge and an
increase in the critical stress of martensitic transformation is observed (Fig. 5b).

This failure clearly shows that the impact of hydrogen is more pronounced for
polished specimen. After polishing, the surface protective layer is removed which
promotes the penetration of hydrogen during electrolytic charging.

Hydrogen introduced represents an obstacle to direct martensitic transformation
A–M that increases the critical constraint of transformation and can lead to the fracture
of the specimen after a small number of cycles following a cyclic load.

Fig. 3 Superelastic behavior of NiTi specimens: reference, polished and electropolished
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Fig. 4 Superelastic behavior of NiTi specimens charged with hydrogen for 14 h

Fig. 5 Cyclic loading curve for NiTi specimen after hydrogen charging. a Virgin specimen.
b Polished specimen
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3.3 Determination of Fatigue Properties by Self-heating Method

The Fig. 6 represents the evolution of the stabilized mean temperature as a function of
the stress amplitude obtained for different test conditions. The mean endurance limit
(rD) can be determined through an empirical approach. The intersection between the
asymptotic behavior of the last points of the self-heating curve and the abscise axis as
shown in Fig. 6 is evaluated at about 750 MPa.

We can observe that after a certain level of loading applied, the stabilized average
temperature increases significantly what is due to the appearance of dissipative
mechanisms. The same procedure have been used to determine the average endurance
limit of electropolished and polished specimens (Table 1). These results showed that
virgin specimens have a surface that resist well to crack initiation. However, after the
electropolishing treatment, we can see that the electropolished specimens presented a
low temperature variation, which shifts the curve to the right. It is known that the
electropolishing treatment, which has the role of improving the mechanical charac-
teristics of the material, resulted in a slight increase in the value of the average
endurance limit in our study and improved subsequently fatigue strength at a large
number of cycles (HCF). For the mechanically polished specimen, since the protective
layer that previously prevented crack propagation is eliminated, fractures are more
likely to occur and therefore the endurance limit value of this specimen is evaluated at
about 705 MPa.

This method based on extracting temperature elevation from self-heating mea-
surements is used to predict the effect of hydrogen on the different specimens (Fig. 7).

Stress amplitude (MPa)

Fig. 6 Self-heating curve for virgin, electropolished and mechanically polished specimens
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The endurance limit values presented in Table 1 show a significant decrease in the
fatigue life of NiTi alloys after hydrogen charging.

From these results, we can conclude that an electropolishing treatment allows
preserving the fatigue resistance of NiTi alloys at high number of cycles. Indeed, we
can see that the material’s endurance does not vary in the presence of hydrogen. As is
recognized, an electropolishing treatment alters surface morphology and eliminate
surface irregularities and defects that can serve as stress concentration points and
favorable hydrogen sites. However, due to mechanical polishing the fatigue life of NiTi
alloys is affected and it is significantly reduced (680 MPa) compared to the virgin
specimen (750 MPa). Indeed, the rise of the temperature and the deformation during
mechanical treatments can cause changes of the structures thus the introduction of the
impurities as the inclusions of the abrasives, which can generate corrosion later, and
premature fractures. These surface defects appears as favorable sites for the absorption
of hydrogen and the initiation of cracks, which explain the reduction of fatigue life.

Table 1 Prediction of the endurance limit of different specimens without and with hydrogen
charging

Specimens Value (MPa)

Virgin (H0) 750
Electropolished (H0) 760
Polished (H0) 705
Virgin (H14) 750
Electropolished (H14) 760
Polished (H14) 680

Fig. 7 Self-heating curve for virgin, electropolished and mechanically polished NiTi specimen
after hydrogen charging
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4 Conclusion

In conclusion, the self-heating method has been successfully applied to NiTi supere-
lastic alloys in order to characterize their fatigue behavior and especially to predict the
effect of the interaction between surface conditions and hydrogen in the fatigue
resistance of these alloys at high number of cycles (HCF). It should be noted that
surface that have been exposed to either electrochemical or mechanical treatment are
fundamentally different and undergoes changes in their original properties and can thus
affect the fatigue properties of NiTi alloys.
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Abstract. The belt-finishing is a new superfinishing process which interests the
industrialists in the automotive and aeronautics field. Belt-finishing is known by
its ability to improve the surface topography and increase the wear resistance
and the fatigue strength of the mechanical parts by inducing a strong residual
compressive stress field. The aim of this work is to understand the belt-finishing
process at the microscopic scale through a numerical study by ABAQUS soft-
ware. This study investigates the abrasive wear mode, the influence of the
scratching velocity and the variation of the friction coefficient on the residual
stresses induced by a scratch test between a rigid abrasive grain and a hard steel
work-piece AISI 52100. It has been shown that, for the parameters considered
constant throughout the study (penetration depth h = 1 µm, attack angle of the
indenter h = 30° and the grain size D = 30 µm) the wear mode is always
ploughing. Moreover, the residual compressive stresses become stronger for
lower scratching velocity. Furthermore, the residual compressive stresses show
significant values for lower friction coefficient. This situation favors a good
mechanical resistance to fatigue of the mechanical parts.

Keywords: Belt-finishing � Scratch test � Abrasive wear mode � Residual
stresses � Scratching velocity � Friction coefficient

1 Introduction

Abrasive machining processes are part of the broad field of manufacturing processes
including belt-finishing, belt-grinding, lapping, polishing, etc. These methods are
manufacturing techniques which use a very hard granular particles to improve the
surface integrity of a mechanical part undergoes a hard-turning process. In the specific
case, for a belt-finishing process, The abrasive belt, which consists of geometrically
calibrated alumina grains, is applied to a rotating part with a pressure, an axial oscil-
lation and a belt feed rate (Fig. 1a).

Belt-finishing is a new superfinishing process in the industry, which makes research
in this domain at their beginning. However, efforts have been made in the recent years
to understand the mechanisms of this process [1–5].
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Experimental studies at the macroscopic scale have been carried out to measure the
residual stresses during the belt-finishing process [4–6]. These studies have shown that
this process induces residual compressive stresses up to −1000 MPa over a depth of
6 lm. This situation leads to a significant improvement in the surface integrity which
favors a good mechanical resistance to fatigue of the work-piece.

Despite this research, the mechanism of action between the work-piece and the
abrasive tool at the local scale is not completely understood, which is due to the
complexity of the study. Indeed, the movements and the shape of the abrasive grains
and their distribution on the belt are complicated and almost random. Therefore, the
microscopic study must take into account some assumptions concerning the shape of
the grains as well as their movements, in order to simplify the investigation. This study
is usually done through numerical or analytical models that simulate the contact
between a grain and a work-piece (Fig. 1b) which aims to examine all the phenomena
that occur at the locale scale. Therefore, the wear mechanism and the residual stresses
field induced by a scratch test are the phenomenon considered in this paper.

Among the phenomena that appear in the microscopic scale is the wear mechanism.
The investigation of abrasive wear mode constitutes an interesting field of research.
The latter can be found in different superfinishing process. According to [7], there are
three wear modes during a scratch test: cutting, ploughing and wedge formation and the
controlling factor is the attack angle and the shear strength.

Fig. 1 a The belt-finishing process. b Scratch test with a rigid conical indenter
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Regarding the residual stresses, the numerical study of the distribution of residual
stress field induced by superfinishing processes did not take all its importance in the
literature. However, some researches have tried to numerically study this aspect, such
as [4, 6, 8, 9], which has examined the influence of certain parameters such as the
penetration depth of the grain, the applied load or the work-piece hardness.

The main objective of this paper is a contribution to the understanding of the
mechanisms of the belt-finishing process through a finite element numerical study of
the influence of some key-parameters on the wear mode and the distribution of the
residual stresses during a scratch test between a rigid abrasive grain and a hard steel
work-piece AISI 52100. This material was chosen because it is widely used in the
manufacture of rotating elements of car engines (bearing, crankshafts, camshafts, etc.).
The study focuses in particular on a characterization of the wear mode and the effect of
some parameters that have been marginalized in the previous researches such as the
scratching velocity which has a very important effect on the plastic deformation as well
as the friction coefficient which is related to the lubrication mode [2].

2 Numerical Study

In order to evaluate the residual stresses and the wear mechanism during a belt-
finishing process at the micro-scale, a finite element model of scratch test between a
grain and a smooth surface of the workpiece has been proposed. To simplify the study,
while being close to the reality of the belt-finishing process, a grain is modeled as
conical indenter with spherical tip, while the movement of the grain is a straight line at
a constant velocity. This study is focused on two parts. Starting with a characterization
of the wear mode using a three-dimensional finite element numerical modeling Fig. 2b,
then the effect of the scratching velocity and the friction coefficient on the residual
stresses using a two-dimensional finite element numerical modeling Fig. 2a.

2.1 The Description and the Conditions of the Modeling

The finite element analysis is performed using ABAQUS/Standard and
ABAQUS/Explicit software. The quasi-static movement of the indenter for all the
simulations is carried out to achieve the loading according to two steps, the first one
consists in a vertically penetration into the sample by a constant penetration depth
h = 1 µm. And the second one allows the scratching of the surface following a hori-
zontal movement with a constant scratching velocity. The horizontal and vertical
displacements have been described based on the previous numerical and experimental
research of [4], who assumed that 550, is the number of abrasive grains of size 30 µm,
which are simultaneously in contact for an applied normal load of 340 N. The latter is
close to the optimum found by [3]. Therefore, the local load acting on one grain is
estimated to 0.6 N, which correspond to a penetration depth of 1 µm.

The indenter is supposed to be rigid and conical with a spherical tip of diameter
D = 30 lm and attack angle a = 30°. These dimensions are chosen to be close to the
standards used during belt-finishing process [1–4], the work-piece is a deformable hard
steel AISI 52,100 of size 1 mm � 0.3 mm for the two-dimensional model Fig. 2b and

Micro-Scale Investigations on Belt-Finishing Wear Mechanisms 709



3 mm � 1.5 mm � 1.5 mm for the three-dimensional model Fig. 2a, these sizes was
chosen sufficiently large to obtain a steady state of the residual stresses and the
deformation in order to ensure their stability without having a non-convergence
problem. Table 1 shows the mechanical properties and cutting conditions of the AISI
52100 according to the Johnson-Cook plasticity model [10]. The boundary conditions
applied to the work-piece for both models are a fixation of the lower surface and the
side surfaces, while the upper surface remains free.

The mesh in the two-dimensional model has 50,000 quadrilateral elements
(CPE4RT) of size 0.5 lm in the contact region. While, in the three-dimensional model
consists of a (C3D8R) element type of size 1 lm in the contact zone.

The contact between the indenter and the upper surface of the work-piece in the
two-dimensional model is made using surface-to-surface method. While in the three-
dimensional model a General-Contact was chosen as formulation method with an
arbitrary Lagrangian Eulerian (ALE) adaptive method to ensure the convergence of the
simulation.

Fig. 2 a 2D modeling of the scratch test. b 3D modeling of the scratch test
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3 Results and Discussion

3.1 Characterization of the Wear Mode

To characterize the wear mode during the scratch test, a numerical and analytical
examination of the contact between the grain and the work piece are considered.

The numerical simulation is done using a fixed scratching velocity of 0.5 m/s and
by assuming that the contact is frictionless. The results are plotted in Fig. 3b.

While Fig. 3a shows the wear mode diagram which characterized the abrasive wear
mode (ploughing, wedge forming and cutting) as a function of degree of penetration,
DP, and the shear strength at the contact interface, f.

The corresponding degree of penetration, Dp, and shear strength at the contact
interface, f, are calculated based on [7, 11] models with Eqs. (1) and (2).

Dp ¼ h

ffiffiffiffiffiffiffiffi
pHv

2W

r
ð1Þ

f ¼
6
p

� �
tan a

� �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 6

p

� �
tan a

� �2q ð2Þ

where h is the penetration depth of the indenter, a is the attack angle, W is the load and
Hv the Vickers hardness of the workpiece.

As it can be seen from Fig. 3b, the numerical results show that most of the removed
materials are pushed to the side, meaning that the dominant wear mechanism is plastic
deformation called ploughing, which is in good agreement with the analytical exam-
ination Fig. 3a. Moreover, the scratch section is high compared to the wedge section
which can be explained by the work-hardening phenomenon (Fig. 4).

Table 1 The mechanical properties and the cutting conditions of the AISI 52100

Parameters Values

Density (kg � m−3) 7870
Young’s modulus (GPa) 210
Poisson coefficient 0.3
Yield stress, A (GPa) 2.49
Hardening modulus, B (GPa) 1.5
Hardening coefficient, n 0.19
The strain rate sensitivity coefficient, C 0.027

The reference plastic strain rate, _e0 s�1ð Þ 1
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Fig. 3 a Analytical examination of wear mode during a scratch test. b Numerical study of wear
mode during a scratch test (a = 30°, h = 1 µm, D = 30 µm, Frictionless)

Fig. 4 The profile of the scratch test (a = 30°, h = 1 µm, D = 30 µm, Frictionless)
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3.2 The Effect of Scratching Velocity on the Residual Stresses

To understand the relationship between scratching velocity and the residual stress field,
four simulations with different scratching velocity values ranging from 0.1 to 2.5 m/s
were taken into account.

The contact between the abrasive grain and the workpiece is frictionless which
corresponds to a perfect lubrication during a superfinishing process. The results are
plotted in Fig. 5.

Whatever the scratching velocity, the residual stress field is modified over a depth
of 20 lm, while a maximum compressive stress around 2000 MPa is located between a
depth of 3 and 4 lm whatever the scratching velocity. Moreover, it can be seen that the
maximum scratching velocity of 2.5 m/s leads to a tensile residual stress in the surface,
which is due to the high local temperature in the contact zone.

Furthermore, the lower is the scratching velocity; the higher is the compressive
residual stress in the outer-layer. A better result is obtained with a scratching velocity of
0.1 m/s. We can say that in order to have a compressive residual stress during a belt-
finishing process which favors the mechanical resistance to fatigue, the feed rate must
be chosen as low as possible.

3.3 The Effect of Friction Coefficient on the Residual Stresses

In order to study the effect of friction between the grain and the workpiece on the
residual stresses, four simulations were performed by choosing different values of
friction coefficient. The friction coefficient l is chosen between 0 (which corresponds
to an abundant lubrication preventing any friction) and 0.3 (which corresponds to a
rough contact without lubrication). The scratching velocity used during the different
simulations is fixed at 0.5 m/s. The results are plotted in Fig. 6.

Fig. 5 The effect of scratching velocity on the residual stress field induced by a scratch test
(h = 30°, h = 1 µm, D = 30 µm)
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Here again, the residual stress field is modified over a depth of 20 lm, while a
maximum compressive stress is reached at a depth that varies from 4 to 5 lm,
depending on the value of the friction coefficient.

The main result during this simulation is that, the higher is the friction coefficient
(bad lubrication); the lower is the compressive stress in the sub-layer.

The tensile residual stress that appear for a maximum friction coefficient of 0.3, are
here related to the high plastic deformation of the material leading to a strong release of
heat in the contact zone. This state is the consequence of a lack or insufficiency of
lubrication.

A minimization of friction phenomena between the abrasive belt and the part during
a belt-finishing process, by choosing an appropriate lubrication, is therefore of great
importance to have residual compressive stresses which leads to an improvement in the
mechanical resistance to fatigue of the mechanical parts.

4 Conclusion

From this numerical study on the characterization of the wear mode for the conditions
considered constant throughout the paper and the effect of scratch velocity and coef-
ficient of friction on the field of the residual stresses induced during a scratching of
100Cr6 hard steel, we can conclude the following points:

– For a penetration depth of 1 µm and an attack angle of 30°, the wear mode is
ploughing. Moreover, the scratch section is always higher than the wedge section
due to the work-hardening phenomenon.

– The application of the belt-finishing process with a low feed rate of the abrasive film
leads to the formation of compressive residual stresses, which improves the fatigue
strength of the mechanical parts.

Fig. 6 The effect of friction coefficient on the residual stress field induced by a scratch test
(D = 30 µm, h = 1 µm, h = 30°)
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– Good lubrication in belt-finishing process is a priority condition which must be
taken into account in order to reduce the local friction coefficient and to promote
compression stresses in the outer layer.
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Abstract. Composite materials are the preeminent drivers for the significant
enhancement to products that meet recent industrial requests. Nevertheless, their
variability and the complexity of the innovative products introduce a great
challenge in predicting the mechanical response fundamental for the composite
design engineering. Then, to pledge a faster and more cost-effective develop-
ment product, the experimental practice is switched to virtual simulation tools
using advanced multi-scale analyses techniques. Indeed; developing predictive
micromechanical models that enable to derive the composites’ macroscopic
behavior in realistic environment based on the microscopic behavior of each
constituent is obviously defiance. Therefore, to evaluate the micromechanical
response of complex composite materials which are mainly nonlinear, a new
micromechanical model is proposed to meticulously typify the elastoplastic
behavior of composite materials and determine the optimized design. The model
is developed following the composite design perspectives using a Hill-type
incremental formulation and the classical J2 plasticity theory to derive the
tangent operators in each phase. To assess the predictive accuracy of the esti-
mation, the analogy to the experimental data and the exact finite element
solution is proved.

Keywords: Composite � Micromechanical models � Multiphase �
Elastoplasticity

1 Introduction

Composite materials have inherently the ability, by mixing different constituents, to
cope with the demand of fast-evolving exigencies of innovative materials in different
industries. Nevertheless, the anisotropic nature of composite materials has made the use
of this type of material limited due to the enormous amount of tests required to find the
right mix of materials and processes that meet product requirements and production
cycles. Recently, the experimental practice of trial-error based on the selection
approach is evolving to a more rational, organized and systematic one through a
composite material design process from the atomic scale to the system scale. An
important building block of this process is the efficiency of micromechanical models
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that enable to predict the interaction between the microstructure and the effective
properties of the product and for which the sample testing is performed only in the final
stage for verification. Until recently, the linear homogenization realm has a relatively
well-established and stabilized modeling framework. According to the assessment of
their predictive capabilities accomplished by [1], the double inclusion model initially
proposed by [2, 3] and improved by [4] which overcomes the drawbacks of many
existing models in the literature and allows deriving the overall moduli for multiphase
composites in a closed-form, can be seen as a more general model compared to other on
the literature.

Nevertheless, to avoid overdesign, build better products and reduce costs, non
linear analyses are essential [5].

In fact, when we handle nonlinear homogenization, local properties of the phases
become position and time dependent. Then, an extension of the homogenization
scheme to address elasto-plastic composites is tackled based on the linearization of the
constitutive laws and the treatment of the intra-phase’s heterogeneity under the concept
of the fictitious heterogeneous linear elastic or thermo-elastic comparison composite
(LCC) [6]. The linearization is then defined around a reference strain or stress state; to
assume that the mechanical characteristic’s (The stiffness or the compliance tensors) are
uniform per phase and evolve only with the overall load; to finally exploit the mean
field homogenization valid in linear case. The starting point of the whole range of
linearization schemes, were those of Sachs [7] and Taylor [8]. Thereafter, on the basis
of the self consistent formulation developed by Kröner [9], Hill [10] has developed an
incremental formulation for nonlinear composite materials. The scheme deals with the
linearization of the local constitutive relations of each phase through the use of an
elasto- plastic tangent operator and compute the macroscopic response within an
incremental step by step homogenization procedure.

Despite the relevance of the incremental formulation to capture in a good manner
the visco- elastoplastic behavior of heterogeneous materials, in its original form, the
properties are supposed uniform leads to a too stiff macroscopic response [11–13].
With regard to that limitation, many routes have been attempted in order to improve its
predictive capabilities in elasto-plastic framework [14, 15]. Jiang and Shao [13] have
proved that the use of the isotropic part of local tangent operator to compute only the
eshelby tensor give the better predictions compared to the method using isotropization
in the computation of Hill tensor or in the different steps to evaluate the macroscopic
tangent operator. The method of using isotropic part of tangent moduli was also used
by Pettermann et al. [16] to propose an incremental MT formulation under thermal
strains condition enabling to take into account the Bauschinger phenomenon. In
another study, Teng [17] has established the DI of Nemat Nasser in an incremental
form, which accurately captures the Bauschinger phenomenon and provides rigorous
predictions at only moderate concentration. The uniqueness of the method is reflected
in the examination of the matrix phase as two-phase material consisting of an elastic
and plastic region.

Later, Hutchinson [11] has developed a secant procedure to characterize the stady-
state-creep behavior for which an incremental form is not needed. The latter method is
a total deformation theory, which is similar to a non linear elastic relation and restricted
to monotonic and proportional loading. Molinari et al. [18] have proved also that
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incremental form rather than secant is the practical procedure to obtain a softer material
response. The main reason for the weakness of the secant formulation is that to con-
sider a uniform secant modulus per-phase, the latter is generally defined around the
average strain or stress in the considered phase.

Consequently, several routes have been investigated to accurately consider the local
field fluctuations in each phase. The first one is due to [19] which derive, for incom-
pressible materials, the effective moduli of particle-reinforced composites based on the
shear energy in the matrix. The second general procedure was proposed by Suquet [12],
which defined the LCC based on the second-order moment.

Anterior to the modifications developed to improve the predictions of the secant
formulation, Molinari et al. [20] has developed a tangent procedure as a mix between
the incremental and secant formulation in which the constitutive laws led to a linear
thermo-elastic problem. Afterward, a new affine scheme Masson et al. [21] has been
developed on the basis of the later procedure.

In the present work, an attempt of developing a mean field homogenization scheme
for rate- independent elasto-plastic composites, which is suited for general loading and
provided accurate results at the different levels and for different volume fractions of
heterogeneities. To satisfy the cited criteria, an extension of the double inclusion of [4] is
formulated using the incremental linearization procedure. We invoke also in the present
work the tangent moduli computation and the issue of isotropization as defined by [14].
The Elasto-plasticity theory in each phase is illustrated through the J2 flow theory.
Finally, we derive the effective tangent stiffness tensor and the macro stress increment.

2 Double Inclusion Model

The double inclusion model developed initially by [2] to assess the different type of
interactions in two-phase composites. The formulation used to derive the macroscopic
moduli of the composite is based on certain assumptions on the mathematical solution
of the local fields relying on the Lippman–Schwinger type equation in terms of strain
fields:

eðrÞ ¼ e0 �
Z
V

Cðr � r0Þ : dC r0ð Þ : e r0ð Þdr0 ð1Þ

where e0 is the uniform strain field induced by far–field loads in the reference medium
and C r � r0ð Þ is the modified green tensor.

Thus, the estimation does not hold accurately the matrix-inclusion interaction. The
same other have generalized the model to multi-inclusions models [3] but the esti-
mation of the average field quantities of the extended model was developed in a
nonclosed-form solution. Consequently, to surmount these limitations and achieve
predictions that are physically acceptable, Aboutajeddine and Neal [4] have reformu-
lated the model to obtain a closed-form solution of the effective elastic moduli for
multiphase composite; through the mixing of the non-interacting and the self-consistent
approximations.
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Based on the Lippmann-Schwinger integral and the Eshelby’s inclusion concept,
the authors have subdivided the strain concentration tensor into two-levels character-
izing the different type of interactions such as:

AI ¼ AI;DI : ADI ð2Þ

Here the tensor AI;DI is defined at the level of the DI relating the average strain of the
inclusion to that of the double inclusion and ADI relates the average strain of the double
inclusion to the over-all strain average.

As mentioned by Aboutajeddine and Neal, the expression of the tensor ADI is
defined as:

ADI ¼ IþPe
DI : ðCM;e þ f I;DICI;M : AI;DI

� ��1 ð3Þ

The strain concentration tensor can be obtained through only the determination of the
tensor AI;DI defined by:

AI;DI ¼ Iþ f MdPI
M : CI;M

� ��1 ð4Þ

where:

dPI
M ¼ PDI

M � ð1=f MÞDPI
M ð5Þ

The predictions of the effective elastoplastic response using the DI configuration of
Aboutajeddine and Neal over each load increment the linearization is performed
through the use of the matrix tangent moduli.

3 Incremental Formulation of Homogenization Model

The pioneer work to tackle the problem of inelastic composites was provided by Hill.
The incremental formulation makes it possible to produce a stepwise examination
which, at each step, is presented as the treatment of a problem of linear homoge-
nization. For this purpose stress and strain are related in incremental form using the
tangent operator:

_rðx; tÞ ¼ Ctg
r ðeðx; tÞ; tÞ : _eðx; tÞ ð6Þ

where Ctg
r are the local tangent moduli and r = 0, 1 for a two-phase composite. The

tangent moduli are not uniform, because at each time it depends on the local stress or
strain states. Indeed, in a given state the real nonlinear medium is assimilated to a

fictitious reference matrix having uniform tangent moduli Ĉ
tg
r ðtÞ. This concept has been

introduced by [6, 22] defining a linear comparison material (LCC) which consists in
replacing the original RVE with an RVE having the mechanical properties varying only
with the time:
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_rðx; tÞ ¼ Ĉtg
r ðtÞ : _eðx; tÞ ð7Þ

4 Elasto-Plastic Tangent Operator

For Elasto-plastic material, the anisotropic tangent moduli have an important impact in
numerical simulations. Two tangent operators can be defined: First from the rate
constitutive equation (continuum or elasto-plastic), and second from a discretization in
time interval (consistent or algorithmic) [14],

_r ¼ Cep : _e
drnþ 1 ¼ Calg : denþ 1

�
ð8Þ

For simplicity, the algorithmic and consistent operators are derived using the J2
flow theory. Following Doghri [23], the continuum and algorithmic tangent operator
are given by:

Calg ¼ Cep � ð2lÞ2ðDpÞ rea
rtrialeq

@N
@r ;

@N
@r ¼ 1

req
3
2 I

dev � N � N
� �

Cep ¼ Cel � ð2lÞ2
h N N ; h ¼ 3lþ dR

dp [ 0

8<
: ð9Þ

Here, rtr
eq denotes the trail elastic predictor of req. Dp and rtr

eq are the unknown
internal variables needed to determine the overall composite behavior. To illustrate the
elastoplastic behavior for small deformations, the J2 theory written in a radial return
mapping algorithm (RMP) is used. However, the extension to other yield criteria can
also be derived, for instance, for a cyclic test; the chaboche’s model can be used to
characterize the Bauschinger effect. Otherwise, even though the constitutive model is
isotropic the tangent operators are anisotropic and the computation of Eshelby’s tensor
can be performed only numerically as proposed by [24]. To defeat such limitation the
matrix phase is assumed isotropic or transversely isotropic. In other words, the use of
the isotropic part of the algorithmic tangent operator allows obtaining the analytical
expressions of Eshelby’s tensor for various shapes of inclusions and gives results that
are much softer than those computed using the algorithmic tangent operator. The way
to extract the isotropic part of anisotropic operator is not unique [25]. In this work the
isotropic tangent operator is defined in a form-identical to the Hook’s operator in
isotropic linear elasticity:

Ciso ¼ 3KtI
vol þ 2ltI

dev ð10Þ

where Kt and lt are the isotropic tangent bulk and shear moduli which will be
extracted using the General method [15]. Then, the Eshelby’s tensor can be expressed
in a closed-form.
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5 Incremental Algorithm Steps

This procedure is derived for the case of double inclusion model consisting of an
inclusion I surrounded by a coating of a matrix material and embedded in the overall
composite. At the beginning of the scheme tn, the macro strain en and the internal
variables are known. If the algorithm is strain driven; for a given strain increment, we
compute the stress increment. Accordingly, the derivation of a strain increment in the
inclusions can be made from a voigt assumption. The stress increment is then derived
from an averaging technique. These steps enable the computation of the instantaneous
algorithmic moduli of both inclusions and matrix to characterize the Elasto-Plastic
response.

6 Numerical Results and Discussion

In order to elucidate the robustness of the new extension, the previously steps are applied
for a Matrix Metal material studied before by [12, 14]. The matrix is an elastoplastic
aluminum alloy with a power law isotropic hardening RðpÞ ¼ k � pm with k = 416MPa,
m = 0.3895 and the following propertiesE0 ¼ 75GPa;#0 ¼ 0:3; ry ¼ 75MPa.While a
Ceramic inclusions are considered elastic ðE1 ¼ 400GPa;#0¼ 0:2Þ (Fig. 1).

Fig. 1 MMC (v = 30%) under macro-tension. Comparison of different predictions: (1) Modified
Secant MT, (2) Average 3D FEs (Segurado), (3) Classical secant MT, (4) Incremental MT and
the incremental modified double inclusion (this work)
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As Llorca and Segurado [26] have proved that the FE estimations on 2D
axisymmetric unit cells for composites with periodic microstructure are in reasonable
agreement in an average sense with predictions on 3D FE unit cells for composite with
random dispersion of inclusions. This deduction substantiates the comparison done
previously.

The new extension compared to the results obtained in [27], gives excellent pre-
dictions of the elastic and plastic response even if the reference strain state is computed
only using the average-strain. Additionally, as pointed out by [28] the incremental and
the second-order secant estimations are adjacent to the target numerical results; which
approve the use of the incremental approach to define the LCC. The discrepancies
between our formulation and the incremental M-T extension may be due to the use of
the MT scheme which is still remaining short even for elastic behavior.

In this section, the reinforcement is a short glass fiber embedded in a polyamide
matrix. The matrix is elastoplastic described by an exponential-linear hardening law: R
(p) = k1 * p + k2 * (1 − exp(−m * p)) with k1 = 139MPa, k2 = 32.7MPa, m = 319.4
and ry ¼ 29MPa. The elastic properties are defined by: E0 ¼ 2:1 GPa; #0 ¼ 0:3. The
fibers are assumed elastic ðE1 ¼ 72 GPa; #1 ¼ 0:22Þ.

The Fig. 2 shows numerical predictions of the new estimate under a macro tension
test. The incremental formulation of the double inclusion scheme [4] provide excellent
estimations in investigating the elastoplastic behavior of a two phase composite
materials and is in good agreement with the second order incremental M-T scheme and
the FE results. Therefore, for a future study a linearization of our approach around a
second moment reference state may lead to better results than that provided using the
second order incremental M-T formulation.

Fig. 2 (v1 = 15.7%) under uniaxial tension. The aspect ratio a ¼ 15: (1) The first order
incremental MT, (2) The second order incremental MT, (3) The FE results and (4) The
Incremental modified Double inclusion (this work)
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7 Conclusion

In this paper, the modified double inclusion was extended to determine the effective
Elasto-plastic response of two-phase composite material for various volume fractions
of inclusions.

The extension of the scheme is based on Hill incremental formulation, dealing with
rate-independent small-strain composite materials, with the matrix characterized by the
Von Mises yield criterion (J2 Elastoplasticity) reinforced with the isotropic and elastic
inclusions.

With reference to the stiffness comparison established by [14] of various tangent
moduli, we use in our computation the algorithmic (Consistent) tangent moduli. Two
hypotheses define the basis of the model: (1) the reference moduli in each phase are
computed with the average strain and the increment strain average quantities. (2) The
Eshelby’s tensor is computed with the isotropic part of the algorithmic moduli. The
implicit Euler method is used because of its good accuracy to integrate the incremental
stress-strain relation along the loading path. The efficiency of the estimation was tested
by considering a two phase’s composite MMC running under macro tensile test. The
comparison of the proposed incremental double-inclusion predictions with the first and
second incremental Mori Tanaka scheme and finite element results exhibits that the
extended model provides accurately the nonlinear behavior of Elasto-plastic
deformation.
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Abstract. This paper deals with the optical and colorometric properties of the
recycled polymer during numerous internal reprocess. The effects of the number
of grinding-injection cycles, three process parameters (material temperature,
mold temperature, and injection rate) were investigated. One most limit for this
kind of study is the large number of experiments that requires long time and
significant investments. The idea is to vary five injection parameters (Tmaterial,
Tmold, injection rate for five injection cycles using statistical approach. The five
variables were investigated at three industrial used levels. The number of
recycling varies from cycle 0 to cycle 4 at five levels. The complete matrix for
screening was designed using D-optimal quadratic design. The experimental
design was generated with the statistical software MODDE 10.1-Umetrics. A set
of 42 experiments was carried out to determine the influence of injection
parameters, polluant and recycling on the appearance properties of smooth and
grained surfaces. The statistical software package Nemrodw® version 2007,
LPRAI (Marseille, France) was used to analyze the experimental design.

Keywords: Recycling � Gloss properties � PP � Experimental design

1 Introduction

Nowadays, appearance properties of injected objects are one of the most defies for
automotive industries. The necessity of recycling was also added for quality commit-
ment. In fact, recycled polymer improve cost performance [1]. Nevertheless, this
recycling process often brings unfavorable effects, e.g., an increase in appearance
properties. In order to accomplish this compromise between recycling and good
esthetic of produces, studies on the effect of recycling on the appearance properties of
polymers are re-quired [2]. The effect of recycling on optical properties of polymer
films has been few analyzed in the literature [3–5] Among other plastics, polypropylene
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(PP) is a commodity polymer products and used in large quantities for automative
applications [6, 7]. The main reasons for the success of PP are its quite good
price/performance ratio, its excellent mechanical properties, and suitable optical
characteristics [8–10]. In fact, the massive consumption of this polymer makes its
recycling strategically very important for the environmental policy of industry [11]
Conversely, appearance properties of polymer products are mostly fixed by the pro-
cessing parameters. A low cavity surface temperature lead to a precipitately polymer
melt freeze. Subsequently, a frozen layer will be formed during filling process at the
inter-face between the hot polymer melt and the cold mould cavity. This phenomena
conducts to a series of defects of the ultimate moulded parts, such as flow mark [12]
weld mark [13], swirl mark, roughness [14], low gloss [11], and low replication
accuracy [13].

The surface quality of plastic parts can be improved significantly by increasing mold
cavity temperature [15]. A better replication of the mold texture can be achieved at a
lower melt viscosity at higher shear rates and higher mold temperatures. This provides a
higher gloss in smooth regions. The gloss properties had a significant effect on the color:
all the factors lead to an increase in gloss showed concomitant effects of increasing the
color coordinate b* and of decreasing the lightness L*. Studies were published showing
that the processing parameters may affect the gloss of injection molded parts [9], the
mold temperature commonly being considered the more important parameter to be
controlled. It was shown that the mold temperature is the more relevant parameter and
that a clear interaction exists between that parameter and the holding pressure.

This quantitative descriptor of appearance (gloss and color) is the consequence of a
psychophysical phenomenon of visual perception correlated with a situation in which
the light reflected from the surface of an opaque sample is either predominantly in the
specular direction (gloss) or diffuse in all directions (color) [7]. the color depends on
the illumination conditions, the observation angle, the optical characteristics of the
material, the amount of the colorant present, the surface topography [6], and the gloss
[3]. Work on polymeric surfaces has shown a decrease in gloss with increased
roughness [15, 17, 18].

In this paper, the effect of process conditions (material temperature, mold tem-
perature, injection rate) are investigated. The impact of recycling on the colorimetric
properties of polypropylene containing 2 wt% of pigment using statistical approach
were evaluated.

2 Materials and Techniques

2.1 Materials

The PP homopolymer SABIC® PP 575P produced by SABIC Europe was used in the
experiments. SABIC® PP 575P is an homopolymer for injection molding. A master-
bach supplied by Clariant was used to obtain a gray-beige complexion. The masterbach
was characterized with EDS analysis by scanning electron microscopy. The analyze
show the presence of: CaCO3 (calcium carbonate), TiO2 (titanium dioxide) and Sb2O3

(Antimony trioxide). Blending of PP with 2 wt% of pigments (masterbatch) was
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performed in the PEP “plastics technical center” with a co-rotating intermeshing twin-
screw extruder (Clextral EVOLUM HT 32, diameter 32 mm, centerline distance
21 mm) with a length to diameter ratio L/D 44. The screw profile is made of conveying
and kneading elements, also using opposite pitch to ensure melting, mixing, shearing,
and a good dispersion of the components. The extrusion process was carried out with a
screw rotation speed of 350 rpm, at a temperature of 210 °C and a throughput of
30 kg � h−1. The colored pellets were also injection-molded to obtain samples for
study.

2.2 Techniques

2.2.1 Polymer Processing
The mold was supplied by CFO company specialized on “Manufacturing Design
Tools”. The mold design was realized in C2MA to obtain samples of 100 mm
100 mm with a thickness of 2 mm. the samples show two different faces, a polished
mirror surface and a rough surface. All specimens were prepared on a Krauss Maffei
KM50-180CX injection-molding machine. The maximum clamping force is 50 t.
During the course of experiment, corresponding to each set of experimental parameters,
the 5 first injected samples are thrown away to ensure that the process was stable. PP
was injected from zero to five steps of recycling. Samples are grinding with a Cutting
Mill SM 300 to be reinjected.

In a purpose of understanding the effect of injection parameters and recycling on
the appearance properties of polymers, several injection parameters and cycles numbers
must be tested. One most limit for this kind of study is the large number of experiments
that requires longtime and significant investments. The idea is to vary three injection
parameters temperature of material (Tmaterial), Temperature of the mold (Tmold) and
the injection rate for five injection cycles. The work material selected for the study was
polypropylene because of its large use and the need to recycle it with the maintaining of
good aspect properties.

The effects of four factors known to influence injection conditions, material tem-
perature, mold temperature, injection flow and number of injection cycles were studied
using a statistical approach. The three variables (materiel temperature, mold tempera-
ture and injection flow) were investigated at three industrial used levels (materiel
temperature: 220, 240, 260 °C, mold temperature: 30, 50, 80 °C and injection flow: 10,
20, 40 cm3/s). The number of recycling varies from cycle 0 to cycle 4 at five levels.
The complete matrix for screening was designed using D-optimal quadratic design. The
experimental design was generated with the statistical software MODDE 10.1-
Umetrics. A set of 45 experiments was carried out to determine the influence of
injection parameters and recycling on the appearance properties of samples. The sta-
tistical software package Nemrodw® version 2007, LPRAI (Marseille, France) was
used to analyze the experimental design.

The response approach involving a D-optimal quadratic design was adopted for
studied the effect of injection parameters and recycling on the final response (colori-
metric and gloss). Each variable (material temperature, mold temperature, injection
rate) was studied at three different levels (1, 2, and 3). The four recycling cycles was
studied with four levels (1, 2, 3, and 4). All variables were taken at a central coded
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value of zero. The minimum and maximum range of variables investigated and the full
experimental plan with respect to their actual and coded forms. The analysis of the data
was carried out to obtain an empirical model defining the response Y (Eq. 1), which is
the value of colorimetric (L*, a*, b*) or gloss (R20, R60, R85).

Y ¼ b0 þ b1A � X1A þ b1B � X1B þ b2A � X2A þ b2B � X2B þ b3A � X3A

þ b3B � X3B þ b4A � X4A þ b4B � X4B þ b4C � X4C þ b4D � X4D
ð1Þ

2.2.2 Colorometric Properties
CIELAB was intended to present a standard, approximately uniform color space which
could be used by everyone so that color values could be simply compared. In a uniform
color scale, the differences between points plotted in the color space correspond to
visual differences between the colors plotted. The L* axis is the light-dark axis, and
thus gives a measure of the relative brightness of the sample ranging from total black
(L* = 0) to the white (L* = 100). The a* axis is the red-green axis (positive a* = red,
negative a* = green), and the b* axis is the blue-yellow axis (positive b* = yellow,
negative b* = blue) [15, 12] (Fig. 1).

3 Results and Discussion

The results of colorimetric responses are analyzed with the statistical software package
Nemrodw-version 2007, LPRAI (Marseille, France) and shown respectively in Fig. 2.
The reference is taken on the value of the highest level (black bar). The influence of the
injection temperature (220, 240 and 260 °C), the mold temperature (30, 50 and 80 °C),

Fig. 1 (L*, a*, b*) representing CIELab color space
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the injection rate (10, 20 and 40 cm3/s) and the number of injection cycle (cycle 0 to
cycle 5) on the gloss of different PP samples with grained surface is shown in Fig. 2.

The colorimetric property depends on variations in injection conditions and number
of recycling cycles. Thus, the recycling and material tempera-ture have the most
important effect on colorimetric. The variations of colorimetric parameters are obtained
by changing the number of cycle and the Table 1.

The appearance properties of the injection molded samples showed that variations
in injection parameters and number of cycles had a significant impact on colorimetric.

Fig. 2 Graphic representation of the difference in weight of the factors on total effect for the
colorimetric response. a L*, b a*, c b*
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Generally appearance properties are related to the surface roughness. The differences
appearance properties between samples were presumed to arise from the variation in
the surface topography in ac-cording to the literature [9, 16].

4 Conclusion

The variations of properties due to numerous recycling are in the same range that is
observed by changing processing parameters. In fact, the optical properties of recycled
parts can be maintained during numerous internal recyclings. The number of cycle and
the material temperature are the most important factors changing the colorimetric
properties of the material. Thus, the aspect properties of recycled parts can be main-
tained during numerous internal recycling up to three cycles.
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Abstract. In the field of interior ballistics, crusher gauges are still widely used
for the gas peak pressure measurement within a fired ammunition. Under the
effect of the gas chamber pressure, a copper cylinder deforms plastically and
records its maximum amplitude. The plastic deformation is after what converted
to a peak pressure through the so-called pressure/deformation conversion table
which was established generally by a compression test at constant strain rate.
From our point of view, this quasi-static calibration does not consider particu-
larly the dynamic behavior of the copper crusher especially required for ballistic
dynamic measurements. This might explain the difference of up to 20% in peak
pressures between the crusher values and that measured by a piezoelectric
pressure transducer, currently the standardized technique for pressure mea-
surement in ballistic proof testing. The present study falls within this topic with
the aim of developing a dynamic calibration method for crusher gauges. Testing
was conducted through the use of the split Hopkinson pressure bars (SHPB) to
investigate the mechanical behavior of the crusher gauges at different high strain
rates. First of all, the stress/strain behavior was approached by a constitutive
model. Then, the associated model parameter was determined through the use
of the SHPB technique under different high strain rates. Finally, the
pressure/deformation curve was then established through finite element mod-
eling using Abaqus/Explicit where the gas peak chamber pressure measured by a
piezoelectric transducer were taken as reference value.

Keywords: Interior ballistics � Pressure measurement � Piezoelectric
transducer � Copper crusher gauge � Dynamic calibration � High strain rate

1 Introduction

Ballistics is in general the study of a projectile’s motion in three-dimensional space,
particularly those fired by weapon systems. It is subdivided into three branches, namely
internal ballistics, external ballistics and terminal ballistics. The aim of interior bal-
listics is to obtain a required projectile muzzle velocity to hit the target and inflict a
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desired damage to it. The achievement of this parameter is closely related to the work
of combustion gases which are issued from the burn of the propellant inside the
chamber. Therefore, peak pressure inside the fired ammunition shell must not exceed
the yield strength of the made-steel barrel to ensure a permanent safe use of the
weapon.

Gas chamber pressure measurement is one of the most demanding measurements in
ballistic testing. Knowledge of its maximum value (peak pressure) has become para-
mount in applications, such as weapon systems development, investigation on ballistic
performances of ammunition and safety problems. Unfortunately, the measurement of
this variable depends on the used measurement technique. Until the mid of 1960,
crusher gauge technique was the widely known and used method for gas peak pressure
measurement. A copper or lead made cylinder is compressed by a steel piston placed in
contact with combustion gases inside the barrel chamber. Under the effect of the gas
chamber pressure, the crusher cylinder deforms plastically and records its maximum
amplitude. The plastic deformation is converted to a peak pressure through the so-
called pressure/deformation conversion table. Since 1960, piezoelectric transducers
have superseded crusher gauges when charge amplifiers have been developed by
W.P. Kistler in the 1950s [1]. This technique was rapidly standardized for gas chamber
pressure measurement.

Despite its drawbacks, the crusher gauge technique [2] is still widely used nowa-
days. It is simple (there is no further instrumentation needed), cheap and accurate
enough for a rapid estimation of the chamber peak pressure, e.g. in ammunition testing
and weapon proofs. Although it is used for dynamic pressure measurements, crusher
gauge suppliers continue to provide conversion tables mostly established by quasi-
static calibration at very low strain rate (10−4–10−2 s−1). As it is widely known that
behavior of materials depends strongly onto the strain rate, a difference of up to 20% in
peak pressures between the crusher values and that measured by a piezoelectric
transducer.

Initially developed for dynamic testing of materials at high strain rates (102–
104 s−1), recent research results demonstrated that the Kolsky bars setup [3], also
widely known as split Hopkinson pressure bars (SHPB), is a versatile technique which
may also be employed for dynamic calibration of force [4] and pressure sensors [5].
The present study has proved that the SHPB is also a promising technique for dynamic
calibration of crusher gauges. This new calibration method has permitted to reduce
measurement uncertainty since it has allowed to take into account the dynamic
behavior of copper crusher.

First of all, the stress/strain behavior was approached by the Johnson-Cook con-
stitutive model. Then, the associated model parameter was determined through the use
of the SHPB technique under different high strain rates. Finally, the
pressure/deformation curve was then established through finite element
Abaqus/Explicit software [6] where the gas chamber pressure measured by a piezo-
electric transducer Kistler type 6215 were taken as reference.
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2 Split Hopkinson Pressure Bars Apparatus
and Data Analysis

Kolsky was the first person to extend the Hopkinson bar technique to measure the
stress/strain response of materials under impact loading conditions. A general Kolsky
compression bars apparatus consists of three major components: a loading device, the
bars, and a data acquisition and evaluation unit. As schematically shown in Fig. 1, the
SHPB setup at the ballistic laboratory of the Royal Military Academy disposes of 2 m
long incident and transmission bars with a diameter of 30 mm. They are made out of
high strength maraging steel [7].

The striker of 400 mm is launched by a sudden release of the compressed air in a
gas gun and accelerated in a long barrel until it impacted on the end of the incident bar.
Proper alignment of the SHPB setup was checked by performing a bar-to-bar experi-
ment (without specimen in between the bars). The one-dimensional longitudinal elastic
wave velocity was determined by performing a single-bar experiment (original Hop-
kinson setup).

The cylindrical specimens, used for the experiments and sandwiched one by one
between the bars, were made out of the same material as the original copper crushers

Fig. 1 The SHPB apparatus at the ballistic laboratory of the Royal Military Academy
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used in the ballistic experiments, but had slightly different dimensions in order to have
a good signal-to-noise ratio for the SHPB testing. The specimens had respectively a
height and diameter of 10 and 7.2 mm. They had an initial temperature corresponding
to room temperature.

A double set of strain gages was attached symmetrically to the incident and the
transmission bar surfaces to eliminate any influence of parasitic bending of the bars.
The signals coming from the strain gages were conditioned with a Wheatstone bridge.
They were amplified because such signals produced low-amplitude voltage. Finally, the
signals were sampled at 10 MHz and recorded using a digital acquisition system.

The impact of the striker on the first incident bar generates a compression longi-
tudinal wave, eI tð Þ. Once this wave reaches the interface between the incident bar and
the specimen, part of it is reflected back into the incident bar as wave of tension, eR tð Þ;
while the rest transmits into the specimen, eT tð Þ; and gets reflected back and forth
inside the specimen due to wave impedance mismatch between the specimen and bars.

Assuming equilibrium conditions in the Kolsky-bar test, strain rate _es; strain es and
stress rs inside the specimen material are computed using the following equations
(Fig. 2):

_es ¼ � 2C0

Ls
eR ð1Þ

es ¼ � 2C0

Ls

Zt

0

eRdt ð2Þ

rs ¼ E
A
As

eT ð3Þ

where C0 is the longitudinal sound velocity in the bars, Ls is the length of the
specimen, A et As are respectively the cross-sections of the bar and the specimen and E
is the Young’s modulus of the bar material.

Fig. 2 Testing section of SHPB
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3 Modeling of the Crusher Gauge Material

In order to investigate the behavior of the crusher gauge, two strength models were
considered for crusher material. The first considered model was the Zerilli-Armstrong
model [8], which in its version for face-centered cubic materials (FCC) like copper is
given by:

r ¼ c0 þ c2
ffiffiffiffi
ep

p
e�C3T þC4ln _eð ÞT ð4Þ

where, r is the stress, ep is the plastic strain, _e is the strain rate, T is the temperature,
and finally C0; C2; C3; C4 are the material parameters fitted to the real material
behavior.

The second considered strength model was the Johnson-Cook model [9], which
was originally developed to model the mechanical behavior of body-centered cubic
materials (BCC), as steels for instance. Nevertheless, the Johnson-Cook model is a very
versatile model that has often been used outside its original scope, typically with
satisfactory results. Its mathematical expression is given by:

r ¼ AþBenp
h i

1þCln
_e
_e0

� �� �
1� T � Tr

Tm � Tr

� �m� �
ð5Þ

where A; B; C; n and m are the material parameters to be determined, and _e0 is the
reference strain rate (chosen as 1 s−1). Tm and Tr are respectively the melt temperature
and the reference temperature of the considered material. The melt temperature Tm was
fixed to 1357 K considering the melt temperature of pure copper while the reference
temperature Tr was equal to 294 K (room temperature).

The parameters of the strength models were determined using a global optimization
approach (all parameters are determined simultaneously) and the least squares method,
applied to all eleven experimentally determined stress-strain curves at once. The adi-
abatic heating of the samples was taken into account by calculating the conversion of
the external work into heat and assuming a Taylor-Quinney factor b of 0.9, as is
common for copper-based materials [10]. The temperature increase DT associated with
an elementary deformation step from a stress-strain condition ðr1; e1Þ to a stress-strain
condition ðr2; e2Þ is then (linearly) approximated by:

DT ¼ b � 12 r1 þ r2ð Þ
q � Cp

e2 � e1ð Þ ð6Þ

where, q is the density of the material (8960 kg m−3) and Cp is the heat capacity
(414 J kg−1 K−1).
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4 Experimental Dynamic Test Results

First of all, and before performing dynamic SHPB testing, we tried to reproduce the
supplier’s pression/deformation conversion data. To do this, compression tests were
carried out on crusher samples using a universal testing machine (UTM) to determine
the compressive strength and then the stress-strain curve of the crusher material as
shown in Fig. 3.

From the examination of the strain-stress curves, obtained results showed clearly
that supplier’s data were issued from a calibration performed at constant strain rate.

In total, eleven dynamic compression tests were performed in a strain rate range of
approx. 650 s−1 up to 1400 s−1. The final strains varied from approximately 0.1 up to
0.25, comparable to the strains achieved in the copper crushers during a typical ballistic
pressure measurement. The final stress-strain curves of each test were obtained through
custom data analysis software implemented in a LabVIEW environment [11] (Fig. 4).

A representative comparison between an experimental stress-strain curve and the
modeled curves is given in Fig. 5 as well. It represents a typical true stress/true strain
curve for a strain rate of 1181 s−1. The pseudo-elastical part of the curve was removed
by applying to the 0.2% offset criterion as used for quasi-static tensile and compression
testing.

The resulting parameters for both material models are given in Table 1 and com-
pared with literature values for pure copper (OFHC) [12].

It can be observed that the crusher material shows a much more pronounced strain
hardening than OFHC copper, which could most likely be explained by the crusher
material being a copper alloy (instead of the initially assumed pure copper material). As
in the case of the Johnson-Cook model the temperature sensitivity exponent, m, did not
converge to any meaningful physical value (which can be attributed to the fact that all
testing was done at room temperature), its value was set arbitrarily to one.

Even if it was developed for BCC materials, the Johnson-Cook model fits the
experimental curve better than the Zerilli-Armstrong model, especially for the

Fig. 3 Supplier conversion data versus quasi-static calibration result
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beginning and the end of the curves. The Johnson-Cook strength model was hence
preferred to the Zerilli-Armstrong model for the subsequent finite element modeling.
This is also reflected in the total cumulative square errors (which are respectively
7.95 � 105 and 1.20 � 106).

Fig. 4 Experimental stress-strain curves at different strain rates

Fig. 5 Comparison between an experimental stress-strain curve and the modeled results
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5 Numerical Modeling

The finite element modeling was carried out with the FE software Abaqus/Explicit with
a total geometry. The stainless-steel piston and crusher cylinder were modeled as 3D
deformable part and discretized with hexahedral C3D8R Lagrangian elements. For the
piston, a linear elastic constitutive behavior was also assumed which is defined by
E = 197 GPa, m = 0.272 and q = 7800 kg/m3. The behavior of crusher material was
defined with a fitted Johnson-Cook model as the strength model. The contact algorithm
surface-to-surface with a frictional coefficient of 0.2 which was applied between
Lagrangian parts.

As shown by Fig. 6, the measured pressure-time curve obtained by a Kistler type
6215 piezoelectric pressure transducer was taken as the input reference pressure. Firing
tests have been performed with an instrumented 12.7 mm barrel manufactured
according to military standards and mounted on a universal ballistic breech with an
interchangeable barrel (BMCI). The piezoelectric transducers and the copper crusher
gauge were installed in the same mounting position in respect to barrel length.

The copper crusher gauge had a nominal height of 4.91 mm and a nominal
diameter of 3.0 mm. The 12.7 � 99 ammunition filled with the gun powder type 0.50
inch (WC 860) have been used to achieve the firing tests. A full metal jacket projectile
type M33 of 42.5 g is also used for all experiments. The cartridge cases were drilled
with a hole of 2.5 mm diameter according to military standards. The triggering was

Fig. 6 Modeling of the experimental set-up with the FE Abaqus/explicit software

Table 1 Johnson-Cook and Zerilli-Armstrong model parameters

Johnson-Cook model

A (MPa) B (MPa) C (−) n (−) m (−)

SHPB 119 935 0.049 0.89 1
Literature 90 292 0.025 0.31 1.09

Zerilli-Armstrong model

C0 (MPa) C2 (MPa) C3 (−) C4 (−)

SHPB 107 853 0.0054 0.000681
Literature 65 890 0.0028 0.000115
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realized using a muzzle flash detector which detects the flash at the exit of the projectile
from the muzzle. Figure 7 gives an overview the experimental setup.

The permanent simulated deformation of the crusher Dlsim has been compared to
the reference permanent deformation Dlref corresponding to the initially applied peak
pressure Ppeak (using the conversion table), and to the experimentally obtained average
residual deformation Dlexp. The results of the conducted simulations and experiments
were confronted to evaluate the capability of the numerical model regarding its
robustness and accuracy. If the simulated permanent deformation corresponded to the
reference permanent deformation, the developed model could be assumed to be correct
(Fig. 8).

6 Results and Discussion

Firing tests were performed using respectively 12, 14 and 16 g of powder charges.
Table 2 gives the average the experimental peak pressure and the average of permanent
deformations respectively for the piezoelectric Kistler type 6215 and the copper crusher
gauges when FNB ammunitions were fired with three different gunpowder masses.

Piezoelectric
transducer 

Copper 
crusher 

Fig. 7 Experimental set-up for pressure measurement

Fig. 8 Contour plots of von Mises equivalent stress
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The peak pressure given by the crusher was always lower than the measured by the
piezoelectric transducer. The difference between values may reach 20% as for the 12 g
powder mass but remains was less than 10% for the higher 16 g powder mass.

At the examination of the Table 2, the residual deformation rises when powder
mass was increased as expected. It was also clear that the simulated residual defor-
mations corresponded better to the reference deformations than to the average exper-
imental deformations. Moreover, the peak pressure values obtained with the simulated
deformation became quite close to the reference peak pressure given by the piezo-
electric transducer. The difference did not exceed 5% which can be a proof of the
accuracy of the dynamic calibration by the SHPB method and thereby the used
behavior model. The reason of the remaining difference is certainly due the choice of
the required strain rate to carry out the SHPB dynamic tests. Its exact value for crusher
cylinder deformation is still unknown. One of the possible solutions consisted of the
estimation of this parameter from the pressure-time curve [13].

7 Conclusion

Gas chamber pressure measurement is one of the most frequently performed mea-
surements in ballistic testing. Crusher gauges are still widely used to measure this
physical variable. As the accuracy of the measurements depends strongly on the used
calibration method, this work was dedicated to elucidate the problem of calibration in
order to develop a reliable dynamic calibration technique for copper crusher gauges
based on the split-Hopkinson pressure bar technique. Compared to pressure mea-
surement results obtained with the quasi-static calibration, those given by crusher
gauges were improved and became close to the piezoelectric measurements when
applying the developed calibration method. The accuracy of the model further could be
improved to ameliorate the consistency of the behavior model and to overcome the
dependence on the strain rate in the dynamic testing of crusher material.
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Abstract. The major challenge of any company nowadays is to master Quality,
Cost and Delivery QCD of its products by optimizing its manufacturing process.
In this context, STELIA Tunisia specialized in the aeronautical field has laun-
ched this project to improve the quality of its manufactured products in the
assembly unit(Panels and frames of lower fuselage and front fuselage). Through
a diagnosis, we identified the production line then the nonconformities with the
highest Cost Of Poor Quality COPQ. the assembly line of lower fuselage 13–14
is concerned, more particularly nonconformity type “rejects”. Following a clear
root causes analysis, we concluded that these nonconformities are mainly due to
a lack of supervision, quality control and organization. Hence the need to deploy
a new strategy for monitoring its processes through the implementation of
process monitoring and control plans.

Keywords: Process monitoring plan � FMECA process � Checkpoints � 5S

1 Introduction

STELIA Tunisia is a company specialized on the assembly of aero-structures and
fuselage parts. In 2016, it recorded an important deviation of COPQ. This high cost
was mainly in the assembly process of lower fuselage 13–14.

To hunt poor quality costs, the company decided to launch a project aimed at
resolving this problem. First, a diagnosis was developed to identify its causes and
define a solid action plan to be implemented.

2 Diagnosis

The process diagnosis is a first mandatory step. So we must present the product “lower
fuselage 13–14” and its assembly process.

2.1 Assembly Process of Lower Fuselage 13–14

Lower fuselage 13–14 is the lower part of an airplane as shown in the Fig. 1:
It is composed of several parts:

• EPC: This is the baggage carrier of the plane
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• PID: Right lower panel is an element for the fuselage of the aircraft
• PIG: left lower panel is an element for the fuselage of the aircraft
• PLD: Right Side panel is a fuselage element of the aircraft
• PLG: Left Side panel is a fuselage element of the aircraft

• ½ BD: Right lower side of the fuselage
• ½ BG: Left lower side of the fuselage
• Floor

Fig. 1 Lower fuselage 13–14 of an airplane

Fig. 2 Structure of the parts: EPC, PID, PIG, PLD and PLG

Fig. 3 Right and Left lower side of the fuselage(½ BD and ½ BG)
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Each part has a defined assembly process. To assemble the lower fuselage 13–14,
we must go through 9lines: 8 parts assembly lines and a line for the final product
(Fig. 2).

The assembly process is carried out manually for the majority of the operations
except the riveting which is done semi-automatically on a machine “PRECA”. The
parts assembly is particularly delicate. Indeed a number of holes must be drilled
accurately to accommodate the rivets fixing the frames and stringer (Fig. 3).

A control is made by the quality inspector at the end of each assembly process. He
decides the conformity of the obtained products (Fig. 4).

All parts and even the final product pass, almost, by the same process steps:

• Preparation: it consists on preparing tools
• Riveting: Riveting is done on the PRECA machine
• Structure: it concerns the assembly of each part, or the assembly of final product.

Generally it consists on doing manual milling, drilling or riveting operations.
• Surface Finishing: This is the last phase of the process.

2.2 Diagnosis and Action Plan

A monthly COPQ tracking during the year 2016 has shown an important deviation
versus target and last years results with an upward aspect, which has a big impact on
customer satisfaction in term of delivery.

Statistic analysis has shown that “rejects” is the non-conformities type which
presents the Pareto diagram head.

Through an Ishikawa and 5 Why analysis, we demonstrated root causes:

• A lack of process monitoring
• A lack of control since current control is done, only, at the end of process
• A lack of tools organization (non identification, errors)

Hence the proposal of the following improvement actions:

• Implementation of process monitoring plans to anticipate defects appearances
• Control at each process step to lighten the control task and improve defects detection.
• Tools organization via the application of the 5S method.

Fig. 4 Floor
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3 Improvement Actions

We will implement improvement actions on a pilot line and then we will duplicate it on
the other lines.

3.1 Constitution of the Work Team

The first step is to form a multidisciplinary team in order to involve all the levels, from
the user to the manager, in the project as well as to guarantee the implementation of
improvement actions.

3.2 Choice of the Pilot Line

The assembly process of the lower fuselage 13–14 has 9 lines. Implementing
improvements on this important number of lines on the same time by the same work
team seems to be difficult. So it’s easier to initiate the project on a pilot line and
proceed with the duplication.

The interest of this pilot line is also to demonstrate the feasibility and the gains
before extending the improvements on all lines. It is a showcase to attract the attention
of those who are not yet involved and who refuse change. We have chosen as a pilot
line the line “right lower side of the fuselage” being characterized by high skilled
operators as well as their ability to change.

3.3 Creating Process Flow Chart

Before creating the monitoring plan we have identified the production synoptic also
called the process Flow Chart for “right lower side of the fuselage” process.

The Process Flow Chart is used to describe the assembly process of “right lower
side of the fuselage” from the raw material to the final product.

3.4 Creating the Monitoring Plan

The monitoring plan is the document that allows setting up the monitoring and con-
trolling strategy for a product on the manufacturing process. It ensures compliance with
certain criterias through the measurement of indicators.

In order to develop the monitoring plan, we have first conducted a risk assessment
using a brainstorming with the team to indicate, for each step of process, the possible
risks and the processes to control.

An extract from the risk analysis is presented in the Fig. 5.
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This plan relies heavily on the established risk assessment. In fact, for each risk we
have indicated the following informations:

• The criterion value (example: conformity of the tools, plating parts, rules for
drilling …)

• The reference document (example: the codification of reference documents such as
N53C2DR …)

• Frequency
• The monitoring method (visual V or with a monitoring tool)
• Monitoring tools (example, control sheets or OK start.)
• Supervision by (the person responsible for this control)
• Reaction plan (reaction to be established in case of non-conformity)

Below is an extract from the assembly process monitoring plan of “right lower side
of the fuselage” (Fig. 6).

Fig. 5 Risk assesment extract of the assembly process of “right lower side of the fuselage”

Fig. 6 Process monitoring plan of the assembly process of “right lower side of the fuselage”
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3.5 FMECA Process

FMECA is the acronym for Failure Modes, Effects and Criticality Analysis [1].
The monitoring plan presented the different risks as well as the processes to be

controlled in order to avoid it.
Nevertheless the risks do not have the same degree of criticality and to apply this

monitoring plan it is necessary to improve the current situation.
Hence the goal of carrying out an FMECA Process in order to evaluate the criti-

cality of each risk and to decide on the improvements to be made either by preventive
or corrective actions in order to reduce criticality [1].

Thus, for each risk we had:

• Classified it according to 5M (method, machine, labor, environment, material)
• Defined its modes and effects
• Identified its causes using the 5 why method
• Calculated its criticality. Criticality C is the product of 3 quotations

(C = G � O � D).

It should be noted that G relates to the severity of the effect of the risk, O concerns
the occurrence or the frequency of the cause and D relates to the non detection of the
failure mode.

STELIA has set a limit of criticality Clim = 70
So, the principle is to compare the calculated criticality C to the criticality Clim:

• In case of C > Clim, corrective action is to be considered
• In case of C is lower but just close to Clim, a preventive action is expected.
• In case C <�< Clim, nothing to predict

For corrective actions, a follow-up is necessary in order to recalculate the new
criticality and compare it to the original one. It allows judging the effectiveness of the
established actions.

3.6 Checkpoints

One of the identified problems during the diagnosis phase was the lack of control. At
this level, it is necessary to improve risk control in order to guarantee the detection of
nonconformities in the concerned station on time. We are trying to move from a control
at the end of the process to a control by station.

For this reason, we will use the Checkpoints method.
Checkpoints is a simple and effective tool that exhaustively lists operations and

tasks to be controlled.
Following the control result, the principle is:

• If the checkpoints indicate “OK” then the task has been checked successfully and no
fault detected.

• If the checkpoints indicate “NOK” then the task has been checked but there is a
detection of a defect which must be corrected.

The checkpoints includes:
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• The choice of the work shift
• The concerned line, the date and MSN (item code)
• A list of figures, at the top of the document, including the control steps.
• A table at the bottom of the document that includes: the control steps, the supervisor

(for example the Quality Inspector QI), the choice of indications OK or NOK. In
case of NOK indication, the gap must be noted.

The following figure shows an extract from the checkpoints of the assembly pro-
cess of “right lower side of the fuselage” (Fig. 7).

3.7 Target Operation Method

The interest of the method “target operation” is to standardize the allocated time for
each control task in the implemented Checkpoints.

The following Fig. 8 shows an example of ‘target operation’ of “right lower side of
the fuselage”.

3.8 Points Display Method

This method aims to reduce the control time.
It consists on putting stickers on the objects to control or the place where the

operation is carried out. Indeed we will facilitate the observation of points for quality
inspectors and post leaders.

These stickers contain the number of the operation according to the corresponding
Checkpoints.

Fig. 7 Checkpoints extract of the assembly process of “right lower side of the fuselage”
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Table 1 is an example of stickers for a quality inspector or for a team leader.

An example is presented in this Fig. 9:

Fig. 8 Target Operation “right lower side of the fuselage”

Table 1 Stickers of users

User Sticker Description

Quality inspector Yellow color for inspector
P1: point 1 of the check-point
CP1: Checkpoint 1

Team leader Purple color for team leader
P1: point 1 of the check-point
CP1: Checkpoint 1

Fig. 9 Points display method on “right lower side of the fuselage”
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3.9 The 5S Method

The 5S method comes from 5 verbs (Sort, Set in order, Shine, Standardize, Sustain) of
Japanese actions summarizing the essential tasks to carry out to organize a specific area
[2].

During this project we noticed:

• Defects (breakage, scratching…) in the tooling
• Lack of standards for the storage of tools

Hence the need to set up a 5S method in order to:

• Ensure the good condition of the tools through good packaging
• To highlight the dysfunctions (any defect in the tools)
• Provide the necessary tooling requirements and make them closer to the user
• Prevent the mess
• Deploy a user-friendly standard of storage and organization.

4 Conclusion

The purpose of this project was to improve the quality of the most expensive product in
terms of COPQ. We initiated our project with a diagnosis that revealed that ‘’rejects’’
present the major type of nonconformity causing this high COPQ.

Through a root causes analysis, we concluded a lack of monitoring and control as
well as a lack of organization on the shop floor.

To resolve these problems we deployed a new control and monitoring strategy by
the implementation of the process monitoring plan and the Checkpoints. A 5S method
was also implemented to provide good working conditions.

As a result, improvements were achieved on two sides: technical and managerial.
Technically, COPQ has decreased, after 2 months, by 20% with a downward aspect.
Regarding the managerial aspect, we noted an improvement in people involvement and
standard’s respect which guarantees the mainting of results. As planned we duplicated
the project on all concerned lines of the assembly unit.

In perspective, we proposed to implement KAIZEN concepts encouraging con-
tinuous improvements.
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Abstract. The countersinking process is consisted to enlarge a pre-hole using a
conical punch in order to allow rivets and screws to sit flush with the surface of
the assembled sheets. The geometry of the pre-hole had many effects on this
process. The main goal of this study is to characterize the effects of the pre-hole
geometrical parameters on the obtained countersunk hole. Their effects on the
forming kinematics and the loads were investigated. A finite element model was
developed using ABAQUS/Standard. The adopted model was performed with
an elasto-plastic behavior and an isotropic hardening rule for the workpiece.
A configuration with a maintained blank holder has been adopted for this study.
The results from simulations analysis provided one good explanation for the
complexity of the observed forming kinematics. The comparison between the
simulations and the experimental results confirmed the validity of the adopted
finite element model for predicting the loads and the final shape of the coun-
tersunk workpiece.

Keywords: Countersinking � Geometric parameters � Forming kinematics �
Loads � Finite element � Main effect

1 Introduction

The countersinking process using forming tools became one of the interesting pro-
cesses for the joining plates in aeronautic and many other fields [5].

In the literature, many studies were about the countersunk hole and joints in the
composite plates. The aim researches were focused on cracking, fatigue and surface
treatment. Chul and Alten [2] focused their works on the cracking behavior in the
countersunk fastener holes. They studied the load transfer in the joints with fasteners
holes. A generic workpiece was adopted by referring to the previous works in the same
field. Three-dimensional finite element analysis was used. This model was meshed in
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PARTRAN® and the simulations of the crack and the fasteners were studied in
Abaqus®. The experiments were carried out by the use of both optical and scanning
electron microscopes. The results identified the same locations of the cracks obtained
with the simulations. Rana et al. [6] investigated the effects of the geometry shape of
the countersunk hole on the fatigue life. They carried out experiments for two cases
with two different shapes of the countersunk hole. As consequence, it was found that
the rounding of the corner at both the countersunk hole and the rivet head enhances the
mechanical resistance of the riveting joint. Therefore, the fatigue lives of the work-
piece, with rounded countersunk hole and rounded rivet head, were longer than that
workpiece with the usual shapes of rivet.

A modified equation for the stress concentration factor in the countersunk hole was
presented by Darwish et al. [3]. In their work, a three-dimensional finite element
analysis was implemented in Ansys®. A parametric study was carried out to investigate
the main effect of different factors on the stress concentration in a countersunk hole. As
a result, they determined new equations for modeling the studied factors factor of the
stress concentration.

On the other hand, [4] presented a finite element analysis for a 2D axisymmetric
model of countersinking to investigate the forming kinematic during the process. In
their work, they presented the parameters of the countersinking. A washer was used as
the workpiece for the analysis. They studied some phenomena of the forming kine-
matics and they plotted the evolutions of some geometrical parameters and loads during
the process. In addition, they studied the effects of the inner radius of the workpiece on
the forming kinematics during the process. All the results were summarized in one
diagram which couples the different geometrical parameters and loads of the coun-
tersinking. This diagram was useful to determine the suitable parameters to obtain a
standard countersunk hole and the necessary loads for the process.

Mosbah et al. [5] investigated the countersinking process and they validated the
model by comparing the numerical and the experimental results. In this works, the
effect of the fillet radius of the inner pre-hole was performed to determine the suitable
value for the adopted numerical model. It was found that many new phenomena were
observed such as the gaps and the expansions. New geometrical parameters were
adopted to investigate the forming kinematic phenomenon.

Regarding the previous studies, it can be seen there are few works about the effects
of the geometrical parameters. The aim objective of this study was focused on the study
of the effects of the pre-hole geometrical parameter on the obtained countersunk hole.
In other hand, it was found interesting to investigate the effect of these parameters on
the punch load. A parametric study was performed to analyze these effects. An
axisymmetric finite element model was carried out using an isotropic hardening rule.
The experiments were conducted to validates the numerical results.

2 Material Behavior

The adopted model was built by considering the punch, the die, and the blank-holder as
rigid bodies. The workpiece was assumed deformable sheet with an elasto-plastic
behavior. The large deformation was taken on account. A monotonous compression
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test was used to characterize the material behavior as described in the works of Alves
et al. [1], Mosbah et al. [5], Zhao and Gary [7]. Thus, the stress-strain law developed in
the previous work [5] was adopted for this present study. For the FEM, this law was
integrated as a multi-linear model. The mechanical properties of the steel sheet are
listed in Table 1.

3 Parameters

To succeed in the countersinking process, the geometrical parameters must be carefully
represented and controlled. The Fig. 1 illustrated the adopted parameters for the tools
and the workpiece before and after the deformation. The nomenclature of all these
parameters was listed in the Table 2.

Table 1 Mechanical properties of the metal

Young’s modulus (E) 210 GPa

Poisson’s ratio (t) 0.3
Elastic yield (re) 235 MPa

Table 2 Workpiece parameters

Parameters tools Symbols Values

Punch radius
Punch angle
BH displacement
Blank-Holder inner radius
Fillet of the BH hole
Punch travel

rp
Up

db
rb
rs
dp

5 mm
90°
0 mm
5 mm
0.2 mm
1.4 mm

Initial shape of the workpiece
Initial internal radius
Fillet radius of the initial hole
Initial external radius
Thickness

ri
rt
re
e

2.5–3 mm
0.2–0.5 mm
15 mm
2.5–3 mm

Final shape of the workpiece
Final thickness
Inferior gap
Final internal radius
Final inferior hole radius
Final external radius
superior radius of countersink
height of countersink

ef
Gi

rfi
rinf
rfe
rc
hc

–

–

–

–

–

–

–
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4 FE Model

In this present work, an FE model was developed using the Abaqus/Standard®. The
same model developed on the previous work of Mosbah et al. [5], was adopted. A 2D
axisymmetric model was performed. The die, the punch, and the blank holder were
assumed to be rigid. The blank-holder was maintained above the workpiece to prevent
the raising up of the workpiece during the countersinking process.

On the other hand, the workpiece was modeled as deformable-body. Thus, it was
meshed using 3-nodes linear axisymmetric hybrid mesh CAX3H. A remeshing tech-
nique was used to avoid the distortion of the mesh elements.

The contacts between the tools and the workpiece were modeled with the Cou-
lomb’s friction law. To describe reasonable contact conditions, the friction coefficient
was fixed equal to l = 0.12.

5 Experiments Tools

Attention must be paid to the experiment to succeed the process and the results. In
order to respect the FE model, an experiment tool was manufactured as mentioned in
the works of Mosbah et al. [5]. The maintained configuration of the blank-holder was
succeeded by applying a slight tightening when using the screw-nut system.

rt

rb

ri
rfere

Blank-Holder

Workpiece

Die

e

rp

P
un
ch

g fh c

b

rs

rinf

rc
rfi

G
i

p

Fig. 1 Workpiece and tools parameters before and after countersinking, Hassen et al. [5]
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6 Results and Discussions

In this study, the investigation of the effect of the geometrical parameters was based on
parametric FEA and static analysis. Several numerical models were performed using
Abaqus/Standard®. All the results were extracted using python scripting. The gathered
results were analyzed using Minitab® and the sensitivity analysis was performed using
three factors (e, rt, ri).

7 Effects of the Parameters on the Punch Load

In Fig. 2a, it can be seen that the load of the punch was affected by the factor rt more
than the thickness factor e. By referring to the work of Mosbah et al. [5], it was clear
that the value of the rt affects clearly the Fp. The choice of the adequate value was the
objective to befit the numerical evolution of the Fp with the experimental load. It was
found that the value rt = 0.2 mm led to the acceptable FE model. Concerning the factor
e, it had a significant effect on the load. The material flow under the punch is com-
plicated thus the static analysis was a useful tool to show its effect on the load Fp. The
reduced value of the thickness e decreased the developed load Fp and the opposite was
true. On the other hand, the initial radius ri has no significant effect on Fp. As showed
in Fig. 2b, all the curves had approximately the same evolution path and they had a
slight difference between the final values of Fp for each used radius ri. The maximum
difference was assumed equal to 5% for the case using a thickness e = 3 mm and fillet
radius rI = 0.2 mm.

8 Effects of the Parameters on the Countersunk Hole Shape

The final inner shape of the countersunk hole was the aim objective in this study. To
investigate the effect of the factors (e, rt, ri) on these shape parameters, their diagrams
of the main effects were dressed as shown in Fig. 3.

Fig. 2 a The main effects of e, rt and ri on Fp. b The evolution of the Fp versus dp (e = 3 mm,
rt = 0.2 mm)
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The final internal radius rfi, was considered as the most important parameter for the
countersunk hole. Regarding to the Fig. 3a, it can be seen that the initial radius of the
pre-hole ri was the main factor that had a significant effect on the retraction rfi. And the
other factors e and rt had no significant effect on rfi. Therefore, attention must be paid
for this factor to control the final retraction. It was clear that the reduced value of ri lead
to minimal retraction and the opposite was true. The evolutions of rfi for each curve are
approximately the same.

A separate FE analysis was performed using parametric value for ri. The evolution
of the retraction rfi for each value of ri was dressed on the Fig. 4a, by fixing e = 3 mm
and rt = 0.2 mm. all the curves had approximately the same evolution. In fact, the
retraction was defined as rfi−ri, the Fig. 4b showed precisely its evolution and its effects
by ri. It was found that all the pre-hole radius followed a retraction during the punch
travel. After a specific value of the punch travel dp, an expansion was observed. For the
case of ri = 2.5 mm, the expansion began at dp = 1.2 mm where the retraction reached
its maximum value −0.25 mm. After this phenomenon, the final value of the retraction
was equal to −0.19 mm. Compared to the case ri = 3 mm, it was clear that the
expansion of the pre-hole appeared at dp = 0.8 mm and the final value of the retraction
was greater and equal to −0.23 mm. It was concluded that the reduction of ri ensures
the phenomenon of the retraction. The big value of ri may lead to the expansion of the
pre-hole without any appearance of retraction. Therefore, the retraction and the final
radius rfi were affected by this parameter. Thus, attention was paid for it to control the
countersinking process and the obtained results.

Fig. 3 The main effects of e, rt and ri on: a rif b rc c hc
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The final shape of the countersunk hole was defined by the hc and rc beside the
retracted radius rfi. To illustrate the effects of these parameters, their main effect dia-
gram was plotted as shown in Fig. 3b, c. It was found that the thickness e did not affect
hc and rc as much as the two other parameters. For the case of hc, it was clear that the rt
was the most significant factor when its value decreased the obtained hc and rc
decreased too. That is why, the choice of the value of rt was important to succeed in the
countersinking process and the obtained results. As explained in section of the analysis
of the punch load, this parameter became the most important factor besides the factor ri.

Concerning the effect of ri, it was observed that it had a significant effect on rc more
than hc as shown in Fig. 3b, c. By seeing the Fig. 5a, it was clear that hc had
approximately the same evolution whatever the value of ri which led to neglecting the
effect of this factors. On the contrary, Fig. 5b showed the sensibility of rc when varying
ri. As a consequence, this factor showed the most significant effect on the final shape of
the countersunk hole.

Fig. 4 Effect of the initial radius ri on: a rfi b the retraction rfi–ri

Fig. 5 Effect of the initial radius ri on: a hc, b rc
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9 Experimental Final Shape

To validate the numerical results, the experiments were conducted to obtain the final
shape of the countersunk workpiece. The used workpieces were manufactured carefully
with ri = 2.8 mm and re = 15 mm with e = 3 mm. The experiment data was compared
to the numerical one. The Fig. 6a, b showed the superposition of the numerical and the
experimental shapes. A good agreement was obtained which led to adopting the
numerical results and so the analysis of the parameter effects. By referring to the work
of Hassen et al. [5] it was obvious to conclude the results were suitable whatever the
used thickness e.

Fig. 6 Superposition of the section view of the workpiece(e = 3 mm, ri = 2.8 mm, rt = 0.2
mm) with the numerical shape
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Fig. 7 Punch load Fp evolution versus the punch load travel dp
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Moreover, the punch load Fp was dressed in the Fig. 7 and it was fitted to the
numerical load when using rt = 0.2 mm which confirms the attention paid for this
parameter after the inner radius ri.

10 Conclusion

This study deals with the analysis of the parameter effects on the final shape of the
countersunk hole and the developed punch load. The static analysis was a useful tool to
investigate the effect of each parameter. The diagram of the main effect was dressed
carefully and it gave reliable results.

It was found that the adopted geometric parameters had a different effect on the
process. The effect of the thickness e on the countersinking process was neglected
comparing to the other parameters ri and rt. That’s why this first study was concentrated
on these last two parameters.

Since the parameter rt was the most important parameter affecting the load, a
parametric study was conducted using a different value of it. It was found that ri =
0.2 mm was the adequate value which led to fitting the experiment and the numerical
results. It was the aim objective for this parametric analysis of rt which explains the
attention paid for it.

Moreover, the most important parameter was the inner radius ri. this one did not
have a significant effect on the punch load. On the other hand, it had an obvious effect
on the final shape of the countersunk hole. Exactly, it affected the retraction clearly. It
was concluded that the reduction of ri conducted to maximize the retraction and delay
of the expansion phenomenon of the countersunk hole. In addition, the parameter rc
and hc were important to characterize the countersunk hole. It was remarked they were
affected by ri too. As consequence, the most important parameter affecting the coun-
tersunk shape was the inner radius ri.

The experiment results were compared to the numerical one in order to validate the
numerical model and exactly the static analysis. A good agreement was fount for the
punch load analysis when using rt = 0.2 mm.

Concerning the future work, it was interesting to investigate all the process
parameters to obtain more accuracy for the results and to obtain more explanation about
the effects of the parameters and their interactions.
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Abstract. This work develops a meshfree method for the analysis of 3D-shell
structure based on the modified first order shear deformation theory. The present
meshfree method is based on the radial point interpolation method (RPIM) for
the construction of the shape functions with Delta function property using
arbitrarily distributed nodes in the support domains. The first order shear
deformation theory is improved in this work in order to correct the constant
shear strains with the Mindlin-Reissner theory and to get closer to its realistic
distribution through the thickness with parabolic curves. The accuracy and
convergence of the proposed model is compared to results presented in the
literature.

Keywords: Meshfree method � 3D-shell structures � The modified FSDT �
RPIM

1 Introduction

In attempts to overcome several existing shortcomings of the FEM, meshfree methods
which are based on a set of discrete nodes instead of meshes, have been applied in shell
analysis due to the ease node placement and accuracy of computed results. There are
many meshfree methods such as the smooth particle hydrodynamics (SPH) [17], The
reproducing kernel particle (RKPM) [9], and the element free galerkin based on the
global weak form Krysl and Belytschko [7].

The Radial Point Interpolation Method (RPIM) [21] is an interpolator meshfree
method that employs both polynomial and radial basis functions (RBFs) to construct
the shape functions. The RPIM shape functions possess the Kronecker delta function
property due to the use of the radial basis function.

Shell structures are widely used in various mechanical structures, civil engineering,
aerospace and naval. Its analysis, therefore, is of great importance for practical
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engineering problems. According to the open literature, it can be carried out with three
different theories: the Kirchhoff-love theory [4, 8], the first-order shear deformation
theory (FSDT) [1, 5, 6] and the high order-shear deformation theory (HSDT) [2]. The
inefficiency of the Kirchhoff-Love hypothesis appears with neglecting the effects of
transverse shear and normal strains of the structure. In FSDT, transverse shear is
assumed to be constant through the shell thickness and thus requires the computation of
shear correction coefficients. The high-order shear deformation theory includes the
consideration of realistic parabolic variation of transverse shear stress through the shell
thickness to avoid the use of transverse shear correction coefficients. The modified first
order shear deformation theory [12, 15, 18, 19] appears in order to get parabolic dis-
tribution of the transverse shear stress with the ad of a value of 5/4 for the shear function
to correct the strain energy terms and to get rid of the shear correction factors calcu-
lation. Its origin is taken from the double directos shell theory [3, 13, 14, 16, 20, 22].

The objective of this work is to present a meshfree method for the analysis of 3D
shell structure using the modified first order shear deformation theory. With this
approach, the quadratic distribution of the shear strain is satisfied and the RPIM is
considered as a meshfree approximation method. Numerical example of a cylindrical
shell structure with border moment using the meshfree method is examined in this work
in order to highlight the accuracy and performance of the present model.

2 The Modified First Order Shear Deformation Theory
Kinematic Assumptions

This section develops the basic formulations of the free modified first order shear
deformation theory for shell structures. For convenience of presentation, the Cartesian
coordinate system ðEiÞ, i = 1, 2, 3, is adopted to describe the shell geometry in the 3D
space. To distinguish the initial configuration C0 from the deformed Ct, capital letters
(respectively lowercase letters) are used for quantities relative to the configuration C0

(respectively Ct). Vectors will be denoted by bold letters.

2.1 Displacement Field and Strains of the Shell Model

Applying the modified first order shear deformation theory, all material points of the
shell are defined using parameterizations in terms of curvilinear coordinates
n ¼ n1; n2; n3 ¼ z

� �
. The pair (Xp, d) defines the position of an arbitrary point ‘q’ of

the shell, Xp gives the position of a point ‘p’ on the shell midsurface and d is the
director unit vector. With assumption of the first order shear deformation theory, the
position vector of the point q in the deformed configuration is given by:

xq n1; n2; z
� � ¼ xp n1; n2

� �þ z d n1; n2
� � ð1Þ

The virtual membrane, bending and shear strains in the reference state C0 are
expressed as: ða; b ¼ 1; 2Þ:
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deab ¼ 1
2 Aa � dx;b þAb � dx;a
� �

dvab ¼ 1
2 Aa � dd;b þAb � dd;a þ dx;a � d;b þ dx;b � d;a
� �

dca ¼ Aa � ddþ dx;a � d

8<
: ; d ¼ D ð2Þ

Equation (2) can be rewritten in matrix notation [11] as:

e ¼
e11
e22
2e12

8<
:

9=
;; v ¼

v11
v22
2 v12

8<
:

9=
;; c ¼ c1

c2

� �
ð3Þ

2.2 The Meshfree Global Weak Form

The weak form of equilibrium equations, used for the numerical solutions with the
meshfree method, is given as:

G ¼
Z
A

N:deþM � dvþT � dcð ÞdA� Gext ¼ 0 ð4Þ

where Gext is the external virtual work and N, M and T represent respectively the
membrane, bending and shear stress resultants, expressed as:

N ¼
Z h=2

�h=2

r11
r22
r12

2
4

3
5dz; M ¼

Z h=2

�h=2
z

r11
r22
r12

2
4

3
5dz; T ¼

Z h=2

�h=2
f ðzÞ r13

r23

� �
dz ð5Þ

Considering the assumption of the modified first order shear deformation theory,
the shear function f ðzÞ is expressed as

f ðzÞ ¼ 5
4

1� 4
z
h

� 	2

 �

ð6Þ

The generalized stress resultants R and strain R are defined as:

R ¼ N M Tf gT8�1;R ¼ e v cf gT8�1; ð7Þ

In the case of an elastic isotropic constitutive model, the generalized stress resultant
Ru is related to the generalized strain resultant R, using the material tangent modulus
HT , as:

R ¼ HTR; HT ¼
H11 H12 H13

H22 H23

sym H33

2
4

3
5 ð8Þ
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H11;H12;H22ð Þ ¼
Z h=2

�h=2
ð1; z; z2ÞH dz ð9Þ

H13;H23;H33ð Þ ¼
Z h=2

�h=2
ð0; 0; ðf ðzÞÞ2ÞHsdz ð10Þ

where H and Hs represent respectively the in plane and out-of-plane linear elastic sub-
matrices.

2.3 The RPIM Using for the Meshfree Approximation of the Modified
First Order Shear Deformation Theory

In this section, a brief introduction of the construction of the radial point interpolation
method (RPIM) shape functions is given. The RPIM shape functions combine a radial
basis function (RBF) RIðXÞ with a polynomial basis function PJðXÞ. Thus, for a point
of interest X ¼ ðx; yÞ located in the support domain, the approximation of the dis-
placement vector is defined as:

UðxÞ ¼
XN
I¼1

RIðXÞaI þ
XM
J¼1

PJðXÞbJ ¼ RTðXÞaþPTðXÞb ð13Þ

where aI and bJ represent respectively the non-constants coefficients of RIðXÞ and
PJðXÞ. N is the nodal number in the support domain and M denotes the number of
monomial terms with M < N. In matrix form, the displacement vector combines the
radial moment matrix R and the polynomial moment matrix P with the vector of
coefficients for RBFs a and the vector of coefficients for polynomial matrix b, as:

U ¼ RaþP b ð14Þ

The Gaussian radial basis function approximation is defined at a point of interest X and
a defining point Xj, as [10]:

RJðXÞ ¼ expð�c2 XJ � Xk k2Þ ð15Þ

where XJ � Xk k is the Euclidean norm and c is the optimal shape parameter of an RBF.
The shape parameter c characterizes the average nodal spacing for all nodes in the local
support domain in order reach accurate results.

3 Numerical Example and Results

This section develops a numerical example describing a cylindrical shell structure with
border moment in order to outline the performance and the efficiency of the proposed
model. The structure of the cylinder is clamped in an edge and subjected to amoment load
in the opposite edge, as seen in Fig. 1.Material and geometrical properties of the cylinder
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are given as: elastic modulus E ¼ 2:1� 109 Pa, Poisson’s ratio m ¼ 0:0, radius R ¼ 2:0,
length L ¼ 1:0, and the moment load m ¼ 240. For the RPIM, the Gaussian radial basis
function approximation is used in this test, where the shape parameter c is equal to 7.

Total nodes of the structure are used to form the global background cells per-
forming the numerical integrations in the meshfree global weak form method, com-
pared to the finite element method. The performance of the present meshfree model is
evaluated considering numerical integration with 2 � 2 Gaussian quadrature on the
background cells with quadratic polynomial basis.

An analytical solution cited by Costa et al. [1] and equal to hy ¼ 12mRa
E h3 , is used to

validate and normalize the present results compared with those obtained by Costa et al.
[1] using a linear meshfree shell model with the Reissner-Mindlin kinematics based on
an inextensible director. In order to highlight the effect of the number of elements per
side, comparison between normalized deflections measured in points where the
moment loads are applied, is represented in Fig. 2 with variation of the ratio R/h.
Figure 3 presents the variation of the shear stress through the structure thickness using
9 nodes per side and a ratio R=h ¼ 0:1 since the analytical solution is reached with the
present model using these conditions.

As seen in Fig. 2, the present results closely match with the reference results for the
case of ratio R=h ¼ 0:1 and are good for R=h ¼ 0:01. Figure 3 shows that the variation
of the shear stress through the structure thickness proves its parabolic distribution

Fig. 1 The geometry of the cylinder with border moment
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which specifies the use of the modified FSDT. The condition of zero shear stress on top
and bottom of structure is released in this work (mainly seen in Fig. 3) in order to
remove the C1 continuity, contrarily of the finite element method.

Fig. 2 Results of deflections versus the number of nodes per side for two cases of the ratio R/h

Fig. 3 The variation of the shear stress ryZ through the cylinder thickness
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4 Conclusion

In this study, a linear meshfree method based on the modified first order shear
deformation theory is investigated. The radial point interpolation method is used to
construct the meshfree shape functions for distributed nodes in the support domain. The
numerical example exhibit good agreement to the reference solutions, thus the present
meshfree model provides accurate and competitive solution to the linear analysis of
shell structures.
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Abstract. The main objective of this work is to develop an hexahedral solid
shell finite element in order to resolve the numerical locking effects that may
have occurred when employing the conventional solid and shell finite elements.
The developed formulation relay on the coupling between the Assumed Natural
Strain (ANS) and Enhanced Assumed Strain (EAS) methods. The FE model was
implemented into the user element (UEL) interface of the FE commercial code
ABAQUS by using the UEL FORTRAN subroutine. The robustness and per-
formance of this element are proven using dynamic contact metal sheet behavior
at low velocity impact. The obtained results are validated with finding from the
literature. The developed solid shell element is efficient from a computational
view point as the thickness direction is discretized adopting only single element
layer.

Keywords: Finite element � Solid shell element � Low velocity impact �
Locking problems

1 Introduction

The main challenge in mechanical engineering is to develop a robust locking-free finite
element. Nonetheless, conventional solid and shell finite elements present a source of
various locking problems as transverse shear, membrane and volumetric locking
problems. To overcome these numerical phenomena, many researchers proposed to
develop a specific finite element named solid shell element. Klinkel et al. [10] and (Vu-
Quoc and Tan [19]) developed a solid shell element by combining assumed natural
strain (ANS) and enhanced assumed strain (EAS) methods. Hajlaoui et al. [9] devel-
oped a hexahedral solid shell element with optimal EAS parameters in order to predict
the effect of buckling solicitations to functionally graded material (FGM) structures.

Referring to the literature, the solid shell element is widely implemented into home
codes [6–8, 16]. But, the simulation of this element via the commercial code ABAQUS
is scarcely conducted. Chalal and Abed-Meraim [3] implemented in the user element
(UEL) interface of ABAQUS the SBH5, SBH15 and SBH20 hexahedral solid-shell
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elements to simulate FGM benchmark tests. Reinoso and Blázquez [17] implemented
an hexahedral solid shell element in the UEL interface of ABAQUS to simulate FG
carbone nanotube benchmark tests. Nevertheless, in these references, the solid shell
element was applied for only static problems. Besides, to the knowledge of authors, the
simulation via ABAQUS of low velocity impact contact problems adopting solid shell
element is not yet conducted.

The low velocity impact characterizes the resistance of structures under a brief
contact. This phenomenon was widely investigated numerically [1, 12, 13, 20]. In
particular, in case of aluminum circular plates, various numerical studies were devel-
oped: Chen applied the finite difference method to predict the dynamic response of
elastoplastic circular plate subjected to low velocity impact (less than 50 m/s) and to
correlate results with experimental study [4]. Mars predicted the effect of low velocity
impact to an anisotropic aluminum circular plates with an elastoplastic behavior [15].
The finite element model was discretized by 10 conventional solid hexahedral elements
C3D8R with reduced integration through the thickness direction.

In this paper, a robust free-locking solid shell element SS is derived with mixed
formation based on the combination between ANS and EAS methods. This developed
element is implemented into the UEL interface of the commercial code ABAQUS
using FORTRAN user subroutine. The application field of this implemented element is
expanded in order to include elastoplastic, dynamic and contact low velocity impact
problems on aluminum structures. Our contribution consists on the discretization of the
circular plate with only single solid shell element through the thickness direction.

2 Finite Element Formulation

The Green-Lagrange strain tensor E is decomposed on two strain tensors as:

E ¼ Ec þ eE; ð1Þ

In which Ec and eE are respectively the compatible and incompatible strain tensors.
The three field Hu-Washizu (FHW) variational principle is expressed as:

Pðu; eE; eSÞ ¼
Z

V
wðEc þ eEÞ
� �

dV �
Z

V
ðeS : eEÞdV �

Z

V
FV � udV �

Z

@Vf

FS � udA ð2Þ

u; eS and w are respectively the displacement field, the independent part of the
second stress tensor of Piola-Kirchhoff and the Helmhotz strain energy function. While
FV and Fs are respectively the body and the surface forces.

The weak form obtained by the minimization of P is written on the following
expression:

Gðu; eEÞ ¼
Z

V
S : ðdEc þ deEÞdV �

Z

V
FV � du dV �

Z

@Vf

FS � du dA ¼ 0 ð3Þ
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2.1 Assumed Natural Strain Method

In order to overcome transverse shear locking, [5] developed the ANS method. This
method consists to modify the Ec

13;E
c
23 and Ec

33 as:

2Ec
13

2Ec
23

� �
¼ ð1� gÞEB

13 þð1þ gÞED
13

ð1� nÞEA
23 þð1þ nÞEC

23

� �
ð4Þ

Ec
33
¼
X4
P¼1

1
4

1þ nPnð Þ 1þ gPgð ÞEP
33 ð5Þ

where A, B, C, D and P = Ai (i = 1, 2, 3, 4) are the interpolation points as presented in
Fig. 1.

2.2 Enhanced Assumed Strain Method

To overcome thickness and volumetric locking, (Simo and Refai [18]) derived the EAS
method. This method consists to define an enhancing strain tensor as:

eE ¼ det J0
det J

ðT0
SÞ�T eE ð6Þ

J is the Jacobian matrix, T0
S, J0 are the transformation from parametric coordinates to

cartesian coordinates and the Jacobian matrix at the center of element. eE is the strain
incompatible tensor in the covariant base.

2.3 Finite Element Resolution

Using the finite element method, the displacement field is approximated as:

Fig. 1 Transverse shear and transverse interpolation
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u ¼
Xn
I¼1

NI � UI ; NI ¼ 1
8
ð1þ nI � nÞ � ð1þ gIgÞ � ð1þ gIgÞ ð7Þ

UI is the field displacement at the node I of the element.
The weak form (Eq. 3) presents nonlinear terms. To solve this non-linearity,

Newton-Raphson method is adopted. Applying the static condensation, the elementary
residual vector and stiffness matrix are written at the following form:

Re ¼ LTH�1hþ fext � f int; Ke ¼ K� LTH�1L ð8Þ

3 Elastoplastic Constitutive Equations

In this work, we assume that the problem of low velocity impact on aluminum circular
plates is at the level of small deformations.

The strain tensor e is expressed as function of elastic and plastic strain tensor:

e ¼ ee þ ep ð9Þ

The stress tensor also is decomposed additively on spherical tensor rmI and
deviatoric tensor S as:

r ¼ rmIþ S; rm ¼ 1
3
traceðrÞ ð10Þ

Adopting the Von-Mises criterion J2 with isotropic hardening, the plastic surface
f is expressed as:

f ¼
ffiffiffiffiffiffiffiffi
3=2

p
Sk k � ry � 0 ð11Þ

where ry is the yield stress.
In this study, Euler implicit numerical scheme is considered. The plastic strain field

at the (n + 1) configuration is defined as [2, 11, 14]:

e
p
nþ 1 ¼ epn þ

ffiffiffiffiffiffiffiffi
3=2

p
Dc

Snþ 1

Snþ 1k k ð12Þ

While c is the plastic multiplier.
The equation to solve is defined as:

f ¼
ffiffiffi
3
2

r
Strial
�� ��� 3Dcl� ry ¼ 0 ð13Þ

Finally, considering that the tangent modulus is consistent and applying Newton-
Raphson method, the tangent modulus takes the following form:
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@ernþ 1 ¼ K1� 1þ 2lð1�
ffiffiffiffiffiffiffiffi
3=2

p
Dc

2l

Strial
�� ��Þ I � 1=31� 1ð Þ

þ 2l
ffiffiffiffiffiffiffiffi
3=2

p
Dc

2l

Strial
�� ��� A

 !
ntrial � ntrial

ð14Þ

4 Numerical Results

The aim of this section is to use the solid shell element to predict the impact response
on aluminum circular plate. The simulation was conducted via the commercial code
ABAQUS/Standard.

The impact model is made of a clamped circular plate with radius R = 60 mm and
thickness h = 1 mm. The plate is impacted by a cylindrical impactor with hemi-
spherical nose shape.

The projectile is assumed rigid with radius Rp = 6.35 mm and mass mp = 54.4 g
with an initial velocity V0 = 29.9 m/s. However, the aluminum circular plate is con-
sidered with an elastic perfectly plastic behavior. The material properties are presented
in Table 1. This plate is discretized with 4888 SS5 solid shell elements with five
independent parameters. The meshing is refined through the contact zone and only one
element along the thickness direction is adopted.

The contact between the plate and the projectile is defined as ‘node to surface’ and
‘hard’ contact. Owning to the impact model symmetry, only one quarter of this model
is studied (see Fig. 2).

The temporal responses of impact force history and projectile velocity obtained by
the developed model are presented in Figs. 3 and 4. Present results are compared to the
experimenal works of [4] and numerical data of [15] using C3D8 elements in
ABAQUS.

We observe that numerical results of the present model are well correlated with
those predicted experimentally by [4] and numerically with [15]. Other validation tests
are conducted and depicted in Table 2 by varying the impactor mass and velocity.
Three cases are cases are considered as:

Table 1 Circular plate material properties

Young modulus
E ðGPa)

Poisson’s
ratio

Density
q ðkg/m3Þ

Yield stress
ry ðMPa)

Aluminum
plate

69 0.3 2600 290
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– a/mp = 23.5 g, Rp = 6.35 mm, V0 = 49.1 m/s
– b/mp = 35.5 g, Rp = 6.35 mm, V0 = 41.4 m/s
– c/mp = 54.5 g, Rp = 6.35 mm, V0 = 29.9 m/s

Referring to the experimental results conducted by [4], can notice that the present
numerical model is well validated.

Fig. 2 Completed impact model
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5 Conclusion

In this paper, a solid shell finite element is implemented into the user element (UEL) of
ABAQUS in order to avoid numerical locking problems. The formulation of this
element is based on the combination between ANS and EAS methods. The present
contribution consists to apply a single element along the thickness direction to simulate
the impact problems on aluminum clamped circular plate. The obtained numerical
results are correlated with those funding from the literature.

References

1. Abida M, Mars J, Gehring F, Vivet A, Dammak F (2018) Anisotropic visco-elastoplastic
modeling of quasi-unidirectional flax fiber reinforced epoxy behavior: an investigation on
low-velocity impact response. J Renew Mater 6(5):464–476

2. Bouhamed A, Jrad H, Said LB, Wali M, Dammak F (2019) A non-associated anisotropic
plasticity model with mixed isotropic–kinematic hardening for finite element simulation of
incremental sheet metal forming process. Int J Adv Manuf Technol 100(1–4):929–940

-15

-10

-5

0

5

10

15

20

25

30

0 0.0002 0.0004 0.0006 0.0008 0.001

Im
pa

ct
 v

el
oc

ity
 (m

/s
)

Time(s)

Present
(Chen et al, 2007)
(Mars et al, 2015)

Fig. 4 Dynamic response of impact velocity

Table 2 Comparison between numerical and experimental results

Peak force (KN) Separation velocity (m/s) Impact time (ms)
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Abstract. This paper deals with forced vibration analysis of functionally gra-
ded carbon nanotubes reinforced composite (FG-CNTRC) plates. The equations
of motion are derived using a finite element strategy which is based on a high
order distribution of the displacement field. The material properties of FG-
CNTRCs are assumed to be aligned in the axial direction and functionally
graded in the thickness direction where uniform (UD) and three graded distri-
butions called FG-V, FG-O and FG-X are taken into account in the analysis. The
proposed method incorporates the effect of transverse shear deformations and
verifies that the shear stresses vanish on the top and bottom surfaces of the
structure. To illustrate the efficiency and the reliability of the present model,
temporal deflections curves are provided leading hence to show the ability of the
present model in the prediction of vibrational behavior of FG-CNTRC plates
with good accuracy.

Keywords: Carbon nanotubes � Functionally graded � Vibration � Finite
element strategy

1 Introduction

Recently, the discovery of carbon nanotubes (CNTs) has been regarded as a new
opportunity for both engineers and material scientists to investigate high performances
qualities. In fact, these materials are recognized by their superior thermal, electrical and
mechanical characteristics as mentioned by many researchers [2, 14]. Thus make them
promising candidates for the composite reinforcements. Furthermore, functionally
graded materials (FGMs) are the advanced inhomogeneous composites which are
characterized by the gradually variation of their constituents in the thickness direction.
Applying the ideas of FGMs to the CNT-reinforced composites leads to a new class of
materials known as functionally graded carbon nanotubes-reinforced composites (FG-
CNTRC). Regarding to the great potential of these advanced materials for both
industrial and academic fields, the study of the vibrational behavior of these structures
has attracted the attention of many scientists in recent years. In the following, the major
works related to this subjected are briefly described.
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With the element-free kp-Ritz method which is based on the FSDT theory, Zhang
et al. [7, 21] presented elastodynamic analysis of FG-CNTRC plates. Based on the
FSDT theory, Malekzadeh et al. [8], Malekzadeh and Heydarpour [9] studied the
vibrational behavior of FG-CNTRC plates and cylindrical panels subjected to moving
load. Moreover, Kiani presented various analyses on dynamic behavior of FG-CNTRC
cylindrical and conical panels [5, 6] within the FSDT framework. Duc and Pham [1]
presented the linear dynamic responses of FG-CNTRC truncated conical shells resting
on elastic foundations using the classical shell theory. Nonlinear forced vibration
analysis of FG-CNTRC cylindrical shells are also examined by Hasrati et al. [4]. In this
study, the authors employ the FSDT theory in combination with the Von-Karman
hypothesis. Recently, [3, 15–20] carried out several studies on linear static, free
vibration, buckling, non-linear analysis of FGM and FG-CNTRC shells using Love-
Kirchhoff, Mindlin and high order theories. Active and piezoelastic responses of FGM
structures can be found in these publications [10, 11].

Accordingly to this overview about vibrational behavior of FG-CNTRC structures,
the major papers employ the FSDT theory with Von-Karman hypothesis which remains
restricted to membrane forces and small deformations. Besides, the number of papers
related to this subjected is also limited. Thus motivated us to investigate the vibrational
behavior of FG-CNTRC plates using a finite element strategy based on double directors
finite shell element. This model induces a high order distribution of the displacement
field and imposes a zero condition of the shear stresses on the top and bottom surfaces.
In this paper, the temporal responses of FG-CNTRC plates subjected to sudden
transverse load are performed. Uniformly (UD) and three others distributions labeled:
FG-V, FG-X and FG-O are considered. The material properties are estimated through
the extended rule of mixture with some efficiency parameters to take into account the
size dependency scale of CNTs. The effect of CNTs profiles as well as their volume
fractions is also examined.

2 Finite Element Strategy

The used finite element procedure is presented here which is based on a double
directors finite shell element model. This model induces a high order distribution of the
displacement field and takes into account the effect of shear deformations. It verifies
also the zero condition of the shear stress at the top and bottom surfaces. In the
following, the geometry and kinematics of the shell structure are briefly described. The
initial and deformed configurations are denoted by C0 and Ct respectively.

2.1 Parameterization of the Geometry and Deformations

The parameterization of the shell geometry is achieved in terms of convective coor-
dinates ðn1; n2; n3 ¼ zÞ where the expression of the position vector of any material
point (q) is given by:
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Xqðn1; n2; zÞ ¼ Xpðn1; n2Þþ zDðn1; n2Þ ð1Þ

xqðn1; n2; zÞ ¼ xpðn1; n2Þþ f1ðzÞd1ðn1; n2Þþ f2ðzÞd2ðn1; n2Þ ð2Þ

p represents the normal projection point on mid-surface of the material point q and
z 2 �h=2; h=2½ � is the total thickness of the shell. D is the reference shell director
vector and d1 and d2 represent the first and the second shell directors vectors,
respectively. f1 and f2 are the functions which indicate the high distribution of the
displacement field and can be expressed as follows:

f1ðzÞ ¼ z� f2ðzÞ; f2ðzÞ ¼ 4z3

3h2
ð3Þ

The constitutive relations of the FG-CNTRC plate can be written as follows:

R ¼ HTR; HT ¼
H11 H12 H13 0
H12 H22 H23 0
H13 H23 H33 0
0 0 0 H44

2
664

3
775 ð4Þ

where R ¼
N
M1

M2

T1

8>><
>>:

9>>=
>>;

and R ¼
e
v1

v2

c1

8>><
>>:

9>>=
>>;

represent the generalized resultant of stress and

strain vectors, respectively. HT is the linear elastic constitutive matrix for an orthotropic
FG- CNTRC plate. Its components can be expressed in function of f1 and f2 as:

H11;H12;H13;H22;H23;H33ð Þ ¼
Z h=2

�h=2
1; f1; f2; f21; f1f2; f

2
2

� �
Hdz;

H44 ¼
Z h=2

�h=2
f 01
� �2Hsdz

ð5Þ

H and Hs denote the in-plane and out-of-plane linear elastic sub-matrices and are
given by:

H ¼ TT
1HLT1; Hs¼ TT

2HsLT2 ð6Þ

HL and HsL are the constitutive material matrices of the FG-CNTRC structure; T1

and T2 denote the transformation matrices from the orthotropic system to Cartesian
system for the FG-CNTRC structure. Their expressions are given by:
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HL¼
HLL HLT 0

HLT HTT 0

0 0 GLT

2
64

3
75; HsL¼

GLz 0

0 GTz

� �
; T1 ¼

c2 s2 cs

s2 c2 �cs

�2cs 2cs c2 � s2

2
64

3
75;

T2¼
c �s

�s c

� �
; c ¼ cosðhÞ; s ¼ sinðhÞ

ð7Þ

The subscript L and T indicate the longitudinal and transverse directions for an
orthotropic FG-CNTRC plate in the principal material coordinates axes (L-T-N). The
components HLL, HLT, HTT and GLT are functions of engineering constants [12] which
their forms stick with the material properties of the FG-CNTRC structure.

2.2 Material Properties of FG-CNTRC Plates

We consider here a FG-CNTRC plate of length a, width b and thickness h which is
reinforced by single walled carbon nanotubes (SWCNTs) as depicted in Fig. 1.

The volume fraction of CNTs noted, VCNTðzÞ, can be written for each from as:

VCNTðzÞ ¼

V�
CNTðUDÞ
1þ 2z

h

� �
V�

CNTðFG� VÞ
2 1� 2 zj j

h

� �
V�

CNTðFG� OÞ
2 2 zj j

h

� �
V�
CNTðFG� XÞ

8>>>>><
>>>>>:

ð8Þ

with:

V�
CNT ¼ wCNT

wCNT þðqCNT=qmÞ � ðqCNT=qmÞwCNT
ð9Þ

Fig. 1 FG-CNTRC plate. a Geometry definition and b different CNTs distributions
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wCNT represents the mass fraction of CNTs; qm and qCNT are the densities of matrix and
CNTs, respectively. The effective material properties of the FG-CNTRC plate are
estimated using the extended rule of mixture with some efficiency parameters and are
given by:

E11 ¼ g1VCNTECNT
11 þVmEm;

g2

E22
¼ VCNT

ECNT
22

þ Vm

Em
;

g3

G12
¼ VCNT

GCNT
12

þ Vm

Gm
:

ð10Þ

In Eq. (10), ECNT
11 , ECNT

22 and GCNT
12 are the Young’s and shear moduli of CNTs,

respectively while Em and Gm are the corresponding properties of the isotropic matrix.
To capture the size dependency of CNTs, efficiency parameters gjðj ¼ 1; 2; 3Þ are
introduced into Eq. (10). The volumes fractions of the CNTs, VCNT, and the matrix, Vm

can be given by the following relation:

Vm þVCNT ¼ 1: ð11Þ

The effective Poisson ratio, as well as the mass density of the FG-CNTRC plate can
be expressed in function of Poisson’s ratio and mass density of CNTs (tCNT12 , qCNT) and
their corresponding ones of the matrix (tm, qm) phases as follows:

t12 ¼ V�
CNTt

CNT
12 þVmtm; q ¼ VCNTq

CNT þVmq
m: ð12Þ

3 Forced Vibration Problem

After the derivation of the equations of motion via the variational principle which is
based on the weak form of equilibrium, the discretization of the displacement and stain
fields is achieved within a four nodes finite shell element. For more details, see [18, 19,
20]. The construction of the stiffness and mass matrices is carried out via the dis-
cretization of the internal virtual work and the kinetic energy, respectively. Thereby,
the equations of motion related to forced vibration problem of FG-CNTRC plates can
be given as:

M€Un þKUn¼ F ð13Þ

where M and K are the mass and stiffness matrices of the FG-CNTRC plate, respec-
tively and F is the external load vector. The resolution of Eq. (13) in time domain is
achieved using the Newmark’s algorithm.
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4 Results and Discussion

With the proposed finite element strategy, the vibration analysis of FG-CNTRC plates
in terms of temporal deflections is presented. For that, the Poly(m-phenylenevinylene)-
co-[(2,5-dioc-toxy-p-phenylene) vinylene] is selected for matrix phase which its
material properties at room temperature (T0 = 300 K) are given as indicated by Shen
[13]: Em = 2.1 GPa; qm = 1150 kg/m3; tm = 0.34. Furthermore, the (10, 10) SWCNTs
are considered as reinforcements where its material properties are: ECNT

11 = 5.6466 TPa;
ECNT
22 = 7.0800 TPa; GCNT

12 = 1.9445 TPa; qCNT = 1400 kg/m3; tCNT12 = 0.175. We
further assume that:G12 ¼ G23 ¼ G13. The values of the efficiency parameters gjðj ¼
1; 2; 3Þ for each CNT volume fraction are listed in Table 1. Firstly, the efficiency and
reliability of the present finite element strategy is performed. In fact, the temporal
responses of a fully simply supported (SSSS) square FG-CNTRC plate of length side
a = 25 cm and thickness h = 5 cm are compared to those given by Lei et al. [7] for UD
distributions. As well as, the effect of CNT volume fractions (V�

CNT = 0.11, 0.14, 0.17)
is examined. In addition, the whole of plate is subjected to a transverse sudden dynamic
load of value q0 = 1 � 105 N/m2. The plate is meshed using 16� 16 finite elements.
The obtained results are illustrated in Fig. 2.

Figure 2 reveals that the present results are in good agreement with those of Lei
et al. [7] which verify the aptitude of the present model in the prediction of temporal
responses of FG-CNTRC plates with good accuracy. On other hand, Fig. 2 shows that
the amplitude of the displacement w(t) decreases as the CNT volume fraction V�

CNT
increases and this is can be explained by the stiffness of the strucutre which becomes
higher with the CNTs reinforcements.

Next, the effect of different profiles of CNTs on temporal responses of FG-CNTRC
square plates with apothem-to-thickness (r/h = 10) and CNT volume fraction
V�

CNT = 0.11 is performed. It should be noted that the apothem geometrical parameter
refers to the mi-length of the square plate (r = a/2) in the present study and it is used for
comparison purpose between the present results and those provided by [21]. An
excellent agreement between the obtained results and those of the literature is revealed
in Fig. 3. Furthermore, it can be observed that FG-O form induces the highest value of
vibration amplitude while the FG-X form provides the lowest one. The amplitude
values corresponding to UD and FG-V forms are located between these extreme cases.
Therefore, the distributions close to top and bottom surfaces can improve the vibra-
tional behavior of the FG-CNTRC plates more than those near the mid-surface or
uniformly distributed.

Table 1 The different values of efficiency parameters of CNTs

V�
CNT g1 g2 g3

0.11 0.149 0.934 0.934
0.14 0.150 0.941 0.941
0.17 0.150 1.381 1.381
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5 Conclusions

In this paper, the forced vibration analysis of FG-CNTRC plates with a finite element
strategy is presented. The governing equations are established using a double directors
finite shell model based on the high order distribution of the displacement field. The
zero condition of the transverse shear stresses on the top and bottom surfaces is also
imposed. The effective material properties are approximated using the extended rule of
mixture with some efficiency parameters to take into account the size dependency scale
of CNTs. The results reveal that the temporal responses of such strucutres can be
enriched as a functionally graded distribution of CNTs via an optimal choice of CNTs.
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Abstract. This chapter investigates numerically the effect of density variation
on the mean and fluctuating flow properties of a turbulent rectangular jet using
the Reynolds Stress Model (RSM). Two cases are tested: isothermal and heated
jets. Predicted results are compared to the existing experimental data and a good
agreement between them is found. Axial evolution of mean and fluctuating
velocity profiles are investigated in this paper. The decrease of the jet density
produces faster jet decay, leading to enhance the mixing of the gas.

Keywords: Jet � Numerical modeling � Reynolds Stress Model (RSM) �
Velocity � Density variation

1 Introduction

Jets have been widely studied due to their important application in industry. Many jet
flow configurations are encountered in literature as free jets [8, 16], jet in a co-flow [4,
5, 7, 9, 10, 12], jet in a crossflow [13, 14] and jet in a counterflow [1–3]. Among these
configurations, free jets are the most studied, especially for round geometry of the
nozzle exit. For that, this study is devoted to the configuration of a turbulent rectangular
jet in a quiescent stream.

The development of a jet flowing into a stagnant environment is characterized by
two main regions: the Zone of the Flow Establishment (ZFE) and the Zone of
Established Flow (ZEF). (ZFE) or the potential core region, located near the jet exit, is
marked by constant proprieties. In the far field region (ZEF), the flow becomes self-
similar in both mean and turbulent properties. Amielh et al. [4] provided an analysis of
the effect of density variation of turbulent jets on the velocity near field. Also, Sarh [16]
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studied the influence of density variation on mean and fluctuating velocity and tem-
perature quantities, using the Laser Doppler Anemometry (LDA) and the cold wire
anemometry techniques. He concluded that the mixing efficiency increases when the
density ratio between the emerging jet and the external environment decreases. In the
same context, Elkaroui et al. [8] validated their numerical model, developed with a
computer code, for a free turbulent plane jet based on comparison with Sarh’s [16]
experimental data. Hitchman et al. [11] and Deo et al. [6] performed an investigation of
turbulent jets issuing from rectangular nozzles with and without confinement.

Numerical study of a turbulent rectangular air jet at rest is investigated in this paper.
The influence of the jet density variation on the velocity field is conducted through two
jet situations; isothermal case and heated case. The Reynolds Stress Model (RSM) is
used in computational simulations to ensure the comparison between predicted results
and available experimental data. The longitudinal centerline velocity, the turbulent
intensity and the momentum half-width are analyzed in this study.

2 Computational Procedure

2.1 Governing Equations

To model the turbulent flow, the Reynolds-averaged Naviere Stokes equations are
numerically solved. For an incompressible fluid, the governing equations including the
continuity (1), and the momentum (2) conservation equations, are considered in the
cartesian coordinates system as follow:

@

@xi
q~Ui
� � ¼ 0 ð1Þ

@

@xj
q~Ui ~Uj
� � ¼ � @P

@xi
þ @

@xj
l

@ ~Ui

@xj
þ @ ~Uj

@xi

� �
� qu0iu

0
j

� �
þ qgi ð2Þ

where i; j ¼ 1; 2 refer to x, y, respectively. The mean velocity Ui P, gi, q and l
represent the pressure, the gravity in i direction, the fluid density and the dynamic
viscosity, respectively. ðqu0iu0jÞ is the Reynolds stresses.

Due to the additional unknown, a closure turbulence model is required to solve this
system. In this paper, the second order turbulence model, Reynolds Stress Model
(RSM) model is used for the closure of this system of equation.

The Reynolds stress equation is written as follow [17]:

@

@xk
~Ukqu0iu

0
j

� 	
¼ Pij þGij þDij þPij � 2

3
qedij ð3Þ
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where:

@

@xk
~Ukqu0iu

0
j

� 	
is the convective term ð4Þ

Pij is the production term due to mean strain and is written as follow:

Pij ¼ � qu0iu
0
k

� � @ ~Uj

@xk
� qu0ju

0
k

� 	 @ ~Ui

@xk
ð5Þ

Gij is the production due to buoyancy effects which is given by:

Gij ¼ �b giqu0jt0 þ gjqu0it0
� 	

ð6Þ

Dij is the diffusion term, is given by:

Dij ¼ Cs
@

@xk

k
e

qu0ku
0
l

� � @ qu0iu
0
j

� 	
@xl

0
@

1
A ð7Þ

Pij is the pressure-strain correlation, is shown by:

Pij ¼ p0
@u0i
@xj

þ @u0j
@xi

� �
ð8Þ

2.2 Flow Configuration and Boundary Conditions

The flow configuration of a rectangular air jet flowing vertically in a stagnant ambient
is sketched in Fig. 1 The computational domain is rectangular with a domain size 60H
� 25H, with H is the actual dimension of the slot width. Two cases of jet configuration
are investigated: isothermal and heated jet. The flow development is characterized by

the Reynolds number Re ¼ UjH
m and the densimetric Froude number Fr ¼ qjU

2
j

gH qco�qjð Þð Þ
of the jet flow. At the nozzle exit, initial conditions are recapitulated in the Table 1:

Boundary conditions considered in this chapter are the following:

x ¼ 0 :
�H=2\y\H=2 : U ¼ Uj;V ¼ 0; T ¼ Tj; k ¼ 10�3U2

j ; e ¼ Clk3=2

0:03H
H=2� y\Ly=2H : U ¼ 0;V ¼ 0; T ¼ Ta; k ¼ 0; e ¼ 0
�H=2� y\� Ly=2H : U ¼ 0;V ¼ 0; T ¼ Ta; k ¼ 0; e ¼ 0

8<
:

x[ 0 :
y ¼ 0 : V ¼ 0; @U@y ¼ 0 where U ¼ U; T; k; e

y ¼ Ly=2H and y ¼ �Ly=2H : U ¼ 0; @V@y ¼ 0; T ¼ Ta; k ¼ 0; e ¼ 0

(
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x¼Lx=H :
@U
@x

¼ 0whereU ¼ U;V ; T; k; e

2.3 Numerical Method

The resolution of the governing equations is carried out using the finite volume method
(FVM). The pressure–velocity coupling is performed by the SIMPLE algorithm. The
system of algebraic equations is solved line by line using the TDMA (Tri-Diagonal
Matrix Algorithm) described by Patankar [15]. The used mesh is not uniform and
gradually extends according to the longitudinal and transversal directions. A two-
dimension grid is elaborated for computation with 60 � 60 cells. This latter is chosen
after a careful mesh independence investigation.

3 Results and Discussion

3.1 Centerline Velocity

The variation of the normalized centerline velocity of the jet Uj � U1
� �

=
�

Uc � U1ð ÞÞ 2 along the downstream axial distance ðx=HÞ, is presented, in Fig. 2, for
isothermal and heated jets. Uj U∞ and Uc is the initial jet velocity, the ambient velocity,
and the centerline mean axial velocity respectively.

Fig. 1 Flow configuration

Table 1 Flow parameters for a rectangular jet

Re Fr Uj(m/s) Tj(K) Mach

Isothermal jet 5000 254 15.5 295 0.045
Heated jet 5000 216 51 595 0.106
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Numerical simulation results are compared with experimental data of Sarh [16] for
isothermal and heated jet. A good agreement is found between the numerical and
experimental data. From Fig. 2 the different flowfield regions can be identified. In the
near-field region ð0� x=H� 10Þ, known as the potential core region, the fluid leaves
the jet with a constant value which equals to the initial jet velocity. In the zone of
established flow ðx=H� 10Þ, the centerline velocity seems to decrease with x1=2 for the

two jet cases. This law of decay satisfies the following relationship: Uj�U1
Uc�U1

� 	2
¼

K1
x
H � C1
� �

where K1 is the velocity decay rate and C1 is the virtual origin of the jet.
From Table 2, it is seen that the effect of the jet density reduce is manifested by an

increase of the velocity decay rate K1 and the virtual origin C1, for both heated and
isothermal jets. The decay rate for the heated jet is most important than the isothermal
jet. This is implies that the rising of the temperature of injection enhances the flow
mixing.

Figure 3 features the axial decay of the longitudinal velocity Uc � U1ð Þ=ð
Uj � U1
� �Þ as a function of ðx=HÞ in logarithmic coordinates, to determine if the
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Fig. 2 Axial evolution of the centerline longitudinal velocity linear representation

Table 2 Velocity decay rate and virtual origin of rectangular jets

K1 C1

Isothermal jet 0.1966 0.1833
Heated jet 0.3224 0.3753

790 A. Elkaroui et al.



centerline velocity decay follows a simple power low. The centerline velocity decay

can be represented by the following relationship: Uc�U1ð Þ
Uj�U1ð Þ ¼ Au

x
H

� �n.

It is shown that these curves have the same shape starting from the unity in the
potential core region, and then decreases progressively. It is evident from this Fig-
ure that for the isothermal jet three regions are observed: the first one is situated
between ðx=H ¼ 1Þ and ðx=H ¼ 6Þ, with n = −0.038, the second one is located
between ðx=H ¼ 9Þ and ðx=H ¼ 45Þ, with n = −0.5 and where Au is equal to 2.55. The
third extends beyond ðx=H ¼ 45Þ with n = −0.991. It is found that three classical
regions that rectangular jets present are observed. Similarly, the value of Au found for
the characteristic region falls within the values cited in the literature and which are
between 2.2 and 2.7. However, when the flow is heated a fourth region appears and a
very sensitive modification of the exponent n. The extension of these different regions,
the value taken by the exponent n in each of them, and the value of Au when n = −0.5
are given below. The first region ð1 � x=H � 5Þ with n = −0.043. The second region
ð6 � x=H � 16Þ with n = −0.5 and Au ¼ 2. The third region ð16 � x=H � 44Þ the
exponent n = −0.706. The forth region when ðx=H � 44Þ n = −1.21.

The logarithmic representation shows clearly that the heated jet decays more
rapidly than the isothermal one. It is worth noting that this decay cannot be represented
with a simple power low.
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Fig. 3 Axial evolution of the centerline longitudinal velocity logarithmic representation
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3.2 Centerline Turbulent Intensity

Figure 4 features the evolution of the normalized turbulent intensity ðu0=ðUc � U1ÞÞ
along the jet axis (x/H). Predicted fluctuating velocities for both isothermal and heated
jets are compared to experimental data of Sarh [16]. The RSM model overall repro-
duces experimental data especially for the isothermal case and in the ZEF. In fact, the
fluctuation of velocity increases rapidly in the potential core region to reach an
asymptotic value equals to 0.21 and 0.23 for the isothermal and heated jets, respec-
tively. Further, downstream the centerline turbulent intensity remains constant with the
longitudinal coordinate.

3.3 Dynamic Half-Width

The dynamic jet spreading rate is computationally presented in terms of the evolution
of the dynamic half-width ðLu=HÞ as a function of x/H in Fig. 5. The jet dynamic half-
width Lu is the axial distance, which corresponds to the half of the centerline velocity.

The predicted jet half-width obtained by the second-order RSM model agrees with
experimental Sarh’s (1990) data for isothermal and heated jets. It is worth noting that,
in the vicinity of the nozzle exit, the dynamic half-width remains constant for the
isothermal as far the heated jet. In this region, the density variation has no effect and the
two jets behave in the same way. Then, the dynamic half-width increases almost
linearly with x for the two jet cases. It is clear that the spreading rate for the isothermal
jet is higher than that for the heated jet.
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Fig. 4 Axial evolution of the centerline turbulent intensity
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4 Conclusion

A computer code is developed to investigate the dynamic behavior of a turbulent
rectangular jet in a stagnant environment. Numerical simulations are performed using
the second-order closure model (RSM). Two jet cases (isothermal and heated jet) are
investigated and predicted results are compared with experimental data deduced from
literature.

A good agreement between experimental data of Sarh [16] and numerical results is
obtained. The centerline velocity decays increases more rapidly in the case of heated
jet. The spreading rate for the isothermal jet is found to be higher than the heated jet
spreading. Therefore, the heated jet tends to mix more quickly with the surrounding
fluid than isothermal jet.
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Abstract. With enhancements in the performance of photovoltaic solar cells,
the InGaN/GaN multiple quantum wells have been considered as a very
promising structure to improve the mechanism of carrier collection and hence
the efficiency of conversion. The basic processes for the operation of a solar cell
are the generation of electron-hole pairs, the recombination of these carriers into
external circuits, and crucial step here is the generation of the electron-hole
pairs. The piezoelectric charges induced by external stress generated at the
InGaN and GaN interfaces induce an improvement of the electronic properties
and the electrical parameters of the InGaN-MQW SC. Here, we demonstrate by
a new numerical modeling self-consistent model coupled by the electrical
parameters of cells, that the electronic properties and efficiency of conversion
InGaN quantum wells SC have been improved by external stress. This study
proves that the piezo-phototronic effect modulates the quantum photovoltaic
device but also offers a great promise to maximize the use of solar energy in the
current energy revolution.

Keywords: Solar cell � Piezo-phototronic effect � InGaN/GaN multiple
quantum wells � Electronic proprieties � Conversion efficiency

1 Introduction

In recent decades, InGaN alloys have recently shown considerable interest in many
applications in the optoelectronics field. In fact, several physical properties make this
alloy a good candidate for photovoltaic applications such as; high radiation resistance,
high thermal conductivity, high absorption coefficient (about 105 cm−1) Asgari and
Razi [1]. In addition, a modulable band gap (ranging from 0.62 to 3.42 eV) covering
the maximum of the solar spectrum [2]. However, several factors can improve the
photovoltaic energy conversion and the different parameters of the InGaN/GaN
MQW’s solar cell. Many groups have focused on the optimization of this type of cell,
by modifying some geometric parameters such as the quantum well thickness Redaelli
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et al. [3], the thickness of the barrier Wierer et al. [4], and the indium fraction Lai et al.
[5]. The piezo-phototronic effect tends to improve the electronic, mechanical and
optical proprieties of InGaN/GaN heterostructures Huang et al. [6]. This effect is
ensured by the application of a piezoelectric stress Han et al. [7]. In this respect, several
numerical and experimental works have been interested in this factor Belghouthi et al.
[8], Zhu et al. [9]. These authors have shown that the application of a piezoelectric
stress can also affect open-circuit voltage and cell efficiency. These elements are the
key parameters that can help us evaluate the performance of the solar cell. In fact, we
can be effective by playing on the sign and the value of this strain for modulated and
optimized of the electric performance. In this paper, the numerical self-consistent
model, based on the finite difference method, consists of analyzing the impact of the
piezo-electric strain. In fact, the coupling of the electronic properties and parameters of
the InGaN/GaN MQW solar cell in the N face configuration, is presented in Sect. 2.
The impact of the variation of the piezoelectric stress of the electronic properties on the
cell performance is discussed in Sect. 3. Finally, the Sect. 4 is the conclusion.

2 Numerical Method

2.1 Self-consistent Model

Taking into account the polarization effects, the band edges of the heterostructures
being studied can be obtained by self-consistent resolution. This model is coupling
between Schrodinger-Poisson equations.

The one dimensional Schrödinger Equation Saidi et al. [8, 10]:

� �h2

2
d
dz

1
m� zð Þ

dwv;kz zð Þ
dz

� �
þEc zð Þwv;kz zð Þ ¼ evwv;kz zð Þ ð1Þ

where v is the subband index, kz is the vector momentum parallel to the z-direction.
m� zð Þ, Ec zð Þ are respectively the electron effective mass and the total potential energy.
Ecðz), the following terms are included:

Ec zð Þ ¼ VB zð ÞþVH zð ÞþVex zð ÞþVP zð Þ ð2Þ

VBðz) is the heterojunction band gap discontinuity, VH zð Þ is the effective Hartree
potential due to the screened ionized donors, Vex zð Þ is the exchange-correlation
potential resultant from the several body effects and the VPðzÞ is the potential energy
induced by the polarization charges. The Poisson equation is solved for a potential
energy VH zð ÞþVP zð Þ as:

e0
d
dz

erðzÞ dðVH þVPÞ
dz

� �
¼ e2

r
e
dðz� z0ÞþND � n(z)

� �
ð3Þ
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where er zð Þ the local dielectric constant of the medium is, z0 is the interface position,
n zð Þ is the sheet concentration of confined electrons, and ND is the total density of
ionized donors.

The local density of 2DEG is calculated as follows:

nðzÞ ¼
X
m

nm wm;kðzÞ
�� ��2 ð4Þ

with:

nmðzÞ ¼ m�kBT
ph2

log 1þ exp
EF � Em

kBT

� �� �
ð5Þ

where EF is the Fermi level.
The polarization developed at the InGaN/GaN interfaces depends on the indium’s

concentration x within the InGaN layer. It is generally calculated using model devel-
oped by Vurgaftman et al. [11], leading to the following Eqs. (6), (7) and (8):

PSPInxGa1�xN ¼ �0:042x� 0:034 1� xð Þþ 0:038x 1� xð Þ ð6Þ

PPZInN ¼ �1:373 eþ 7:559e2 ð7Þ

PPZGaN ¼ �0:918 eþ 9:541 e2

PPZ
InxGa1�xN

¼ xPPZ
InN

eðxÞ½ � þ ð1� xÞPPZ
GaN

eðxÞ½ � ð8Þ

where Psp and Ppz are the spontaneous and piezoelectric polarization, respectively, and
e the strain defined according to the lattice parameter of the substrate as and epilayer ae
expression as follows: e xð Þ ¼ as�ae xð Þ

ae xð Þ
h i

The dependency of the piezoelectric polarization with the indium’s content x within
the alloy can be described by a Vegard’s law as:

PPZInxGa1�xN ¼ xPPZInN e xð Þ½ � þ 1� xð ÞPPZGaN e xð Þ½ �

Accordingly, the total polarization at the interface is given as follows:

P ¼ PSPInxGa1�xN � PPZInxGa1�xN

h i
� PSPGaN ð9Þ

The discontinuity of P between the GaN and InGaN layers develops a polarization
charges with an interfacial density rs equals to:

qp ¼ P
Wz

; rs ¼ P for 0\z\Wpz the polarization charges are distributed in all the i-

region interface InGaN/GaNMQW of thickness Wpz.
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2.2 Electrical Parameters of the InxGa1−XN/GaN MQW Solar Cell

Allow to calculating the electrical parameters of the InxGa1−xN/GaN–MQW solar cell.
The current-voltage relationship for a MQW solar cell is expressed as follows by
Anderson [12]

J Vð Þ ¼ JQW0 1þ rRb½ � exp
qV
kBT

� �
� 1

� �
� Jph ð10Þ

b is a parameter related to the intrinsic region,rR is the radiative enhancement ratio
represents the fractional increase in recombination in the i-MQW region

JQW0 ¼ j0 exp
qqpW2

pz

2eVth

� �
ð11Þ

The saturation current density is given by:

J0 ¼ qDn

Ln
np0 þ

qDp

Lp
pn0

with

np0 ¼ niexp
Ei � EF

kbT

� �
ð12Þ

np0; pn0, is the thermal equilibrium electron in n-type semiconductor.
ni is the intrinsic carrier density Ei is the intrinsic Fermi level. EF is the Fermi level

calculated by the self-consistent model with polarization effect.
Voc is the open circuit voltage and obtained by Belghouthi et al. [13]:

Voc ¼ kbT
q

Ln
Jph
JQW0

� �
� qqpW

2
PZ

2eVth

 !( )
ð13Þ

g is the efficiency of the photovoltaic cell is given by:

g ¼ Pmax

Pin
¼ VocFFJph

Pin

3 Results and Discussion

3.1 Description of the Model

Our reference structure is a solar cell p-GaN-In0. 2Ga0.8N (MQW)-nGaN is shown in
Fig. 1. The polarization charges are assumed to spread in the interface region
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InGaN-QW/GaN-QB. This cell is characterized by; 250 nm is the thickness of n-GaN
type layer and 200 nm is the thickness of p-GaN layer. The intrinsic region is char-
acterized by five QW-nGaN with; 3 nm is the width of GaN-QB barrier and 10 nm is
the width of the well.

Figure 2a depicts the energy diagram of the conduction band as a function of the
growth direction z. In fact, the conduction band energy and the Fermi level were
calculated by the self-consistent numerical by applied the strain. Under of this the effect
the conduction band is modified. We notice a significant variation in Fermi level. Based
on Eq. 12, the difference of the Fermi energy under various external stress will affect
the different photovoltaic characteristics Zhang et al. [8, 14]. Figure 2b shows a zoom
at the last i-In0.2Ga0.8N quantum well. It is clear, that the increase and the decrease of
the different strain value caused a shift of the conduction band respectively up wards or
down wards. The variation of the Fermi energy by the change of strain is shown in
Fig. 3. On the one hand, we remark a reduction of the EF in the case where the
tensile/strain is applied ranging from 0 to 0.9%. On the other hand, in the case where
the compressive/strain is applied ranging from of 0 to −0.9%, an increase in the Fermi
energy is observed. This variation of the EF will play an important role in the gener-
ation- recombination process of the carriers at the intrinsic region InGaN-MQW and the
cell performance.

In this work, two types of strain were simulated. In fact, for the case of positive
deformation in the proposed model, the piezoelectric positive value indicates under
tensile/strain, which results in a strong accumulation of charges in the intermediate
region i-InGaN MQW’s. In contrary, for a negative value of the application

Fig. 1 Model structure InGaN/GaNMQW’s solar cells
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compressive/strain, the negative piezoelectric charges are created in the i-region. This
effect is illustrated in Fig. 3. The dependance in open circuit voltage Voc is illustrated
in Fig. 4. The value of Voc is reduced by 4.23% when the strain/compressive is applied
ranging from 0 to −0.9%. We notice, that under tensile/strain conditions the Voc is
increased of 2.81%. This effect is mainly due to a good confinement of the piezoelectric
charges at the interface and the reduction of the Fermi energy. The evolution of the
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efficiency ɳ as function of the piezoelectric strain is presented in Fig. 5. We found, that
the efficiency is improved of 4.25% at each increasing on the tensile/strain in the range
0 to 0.9%. But, the efficiency is reduces of 3.72% of compressive/strain is applied. The
piezo-phototronic effect is a good solution to improve the efficiency of the InGaN-
MQW-based solar cell Jiang et al. [15].
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4 Conclusion

In this work, we present the improvement of the efficiency of the multi-quantum well
solar cell under different constraints. In fact, the conversion efficiency is relatively
improved by 4.25%. In addition, a numerical model was developed to illustrate the
performance of the III-V nitride-based solar cell, and offered many important clarifi-
cations, including on the electronic properties such as the structure of the band of
energy, band gap and offset conduction band which also have a very important role on
the performance of the cell. By applying an external mechanical mechanism in an
efficient manner. Strain/deformation which leads to a series of optoelectronic reaction
phenomena and scientific applications that will further improve the electronic, optical
and electrical properties of InGaN/GaN MQW SC. We have found that the application
of tensile/strain is a very effective and recoverable solution to improve the conversion
efficiency of InGaN-MQW’s solar cells, and which has great potential in the design of
nitride-based solar cells.
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Abstract. The paper is devoted to numerical modelling elastic and elastoplastic
problems using the Element Free Galerkin method (EFG) based on the Moving
Least Square approximation (MLS). Numerical calculations are done for a
number of beams and simulated using both the Finite Element Method
(FEM) and the Element Free Galerkin one (EFG). Using both methods, the
displacements, strains and stresses are compared. The results of this study are
presented in the forms of figures and tables.

Keywords: Element free galerkin � Moving least square � Elastoplasticity �
Dynamique explicit

1 Introduction

The Finite Element Method (FEM) is, currently, the most used method for the
numerical simulation of forming processes. It has a very solid theoretical foundation
and continuous improvement through the years. This method is also known by the
simplicity of its implementation.

In spite of the success of this method (FEM), it continues to confront some diffi-
culties. Effectively, to track discontinuities (propagation of cracks, damage), for
example, remeshing of the structures is usually inevitable. Moreover, advanced
behavioral models coupled with temperature or damage become very badly measured
using the FEM. In these cases, it is fundamental to use the non-local formulations
where the notion of neighborhood is important. But, this is in contrast with the FEM
basis where the use of elements is essential.

To solve this problem, Meshless methods have been developed since 70s. These
methods are more suitable in the applications where the FEM has problem.

These methods avoid the use of Mesh. So, the famous problem associated to the
element distortion will disappear and the structure is, only, represented by a set of
nodes. Therefore, the formulation based, simply, on nodes is more suitable to solve
problems concerning very large deformations.

For several years the Meshless group has made successive developments of
different Meshless methods.
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One of the primary Meshless methods, SPH method (Smooth Particle Hydrody-
namics) developed by Lucy [1], Gingold and Monaghan [2] to solve problems in
astrophysics and, soon after, the same method was used in fluid dynamics by Mon-
aghan [3].

While SPH and its adapted versions were based on strong form, other methods
developed in the 1990s were based on the global weak form.

One of these methods known as the Element Free Galerkin (EFG), which devel-
oped in 1994 by Belytschko et al. [4], was improved, then, and called IEFG [5].

After that, the method Reproducing Kernel Particle (RKPM) was developed by Liu
et al. [6].

Another group of mesh free methods based on local weak forms had appeared. The
most popular method is called Meshless Local Petrov-Galerkin (MLPG), see Atluri and
Zhu [7]. The main difference between this MLPG method and both EFG and RKPM is
that in the MLPG, the local weak forms are generated on the overlapping subdomains.
Although in both EFG and RKPM, the integration of the local weak form is carried out
in local subdomains.

In this study, we utilize the Element Free Galerkin (EFG) method by means of the
Moving Least Square (MLS) approximation. The most important tasks of this work
include two aspects. Primary, an analytical study using the EFG method is developed.
Next, the elastic and elastoplastic simulations are performed to reveal the accuracy of
the aforementioned method to predict the distribution of the different mechanical
quantities (stresses, deformations, plastic deformation …) throughout the structure and
at each moment.

The results obtained from the EFG (MLS) simulations are qualitatively and
quantitatively compared with those issued from analytical solutions and FEM to
examine the applicability and the accuracy of the Meshless Method.

2 Moving Least Square (MLS) Approximation

In this work, the shape functions in the Element Free Galerkin (EFG) method,
developped by Belytschko et al. [4] are constructed using the Moving Least Square
(MLS) approximation introduced by Lancaster and Salkauskas [8].

In the MLS approximation, the trial function around the point x is:

uhðxÞ ¼
Xm
i¼1

piðxÞaiðxÞ ¼ pTðxÞaðxÞ ð1Þ

where p (x) is a basic functions vector and m is the number of terms of monomials.
The vector of coefficients a(x) is to be determined using the MLS approximation.
In order to precisely obtain the local approximation of the function, the difference

between the approximation and the local nodal values must be minimized by a
weighted least-squares method.

Define a functional
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J ¼
Xn
i¼1

wðx� xiÞðuhðxÞ � uðxiÞÞ2 ¼
Xn
i¼1

wðx� xiÞðpTðxiÞaðxÞ � uiÞ2 ð2Þ

where w(x–xi) is a weight function defined on a domain ΩX called domain of influence
(see Liu and Gu [9]) and n denotes the number of particles in ΩX. From (2), we obtain
the vector form as follows:

J ¼ ðPa� uÞTWðxÞðPa� uÞ ð3Þ

where

uT ¼ ðu1,u2; . . .,unÞ ð4Þ

P ¼

p1ðx1Þ p2ðx1Þ . . . pmðx1Þ
p1ðx2Þ p2ðx2Þ . . . pmðx2Þ
. . . . . . . . . . . .
. . . . . . . . . . . .

p1ðxnÞ p2ðxnÞ . . . pmðxnÞ

2
66664

3
77775 ð5Þ

WðxÞ ¼

wðx� x1Þ 0 . . . 0
0 wðx� x2Þ . . . 0
. . . . . . . . . . . .
. . . . . . . . . . . .
0 0 . . . wðx� xnÞ

2
66664

3
77775 ð6Þ

To minimize the function J, we impose ∂J/∂a equal to zero. Therefore, we get the
following system to solve:

@J
@a1

¼ 0 , Pn
i¼1

2wðx� xiÞp1ðxiÞ pTðxiÞaðxÞ � ui½ � ¼ 0

@J
@a2

¼ 0 , Pn
i¼1

2wðx� xiÞp2ðxiÞ pTðxiÞaðxÞ � ui½ � ¼ 0
. . .
. . .

@J
@am

¼ 0 , Pn
i¼1

2wðx� xiÞpmðx1Þ pTðxiÞaðxÞ � ui½ � ¼ 0

8>>>>>>>>><
>>>>>>>>>:

ð7Þ

Or also, we can write the following matrix form,

WðxÞPPTaðxÞ ¼ WðxÞPu ð8Þ

Then we obtain,

aðxÞ ¼ A�1ðxÞBðxÞu ð9Þ

where
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AðxÞ ¼ WðxÞPPT ¼
Xn
i¼1

wðx� xiÞpðxiÞpTðxiÞ ð10Þ

and

BðxÞ ¼ WðxÞP ¼ wðx� x1Þpðx1Þwðx� x2Þpðx2Þ. . .. . .. . .. . .wðx� xnÞpðxnÞ½ � ð11Þ

Finally, we substitute the Eqs. (9), (10) and (11) in (1) to get the approximation as,

uhðxÞ ¼
Xn
i¼1

/iðxÞui ¼ UTðxÞu ð12Þ

Let Ф(x) denote the matrix of shape functions given by the following expression

UTðxÞ ¼ pTðxÞA�1ðxÞBðxÞ ð13Þ

3 Imposition of Boundary Conditions

Imposing boundary conditions in the MLS approximation is not evident as in the Finite
Element Method (FEM). Therefore, many techniques of imposing essential boundary
conditions have been developped, starting with the Lagrange multiplier method [10],
then the Penalty method [10], Nitsche’s method [10].

The difference between varieties of imposing boundary conditions methods have
been well discussed in Duflot [11].

4 Numerical Integration

In Meshless methods, we do not have the concept of mesh used to build shape func-
tions. Then, the numerical evaluation of integrals is more difficult than in the FEM.
Thus, different methods of integration have been developped, see Duflot [11].

5 2D Linear Elasticity by MLS

5.1 Two-Dimensional Plate

In this subsection, we evaluate the performance of the MLS approximation by solving a
linear elastic problem.

Therefore, we start with a simple example represented by a two-dimensional plate
[0, 1] � [0, 1] with two symmetry conditions, as shown in Fig. 1, and the displacement
Ud = 0.1 mm is imposed along the y-axis.

While working in the case of plane stresses, we take E = 2.105 MPa and m = 0.3.
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After simulating the plate by the finite element method (FEM) and by the EFG
method based on the MLS approximation, we plotted the evolution of the displace-
ments Ux and Uy in several paths of the structure.

Referring to Table 1, the results in Fig. 2a, b approve good efficiency and con-
vergence of the MLS method.

Fig. 1 Dimensions and boundary conditions of the plate

Table 1 The coordinates of paths

Path1x Path2x Path3x Path4x Path5x Path1y Path2y Path3y Path4y Path5y

x-
axe
(mm)

x = X x = X x = X x = X x = X x = 0 x = 0.2 x = 0.5 x = 0.9 x = 1

y-
axe
(mm)

y = 0 y = 0.2 y = 0.5 y = 0.9 Y = 1 y = Y y = Y y = Y y = Y Y = Y

Fig. 2 Displacements Ux a and Uy b in several paths by MLS
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5.2 Timoshenko Beam

In this second elastic linear example, we present the results obtained from the simu-
lation of a Tymoshenko beam (Fig. 3) subjected to a parabolic traction expressed by
the equation:

tyðyÞ ¼ � P
6EI

ðD
2

4
� y2Þ; I ¼ D3

12
ð14Þ

The exact solutions in displacements in plane stresses are given by the following
expressions:

uxðx,yÞ ¼ � Py
6EI

6L� 3xÞxþð2þ mð Þðy2 � D2

4
Þ

� �
ð15Þ

uy(x,yÞ ¼ P
6EI

3my2 L� xÞþ ð4þ 5mð ÞD
2x
4

þð3L� xÞx2
� �

ð16Þ

As well as the exact solutions in constraints:

rxxðx,yÞ ¼ � PðL� xÞy
I

;rxyðx,yÞ ¼ � P
2
IðD

2

4
� y2Þ;ryyðx,yÞ ¼ 0 ð17Þ

We consider the case of plane stresses and the properties of the material such that
E = 3.107 MPa, m = 0.3. As for the dimensions, we took D = 12 mm and L = 48 mm.
The applied force P is equal to 1000 N.

We also mention that the distribution of the nodes was taken regularly.
The stresses at the center of the beam (x = L/2, ye [−D/2, D/2] were evaluated,

plotted and compared with those of the exact solutions given by Eq. (17).

Fig. 3 Dimensions and boundary conditions of the Timoshenko beam

Analysing 2D Elastic and Elastoplastic Problems 809



Figures 4 and 5 show good agreement between MLS results and exact constraints.
To better illustrate this agreement, we calculate the relative error norm between the
analytical solutions and the MLS results.

According to Table 2, the relative error did not exceed the value of 2.10−3 in
displacements and 7 � 10−2 in stresses. It is also clear that by increasing the number of
nodes, the error decreases. Then, we have to optimize the Precision/Time ratio. And
this depends on the type of the studied problem and the degree of precision desired.

Fig. 4 Comparison of Sigma11 Evolution of x = L/2

Fig. 5 Comparison of Sigma12 Evolution of x = L/2

Table 2 Error between analytical and MLS solutions for different node densities

Number of nodes Relative error norm
Displacement Constraints

33 � 9 2.14 � 10–3 7.02 � 10−2

49 � 13 5,61 � 10–4 3.52 � 10−3

65 � 17 8,34 � 10–5 1.42 � 10−3
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6 2D Elastoplasticity by MLS

6.1 MLS Discretization and Explicit Scheme

The used method is well presented and explained in Sendi et al. [12].

6.2 Numerical Examples and Discussions

We have modeled a tensile test of a 2D perforated plate in the case of plane stresses.
The dimensions as well as the boundary conditions are given in Fig. 6.

The parameters of the material are summarized in Table 3.

First, we used the Abaqus software to model and simulate the specimen based on an
explicit resolution scheme (see Fig. 7a). Then, we modeled the same test using the EFG
(MLS) method implemented under the Matlab software (see Fig. 7b).

In this latter method, we used quadratic weight functions with circular supports
having as radius of influence r = 1.4 * dx (dx is the distance between two successive
nodes). Thus, we have chosen the penalty method, already explained in Fernandez-
Mendez and Huerta [10], to impose boundary conditions.

Fig. 6 Dimensions and boundary conditions of the 2D perforated plate

Table 3 Material parameters

Parameters Symbol Value

Young module (MPa) E 2.1 � 105

Poisson coefficient m 0.3
Density (kg/m3) q 7850
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According to Fig. 7a, b and in order to better confirm our conclusions, we note that
we used the same distribution of the nodes in the two methods (Table 4).

The previous table describes the distribution of physical quantities (deformations,
stresses) in the deformed specimen after imposing a displacement of 2 mm. By com-
paring the results from the Abaqus software (FEM) and those derived from the EFG
(MLS) method, we can already see not only quantitative but also qualitative similarity
between the different components of different physical quantities. We also notice that
plastic flow is well localized in critical zones with stress concentrations. This was
clearly modeled by the two methods (EFG and FEM).

According to this example, we can validate the integration of the elastoplastic
model. Moreover, it has been used to show that the EFG (MLS) method solves a
mechanical problem introducing non-linearity.

Fig. 7 Mesh used in Explicit Abaqus a and Node Distribution for EFG (MLS) b in the specimen
with central hole

Table 4 Comparisons of isovalues of two methods EFG (MLS) and FEM

EFG(MLS)-Matlab FEM-Abaqus

Von-mises stress (Pa)

Equivalent plastic
strain
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7 Conclusions

Using the EFG method and the MLS approximation, two-dimensional elasto-plasticity
problems are presented in this work.

The Galerkin weak form is employed to get the equations system, the penalty
method is applied for the essential boundary conditions.

Some selected numerical examples are sited to prove that the EFG method has high
computational precision and competence.

In addition, this paper presents an evaluation on the efficiency of this method to
capture the initiation of the plasticity saturation and its propagation for many steps of
time.

Validation of the method has been recognized through comparison of the simulated
results with those of analytical solutions and from the Finite Element Method.

Consequently, both qualitative and qualitative conformity between the two methods
can be found, signifying that the used Meshless method can reasonably predict the
propagation of physical quantities (displacements, deformations, stresses, etc.) until the
saturation.

Finally, we conclude that the codes, developed, are ready for use in the modeling
and simulating of other mechanical tests.

Therefore, to take advantage the main benefits for which the EFG method has been
developed, this study needs to be completed to more complex geometries presenting
material discontinuities.

In that case, we intend to simulate and modelize 3D cases presented, essentially, by
forming processes with the Element Free Galerkin method.
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Abstract. In the light of the energy crisis, energy saving has become an
important topic by every country over the world. Energy consumption of
buildings usually takes up to 30–40% of the human’s livelihood energy con-
sumption. Hence, the determination of their thermal properties represents an
essential task for energy computation. In this paper, a numerical approach is
used in order to compute the effective thermal properties of an heterogeneous
masonry structure. The structure to be studied is formed by hollow blocks with
cavities filled by air, joined periodically with head and bed joints. Those hollow
blocks are broadly used due to the good thermal and noise insulation. The
thermal conductivities of the solid part of the hollow blocks and of the mortar
are the main material input parameters. Moreover, the convection and radiation
are taken into account in the cavities. The effective equivalent thermal con-
ductivity tensor is then determined and the effect of radiation and convection is
studied.

Keywords: Finite element � Hollow block � Conduction � Convection �
Radiation � Equivalent thermal conductivity tensor

1 Introduction

The buildings sector significantly contribute to the total energy consumption all over
the world [1, 5, 8]. Many countries have adopted energy-saving policies to reduce their
energy consumption. Utilization of energy-efficient building envelope may be a good
mean for improving the building energy efficiency. In recent years, hollow block or
brick, a new kind of prefabricated building construction material, is becoming more
and more popular. This block has good thermal insulation, lightweight and acoustic
insulation [12]. Recently, more interest has been made on the determination of the
thermal behavior of this complex building structure. Some studies focus on the thermal
properties of this structure by using theoretical [2], numerical [4] or experimental
methods [3, 9]. These methods play an important role in determining the thermal
performance and optimizing the configurations of the hollow block. The related results
and conclusions provide valuable references for the engineering applications of the
hollow block. One should notice that for experimental method, the financial means
necessary could present prohibitive factors for many laboratories. Hence, modeling and
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numerical simulations are an appropriate alternative. Studies on heat transfer charac-
teristics in hollow block walls are very limited. Most of the existing studies neglect the
effect of the mortar on the thermal performance of the wall and neglect the effect of
multi-mode heat transfer. To overcome this drawback, few papers involve the effect of
the multi-mode heat transfer process and heat-insulating property of the configuration
of the hollow brick [6, 10]. They conducted a 3D simulation about some kinds of light
concrete hollow brick walls and light concrete multi-holed bricks by the finite element
method, resulting in complex models with high number of elements and therefore long
computational times. In order to solve this problem, another approach has been adopted
by [1, 10, 11]. Actually, they simplify the whole wall by using a computational domain
which can be regarded as a periodic unit which can reproduce the totality of the
building wall by simple translations. In this paper, for the first time, the equivalent
thermal conductivity is determined for a masonry wall formed by 500 mm (length)
200 mm (width) and 200 mm (height) hollow concrete block widely applied in the
present building constructions all over the world. The finite element software ABA-
QUS is used. The computational method is employed in order to avoid the limitation
for cavity radiation in ABAQUS/standard [7]. A comprehensive investigation on the
effect of enclosure configurations on equivalent thermal conductivity is conducted to
determine the contributions of every heat transfer mode, i.e., conductivity, natural
convection, and radiation.

2 Numerical Study

The investigation of an equivalent thermal conductivity for a hollow blocks masonry
wall X is carried out on three-dimensional model within a steady state thermal analysis.
The computational method is adopted to predict a thermal conductivity of a concrete
block wall as well as to determine the effect of various factors that may influence heat
transfer through this structure.

2.1 Geometry and Modeling

The masonry wall, as well as the hollow blocks, are shown in Fig. 1. The dimensions
of the latter one are summarized in Table 1. This type of blocks is commonly used
because of its low cost, its durability and its fireproof. It is made of concrete classi-
fication B40, in accordance with NF P 14-402. It is composed of a complex shape with
six (146.67 � 75.5 � 180 mm3) rectangular holes filled with air. Those cavities pre-
sent almost 60% of the whole volume.

The modeling of the studied structure consists in adopting a unit cell. The latter is
formed by a hollow concrete block joined with mortar on its upper face and one lateral
face.
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2.2 Mesh Generation

Quadratic heat transfer finite elements (DC3D20 in ABAQUS) have been used for both
block and mortar. In order to guarantee the reliability of the FEM results, a mesh
convergence study is performed. This led to a total number of 69,557 finite elements
as shown in Fig. 2.

Masonry wall Ω Block

X

Y L

H

t

e

Mortar

Unit cell

Fig. 1 Masonry wall and the hollow blocks and the unit cell

Table 1 Dimensions of the hollow block

Symbol Description Value (mm)

L Length 500
H Height 200
t Thickness 200
e Partition 15

Fig. 2 Finite elements mesh of the chosen unit cell
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2.3 Material Properties of the Constituents

Table 2 lists the thermo-physical properties of both block and mortar. All input
parameters were assumed constant, in order to facilitate a comparison with the data
obtained by well-established experimental approaches on the same type of concrete
blocks.

2.4 Boundary Conditions

The thermal loading consists in applying a temperature gradient across two faces
perpendicular to each of the three spatial directions while the remaining faces are
insulated. These boundary conditions generate a heat flow towards the cooler surface.
The thermal conductivity in the direction i of the applied temperature gradient can be
calculated using Fourier’s law:

ki ¼ �qi
Si

di
DT

ð1Þ

where Si is the cross-sectional area of the model perpendicular to the heat flow
direction, Ddi is the distance between the two faces across which the temperature
gradient DT ¼ ðThot � TcoldÞ is applied. In this study, Thot and Tcold were arbitrarily set
as 400 °C and 100 °C. Whereas qi represents the sum of the nodal heat flux on the
cooler face. It is given by:

qi ¼
XN
j¼1

qjSj ð2Þ

N is the number of elements on the surface, Sj is the surface area of jth element and qj is
the average of the nodal flux values for the jth element. The value of N is dictated by
the mesh size, which is arrived after testing different meshes for convergence of the
resulting solutions for temperature and flux.

2.5 Heat Transfer in Hollow Blocks

In the solid part of the block and in mortar, the only mode of heat transfer is con-
duction. Actually, the concrete body itself is porous but the dimensions of the pores are

Table 2 Thermo-physical material properties for block and mortar [7]

Parameters Block Mortar

Conductivity (W/m°K) 1.4 1.6
Density (Kg/m3) 1500 1850
Specific heat (J/(Kg °K)) 850 750
Film coefficient (W/m2°K) 25 25
Emissivity 0.9 0.85
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so small that convection and radiation in the pore space can be neglected. However, in
the cavities complex heat transfer occurs including conduction, convection and radi-
ation simultaneously. Figure 3 summarizes those different type of heat transfer.

3 Results and Discussions

3.1 Effect of Radiation

In order to evaluate the influence of radiation in the cavities, two cases are simulated. In
the first case, the simulations are carried out considering only thermal conductivity in the
cavities which is taken into account as 0.026 W/m k. Whereas the second one radiation
is also taken into account with an emissivity is 0.9. In both models, the following
parameters are also considered: a 4 W/m2 K film coefficient adopted for the cold surface,
a 25 W/m2 K external film coefficient and a 293 °K ambient temperature.

The temperature distribution in section Y = 200 mm (on the upper face of the unit
cell) is presented in Fig. 4 for the two studied cases. One can see that, due to the
different thermal conductivities of the block, of the air, and of the mortar, the isotherm
is unevenly distributed. One can also notice in Fig. 4b that when taking into account
radiation, the temperature gradient in air layers is higher than the one without radiation
as shown in Fig. 4a; while it is evenly distributed at the position of block material. One
can notice that the temperature distribution depends strongly on the mortar conduc-
tivity: if the mortar and block conductivities increase, the insulation of the wall
decreases. Mortar, despite its low volume fraction (3.5%), significantly increased the
through-thickness thermal conductivity of the wall by nearly 25%. Thus, using insu-
lating mortar with low thermal conductivity can reduce heat transfer through the
mortar. In particular, replacing ordinary concrete mortar with insulating mortar with a
low thermal conductivity.

Radiation and 
convection

Radiation and 
convection

Conduction in 
solid partitions

Radiation & 
convection 
inside cavities

Exposed side Unexposed side

Fig. 3 Schematic diagram showing the mechanism of heat transfer within a cavity
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Moreover, Fig. 5 shows the temperature variation along the unit cell width at
Y = 200 mm. In the case of only conduction and convection, it can be noted that the
temperature varies only a little near the boundary faces. Then, the temperature drops
very quickly and almost linearly away from this area. For the radiation model, the curve
of temperature is also decreasing along the path but no more linearly. We can actually
observe several points of inflection on this curve. This is caused by the existence of
diffusion regimes (conduction, convection, and radiation), occurring at two different
speeds. These numerical results show the important role played by radiation in the heat
transfer process in a hollow concrete block wall exposed to fire as shown in Fig. 5.
Radiative exchanges accelerate the propagation of heat, but in a non-uniform way
because of, in particular, form factors.

Fig. 4 Typical temperature distribution (a) without radiation (b) with radiation
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Fig. 5 Thermal field distribution along a chosen path across the block
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3.2 Resulting Effective Thermal Conductivity

The masonry structure represents a composite material characterized by an orthotropic
behavior which arises from the spatial organization of its constituents. Hence the need
for effective thermal conductivity determination per direction giving rise to an effective
thermal conductivity tensor. Steady-state boundary conditions are applied to all the
models in the X, Y, and Z directions. As evident from the results, the cavities shapes
significantly influence the equivalent thermal conductivity of the block wall. In the X
directions, the equivalent thermal conductivity is the highest because of the presence of
more cavities in this direction as shown in Fig. 6.

4 Conclusion

A thermal finite element analysis has been performed in three-dimensions in order to
study the heat transfer of a concrete hollow blocks wall in different directions. The
three models of heat transfer have been taken into account conduction in the solid parts,
convection and radiation in the air cavities. This led to the following conclusions:

(1) Equivalent Thermal Conductivity strongly depends on the combined effect of the
heat conduction in concrete material, the natural convection and the radiation
within the cavities.

(2) The heat radiation inside the cavities increases considerably the equivalent ther-
mal conductivity of the wall; furthermore, the amount and arrangement of holes
played important roles on equivalent thermal conductivity.

(3) The equivalent thermal conductivity depends also on both the block and the
mortar thermal conductivities.

It must be noted that the thermo-physical material properties for block and mortar are
assumed constant in this work which presents an initial step on the special geometry of
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Fig. 6 Equivalent thermal conductivities of the block wall within the three directions
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the studied structure for performing equivalent thermal conductivity tensor. This study
will be extended to the determination of this tensor of thermal conductivity when the
thermo-physical properties depend on the temperature in further work.
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Abstract. This paper describes a procedure for taking into account distributed
loads in the calculation of the harmonic response of a cross-ply laminated circular
cylindrical shell subjected to internal pressure using the dynamic stiffness
method. Based on the first order shear deformation theory founded on love’s first
approximation theory the dynamic stiffness matrix has been built from which
natural frequencies are easily calculated. The vibration analysis is then validated
with numerical examples to determine the performance of this model and the
effect of presetress on the frequency spectrum. The response of the system is
determined with applied equivalent loads on element boundaries. The described
approach has many advantages compared to the finite element method, such as
reducing the computing time with a minimum model size and higher precision.

Keywords: Continuous element method � Distributed loads/internal pressure �
Cross-ply laminated composite shell � Dynamic stiffness method � Harmonic
response

1 Introduction

The vibrations of composite prestressed shells have been the subject of many researches.
These researches are very interesting since these composite prestressed shells are widely
used as elements for various engineering structures such as pressure vessels, pipes,
storage tanks, ducts in many engineering applications particularly in the medical field,
nuclear and marine. Many papers investigate the free vibrations of a prestressed
cylindrical shell. We can say that the first investigation in this field was that of Fung in
[1], he studied the effect of pressure on the vibration frequencies for cylinder with freely
supported ends. He proved theoretically, that for thin cylinder the internal pressure has a
very significant effect on the frequency of the different modes. Theses theoretical results
are validate by the experimental in 1957 by Fung et al. [2]. Later Tj et al. investigated the
vibrations of pressurized shells using finite element method by considering a cylindrical

© Springer Nature Switzerland AG 2020
N. Aifaoui et al. (Eds.): CMSM 2019, LNME, pp. 823–832, 2020.
https://doi.org/10.1007/978-3-030-27146-6_90

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_90&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_90&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_90&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27146-6_90


shell partially buried on radial elastic foundation [8]. More recently Hu and Redekop
employed the differential quadrature method to investigate prestressed vibration analysis
of a cylindrical shell with an oblique end [3, 4] investigate the free vibration and
dynamic response of multilayered composite circular cylindrical shells under static axial
loads and internal pressure using first order shear deformation theory. In the literature
Leissa [5] discussed the nonlinear vibration behavior of prestressed shells.

In the present paper, the dynamic stiffness formulation of cross-ply laminated
circular cylindrical shell as defined in previous studies by Casimir et al. [6] and by
Harbaoui et al. [7] is developed to deal with prestressed cross-ply laminated circular
cylindrical shell based on first order shear deformation theory. In the present formu-
lation both rotatory inertia and shear deformation effects are taken into account. In this
study we will show the influence of preload on the shape of the frequency spectra.
Knowledge of these spectra is necessary for this purpose to avoid possible resonances
in engineering applications.

2 Geometry

We consider cross-ply laminated cylindrical shell of length L, radius R and thickness h
as shown in Fig. 1. The cylindrical shell consists of N orthotropic layers which are
perfectly bound together.

Fig. 1 Cross-ply laminated cylindrical shell [6]
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3 Kinematic Assumptions

According to the Mindlin–Reissner assumption, the components of the harmonic dis-
placement are given by Eq. (1):

usðs; h; fÞ ¼ Usðs; hÞþ f/hðs; hÞ
uhðs; h; fÞ ¼ Uhðs; hÞþ z/sðs; hÞ
ufðs; h; fÞ ¼ Ufðs; hÞ

8<
: ð1Þ

where us,uh and uf are displacement components in the es; eh and n directions
respectively. Us,Uh and Uf are in-plane amplitude displacement components of the
shell in the middle surface. /s;/h are the rotations of the middle surface of transverse
normal about es and eh, respectively.

Considering the assumption of small displacements, the strain– displacement
relationship of laminated composite cylindrical shell of radius R can be written as:

ess ¼ @us
@s ¼ @Us

@s þ f @/h
@s ; ehh ¼ 1

Rþ f
@Uh
@h þ f @/s

@h þUf

� �

csh ¼ 2esh ¼ 1
Rþ f

@Us
@h þ f @/h

@h

� �
þ @Uh

@s þ f @/s
@s

csf ¼ 2esf ¼ /h þ @Uf

@s ; chf ¼ 2ehf ¼ 1
Rþ f

@Uf

@h � Uh � f/s

� �
þ/s

8>>><
>>>:

ð2Þ

4 Lamina Constitutive Relations

Consider a composite shell composed of N orthotropic layers of uniform thickness with
the the constitutive orthotropic material axis of the kth layer is oriented with an angle
hk. The stress–strain relations of the kth layer are reduced to the following equations by
neglecting the transverse normal strain and stress:

rss
rhh
rhf
rsf
rsh

8>>>><
>>>>:

9>>>>=
>>>>;

Qk
11 Qk

12 0 0 0
Qk

12 Qk
22 0 0 0

0 0 Qk
44 0 0

0 0 0 Qk
55 0

0 0 0 0 Qk
66

2
66664

3
77775

ess
ehh
chf
csf
csh

8>>>><
>>>>:

9>>>>=
>>>>;

ð3Þ

where Qij are the transformed stiffnesses of the kth lamina [9]. The expressions of Qij

are given in Appendix A.

5 Behaviour Equations of Composite Shell

Relations between internal forces and moments resultants are given by considering the
internal forces per unit length. See Thinh [9]
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Nss;Nhh;Nsh;Nh sð Þ ¼
Z h=2

�h=2
rss 1þ f

R

� �
;rhh; ssh 1þ f

R

� �
; ssh

� �
df ð4Þ

Mss;Mhh;Msh;Mhsð Þ ¼
Z h=2

�h=2
frss 1þ f

R

� �
; frhh; fssh 1þ f

R

� �
; fssh

� �
df ð5Þ

and

Qs;Qhð Þ ¼ K
Z h=2

�h=2
ssf 1þ f

R

� �
; shf

� �
df ð6Þ

6 The Dynamic Equilibrium Equations

Herein, we use the first order shell theory gives the following for a circular cylindrical
shell subjected to harmonic distributed forces [6] and internal pressure. The effect of
the internal pressure and the change of membrane curvatures have to be incorporated in
the equations of equilibrium according to Timoshenko’s theory [1], so the equilibrium
equations of the prestressed cylindrical shell in the case of a harmonic regime are as
follows:

@Nss
@s þ 1

R
@
@h Nsh � 1

2RMsh
� 	� Nh

R
@2Uh
@s@h � @Uf

@s

� �
þ fs ¼ I0

@2Us
@t2 þ I1

@2/h
@t2

@
@s Nsh þ 1

2RMsh
� 	þ @Nh

R@h þ Qh
R þNs

@2Uh
@s2

� �
þ fh ¼ I0

@2Uh
@t2 þ I1

@2/s
@t2

@Qs
@s þ 1

R
@Qh
@h � Nhh

R þNs
@2Uf

@s2

� �
þ Nh

R
@Uh
R@h � @2Uf

R@h2

� �
þ fn ¼ I0

@2Uf

@t2

@Mss
@s þ 1

R
@Msh
@h � Qs ¼ I1

@2Us
@t2 þ I2

@2/h
@t2

@Msh
@s þ 1

R
@Mhh
@h � Qh ¼ I1

@2Uh
@t2 þ I2

@2/s
@t2

8>>>>>>>><
>>>>>>>>:

ð7Þ

It is assumed that the pressure remains usually in its initial direction it’s not
influenced by the deformation of the shell during vibration. The axial prestress caused
by the pressure acting upon the ends of the tank is neglected compared to the cir-
cumferential prestress.

Stresses were those due to internal pressure:

Nh ¼ PR;Ns ¼ PR
2

Nsh ¼ Ts ¼ Th ¼ Ms ¼ Mh ¼ Mhs ¼ 0
ð8Þ

Ii ¼
XN
k¼1

Zfkþ 1

nk

qkfidfði ¼ 0; 1; 2Þ ð9Þ
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qk is the material mass density of the kth layer and fs; fh and fn are distributed loads
described on the directions es; eh and n respectively.

7 Dynamic Stiffness Relation of Thick Laminated Prestressed
Cylindrical Shells Subjected to Distributed Loads

7.1 Dynamic Transfer Relation and Sate Vector

Thinh et Nguyen [9] described the strategy for calculating the dynamic stiffness rela-
tion. This procedure based on a Fourier expansion of each component of the state
vector E is adopted for the case of cross-ply laminated prestressed cylindrical shells.

Where the sate vector is defined as following:

E ¼ ðu; v,w; b; bh;Ns;Nhs; Ts;Ms;MhsÞ

According to the 2p periodicity of the circular cylindrical shells with respect to the
variable h, we obtain two uncoupled symmetric and antisymmetric systems

The symmetric solution is such that:

sE ¼
X1
m¼0

sEð1Þ
m cosðmhÞ aE ¼

X1
m¼0

aEð2Þ
m sinðmhÞ ð10Þ

The antisymmetric solution is such that:

sE ¼
X1
m¼0

sEð2Þ
m sinðmhÞ aE ¼

X1
m¼0

aEð1Þ
m cosðmhÞ ð11Þ

Introducing Fourier expansions in the derivations of all components of state vector
with respect to variable s gives a system of equations as follows:

dUð1Þ
sm

ds
¼ f1;

dUð2Þ
hm

ds
¼ f2;

dUð1Þ
fm

ds
¼ f3;

d/ð1Þ
hm

ds
¼ f4;

d/ð2Þ
sm

ds
¼ f5

dNð1Þ
ssm

ds
¼ f6 þ Nh

R
@2Uð2Þ

hm

@s@h
� @Uð1Þ

fm

@s

 !
� f ð1Þsm ;

dNð2Þ
shm

ds
¼ f7 � Ns

@2Uð2Þ
hm

@s2

 !
� f ð2Þhm

dQð1Þ
sm

ds
¼ f8 � Ns

@2Uð1Þ
fm

@s2

 !
� Nh

R
@Uð2Þ

hm

R@h
� @2Uð1Þ

fm

R@h2

 !
þ f ð1Þnm ;

dMð1Þ
sm

ds
¼ f9;

dMð2Þ
shm

ds
¼ f10

ð12Þ

The expressions of functions fi (i = 1–10) are given in Appendix B. The two
systems of differential equations are written in the matrix according to Eq. (13):

Formulation of the Dynamic Stiffness Matrix 827



@Eim

@s
¼ Dimðs;xÞ:Eim þ fim for i ¼ 1; 2 ð13Þ

where f1m ¼ ð0; 0; 0; 0; 0;�f1sm;�f1hm;�f1nm; 0; 0Þ and
f2m ¼ ð0; 0; 0; 0; 0;�f2sm;�f2hm � f2nm; 0; 0Þ.

Eim Lð Þ ¼ Tim xð ÞEim 0ð Þþ cEim 0ð Þ ð14Þ

with: TimðxÞ ¼ eMimðxÞL represent the dynamic transfer matrices and cEim are additional
part vectors formulated from the distributed load acting on the surface of the cylindrical
shell

7.2 Dynamic Stiffness Relation of Presressed Composite Shell

The dynamic stiffness matrix related the external forces acting on the two edges of the
shell to the displacement of these edges. This dynamic stiffness matrix is obtained from
transfer matrix after applying several matrix manipulations and by partitioning the
transfer matrix into four blocks. It is expressed according to [4] as follows:

KimðxÞ:Uim ¼ Fim þ cFim for i 2 1; 2gf ð15Þ

where:

KðiÞ
m ¼ 12T ðiÞ�1

m :11TðiÞ
m

12T ðiÞ�1

m

�12TðiÞ�T

m
22T ðiÞ

m :12TðiÞ�1

m

" #
ð16Þ

cFim represent the force vectors of additional forces computed from the distributed
forces acting between the two edges.

8 Numerical Validation

8.1 A Cross-Ply Laminated Prestressed Cylindrical Shell

To validate the present formulation, a cross-ply laminated prestressed shell (CPSE)
element was developed with computer program to solve different numerical examples on
harmonic response of composite prestressed shells under distributed loads. The results
obtainedwith continuous elements are comparedwith those obtainedwithfinite elements.

The dynamic stiffness matrix of composite circular cylindrical shell subjected to
distributed loads used in this study has been validated previously by Casimir et al. [6].
The object of the present paper is to validate the model under internal static pressure
P. In the current case of shell with both ends free the only considered presressed
resultant is the circumferential Nh ¼ PR

The dimensions of the circular cylindrical shell are:
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L ¼ 0:1m; R ¼ 0:07m; h ¼ 0:025m

The shell is composed of four-layer cross-plies from the outer to the inner layer. All
layers have the same thickness and material properties. Used material is graphite/epoxy
having the following characteristics:

E1 ¼ 138GPa; E2 ¼ 8:96GPa:; G12 ¼ G13 ¼ 7:1GPa; G23 ¼ 3:45GPa; m12 ¼ 0:3;

m12 ¼ m12
E2

E1
¼ 0:019; q ¼ 1645 kg=m3:

8.2 Distributed Radial Load

The cylindrical shell shown in Fig. 2 is subjected to Distributed load applied along a
line at the outer surface of the cylinder.

The following expression of the Fourier expansion of the force vectors are involved
in Eq. (17).

f ð1Þ0 ¼ ð0; 0; 0; 0; 0; 0; 0;� f
2p

; 0; 0ÞT 8m 6¼ 0; f ð1Þm ¼ ð0; 0; 0; 0; 0; 0; 0;� f
2p

; 0; 0ÞT

8m; f ð2Þm ¼ 0

ð17Þ

20 terms in the Fourier expansions are required to obtain full convergence at fre-
quencies up to 20,000 Hz. The harmonic responses are compared with the results
obtained with a commercial FE software application. This comparison is given in Fig. 2.
There is a convergence of results obtained by the two models for an internal pressure of
8e7Pa. The advantage of the present method compared to FEM is the calculation time
which is preserved in this case is 10 times faster as well as the significant reduction in
number of meshes. This method is interesting to overcome the problem of enormous
number of elements required by FEM (Fig. 3).

Fig. 2 Distributed load along a line
Fig. 3 Finite element model (elements
60 � 15)
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By comparing the spectra obtained with an unpressurized and a pressurized
(8� 107) cylinder we noted that frequency peaks translate to the right with increasing
pressure (see Fig. 4).

For an internal pressure of 8� 107 Pa, the first peak (n = 1) translates from 1910 to
2111 Hz. The frequency is slightly increased by the addition of internal pressure. This
increase in frequency diminishes for a higher frequency; hence the internal pressure has
a negligible effect when frequencies are higher than 1106 Hz. These results shows that
the internal pressure increases the natural frequencies, especially in the lower fre-
quency. In other words, the internal pressure tends to stabilize the structure (Fig. 5).
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Fig. 4 Harmonic response of a prestressed cylindrical shell (internal pressure P = 8� 107 Pa)
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Fig. 5 Comparison of the harmonic response of the unpressurized cylinder and the prestressed
cylinder
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9 Conclusion

The method of dynamic stiffness matrix applied to a prestressed cross-ply laminated
composite cylindrical shell subjected to distributed radial loads is described in this
paper which has allowed us to take into account the effect of the static pressure in the
formulation of a continuous element of axisymmetric composite shell. The introduction
of the “internal effect of the pressure and the change of the curvatures of the mem-
branes were incorporated into the equilibrium equations according to Timoshenko
theory. This procedure is used for the case of a prestressed composite cylindrical shell
subject to radial load acting on their edges. The comparison between the curves
obtained by continuous elements and those obtained by finite elements prove the
effectiveness of the proposed method in view of the high accuracy of the results as well
as the speed of calculation especially in the medium and high frequency ranges.

Appendix A

Q11 ¼ E1
1�m12m21

cos4 hþ E2
1�m12m21

sin4 h
Q22 ¼ E2

1�m12m21
sin4 hþ E2

1�m12m21
cos4 h

Q12 ¼ m12E2
1�m12m21

Q44 ¼ G23 cos2 hþG13 sin2 h
Q55 ¼ G13 cos2 hþG23 sin2 h
Q66 ¼ G12

8>>>>>>><
>>>>>>>:

Appendix B

f1 ¼ mc4Uhm þ c4Ufm þmc5/sm þ D11
c1
Nsm � B11

c1
Msm

f2 ¼ m
R Usm � D66

c10
Nshm þ B66

c10
Mshm

f3 ¼ �/hm þ 1
kA55

Qsm

f4 ¼ mc2Uhm þ c2Ufm þmc3/sm � B11
c1
Nsm þ A11

c1
Msm

f5 ¼ � m
R /hm þ B66

c10
Nshm � A66

c10
Mshm

f6 ¼ �I0x2Usm � I1x2/hm � m
R Nshm þ m

2R2 Mshm

f7 ¼ 3kA44
2R2 þm2 c6 � c8

2R

� 	� I0x2

 �

Uhm þm c6 þ 3kA44
2R2 � c8

2R

� 	
Ufm

þ I2x2

2R � I1x2 � 3kA44
2R þm2 c7 � c9

2R

� 	h i
/sm þm c5

2R � c4
� 	

Nsm þm c4
2R � c2
� 	

Msm

f8 ¼ m c6 þ kA44
R2

� 	
Uhm þ c6 þ kA44m2

R2 � I0x2
� �

Ufm þm c7 � kA44
R

� 	
/sm � c4Nsm � c2Msm

f9 ¼ �I1x2Usm � I2x2/hm þQsm � m
R Mshm

f10 ¼ m2c8 � I1x2 � kA44
R

� 	
Uhm þm c8 � kA44

R

� 	
Ufm þ m2c9 þ kA44 � I2x2ð Þ/sm

�mc5Nsm � mc4Msm

8>>>>>>>>>>>>>>>>>>>>>>><
>>>>>>>>>>>>>>>>>>>>>>>:
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and

c1 ¼ A11D11 � B2
11; c2 ¼ A12B11 � A11B12ð Þ=Rc1

c3 ¼ B12B11 � A11D12ð Þ=Rc1; c4 ¼ B12B11 � A11D11ð Þ=Rc1
c5 ¼ D12B11 � D11B12ð Þ=Rc1; c6 ¼ A12c4 þ c2B12 þA22=Rð Þ=R
c7 ¼ A12c5 þ c3B12 þB22=Rð Þ=R; c8 ¼ B12c4 þ c2D12 þB22=Rð Þ=R
c9 ¼ B12c5 þ c3D12 þD22=Rð Þ=R; c10 ¼ B2

66 � A66D66
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Abstract. In this study, numerical analysis of the static bending response of
FGM is carried out with different combinaisons of geometries, boundary con-
ditions and mechanical loading. The material properties according to the coor-
dinates of the integration points are defined using the UMAT subroutines in
ABAQUS software. The FSDT is used for thin and moderately thick FG shells
analysis. The performance of the developed work is illustrated through the
solution of several non trivial structure problems from literature. The numerical
simulation depicts very close results to solutions in literature which assess the
accuracy of the implementation. The proposed solution procedure is signifi-
cantly efficient from the computational point of view.

Keywords: Functionally graded shells � Finite element � UMAT abaqus

1 Introduction

Functionally graded materials (FGMs) are special kind of composite with a gradual
transition of material properties from one material to another. They are made to
overcome the problems associated to the discontinuity in conventional composite. The
most known FGMs in literature are mainly composed of transition alloys from metal at
one surface and ceramic at the opposite surface. Unlike composites, which possess
mechanical properties that vary gradually with location, the FGM exhibits a smooth
and continuous gradient in both compositional profile and material properties in order
to optimize some function of the overall FGM. As the use of FGM increases in several
field, it is crucial to develop new methodologies and techniques to characterize them.

Several works are available in literature to analyze the linear mechanical behavior
of FG shell structures [1–3]. Most of authors used the classical plate theory CPT based
on the Kirchhoff hypothesis; the First Order Shear Deformation theory (FSDT)
developed by Mindlin; the Higher-Order Shear Deformation Theory (HSDT). The
classical theory is inaccurate as it neglects the effects of transverse shear and normal
strains of the structure. However, Reissner-Mindlin theory provides a correct overall
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assessment. In fact, shear correction factors should be incorporated to adjust the
transverse shear stiffness. Then, the accuracy of solutions is strongly dependent on the
correction factors. Contrarily to FSDT, there is no need of a shear correction factor
when using a HSDT. Nevertheless, equations of motion are more complicated to obtain
[4]. Hence, the FSDT is widely used to investigate analytically the FG shells response.

The theoretical formulation is typically coupled with FE method to provide the
numerical solution of material inhomogeneity effect on FG plates deformation. In most
studies, the solution procedure can be implemented into home codes [5, 6, 7]; other
authors obtained the numerical solution using the commercial FE commercial softwares
[8, 9]. In this regard, using the commercial finite element software ABAQUS, layers
are divided into a sufficient number of slices to approximate the gradual variations of
the material properties [10]. The main limitation of this method is the expensive CPU
time and the non-continuous segmented distribution of material properties.

To the best knowledge of the authors, there are no further accessible documents in
literature on ABAQUS implementation of static response of FG shells when taking into
account the continuity of material point distribution. The main contribution of this
paper consists on introducing an alternative method to define the material properties
according to the coordinates of the integration points when considering one layer to
avoid an expensive CPU time. the material properties are defined using both interfaces,
UMAT and USDFLD subroutines, that were implemented in ABAQUS software. Due
to its high efficiency and simplicity, FSDT was used for analyzing thin FG shells. The
accuracy and performance of the developed model is illustrated through the solution of
several FG structures problems taken from the literature. The proposed solution pro-
cedure is significantly efficient from the computational point of view.

2 Material

The FGM shell structure with polynomial material law is adopted (Fig. 1):

PFGM zð Þ ¼ Pm þ Pc � Pmð Þ z
h
þ 1

2

� �n

ð1Þ

PFGM(z), Pm and Pc denote, respectively, the effective material property, the metal
properties and the ceramic properties. EFGM(z) designs the Young modulus and q
FGM(z) is the density. h denotes the structure thickness and z is the coordinate measured
along the thickness direction. n is the power-law index.
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3 Constitutive Equations

We consider a first-order-shear-deformation shell model with a thickness h, made of a
FGM with material properties described in Sect. 2. All formulations are developed
under the assumption of a linear elastic behavior and small deformations of material.
According to the FSDT, the displacement components are:

ux ¼ uþ zuy
uy ¼ v� zux
uz ¼ w

8<
: ð2Þ

where ux and uy are the rotations of the transverse normal about the Cartesian axis x
and y, respectively; u, v and w are the in-plane displacements and deflection of the mid-
plane, respectively. The generalized displacement vector u is then

u ¼ u; v;w;ux; uy

� �T
z 2 � h

2
;
h
2

� �
ð3Þ

Z is the thickness coordinate of the shell. The state of deformation can be
decomposed in in-plane and transverse shear strains as:

eab ¼ eab þ zvab
ca3 ¼ 2ea3

�
; a; b ¼ 1; 2 ð4Þ

where eab; vab and ca3 refer to the membrane, bending and transverse shear strains,
respectively. In matrix notation, the strain vectors are:

gm ¼
e11
e22
c12

2
4

3
5; gb ¼

v11
v22
v12

2
4

3
5; gs ¼ c13

c23

� �
ð4Þ

Fig. 1 Geometry of a functionally graded plate
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The constitutive equations can be written as:

r ¼ H zð Þg
s ¼ G zð Þgs
g ¼ gm þ zgb; r ¼ r11; r22; s12½ �
s ¼ r13; r23½ �

ð5Þ

H(z) and G(z) are the in-plane and out-of-plane linear elastic constitutive matrices,
depending on z, expressed as a function of the Young’s modulus and the Poisson’s
ratio:

H ¼ E zð Þ
1� m 2 zð Þ

1 m zð Þ 0

m zð Þ 1 0

0 0 1� m zð Þð Þ=2

2
64

3
75;

G zð Þ ¼ E zð Þ
2 1þ m zð Þð Þ

1 0

0 1

� � ð6Þ

Let R ¼
N

M

T

2
64

3
75, and R ¼

gm

gb

gs

2
64

3
75 be the generalized stress and strain. where the in-

plane membrane and bending and transverse shear stresses resultants components can
be written in the following form:

Nab ¼
Z h=2

�h=2
rab dz; Mab ¼

Z h=2

�h=2
zrab dz; Ta3 ¼

Z h=2

�h=2
sa3 dz ð7Þ

One can deduce the constitutive equation:

R ¼ HTR; HT¼
Hm Hmb 0
Hmb Hb 0
0 0 Hs

2
4

3
5 ð8Þ

Hm; Hmb;Hbð Þ¼
Z h=2

�h=2
1; z; z2
	 


H zð Þ dz ; Hs¼j�
Z h=2

�h=2
G zð Þ dz

Numerical simulation is performed using the commercial software ABAQUS. To
avoid stress discontinuity, UMAT interface is implemented in order to define the
material properties according to the coordinates of the integration points.
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4 Numerical Results

4.1 Benchmark Tests

The performance of the proposed numerical simulation is assessed with several
structure problems (i) Bending of a simply supported rhombic plate, (ii) pinched
hemispherical shell with 18° hole, (iii) pinched cylinder with end diaphragms (Fig. 2).
Results are compared to the findings in Wali et al. [11] in which a 3d-shell model based
on a discrete double directors shell element (DDDSE) was introduced. 7 DOF per node
are used with FE subroutine.

The different shells are modeled with the standard quadrilateral 4-nodes element
with three rotational and three translational degrees of freedom per node. Results, based
on the FSDT of shell elements are obtained. The FGM structure properties are the
triplet (Em, Ec, m) = (70 GPa, 380 GPa, 0.3) for the metal and ceramic components,
respectively. To avoid stress discontinuity at the interfaces, the material properties
according to the coordinates of the integration points are defined using the UMAT
subroutine in ABAQUS software. All material and geometrical properties are given in a
coherent system of units. The power-law index is n = 6 for all cases. The normalized

Fig. 2 a bending of a simply supported rhombic plate, b pinched hemispherical shell, c pinched
cylinder with end diaphragms
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results of deflection and displacement are obtained with the FE solution using 100
elements per side. The FE results of the normalized center-point deflection of rhombic
plate, displacement of pinched hemispherical shell and pinched cylinder, are gathered
in Table 1. Comparison between present model and elements developed by Wali et al.
[11] are in a very good correlation for the three considered cases. We plot in Fig. 3 the
normalized displacement with the FE converged solution of 4.746 10 − 4 using 100
elements per side. It can be depicted that the present FE model produces the close
results to those of Wali et al. [11] elements. Therefore, it can be concluded that the
proposed technique exhibits high performance.

4.2 Square Plate Under Doubly Sinusoidal Load

In this section, the accuracy of the present model is evaluated for isotropic square FGM
plate under doubly sinusoidal load (Fig. 4). The plate is discretized using the element
S4 with a 20 by 20 mesh. The various non-dimensional parameters are according to
[11].

Table 1 Comparison results of present simulations

Node per side Rhombic plate Hemispherical shell (10−2)

Present Wali et al. [11] Present Wali et al. [11]
3
5
9
17
33
100

1.843 7.846
2.761 5.186
2.889 3.695
3.073 3.348
3.189 3.275
3.278 3.268

4.532 5.190
5.153 5.398
5.181 5.269
5.204 5.220
5.223 5.229
5.237 5.232

Fig. 3 Normalized displacement of the pinched cylinder with end diaphragms
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In Fig. 5, we plot the evolution of the dimensionless shear stress across the
thickness direction for various power-law index n. Comparisons with [11, 12] are
conducted. In [12], a 3D hyperbolic sine plate theory is presented for the case of a
simply supported square plates subjected to a bi-sinusoidal mechanical load.
91 mathematical layers were simulated to model the continuous variation of properties
across the thickness direction leading to significant computational effort and virtual
storage of data. In the present work, the proposed FE simulation presents very close
results to literature, which assess the accuracy of the implemented subroutine. Its also
of interest to note that the proposed solution procedure is significantly efficient from the
computational point of view.

Fig. 4 A simply supported square FGM plate under sinusoidal load
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5 Conclusion

The analysis and the efficiency of FE simulation based on Abaqus-UMAT subroutine
for the FGM shell structures is presented in this paper. The material properties are
defined according to the coordinates of the integration points to avoid stress discon-
tinuity at the interfaces. By numerical investigation, the proposed model presents a
good performance and high accuracy to predict the static behavior of shell structures
when comparing with available published results.
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Abstract. Electric vehicles are considered as the cars of the future, given the
advantages they offer compared to conventional cars, which are equipped with a
combustion engine: economy of use, reliability, silence of operation, overall
environmental impact, promotes the development of renewable energies and the
stability of networks. However, they still have critical problems to solve as high
cost, low autonomy and long charging time. The majority of these problems are
totally related to the battery package. Thus, the battery package must contain
enough energy to have sufficient power capacity for the accelerations and
decelerations tests. Also, to have a certain driving autonomy. So, in this study, a
mechatronic power system model of an electric vehicle is proposed. It is adapted
to estimate the amount of energy needed to travel a certain distance. The
modeling and simulation of the system were performed using the object-oriented
language Modelica. While, the parametric studies for estimating energy con-
sumption were carried using Model Center software. The developed model
ensures that the performances related to the acceleration test and driving dis-
tance are respected.

Keywords: Mechatronic power system � Modeling � Simulation � Energy
estimate

1 Introduction

The electric car remains a mobility solution of the future. It is still evolving and getting
closer step by step in performance terms of the thermal car [10]. However, it still has
critical problems to solve. In regards to the economic field, the biggest problem is
related to the battery. Its cost is high and its maintenance is expensive [2].

Furthermore, the electric car also has difficulties at the recycling level. It is much
more complex and less competitive compared to the thermal car. Indeed, it requires
special treatment of batteries. The latter is so expensive for the user that it is generally
supported in the manufacturer’s warranty.
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Moreover, the electric car is not 100% ecological taken into account the production
of electricity necessary for its operation. The electricity used to recharge the battery
must be produced by truly renewable energies, such as solar or hydraulic energy.

In terms of autonomy, the majority of available vehicles have autonomy in the
order of 100–150 km [2]. This autonomy is largely sufficient for an urban user.
However, it is mediocre for a user making only long distances.

In conclusion, we can say that in the case of an electric production made from
renewable energies, the electric vehicle seems more beneficial for the environment than
the thermal car. In fact, it can significantly reduce gas emissions and air pollution,
especially in urban environment where its implementation will be privileged.

The preliminary design of electric cars can be achieved using different multi-
domain modeling tools such as Matlab/Simulink [4, 5] and VHDL-AMS [11].

Several studies have been developed in the literature to improve and optimize the
performances of electric cars in order to obtain a more efficient and more reliable
system. For instance, Schaltz concentrated his work on the design and modeling of a
battery package [12]. This package must contain enough power to have a certain
driving autonomy. Guizani et al. developed, in the preliminary design phase, a simple
model of the electric vehicle [6]; in order to optimize the propulsion system charac-
teristics while respecting the performance requirements related to the different test
cases: the maximum speed and the acceleration test.

The focus in this paper will be on the design and modeling of a mechatronic power
system of an electric vehicle to estimate the necessary amount of energy power to travel
a certain distance.

This paper is structured as follows: after the introduction, Sect. 2 describes the
mathematical model used in this study. Section 3 gives the implementation of the
presented model in Modelica/Dymola. Section 4 gives the simulation results in order to
verify the developed model, Sect. 5 provides parametric studies to estimate the energy
consumption of the electric vehicle during an imposed profile and Sect. 6 presents the
conclusion remarks.

2 Description of the Mathematical Model

The battery is the energy source of the vehicle. It consists of the series and/or parallel
association of elementary cells. The equivalent diagram of the battery is shown in
Fig. 1.
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The total voltage, the current and the mass of the battery can be calculated by the
following expressions [8]:

Vbat ¼ Ns:Vcel

ibat ¼ Np:icel
Mbat ¼ Ns: Np:Mcel

8><
>:

ð1Þ

where:

• Ns [−]: the number of cells in series,
• Np [−]: the number of cells in parallel,
• Vcel [V]: the voltage of a cell,
• icel [A]: the current in a cell,
• Mcel [Kg]: the mass of a cell,
• Vbat [V]: the voltage of the battery,
• ibat [A]: the current in of the battery,
• Mbat [Kg]: the mass of the battery.

In order to evaluate the behavior of the battery, it is necessary to determine the
variation of its state of charge SoC. The SoC corresponds to the amount of charge
C that can be restored by the battery with respect to its nominal capacity C0 and
corresponding to SoC = 100% [7]:

SoC = SoCinit�100
C
C0

C ¼ 1
3600

Z
ibat:dt

8>><
>>:

ð2Þ

C and C0 are expressed in A.h.

Fig. 1 Equivalent circuit diagram of the battery
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After the mathematical development of the battery, the model is modeled using the
object-oriented language Modelica [3], as indicated in the following section.

3 Modeling of the Battery with Modelica

The objective of this study is to develop a Modelica model of the battery able to
simulate its real behavior taking into account the consequent decrease of its SoC.

There are many technologies of battery. If their operation is similar, the materials
used react differently and therefore have different performance. The main Battery
Pack’s technologies most used by the automotive industry are three: lead-acid batteries,
nickel batteries and lithium batteries.

In this article, the battery package is based on a type AMP 20 Lithium Ion Cell1

because of the advantages that confers compared to other technologies:

• Higher energy density than others,
• A recharge time less important,
• Low risk of pollution.

The external view of the battery model is shown in Fig. 2.

Going deep into the internal architecture of the model as shown in Fig. 3, the
electrical behavior of the battery is described only by blocks chosen from the Modelica
library. Before describing the role of each block, it is important to specify that this
model operate in cycle. It generate a voltage source between the two ports pin_p and
pin_n of the battery.

Fig. 2 External view of the battery model developed with Modelica

1 http://www.a123systems.com/prismatic-cell-amp20.htm.
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The current IBat generated by the voltage UBat and measured by the current Sensor is
compared with the permissible current Imax. The minimum current obtained is divided
by the gain1, which represents the number of cells in parallel Np, in order to obtain the
current circulating in each cell i. This current flows thereafter in the SoC block.

The other input of this block is the capacity of the battery C0 connected to the
gain2. It perform a unit conversion from A.s to A.h. This block calculates the instan-
taneous value of the state of charge of a cell by Eq. (2). The calculated value is an input
of a VCel-SoC table, which provides the voltage of a cell according to the state of charge.
The voltage value obtained at the output of the component VCel-SoC is multiplied by the
gain3, which represents the number of cells in series Ns, is used as a reference to
generate the battery voltage. To evaluate the behavior of different battery technologies,
the designer can modify the VCel_SoC table at the output of the SoC block.

Fig. 3 Internal view of the battery model developed with Modelica
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4 Simulation Results

In this part, the analysis model used to perform parametric studies in the following part
is made up of the battery in series with equivalent resistance that represents the rest of
the electric vehicle model. The Modelica model of the equivalent resistance was
developed in [9].

The simulation results of the vehicle according to the New European Driving
Cycle NEDC [1], are given by Figs. 4 and 5. The NEDC cycle is used to simulate and
verify the model of the battery developed in the previous part.

Figure 4 shows a comparison between the real speed of the vehicle measured at the
output of the model and the NEDC cycle imposed on the input. The obtained result
confirms that the measured speed follows the profile of the imposed road.

Figure 5 represent the variation of the state of charge along the imposed profile.
The final state of charge of the battery is about 67%, which means that the proposed
model has lost 16% of its capacity. With the same values of Ns and Np and a minimum
state of charge equal to 20%, the model can repeat 4.5 times the imposed cycle.

Fig. 4 Comparison between the measured speed of the vehicle and the imposed cycle NEDC
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5 Parametric Study of the Energy Consumption
of the Battery with ModelCenter

The objective of this part is to estimate the amount energy of the battery needed to
travel a certain distance. Therefore, the following requirements are taken into account:

• The imposed speed on the input is a constant.
• The road is horizontal, the grade angle a is equal zero.
• The wind speed is zero.
• The battery fully charged.

The model developed in the previous section was used to calculate the value of the
energy required by the battery for each kilometer traveled by the vehicle. The only
difference, is that the NEDC cycle is replaced by a constant speed. It is the reference
speed that the vehicle must reach. In addition, other parameters are added within the
model, as shown in Fig. 6. These parameters are defined by the following equations
[8]:

• Energy, is the total energy consumed by the vehicle during the imposed cycle;

Energy ¼ 1
3600

Z
ðpowerSensor:PowerÞdt ð3Þ

• RangeKm, it is the distance traveled by the vehicle in kilometers;

Rangekm ¼ 1
1000

Z
ðspeedSensor:speedÞdt ð4Þ

Fig. 5 Variation of the state of charge of the battery during the NEDC profile
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• EnergyKm, it is the energy required by the vehicle to travel one kilometer with a
constant speed;

Energykm ¼ Energy
Rangekm

ð5Þ

Figure 7 shows the results of a parametric study performed with ModelCenter2 to
determine the EnergyKm function. In this study, the input variables are the total number

of cells, the reference speed to be achieved and the output parameter (response) is the
EnergyKm function.

Parametric study operates in iterative loop. By setting each time the number of
cells, EnergyKm is calculated by changing the reference velocity between a minimum
value startingvalue and a maximum value endingvalue, as shown in Fig. 8.

From the results shown in Fig. 8, it is possible to plot the curves in Fig. 9, which
show the variation of EnergyKm as a function of the speed to be achieved for a certain
number of cells.

These graphs can be used as a reference by the designer to calculate the total energy
required by an electric vehicle by fixing certain requirements such as:

• The distance to cover,
• The speed of the vehicle,
• The number of cells.

Example Requirements:

• The distance to be covered = 100 km,
• The speed = 100 km/h,

Fig. 6 Modelica code for estimating the energy required by the battery

2 Phoenix Integration. PHX ModelCenter, from http://www.phoenix-int.com/software/phx-
modelcenter.php.
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• The number of cells = 300.

The designer must select on the x axis the required speed which is equal to
100 km/h, after that, using the curve of 300 cells, he must read on the y axis the
necessary value of EnergyKm. If the distance to be traveled is equal to 100 km, con-
sidering a cycle of discharge of the battery. Then, total energy TotalEnergy is given by
the following relation [8]:

TotalEnergy ¼ 100:k:Energykm ð6Þ

Where k is a factor that takes into consideration that the battery needs to be
recharged when its SoC is below a minimum value (typically SoCmin = 20%).

k ¼ 1
SoCint � SoCmin

ð7Þ

Fig. 7 Graphic interface of the parametric study with ModelCenter
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6 Conclusion

Our main contribution in this paper was a proposition of a mechatronic power system
able to simulate the dynamic behavior of the battery taking into account the consequent
decrease of its state of charge.

The presented system has been used to perform parametric studies using
ModelCenter software to estimate the amount of energy required to travel a certain
distance.

Fig. 9 Variation of energy according to the target speed and the number of cells

Fig. 8 Parametric study performed inside Model Center to estimate the energy consumption
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According to the obtained results, the efficiency of the proposed model was tested
and confirmed. Futures works will be focus on the optimization of different design
variables in order to get a more reliable car that can properly fulfill its mission.
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Abstract. About one third of the energy available on internal combustion
engines is actually converted into effective power. The recovery of the dissi-
pation heat and their conversion into electricity is an effective way to increase
the efficiency of these engines and therefore reduced their consumptions.
Among the current and potentially adopted technologies for this valorisation is
the Organic Rankine Cycle system. Thus, the various components constituting
the ORC system (motor-pump, heat exchanger and expander) were modelled
and dimensioned from the parameters or data provided by the manufacturers’
catalogues, and then selected with imperative to optimize the cycle.

Keywords: ORC system � ICE � Expander � Heat exchanger � Motor-pump

Nomenclature

A Heat exchanger Area m2

b Channel spacing of plate m
Cp Specific heat J�Kg−1�K−1

h Enthalpy J�Kg−1
L Length of plate m
Nrot Rotational speed rpm
_m Mass flow rate kg�s−1
Np Total number of plate
P Pressure N�m-2

_Q Heat flow W
s Entropy J�Kg−1�K−1

T Temperature K
Vs Displacement m3tr−1

_Vs Ideal volume flow rate m3s−1

U Heat transfer coefficient Wm−2K−1

_W Power W
W Width of plate m
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Greek symbols

η Efficiency
m Specific volume m3�kg−1

Subscripts

ex Exhaust
el Electrical
em Electromechanical
exp Expander
l Liquid
lm Log mean
p, pp Pump
s Isentropic
sf Secondary fluid
su Supply
tp Two-phase
v Vapour
wf Working fluid

Acronyms

EES Engineering Equation Solver
HP Horse Power
ICE Internal Combustion Engine
ORC Organic Rankine Cycle
WHRS Waste Heat Recovery System.

1 Introduction

The thermal efficiency of internal combustion engines (ICE) is very low, only about
one third of fuel energy is transformed into mechanical energy. The remaining energy is
dissipated into the atmosphere as waste heat through the cooling system, and exhaust
[7].

The recovery of the dissipation heat and their conversion into electrical or
mechanical power is an effective way to increase the efficiency of these engines and
therefore reduced their consumptions, as well as minimise the contribution to global
warming. Among the current and potentially adopted technologies for this valorisation
is the Organic Rankine Cycle system. Its main advantages are the easiness and the
availability of its components.

The interest in ORC for waste heat recovery system WHRS on ICE has grown
significantly for the past few years [2, 10, 11]. This interest is justified by reductions in
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consumption expected between 5 and 10% depending on the system and the road cycle
considered [8, 10].

The components of the ORC system include typically a motor-pump, an evapo-
rator, an expander, and a condenser (Fig. 1). This system uses organic substances as
working fluids, and is a reverse of refrigeration cycle. There is no commercial system
today, but several prototypes have been developed since the 1970s, following the first
petrol crisis.

Guillaume [1] has developed detailed models for a variety of each component of
the ORC system for the mobile application under MATLAB environment. Then he
carried a multi-objective optimization (thermodynamic and economic performance) but
he doesn’t considered electric motor modelisation.

The most of the existing works dedicated to the ORC system were consacred to the
solar energy [4, 5]. In addition, the level of detail of the models is most of the time
reduced [10], Yang et al. [11].

This work takes into account the stationary aspect of the ORC cycles and precisely
those using volumetric scroll expander for the transport applications.

The realization of a detailed steady-state model seems to be the main objective, thus
making it possible to get a realistic simulation of the Rankine cycle. It will then make
possible to carry out an optimization and dimensioning or sizing the different com-
ponents of the waste heat recovery organic Rankine cycle system devoted to be coupled
to an ICE.

Fig. 1 Schematic diagram of ICE-ORC combined system
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2 2 Mathematical Model

The following section focuses on the detailed modelling of the heat exchangers, motor-
pump, and expansion machines. All the models are implemented using the EES plat-
form. Then the WHRS model is achieved by interconnecting the components models
together. The working fluid considered is the R123.

2.1 Heat Exchanger

The brazed plate heat exchangers are modelled using the log mean temperature dif-
ference (LMTD) method, where the evaporator and the condenser includes liquid, two-
phase, and vapor zones. This method (LMTD) involves solving the following system of
equations for each zone:

_Q ¼ _mwf hwf ex � hwf su
� �

; _Q ¼ _msf Cp Tsf su � Tsf ex
� � ð1Þ

_Q ¼ UADTlm;
1
U

¼ 1
h
þ 1

hsf
ð2Þ

DTlm ¼ Tsf ex � Twf su
� �� Tsf su � Twf ex

� �
ln

Tsf ex�Twf suð Þ
Tsf su�Twf exð Þ

� � ð3Þ

Heat transfer coefficients U is derived from Thonon correlation [9] for single-phase
flow (liquid or vapour) and Hsieh and Lin correlation [3] for two-phase flow (liquid +
vapour). The pressure drops is neglected (typically below 0.1 bar for these exchangers).

The total exchange surface of the exchanger is given by:

Atot ¼ Al þAtp þAv;Atot ¼ Np � 2
� �

LW ð4Þ

Given the inlet conditions of both fluids, the dimension of the heat exchanger, and
that the heat transfer for all zones must also be equal between fluids, it is possible to
solve for the outlet conditions.

2.2 Expander-Generators

The expansion stage is done through a scroll hermetic expander, which is characterized
by its filling factor Ø and isentropic efficiency ηs,exp [5].

u ¼ _m:msu
_Vs

¼ _m:msu
Vs:Nrot

; gs;exp ¼
_Wel

_Ws
¼

_Wel

_m:ðhsu � hex;sÞ ð5Þ

They are respectively defined as the ratio of real to ideal mass flow rate and the ratio
of real to ideal power generated.
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The semi-empirical model of the expander is proposed by Lemort et al. [6].
A polynomial fits were created to correlate the filling factor and the isentropic effi-
ciency as a function of supply pressure Psu, and pressure ratio rp (Pwfexp,su/Pwfexp,ex)

Xn�1

i¼0

Xn�1

j¼0

aij: lnðrpÞi: lnðpsuÞ j þ an0: lnðrpÞn þ a0n: lnðpsuÞn ¼ f ðrp; psuÞ ð6Þ

where the parameters aij of the polynomial fit are provided in Table 1

2.3 Motor-Pump

Since the motor and pump are not lodged into the same shell like the hermetic
expanders, the internal and electromechanical losses can be separated. Thus, the global
isentropic efficiency is defined by:

gp ¼ gem;p: gs;p ¼
_ws

_wel
¼ _mwf :ðhex;s � hsuÞ

_wel
� _mwf :vsu:ðpex � psuÞ

_wel
ð7Þ

The pumps considered are Hypro plunger pumps (2230B-P, 2351B-P and 2413B-
P), and the electric motors are Leeson brand (1HP, 0.5HP) low voltage (48 V DC).

The pump (2351B-P) isentropic efficiency is defined by:

gs;p ¼ 0:234247552þ 0:220591434ð pex
pnom

Þ � 0:0179094791ð pex
pnom

Þ2 ð8Þ

Table 1 Coefficient of the polynomial model of the expander

ηs,exp

j

i 0 1 2 3 4 5

0 6.34831061E+3 −2.07325125E+3 272.015067E0 −17.9964322E0 602.747139E-3 −8.20388944E-3

1 −4.6222660E+3 1.18102574E+3 −111.050112E0 4.54486911E0 −67.9837592E-3

2 5.18926734E+3 −1.40315596E+3 141.445478E0 −6.30866773E0 105.088614E-3

3 −2.7193129E+3 765.497652E0 −80.6286745E0 3.77077331E0 −66.0896654E-3

4 486.736446E0 −139.912567E0 15.0486978E0 −718.767884E-3 12.8647910E-3

5 53.1888731E-3

Ø

j

i 0 1 2

0 4.798 −0.6231 0.02523

1 −0.06549 0.006766

2 −0.00494
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The equation below is derived from manufacturer data, ηs,p is correlated as a
function of normalized outlet pressure. The nominal pressure, Pnom, is set to 30 bars.
Figure 2 shows the goodness of fit, which results in an error of 1.25%.

The motor (1HP) efficiency is also derived from the manufacturer’s data and
correlated with fraction of rated mechanical power as follows:

gem;p ¼
X6
k¼0

bk:ð
_Wm

_Wnom
Þk ð9Þ

where the rated mechanical power _Wnom is 746 W (1 HP). Table 2 provides the
coefficients bk, and Fig. 3 depicts the goodness of fit, which giving an error of 0.17%.
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Fig. 2 Predicted versus measured pump 2351B isentropic efficiency
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Fig. 3 Predicted versus measured motor 1HP efficiency
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2.4 Modeling the Complete ORC System

The global model of the cycle is obtained by interconnecting the component models
described above, as shown in Fig. 4.

3 Results and Discussion

The ICE considered in this paper is WP12.480 from Weichai Power CoLtd, whose
main parameters are listed in Table 3. The exhaust mass flow rate and temperature
depend on the engine torque and the rotational speed, Fig. 5 [11].

Table 2 Motor (1HP) correlation coefficients for Eq. 9

Coefficient Value

b0 2.170250E-03
b1 4.468185E0
b2 −9.374727E0
b3 9.750974E0
b4 −5.351966E0
b5 1.474668E0
b6 −1.608160E-01

Fig. 4 Schematics of the ORC system model
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The choice of the electric motor and the volumetric pump is drawn through a
numerical calculation. Operating point A50 (1300 rpm and 50% load) is considered
(characterized by _msf ¼ 0; 205 kg=s and Tsf,su,ev = 364 °C). This choice is made at the
beginning of the sizing study under the pretext that motor-pump constitute the key
components of the ORC system. The optimized parameters are the powers delivered by
the expander and by the ORC system. The expander used in the simulations
(ZR48K3E-PFJ) has the highest displacement to guarantee the lowest rotational speed
possible. Substantial that the rotational speed of the expander, must not exceed 2900
tr/mn according to the manufacturer’s recommendations.

Two models of electric motors (Leason 1HP and 0.5 HP) and three plunger pumps
(Hypro 2200B-P, 2300B-P and 2400B-P) have been chosen, which implies six possible
combinations. Table 4 lists these combinations as well as the numerical results.

It is revealed from Table 4 that the efficiency of the 1HP electric motor is greater
than that of 0.5 HP and that the isentropic efficiency of the 2200B-P pump is signif-
icantly higher than the other categories (2300B-P, 2400B-P).

Also, and despite the fact that the combination 1HP + 2351B-P does not provide
the best performance and does not deliver the highest power, it was chosen and adopted
for this study, on the one hand to respect the constraint of rotation of the expander and
secondly to have a heat exchange surface whether for the evaporator or the condenser,
reasonable.

Table 3 Parameters of WP 12.480 engine

Parameters Value

Cylinder number 6
Cylinder bore (mm) 126
Stroke (mm) 155
Displacement (L) (p.1262/4).155.6 = 11.6
The rated power (KW) 353
The rated speed (RPM) 2100

Fig. 5 a Engine exhaust temperature map (K); b engine exhaust mass flow map (kg/s)
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The dimensions of the heat exchangers (evaporator and condenser) depend on the
flow rate and the temperature of the secondary fluid, whether for heating or cooling as
shown in Figs. 6 and 7.

The plate heat exchangers discussed in Table 4 are Brazepak branded. Two models
are discussed (BP 415 and BP 422).

Engine operating point A25 (1300 rpm and 25% load) is considered (characterized
by _msf ; su; ev = 0.16 kg/s and Tsf,su,ev = 267 °C). The Cooling water feeding temperature
is 62 °C, and _msf ; su; cd = 1.24 kg/s.

Our choice corresponds to the BP 422 exchanger, which allows the lowest number
of plates possible and therefore less space for the evaporator and the condenser.
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Fig. 6 Evaporator exchange surfaces
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Finally, and concerning the expander (COPELAND brand), it must have rotational
speed less than 2900 rpm, according to the manufacturer’s catalogue (Table 5).

Based on Fig. 8, we see that the value of 2900 rpm corresponds to a displacement
limit equal to 2.15 10–5 m3/tr. Therefore, we will choose an expander that has a
displacement greater than this limit displacement. Consulting the catalogue of the
manufacturer (Table 6), we realizes that our choice is fixed on the variant Zr48k3-PFJ,
since it is the only one to satisfy the condition stated before.

The optimization of the ORC system was conducted based on the power delivered
by the expander and the complete cycle, as well as the overall efficiency. The power of
the ORC system and the global efficiency of the cycle are given by:

_Worc ¼ _Wexp � _Wel; gorc ¼
_Worc

_Qev
ð10Þ

The only parameter to be varied and which can influence the results, is the evap-
oration pressure or the supply pressure of the expander. The calculation results revealed
through Fig. 9, that the optimized evaporation pressure at the inlet of the expander is
17.67 bar. Similarly, if we bases for the optimization on the overall efficiency of the

Table 5 Number of plate of heat exchanger

Plate heat exchanger model Surface area (m2) Aev (m
2) Acd (m

2) NP,ev NP,cd

BP 415 0.053 15.45 5.025 294 97
BP 422 0.099 15.45 5.025 158 53
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Fig. 8 Expander rotational speed versus displacement
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Table 6 Expander displacement

ZR Displacement (m3/tr)

ZR42K3-PFJ 1.905 � 10−5

ZR45k3-PFJ 2.035 � 10−5

ZR47k3-PFJ 2.110653 � 10−5

ZR48k3-PFJ 2.183303 � 10−5
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Fig. 9 Power generated by the ORC system
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ORC cycle (Fig. 10), we finds an evaporation pressure which is equal to 16.42 bar. But
since the input energy is free (exhaust gas). So, despite that the efficiency of the diesel
engine will increase, but we will get less energy.

4 Conclusion

The modelisation, optimization and sizing of the different components of WHR ORC
system for ICE were investigated.

The results show that:

– The combination of the motor-pump 1HP+2351B-P is adequate for our case
– The Brazepak BP 422 plate heat exchanger is chosen
– The expander ZR48k3-PFJ is adopted
– The optimal evaporating pressure is equal to 17.67 bar
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Entropy Generation Minimization Concept
Evaluating Mixing Efficiency Through,

Variable Density, Isothermal, Free Turbulent
Jet
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Abstract. This paper is devoted to the numerical and theoretical study of
axisymmetric variable density jet discharging into a co-flowing stream. The
results reveal that k–e models give satisfactory agreement with experimental
data. The results show also that entropy generation due to mass transfer is very
higher than that corresponds to fluid friction. In addition, it was found that
Entropy Generation Minimization concept can be used as an indicator to eval-
uate mixing efficiency and mixedness.

Keywords: Free turbulent jet � Entropy generation � Mixing

Nomenclature
C Concentration mol�m−3

Cl, Ce Turbulence model constants
Cp Specific heat. J�Kg−1�K−1

d Nozzle diameter m
D Mass diffusivity. m2s−1

G Production term of k…kg�m−1�s−3
I Mixing efficiency
k Turbulent kinetic energy…m2�s−2
P Pressure N�m−2

R Ideal gas constant JKg−1K−1

r Radial distance m
Sgen Entropy generation rate… WK−1

S000gen Local volumetric entropy generation rate Wm−3K−1

T Temperature K
u, v Velocity components in x, y direction ms−1

x, y Cartesian coordinates m
Y Mass fraction
Z Mixture fraction
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Greek symbols
e Dissipation rate of k m2�s−3
µ Dynamic viscosity kg� (m�s)−1
q Density kg�m−3

k Thermal conductivity…Wm−1k−1

rk, re Turbulence model constants
rh Schmidt or Prandtl number (0.7)
h Scalar variable (C-T-Y-Z)
h’2 Scalar variance
v Scalar dissipation rate s−1

Subscripts
a Air, ambient fluid
0 Nozzle condition
eff Effective
c Condition at the jet centreline
in Value at the jet exit
k Species index (propane)
t Turbulent

Acronyms
EGM Entropy Generation Minimization
STD Standard

1 Introduction

The Entropy Generation Minimization EGM, is a huge method for optimization design
of actual processes and devices. The main advantage of this approach is that can
santimize flow irreversibility locally and globally.

Bejan [1] was the first who illustrate the thermodynamic characteristics of
isothermal turbulent jet. He has brought to light the thermodynamic aspect for a pure
fluid mechanics analysis. Chu and Liu [2] investigated the entropy generation in a high
temperature confined jet flow. They indicate that the total entropy generation decreases
when the jet Reynolds number increase. Magherbi et al. [8] has formulated the
expression of the dimensionless local entropy generation due to viscous effect, heat
transfer and diffusion in the case of perfect gas mixture. Then they reports numerically
the entropy generation in an inclined enclosure with heat and mass diffusive.
Hashiehbaf and Romano [7] experimentally used entropy production concept to
evaluate the mixing efficiency in free isothermal jet of water, without taking into
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account the mass transfer irreversibility. They found that large entropy generation is
equivalent to large mixing. Elkaroui et al. [3] as well as Gazzah and Belmabrouk [5]
studied the entropy generation in turbulent plane jet and turbulent round jet respec-
tively, considering only viscous and heat irreversibility. They showed that the entropy
generation rate grows progressively to reach an asymptotic value along the flow
direction as the inlet temperature increases. Many other researches performed studies
on the entropy generation and second law analysis in various flow cases under various
conditions. Most of them has been focused on entropy generation due to fluid friction
and heat transfer, but does not take account mass transfer. In this context, the present
paper reports the numerical determination of the entropy generation due to fluid friction
and mass transfer, with the aim to evaluating mixing efficiency.

To validate the prediction results, we use as bases of comparison the experimental
results of Schefer [13] (turbulent, non-premixed, non-reacting propane-jet flow). Then,
we investigate the concept of entropy production to assess the sources of irreversibility.
Finally, the analysis of the influence of entropy generation on mixing efficiency and
mixedness is done.

2 Mathematical Model

The equations that apply to the turbulent flow are the standard equations of fluid
dynamics that are: the conservation of mass, momentum, scalar and scalar fluctuation.
In steady regime, these equations constitute a set of coupled partial differential equa-
tions that can be written in the cylindrical coordinate in general form as:

@

@ x
q uUð Þþ 1

r
@

@ r
rq vUð Þ ¼ @

@ x
CU

@U
@ x

� �� �
þ 1

r
@

@ r
rCU

@U
@ r

� �� �
þ SU ð1Þ

where U, CU and SU are respectively, the transportable quantity, the diffusion coeffi-
cient and the source term and are revealed in Table 1.

Table 1 Conservation equations

U CU SU
Continuity 1 0 0
Axial momentum u leff ¼ lþ l

t � @ P
@ x þ @

@x leff
@ u
@ x

� �þ 1
r
@
@ r rleff

@ v
@ x

� �
Radial momentum v leff ¼ lþ l

t � @ P
@ r þ @

@ x leff
@ u
@ r

� �þ 1
r
@
@ r rleff

@ v
@ r

� �� 2l v
r2

Scalar h leff
rh

0

Scalar variance h’2 leff
rh 2 lt

rh
@ h
@ xj

� 	2
� q v
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The unknown terms in Table 1 are the turbulent viscosity lt and the scalar dissi-
pation rate v, which require respectively turbulence model and scalar model.

2.1 First-Order K-e Turbulence Model

The k-e model is the mainly common model used in CFD and remained until nowa-
days the most popular turbulence model. The eddy viscosity lt and the scalar dissi-
pation rate v are related to k and to e as:

lt ¼ qCl
k2

e
; v ¼ 2

e
k
h02 ð2Þ

The modeled equations of k and e are as follows:

@ qUjk
� �
@ xj

¼ @

@ xj

lþ lt
rk

� �
@ k
@ xj

� �� �
þ Sk with Sk ¼ G� qe ð3Þ

@ qUj e
� �
@ xj

¼ @

@ xj

lþ lt
re

� �
@ e
@ xj

� �� �
þ Se with Se ¼ Ce1

e
k
G� Ce2 q

e2

k
ð4Þ

The empirical constants for the k–e model are given in Table 2, including the Rodi
correction for round jet.

2.2 Reynolds Tensor

The first-order turbulence model predicts the turbulent kinetic energy k, but does not
give any precise information on its repartition according to the directions. There are
several ways to better estimate the anisotropic structure of turbulence. One way is to
use the Reynolds Stress Model RSM, which is difficult to manage due to the stability
problem.

An intermediate solution is to estimate the Reynolds stress from algebraic relations
deduced from a second order closure [11]. These relations supplement the first-order
turbulence models and are defined by:

u0iu
0
j ¼ k

2
3
dijþ 1

G� eþ c01 e
� � 1� c1ð Þ Pij � 2

3
dijG

� ��"
�c2k

@Ui

@xj
þ @Uj

@xi

� �
� c3 Dij � 2

3
dijG

� ���
ð5Þ

where k, e, G and the gradients are calculated with the aid of the first-order turbulence
model. Tensors Pij and Dij are given by:

Table 2 Empirical constants of the k–e model

Cµ Ce1 Ce2 rk re
0.09–0.04 f 1.44 1.92–0.0667 f 1.0 1.3
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Pij ¼ � u0ju
0
k
@Ui

@xk
þ u0iu

0
k
@Uj

@xk

� �
; Dij ¼ � u0ju

0
k
@Uk

@xi
þ u0iu

0
k
@Uk

@xj

� �
ð6Þ

Constants c′1, c1, c2 and c3 are respectively given by 1.8, 0.76, 0.18 and 0.2 [10].

2.3 Equation of State

The mean density of the mixture can be obtained from the mean mixture fraction using
the equation of state. With constant pressure, this leads to:

1
q
¼ Yk

qk
þ 1� Yk

qa

� �
ð7Þ

2.4 Entropy Generation Rate

In the case of turbulent non-reactive mixture, the local entropy generation rate S′′′gen
(Wm−3K−1) per unit volume in two-dimensional polar coordinate with single diffusing
specie of concentration (C) can be written as [8]:

S000gen ¼
leff
T0

2
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þ RDeff
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� �
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� �� �
ð8Þ

where C0 and T0 are respectively the bulk concentration and the bulk temperature.
keff, and Deff are the effective thermal conductivity and the effective mass diffusivity

and expressed as:

keff ¼
leff Cp

Pr
; Deff ¼

leff
qk Sc

ð9Þ

The first term in Eq. (8) is due to fluid friction, the second is due to pure heat
transfer, the third is due to pure mass transfer and the fourth is due to the coupling
between thermal and mass transfer.

Since we trait an isothermal jet, only the first term and the third term are considered.
Consequently, the entropy generation depends functionally on the local values of
velocity and concentration in the domain of interest.
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The total entropy generation rate Sgen (WK−1) in the jet over the volume can be
calculated as follows:

Sgen ¼
Z
V

S000gendV Where dV ¼ r dr dh dz ð10Þ

3 Boundary Conditions

The boundary conditions are:

• At the inlet, for x = 0 and 0 � y < d/2; and in order to overcome as much jet
emission influence as possible, the axial velocity profile was calculated from the
following relations: uin = uc0(1–2y/d)

1/5; The turbulent kinetic energy was taken as
kin = uc0(0.04 + 0.1y/d)2; the dissipation as ein = (Cµ kin

1.5)/Lm; the length scale as
Lm = 0.005d; v = 0; Zin = 1; z’ � 0.
For x = 0 and y � d/2; u = ucoflow; k = (0.004 ucoflow)

2; e = (Cµ k1.5)/0.002;
v = 0; Z = 0; z’ � 0; kp = kt = 0.5 k and ep = 0.5et = 0.5e

• In the free boundary parallel to the axis, we consider the following conditions:
u = 0; ∂v/∂y = 0; k = 0; e = 0; Z = 0; z’ = 0

• On the symmetry axis, the radial velocity and radial gradients of all variables are set
to zero: (∂U/∂y)r=0 = 0 and v = 0; U = u, k, e, Z or z’

• At the outflow boundary, the gradient of dependent variables in the axial direction is
set to zero: (∂U/∂x)outlet = 0; U = v, k, e, Z or z’

4 Numerical Procedure

The calculation procedure is based on the TEACH code [6]. The Finite Volume
Method (FVM) with a staggered grid as described by Patankar [9] is used for the
numerical resolution of the transport equations. The formulation is elliptic convection-
diffusion and the pressure velocity coupling is achieved through the SIMPLE algorithm
(Semi Implicit Method for Pressure Linked Equation). The convergence of the
numerical solution was based on the sum of the absolute residual sources and must be
less than 0.3%. The diffusion and the convection coefficients are discretized using a
Hybrid scheme (Upwind scheme for Peclet number higher or equal than 2 and Central
Differencing scheme for Peclet number less than 2). The system of algebraic equations
is solved line by line using the TDMA algorithm (Tri Diagonal Matrix Algorithm) with
Gauss-Seidel iterative method. To prevent divergence of the coupled set of equations,
an under-relaxation method is employed. Calculation is carried out with a structured,
orthogonal, expanding grid, with an expansion factor of 1.05. In fact, the mesh in both
directions becomes wider when one moves away from the emission section of the jet.
The considered calculation domain was 2000 mm in the streamwise and 450 mm in the
radial direction. Through grid refinement studies, it was established that the results are
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independent of numerical influences for grids finer than 100 � 60 meshes. The system
of Eqs. (5), (6) is solved using a Predictor-Corrector Algorithm as recommended by
Picart et al. [10].

5 Results and Discussion

The flow configuration is shown in Fig. 1 and consists of a propane jet ejected from a
round nozzle issuing vertically downward from a pipe into a co-flowing air. The
geometric and flow parameters used in the present study are the same as those in the
experimental works of Schefer [13] and are summarized in Table 3.

Figure 2 shows the mean longitudinal velocity decay as a function of the nor-
malized distance x/d. Figure 3 represents the axial evolution of the mean mixture
fraction in the jet. The predicted results obtained agree reasonably with the experi-
mental findings [13].

Fig. 1 Simulation test case

Table 3 Operating conditions

U0 (m/s) 69

Ucofflow (m/s) 9.2
d (mm) 5.26
Re 68000
qk (Kg/m

3) 1.882
qa (Kg/m

3) 1.202
Tk (K) 294
Ta (K) 294
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Fig. 2 Centerline profiles of axial velocity

The evolution of the streamwise u′c and spanwise v′c velocity fluctuation along the
centreline is shown in Figs. 4 and 5. As already mentioned above and because of the
isotropy assumption of the first order turbulence models, the normal and tangential
Reynolds stresses are computed using algebraic relation which supplement first order
turbulence models [11].

The simulation results under predict slightly the experimental data.
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Transversal evolution of the mean and the fluctuating mixture fraction at the same
downstream section from the injection x/d = 15 are presented in Figs. 6 and 7. The
comparison between experimental measurement and numerical results shows a good
concordance for the mean mixture fraction; while for the fluctuating mixture fraction,
STD k-e turbulence model overestimate the value of experimental data.

Figures 8 and 9 show respectively the radial profiles of the mean and fluctuating
mixture fraction in the downstream section x/d = 50. It is clear that numerical results of
STD k-e turbulence model agree reasonably with the experimental data.

Figure 10 summarizes the local entropy generation contours for the different source
of irreversibility. In all cases, the local entropy contours are very dense and have high
values near the nozzle exit. This indicates that the viscous dissipation and the gradient
concentration are important near the nozzle exit and becomes negligible in the affinity
region of the jet. Indeed, the mixing layer expands along the direction of the jet.

Through a careful comparison of the regions in the vicinity of the nozzle exit
related to these cases, it appears that entropy generation due to mass transfer is very
higher than that corresponds to fluid friction. The high value of the local total entropy
generation is 40 wm−3k−1.
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Fig. 6 Radial profiles of Z at x/d = 15
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Fig. 8 Radial profiles of Z at x/d = 50
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Figure 11 represents the axial evolution of the mixing efficiency I defined as [12]:

I ¼ 1
qkd3

Z1
0

�q~h rdA with dA ¼ r dr ð11Þ

The mixing efficiency determines the quality of propane injected at the jet nozzle
and found away from the symmetry axis. It is shown that the mixing efficiency grows
as x/d increases.

The evolution of the scalar based on the mixture fraction half-width along the axial
direction is plotted in Fig. 12. The same pace with the evolution of the mixing effi-
ciency is observed.
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Fig. 9 Radial profiles of z’ at x/d = 50
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Figure 13 represents the axial evolution of the total entropy generation rate in the
jet. It is shown that the entropy generation grows as x/d increases. Moreover, there is a
sudden increase in the entropy generation in the flow region where x/d is lesser then 20
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Fig. 13 Axial evolution of the total entropy generation rate

0 20 40 60 80
x/d

0

0.1

0.2

0.3

z'c
 / 

Zc

Fig. 14 Centreline values of the scalar fluctuation intensity
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in which the jet is more unsteady and has the more distorted profiles, right before it
reaches the self-preservation region.

The axial profile of the scalar fluctuation intensity or mixedness on the jet centerline
is shown on Fig. 14. The profile increase with x/d and then it reach an asymptotic
value, as well as the behavior of total entropy generation rate. This is due to the
expression of entropy production (Eq. 8) which is approximated by the concentration
gradient. Thus, the entropy is well approximated by the RMS fluctuation divided by the
mean concentration [4], and not only by the mean square velocity derivatives, as
Hashiehbaf and Romano [7] stated.

From Figs. 11, 12, 13 and 14, it is clearly that the highest total entropy production
rate gives the best mixedness and the best mixing efficiency. So we can state that large
entropy production is equivalent to best mixing.

6 Conclusion

In the present paper, results of a numerical investigation of the behaviour of a turbulent
round, variable density, jet discharged in a coflowing ambient stream is presented.
Numerical results are compared with experimental data reported in the literature. The
main conclusions can be summed up as follows:

– Mass transfer irreversibility approximates the total entropy production in the case of
isothermal, variable density jet.

– Entropy generation and mixing efficiency are intimately proportional.
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Abstract. Biomimetic robots imitating the characteristics of animals are being
developed to help humans understand related phenomena in order to engineer
new devices. Particularly, soft robotics are being incorporated to help imitating
the natural flexibility of animals. Hence, Dielectric-Elastomer Minimum-Energy
Structures (DEMES) are used to fabricate soft robots. The advantages of this
solution is that the manufacturing procedure is simple. However, high voltages
are required for driving them. The challenge is to use this technology at rela-
tively lower voltages. In this research, we aim to realize Soft Underwater robots
driven at low voltage to imitate the swimming of Manta. Therefore, we made a
DEMES actuator usable in water by sandwiching the carbon as the electrode
with two dielectric elastomers. Our robot swims faster at a lower voltage
compared to the soft underwater robot that we made in a previous study.

Keywords: Biomimetic robotics � Soft actuators � Dielectric-elastomer
minimum energy structures (DEMES)

1 Introduction

The ocean provides a lot of resources, and exploration for this is the focus of today’s
world. As a result, the demand for underwater robots has increased over a wide range,
including ecological investigation of marine organisms, seabed survey, maintenance
inspections of facilities.

A biomimetic robot can be considered as a mechanism exhibiting high capability.
Living organisms existing in nature have evolved diversely and adapt to the envi-
ronment and survival competition, and have improved their abilities. In recent years,
focusing on the features of living organisms and elucidating their functions and
structures, development of high-performance biomimetic robots by imitation and
application has been advanced [1, 2]. In addition to that, in consideration of the
flexibility of living organisms in conventional robotics engineering, the development of
biomimetic robots incorporating soft robotics, which uses flexible materials not only
for structures but also for actuators, has been actively developed.
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An underwater robot can be cited as an application field of biomimetic soft robot.
Most underwater robots that are in practical used are screw type, but there are problems
such as propulsive efficiency, noise, large weight, involvement of aquatic life [3–6]. As
a solution to this problem, research and development of underwater robots and soft
underwater robots that mimic the propulsion of fins and body of fishes has been actively
conducted.

As actuators used for soft robots, ionic polymer metal composites (IPMC) [7, 8],
dielectric elastomers (DEs) [9, 10], shape memory alloys (SMA) [11], piezoelectric
ceramics [12], electroactive polymers [13, 14] have been developed. These actuators
are widely used in the field of biomimetic as compared with conventional motor
actuators. These power and accuracy are not comparable to conventional motors, but
there are many merits such as easy fabrication and miniaturization.

In this study, we used dielectric elastomers among soft actuators. This actuator has
a feature that large distortion can be obtained, both elastomeric materials and stretchy
electrodes are easy to obtain, we can produce arbitrary structure because of its simple
structure. A disadvantage is that it is necessary to apply a high voltage of several
thousand volts to drive it [15].

The dielectric elastomer actuator has a simple structure in which an elastomer as a
dielectric is sandwiched between stretchable electrodes. By applying a voltage to the
dielectric elastomer, Maxwell stress p(1) works on the electrodes on both sides (Fig. 1).
The actuator is thereby extended. When quitting the voltage application resumes. This
motion is used as an actuator. Here, p is the stress, e0 is the dielectric constant of the
vacuum, er is the dielectric constant of the dielectric, E is the electric field, V is the
applied voltage, and z is the thickness of the dielectric.

P ¼ �0�rE
2 ¼ �0�r

V
z

� �2

ð1Þ

Fig. 1 Elongation of dielectric elastomer
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This paper is organized in the following order. In Sect. 2, swimming behavior of
manta is analyzed. In Sect. 3 describes the structure of newly created actuators and
robots. In Sect. 4 describes the results of performance tests of actuators and robots. In
Sect. 5, we will conclude.

2 Swimming Method Classification

The swimming movement of aquatic organisms can be roughly divided into two cat-
egories, BCA (Body/Caudal Actuation) and MPA (Median/Paired Actuation),
depending on the part and size used for propulsion (Fig. 2) [16]. In BCA, they perform
movement using tail bill and body, classifying tuna, eel, and sharks. In MPA, behaviors
using back billets, buttocks and chest burials are performed, and rays and ostraciidae
are classified. Furthermore, it is classified into Oscillatory and Undulatory respectively
based on the frequency at which organisms operate. Manta is classified as MPA-O and
can swim much more efficiently than underwater moving objects of artificial objects is
there. The swimming form due to the fluttering motion of manta is characterized by a
relatively low flapping frequency and large flapping amplitude. Therefore, it is possible
to swim with excellent quietness and not disturb surrounding environment. Moreover,
it has high maneuverability in the vertical direction and the horizontal direction and it
can make quick direction change and vertical movement.

Fig. 2 Classification of aquatic life
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As an advantage of incorporating manta into a robot, a fish robot having a chest fin
spreading to the left and right has easy control and stable operability. In addition,
unless precise movement or velocity is required, it is possible to spread the fins and
glide in the water, further noise reduction and efficient movement can be expected
(Fig. 3).

3 Actuator and Robot Structure

3.1 Actuator Structure

A structure called Dielectric Elastomer Minimum Energy Structure (DEMES) has been
developed by using the elongation principle of dielectric elastomer [17]. As an elas-
tomer, acrylic adhesive tape 3 MVHB is used. First, elongate the elastomer. This pre-
stretch exerts a restoring force on the elastomer (Fig. 4). Attach the elongated dielectric
elastomer to a flexible frame made of very thin plastic (Fig. 5). At this time, the frame
is cut out into an elliptical shape. Releasing the elastomer from pre-stretch generates
elastic energy to bend the frame. At this time, the elastomer assumes a curved surface
having the smallest area. This establishes a minimum-energy structure.

Applying electrodes (carbon grease) on both sides of the part where the PET frame
is cut off and the dielectric elastomer is exposed (Fig. 6). By applying a voltage, this
actuator is bent. By adjusting the size of the ellipse to be cut, the rigidity also changes,
and an ideal bending motion is realized even with a relatively small voltage. As a
feature of DEMES, it is possible to realize an ideal bending of a dielectric elastomer
actuator requiring a high voltage for driving even at a relatively low voltage.

Fig. 3 The biological system to be bioinspired (Manta ray)
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However, DEMES cannot be used in water because the positive part of the elec-
trode is outside. It can be used by adding an insulator to the positive side of the
electrode in water, but this will lose flexibility and degrade performance. Therefore, we
sealed the electrode with two elastomers and used a method that does not use an
insulator by setting the surrounding water as the ground [18]. In this research, we
newly designed and fabricated an actuator with two concepts of DEMES which realizes
ideal flexion at low voltage and used ground as water (Figs. 7 and 8). We used 3 M
VHB 1 mm thick for elastomer and stretched 400% during pre-stretching.

3.2 Robot Structure

We made a robot consisting of a body part and two fins (Figs. 9 and 10). The body part
is the actuator itself. Fins are reproduced with 0.5 mm thick silicon, and a 0.5 mm
CFRP is affixed to the tip. The total length was 55 mm, the width was 183 mm, and the
mass was 13.8 g. The figure shows the whole dimensions and the real thing. Floats are
arranged forward and backward.

Fig. 4 Pre-stretch of dielectric elastomer Fig. 5 Structure of conventional DEMES

Fig. 6 Bending and extension of DEMES
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Fig. 7 Newly designed DEMES
Fig. 8 The fabricated model of DEMES

Fig. 9 Robot dimensions

Fig. 10 The fabricated Robot
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4 Measurement Results

4.1 Actuator

We put the actuator in the aquarium as shown in Fig. 11 and carried out the test. The
temperature of water was 16 °C. When the applied voltage to the actuator was raised by
0.1 kV from 2.0 kV, DEMES could be driven even in water. The bending angle, which
is the difference between the initial angle and the angle after driving, was measured by
video analysis (Fig. 12). The Fig. 13 shows the bending angle of the actuator when a
voltage is applied to the actuator. The bending angle increased as the applied voltage
was increased. When applying 2.4 kV, it was bent by 30° and reached its maximum.
Also, when 2.5 kV was applied, dielectric breakdown occurred and the dielectric
elastomer broke.

4.2 Robot

We verified the robot’s performance. A square wave with a voltage of 2.3 kV was
applied and increased from 1 Hz by 1 Hz (Fig. 14). It became 44 mm/s of the peak at
3 Hz, and it decreased from then. We thought that this is because the frequency of the
input voltage exceeds the response of the dielectric elastomer and the bending angle of
the actuator is reduced. Since the velocity was peak at the frequency 3 Hz, the fre-
quency was fixed at 3 Hz, the applied voltage of the rectangular wave was increased by
0.1 kV from 2.0 kV (Fig. 15). The Fig. 15 shows the relationship between applied
voltage and velocity. The maximum velocity at an input voltage of 2 Hz was

Fig. 12 Measurement method of bending angleFig. 11 Overall view of apparatus
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54.1 mm/s. The dielectric breakdown occurred at 2.6 kV. In the previous study [18],
the swimming velocity at the time of application of a rectangular wave (3 Hz, 7 kV)
voltage is about 40 mm/s. Therefore, our robot can swim at lower voltage than pre-
vious research.

5 Conclusion

In this research, we aimed to realize a soft underwater robots imitating manta activated
by dielectric elastomers, which swim at low voltage. We manufactured newly and used
DEMES as an actuator usable in water. We realized this actuator by sandwiching the
electrode carbon as two dielectric elastomers and adjusting the stiffness of the PET
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frame so that it can ideally bend. The flexion angle of the actuator was 30° at the
maximum. The robot produced had a total length of 55 mm, a mass of 8.4 g, and a
swimming velocity of 39.2 mm/s (2.6 kV, 2 Hz). It swims at lower voltage than a soft
underwater robot using dielectric elastomer in previous research.
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Abstract. Liquid and gas pipelines are all around us in today’s society. The
frequent inspection and maintenance of such pipeline grids is very important.
Recently, many pipeline inspection robot systems have been developed. In this
paper, a novel in-pipe robot design is presented. The proposed design consists of
two modules. The first one is the guiding module. It is formed by a driving
motor and is guided along the pipe by a set of wheels moving parallel to the axis
of the pipe. The second is the driving module. It is forced to follow a helical
motion thanks to tilted wheels rotating around the axis of the pipe. Furthermore,
the proposed design has much better mobility turning a bend due to its flexible
systems supporting wheels. It has the capability to cross a bend without loses of
balance and using a single drive motor. Afterwards the control of the system will
be simple. Problem of robots with helical drive in the bend, new design, together
with a comparative study between theoretical and simulation results will be
presented as well.

Keywords: In pipe robot � Helical drive � Bend pipe

1 Introduction

Papers Pipelines have been used as major tools for transporting or delivering gas,
water, oil, or other fluidic materials. Over a period of operation, various problems may
occur inside pipelines due to ageing and external impact. Some of the most common
failure modes are corrosion, pitting, crack, dents, ovalization or deformation. In order
to extend the life expectancy of pipelines and to avoid unexpected accidents caused by
such problems, regular inspection inside pipes is strongly recommended and is in fact
practiced by many companies involved in gas, water, or oil supplies. Whenever a
problem is spotted, rehabilitation or repair jobs must be done inside pipes. Due to the
small space and hazardous environment inside pipes, the application of robots for such
jobs is considered as the most attractive available solution.

Because of the importance of pipeline transported substance (expensive, poisonous
or necessity), the variety of pipeline application background (pipelines may vary in
terms of material, size, grid complexity, and applications), and the massive use of
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pipelines for gas and fluidic material transportation, a lot of research works have been
conducted and reported on developing methods and machines to carry out various jobs
inside pipelines.

Roh [1] classified the in-pipe robots according to their mechanisms of displace-
ment. We distinguish:

• The pig is one of the most well-known commercial one that is passively driven by
fluid pressure inside oil pipelines and employed for the inspection of pipelines with
large diameters [2];

• The wheel type is similar vehicles with wheels [3, 4];
• The crawler type robot with caterpillars instead of wheels [5];
• The wall press type denotes the robot with flexible mechanism for pressing the wall

whatever means that has advantage in climbing vertical pipelines [6];
• walking type possesses articulated legs and it can produce various motions [7];
• The Screw type [8, 9].

Other types of wheel mechanisms proposed, such as the dual-wheel [10], dual-
wheel caster drive [11], orthogonal-wheel [12] and double-wheel drive [13]. A com-
prehensive overview of the development and classification of different kinds of
wheeled mobile robots can be found elsewhere [14–20].

2 The Design Concept

Figure 1 a shows the design of a basic module. It is mainly composed of a set of
driving wheels, guiding wheels. Both driving wheels and guiding wheels press firmly
onto to the internal surface of pipe when in operation. The driving wheels are titled
angle. When forced to rotate against the pipe wall, the driving wheels will follow a
helical path, thereby generate a thrust force along the pipe axial direction. The thrust
force is the locomotive force for the robot.

Guiding wheels
Driving wheels

Guiding module Driving module

Cardan Joint

Fig. 1 Concept of a basic module
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3 Advance Speed

3.1 Nomenclature

See Fig. 2.

R Curved pipe radius

_u Angular Velocity of robot along G1Z1i axis
a The Wheel tilt angle
x, y, z Coordinate of center of gravity G1

l Distance between point G1 and point G3i along G1X2i axis
a Distance between point G3i and point G4i

r Wheel radius
_c4i Angular velocity of wheel (4i)
_b Angular velocity of robot at axis x0

3.2 Robot in a Straight Pipe

The advance speed in a straight tube is (Fig. 3):

1i: robot feet

2i: stem

3i: wheel axes

4i,5i: wheels 

Fig. 2 Parameter of the driving module

Fig. 3 Robot in a straight pipe
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VG1=Ro
���! ¼ dðO0G1

���!Þ
dt =Ro

¼ _z z!1

The advance speed of the point of contact between wheel and tube (I41).

VI41=Ro
����! ¼

a sinðaÞ _u
ðrþ lÞ _u� r _c41 cosðaÞ

_z� _c41:r: sinðaÞ

0
@

1
A

x1:y1:z1

condition using the rouling without slip condition we have:

VI41=Ro
����! ¼ 0

From where the speed of advance of the robot in rectilinear tube is:

_z ¼ rþ lð ÞtgðaÞ _u

3.3 Robot in Pipe Bend

Under the effect of the springs the wheels always remain in contact with the inner
surface of the tube and the tilt angle of the wheels imposes a constant advance of the
centers of the wheels along~z1.

The constant advance speed is:

_z ¼ rþ lð ÞtgðaÞ _u

From where a rotation speed around
the bend center around the axis x!1 is
(Fig. 4):

_b ¼ ðlþ rÞtgðaÞ _u
Rþ l sinðuÞ

Fig. 4 Robot in pipe bend
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3.4 Problem of the Robot in a Bend

When the robot enters into a bend, with a constant speed of the wheel centers, this will
necessarily cause the inclination of the platform of the robot, this motion taken by the
robot will give it a tilt and thus completely lose contact with the tube. This behavior is
illustrated in Fig. 5.

To avoid this problem, it is necessary that the rotation speed of the robot around the
axis x be constant. Therefore, when the robot passes through the bend, the rotational
speed of the inner wheel should be slowed down, while the rotational speed of the outer
wheel should be increased as shown in the Fig. 6.

Fig. 5 Tipping of the robot

Fig. 6 Advances without tipping
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The rotation speed is:

_b ¼ ðlþ rÞtgðaÞ _u
Rþ l sinðuÞ ¼ cst

Which leads us to the following expression:

tgðaÞ ¼ ðRþ l sinðuÞÞ _b
ðrþ lÞ _u

Thus, the tilting angle varies in a way similar to:

a ¼ a0 þ k sinðuÞ; k ¼ cst

Az a solution one can use actuators on the level of the three feet of the robot in
order to control their tilt angles. The variation of the angle depends on several fixed and
variable parameters such as the bend radius the robot dimensions the tube radius and
also depends on the angular position of the wheel in the tube which makes this solution
very delicate, since we cannot determine the actual angular position of the wheels in the
tube. To overcome this problem, we present in this work a new design that allows an
advance without problem in the bend pipe.

4 The New Design

In this work we propose a new robot structure with helical movement. The difference in
speeds between the outer and inner wheels we added an elastic translation between the
stem and the pair wheel axe as shown in the Fig. 7b.

With this new solution we added three degrees of freedom for the body which are
translations along the three wheels axes as shown in the Fig. 8.

With these three degrees of freedom the wheels speeds will be independent and the
speed of advance of the body will no longer be controlled by a single constant speed
like the old architecture and with the three new lateral springs the body can advance in
the bend with an average speed without losing the balance.

Fig. 7 a Old architecture b New architecture
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In Fig. 9 we present the variation of one of the three translation mobility in a bend.
This new flexibility the wheels advance in the curve independent of the body.

Fig. 8 The three degrees of freedom

Fig. 9 The variation of the new degree of freedom (radius pipe 156 mm, radius bend 200 mm)
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5 Expression of the Advance Speed in a Bend

In a bend the extremity of the body follows three independent rotation speeds (Fig. 10):

_b1 ¼
ðlþ rÞtgðaÞ _u
Rþ l sinðuÞ

_b2 ¼
ðlþ rÞtgðaÞ _u

Rþ l sinðuþ p=3Þ
_b3 ¼

ðlþ rÞtgðaÞ _u
Rþ l sinðuþ 2p=3Þ

The body of the robot under the effect of the lateral springs will be positioned in the
middle to counterbalance. Hence the rotation speed of the center of the body is:

V ¼ R _bmoy ¼ Rðb1 þ b2 þ b3Þ=3

Figure 11 presents the advance speed of the body center in a bend.

Fig. 10 Advance speed in a bend

Fig. 11 The advance speed of the body center
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6 Simulation

After simulation the robot crosses the bend without tilting, in the following graph we
present the advance speed in a bend (Fig. 12).

In our calculation we did not take into consideration the effects of vertical springs
as well as the load of the drive system: motor and the two drive shafts with two Hooke
joints. We take into account these effects we can conclude that the theoretical results
and simulation are very close.

7 Conclusions

We presented in this paper a new architecture of a helical motion robot able to circulate
in a small radius bend. Thus, we can eliminate the slip phenomenon considerably and
avoid any jamming or tilting of the robot. As perspective we will work on an opti-
mization approach in order to adjust the different spring stiffness with an object of
increasing the circulation speed.

References

1. Roh SG, Shoy HR (2002) Strategy of navigation inside pipelines with differentiel-drive
inpipe robot. In: Proceedings IEEE international conference on Robotics and Automation
(ICRA 2002) pp 2575–2580

2. Okamoto J Jr, Adamowsk JC, Tsuzuki M, Buiochi F, Camerini C (1999) Autonomous
system for oil pipelines inspection. Mechatronics 9:731–743

3. Okada T, Sanemori T (1987) A three-wheeled sel-adjusting vehicle in a pipe, FERRET-1.
Int J Robot Res 6(4):60–75

4. Mharamatsu M, Namiki N, Koyoma U, Suga Y (2000) Autonomous mobile robot in pipe for
piping operations. In: IEEE/RSJ international conference of intelligent robots and systems
(IROS) 3:2366–2 171

5. Roman HT, Pelligrino BA, Sigrist W (1993) Pipe crawling inspection robots: an overview.
IEEE Trans Energy Convers, 576–583

Fig. 12 The advance speed of the body center

900 H. Abid et al.



6. Kwon Y-S, Lee B, Whang, I-C, Yi B-J (2010) A pipeline inspection robot with a linkage
type mechanical clutch. In: The 2010 IEEE/RSJ international conference on intelligent
robots and systems, October 18–22, Taipei, Taiwan

7. Fukuda T, Hosokai H, Uemura M (1989) Rubber gas actuator driven by hydrogen storage
alloy for in-pipe inspection mobile robot with flexible structure. In: IEEE International
conference on robotics and automation (ICRA), vol 3, pp 1847–1852

8. Hayashi I, Iwatsuki N, Iwashima S (1995) The running characteristics of a screw principle
microrobot in a small bent pipe. In: Proceedings of international symposium on micro
machine and human science, pp 225–228

9. Iwashima S, Hayashi I, Iwatsuki N, Nakamura K (1994) Development of in-pipe operation
micro robots. In: Proceedings of international symposium on micro machine and human
science, pp 41–45

10. Leow YP, Angeles J, Low KH (2000) A comparative mobility study of three-wheeled
mobile robots. In: Proceedings of 6th international conferenceon control, automation,
robotics and vision, Singapore

11. Wada M, Takagi A, Mori S (2000) Caster drive mechanisms for holonomic and omni-
directional mobile platforms with no over constraint. In: Proceedings IEEE international
conference on robotics and automation, San Francisco, CA, pp 1531–1538

12. Killough SM, Pin FG (1992) Design of an omni-directional and holonomic wheeled platform
prototype. In: Proceedings IEEE international conference on robotics and automation, nice,
pp 84–90

13. Ferrière L, Raucent B (1998) Rollmobs, a new universal wheel concept. In: Proceedings
international conference on field and service robotics, Leuven, pp 1877–1882. Carlisle B
(2000) Robot mechanisms. In: Proceedings IEEE international conference on robotics and
automation, San Francisco, CA, pp 701–708

14. Dudek G, Jenkin M (2000) Computational principles of mobile robotics. Cambridge
University Press, New York, NY. McKerrow PJ (1991) Introduction to robotics. Addison-
Wesley, Singapore

15. Meystel A (1991) Autonomous Mobile Robots—Vehicles with Cognitive Control. World
Scientific, Singapore

16. Campion G, Bastin G, D’Andréa-Novel B (1996) Structural properties and classification of
kinematic and dynamic models of wheeled mobile robots. IEEE Trans Robot Automat
12:47–62

17. Ostrovskaya S (2001) Dyanamics of quasiholonomic and nonholonomic reconfigurable
rolling robots. PhD Thesis, McGill University, Montreal

18. Angeles J (2002) The robust design of parallel manipulators. In: Proceedings 1st
international controlled robotic systems for handling and assembly, Braunschweig, pp 9–30

19. Jones JL, Flynn AM (1993) Mobile robots: inspiration to implementation. Peters, Wellesley,
MA

20. Qingyou Liu, Tao Ren, Chen Yonghua (2013) Charateristic analysis of a novel in-pipe
driving robot. Elsevier Mechatron 23:419–428

A Novel in-Pipe Robot Design with Helical Drive 901



Cable-Driven Parallel Robot (Eight Cables):
Motors Command in Position and in Velocity

Hajer Ben Amor(&), Sami Bennour, Houssein Lamine,
Abdelbadiâ CHAKER, and Abdelfattah Mlika

Mechanical Laboratory of Sousse (LMS), National Engineering School of
Sousse, University of Sousse, 4054 Sousse, Tunisia

hajourabenamor@gmail.com, houssein.lamine@gmail.com,

abdelfattah.mlika@gmail.com, {sami.bennour.meca,

abdelbadia.chaker}@eniso.u-sousse.tn

Abstract. In this paper, the inverse kinematic modeling of a cable driven
parallel robot made out of eight cables is developed in order to control the
robot’s moving platform according to a desired trajectory. An example of a
Cartesian desired trajectory is fed to the kinematic model and thereby the control
variables, i.e., angular position and velocity of each motor are determined. Due
to the limited resources, Experiments was carried out using one motor.
A comparison between the theoretical and the experimental results is given and
discussed.

Keywords: Cables driven robot � Motor control � Position � Trajectory

1 Introduction

Cable-Driven Parallel Robots (CDPR) are mechanisms composed of a base and a
moving-platform connected by a set of cables in a given number of points. CDPRs
have attracted the attention of researchers and industrials due to their several advan-
tages compared to the serial robots. In fact, they are characterized by a large workspace,
high dynamics, an important payload capacity, an easy reconfiguration… [1–4].
Thereby, several studies have proposed prototypes for different applications, e.g., the
famous Skycam robot [5].

This paper investigates the Inverse Kinematic Model of an eight-cable CDPR. The
developed model is used to generate a specific trajectory of actuators in relation to a
desired motion of the robot platform in the space. Indeed, the angular position and
velocity of each actuator are calculated in order to satisfy a desired profile motion, i.e.,
a desired position trajectory in function of time. To illustrate, case studies are addressed
and presented.
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2 Notations and Kinematic Modeling

In this paper a CDPR is composed of moving plate-form which is connected to motors
shafts through pulleys by eight cables. Motors are fixed on a base. Figure 1 shows an
example of CDPR: 7 cables falcon robot [6].

As shown in the Fig. 2, the moving plate-form is defined by the Biði ¼ 1; � � � ; 8Þ
points and a base defined by the Aiði ¼ 1; � � � ; 8Þ points. The reference frames for the
moving plate-form and the base are: RP = (P, x, y, z) and Rb = (O, x0, y0, z0),
respectively.

The displacement of the moving platform is established by the variation of the
cables lengths Liði ¼ 1; � � � ; 8Þ.The kinematic modeling consists in developing the
motors angular position qiði ¼ 1; � � � ; 8Þ as a function of the platform pose.

The pose vector X ¼ x y z a b c½ �T denotes the position and the orienta-
tion of the platform in relation to Rb, in which a b c½ �T is the Euler angles vector.

Consequently, the rotation matrix Q can be written in term of X-Y-Z Euler angels
as follows [7]:

Q ¼
cbcc �cbsc sb

cascþ sasbcc cacc� sasbsc �sacb
sasc� casbcc saccþ casbsc cacb

0
@

1
A ð1Þ

where s and c denote, respectively, sin and cos functions.

Fig. 1 Example of CDPR: 7 cables falcon robot
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On the other hand, the motors angular position can be written as:

qi ¼ DLi
ri

¼ Li � Li0
ri

i ¼ 1; � � � ; 8 ð2Þ

where Li0ði ¼ 1; � � � ; 8Þ is the initial length for each cable and riði ¼ 1; � � � ; 8Þ is the
pulley radius.

Moreover, the cable length vector can be written as follows:

li ¼ Liui ¼ r� Qrbi � rai i ¼ 1; � � � ; 8 ð3Þ

where

ui ¼ AiBi½ �Rb
AiBik k

r ¼ OP½ �Rb

rbi ¼ BiP½ �RP

rai ¼ OAi½ �Rb

i ¼ 1; � � � ; 8 ð4Þ

Therefore, the motors angular velocity is given as follows [7]:

_qi ¼ R�1JðXÞ_X i ¼ 1; � � � ; 8 ð5Þ

Fig. 2 Kinematic modeling of the CDPR
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where _qi ¼ _q1; . . .. . .::; _q8½ � is the motors angular velocity vector, is a diagonal matrix
containing the ri coefficients, _X is the end-effector angular velocity and J(X) is the
Jacobian matrix of the robot.

R�1 ¼ diagð1
r1
; � � � ; 1

r8
Þ ð6Þ

JðXÞ ¼
uT1 ðQrb1 � u1ÞT
..
. ..

.

uT8 ðQrb8 � u8ÞT

0
B@

1
CA ð7Þ

3 Point-to-Point Motion

3.1 Method

In this section, the developed kinematic model is employed in order to control the
motors to move the end-effector from an initial pose Xi to a desired pose Xf during a
given time tf. The end-effector movement is called Point-to-Point motion when no
interpolation constraints its motion, in fact, only the motors motion is smoothed.

To produce a smooth motion, we require that the motors velocity starts and ends at
zero. The choice of a third order polynomial function for qi represents a valid solution
to satisfy the desired conditions [8].

The desired profiles are illustrated in Figs. 3 and 4.

Fig. 3 Motors angular positions profiles
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Therefore, the motion timing for the angular position qi is then given by:

qiðtÞ ¼ a0 þ a2t
2 þ a3t

3 i ¼ 1; � � � ; 8 ð8Þ

where

a0 ¼ q0i

a2 ¼ 3ðqfi�q0iÞ
t2f

a3 ¼ �2ðqfi�q0iÞ
t3f

8>>>>><
>>>>>:

i ¼ 1; � � � ; 8 ð9Þ

where qfi and q0i present, respectively, the final and the initial angular positions which are
calculated by the application of the inverse kinematic model.

3.2 Experimental Results

The experimental architecture of the motor control is shown in Fig. 5, in which the
actual motor velocity and position are calculated using the encoder feedback. The
generation of the desired motion to the servo-drive is achieved using Arduino Mega
2560 microcontroller.

This section presents the experimental results for an example of Point-to-Point
motion. Due to the limited resources, experimentation is carried out using only one
actuator. In fact, we imposed a linear Y-axis motion; the platform moves from Xi (0 0 0
0 0 0) to Xf (0 0.1 0 0 0 0) in 2 s. The CDPR is to be used for a medical application
(Gait rehabilitation) and (Lusardi, 2003) shows the average speed of walking for adult
[9]. For this experiment the desired speed is 0.05 m/s.

Fig. 4 Motors angular velocities profiles
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Figures 6 and 7 show the results in term of position and velocity of the trajectory
planning of the motor.

We can observe that the measured motor angular position and velocity are similar
to the desired ones. Also, a shift in the time axis can be remarked; the theoretical
trajectory time is 2 s while the resulting trajectory time is 2.13 s.

Fig. 5 Motors control architecture

Fig. 6 Desired position and experimental position profiles
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It is interesting to point out that this time error can be explained by the delay due to
the data transmission issue. This difference can be tolerated in this phase of work since
a compiled code will be generated for all motors assembled and implemented on a real
time core in the future work.

4 Conclusions

This paper has introduced a generic inverse kinematic model and a joint path planning
strategy of a CDPR robot. The objective is to compute the motors position profile in
order to move the end-effector for a desired trajectory. The Inverse kinematic modeling
is employed to retrieve the joint position from a desired end-effector pose. In the
following, the joint trajectory is smoothed using a polynomial function, i.e., a Point-to-
Point motion is generated. An example of a Cartesian motion was given to conduct a
comparison between theoretical and experimental results.
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Abstract. Considerable attention has been paid to the development of stable
walking robots. Indeed, biped locomotion becomes a broadcast area where
various research topics such as artificial intelligence, control theory and neu-
roscience cope to enhance the abilities of the robots. In this paper, Central
Pattern Generator (CPG) which are neural circuits that generates oscillations for
rhythmic patterns are used to control the humanoid. The choice of using a CPG
as a motion generator is motivated by the naturality of the generated pattern.
Moreover, CPG offers the possibility to control the gait speed ensuring an easy
modulation of the walking speed. Here, the Zero Moment point is used to
measure the stability of the humanoid while walking. Thus, in this paper, a
humanoid robot’s walking model is presented with a strong emphasis on sta-
bility and representativity of actual human walking. Furthermore, the method-
ological considerations in the implementation of a CPG controller for a
humanoid robot application are also presented.

Keywords: Biped locomotion � Zero moment point � Central pattern generator

1 Introduction

The Biped Locomotion research became in the few decades one of the most exciting
topics in the robotics research framework. Indeed, one of the motivation behind the use
of a biped configuration comparatively to the wheeled and quadruped one is that the
environment where humans live is adapted to the biped architecture.

In this framework, many techniques have been developed to measure the stability
of a walking gait. One among them is the Zero Moment Point (ZMP) trajectory
tracking [1, 2]. According to this criterion, a walk is said stable, if for a given walking
trajectory, the projection of ZMP on the ground plane remains within the support
polygon. Considerable attention has been paid to this approach for the possibility that it
offers for reducing the various degrees of freedom present in a humanoid robot to a
simple ZMP trajectory tracking.

© Springer Nature Switzerland AG 2020
N. Aifaoui et al. (Eds.): CMSM 2019, LNME, pp. 910–918, 2020.
https://doi.org/10.1007/978-3-030-27146-6_98

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_98&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_98&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-27146-6_98&amp;domain=pdf
https://doi.org/10.1007/978-3-030-27146-6_98


Previous research has documented various models for ZMP problem formulation.
A widely used model is the one proposed by Kajita in [3] it consists of a simple
balancing cart table system. To control this plant, many algorithms have been pro-
posed. Harada et al. [4] derived an analytical expression for the COM trajectory given a
piecewise polynomial ZMP trajectory. Meanwhile, Kajita proposed a combination of a
PID controller and a preview control approach for ZMP trajectory tracking [5].

In this paper, the locomotion control of a planar biped robot is presented. The
motion generation is ensured by a central pattern generator called Matsuoka Oscillator.
The aim of this work is to emphasis the benefits of the use of central pattern generator
for biped locomotion in term of stability and smoothness of the pattern. To ensure a
high similarity with human walking, the full dynamics of the planar robot is presented
as well as the inverse kinematics.

2 Central Pattern Generator

CPG shows a great deal of interest when we deal with robots that perform rhytmic
movement. Many types of CPG have been used for motion generation in walking. One
of the most commonly used GPG is the one proposed by Matsuoka [6]. It consists of
two neurons in mutual and self inhibition [6].

One of the advantages of CPG are that oscillators naturally adapt themselves to the
dynamic of the robot and optimize the energy of the actuation and can generate rthymic
output without feedback of motor and sensor from limbs and other muscle targets.
Matsuoka oscillator is widely used in locomotion for its behavior inspired by the
biology. For the Matsuoka Oscillator, Each neuron is governed by two equations and is
able to generate rhythmic signal with no external input.

s1 _x1 ¼ c� x1 � bv1 � c x2½ �þ�
X

hi gj
� �þ ð1Þ

s2 _v1 ¼ x1½ �þ� v1 ð2Þ

s2 _x2 ¼ c� x2 � bv2 � c x1½ �þ þ
X

hi gj
� �� ð3Þ

s1 _v2 ¼ x2½ �þ� v2 ð4Þ

Yout ¼ x1½ �þ� x2½ � þ ð5Þ

where [x1]
+ = max(x1, 0) and [x1]

− = min(x1, 0).
The figure below depicts the output and the state of the Matsuoka oscillator

(Fig. 1).
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3 Problem Formulation

Many publications appeared documenting the use advanced models to represent the
human locomotion. Among those one, some models focused on emphasis the likeli-
hood with human anatomy by increasing the number of degrees of freedom utilized
while modelling the biped robot [7, 8]. On the other hand, various researches supported
the use of simplified models like the inverted pendulum model and the cart table model,
which encapsulate the overall dynamics while reducing the computation [9] (Fig. 2).

Fig. 1 Output of the matsuoka oscillator

Fig. 2 Schematic representation of the biped robot
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In order to fully understand the mechanics underlying human locomotion, both the
Kinematics and dynamical formulation of the biped robot are presented in this section.

; ¼

1 0 0 0 0 0 0
�1 1 0 0 0 0 0
0 �1 1 0 0 0 0
0 0 �1 1 0 0 0
0 0 0 �1 1 0 0
0 0 0 0 �1 1 0
0 0 0 0 0 �1 1

2
666666664

3
777777775

h ¼ ;qþ;0

; ¼ a� p p
2 � a 0 0 0 0 a

� �T

where a is the angle between the anklebone and the toe and ; the transition matrix
between the absolute angular position and the relative angular position.

The different steps involved in biped locomotion process are depicted here below
(Fig. 3).

Fig. 3 Walking phases and leg extension velocity [7]
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The kinematic analysis of the planar biped is shown here below. In fact, here the
inverse kinematic of the all-angular positions are calculated based on the hip position
ðXh; YhÞ

h1 ¼ q1 � pþ a

h2 ¼ u� b� p
2
þ h1

h3 ¼ a cos
Xh � l1C1ð Þ2 þ Yh � l1S1ð Þ2� l22 � l23

2l2l3

 !

h4 ¼ p
2
� uþ b� h1 � h3

u ¼ atan2 Yh � l1S1;Xh � l1C1ð Þ

b ¼ a cos
Xh � l1C1ð Þ2 þ Yh � l1S1ð Þ2 þ l22 � l23

2l2
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xh � l1C1ð Þ2 þ Yh � l1S1ð Þ2

q

0
B@

1
CA

where l1, l2 and l3 are the length of the different segments.

Xh ¼ l1C1 þ l2C2 þ l3C3

Yh ¼ l1S1 þ l2S2 þ l3S3

Sk ¼ sin qkð Þ

Ck ¼ cos qkð Þ

The dynamics of the robot is calculated using Lagrange equations as follow

U ¼ mgYc ¼ �mg
X3
k¼1

lkSk

K ¼ 1
2
m X2

c þ Y2
c

� �

Here U is the potential energy and K the kinetic energy

d
dt
@K
@qi

� @K
@qi

þ @U
@qi

¼ Ti
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The Equation of motion are shown here below

s ¼ M€qþB _q2 þG

M ¼
ml21 ml1l2C2�1 ml1l3C3�1

ml1l2C2�1 ml22 ml2l3C3�2

ml1l3C3�1 ml2l3C3�2 ml23

2
4

3
5

B ¼
0 �ml1l2S2�1 �ml1l3S3�1

�ml1l2S2�1 0 �ml2l3S3�2

�ml1l3S3�1 �ml2l3S3�2 0

2
4

3
5

G ¼
�mgl1C1

�mgl2C2

�mgl3C3

2
4

3
5

Sk�l ¼ sin qk � qlð Þ

Ck�l ¼ cos qk � qlð Þ

4 ZMP Formulation

Several publications have appeared in recent years documenting the use of CPG for
ZMP profile generation. These studies have been pushed by the fact that CPG naturally
adapt themselves to the dynamic of the robot, due to their biological inspired behavior
[3].

Since human walk in manner that minimizes the total energy ensuring the minimum
of external control is critical when dealing with biped locomotion.

Moreover, knowing that human locomotion is a rhythmic pattern, the use of the
oscillator shows a great deal. Along with the ability of oscillator to adapt themselves to
the dynamics of the robot, CPG offers the possibility of coupling multiple oscillator to
ensure a harmonized locomotion pattern with the minimum use of external control.

To highlight the efficiency of the proposed combination, the Matsuoka oscillator’
parameters were tuned in order to generate similar output as the artificial signal that
mimics the human joint motion.

The Figs. 4 and 5 depict the output of the Matsuoka oscillator for different
parameters choice.

As shown in Figs. 4 and 5, changing the parameters of the oscillator updates both
the amplitude and the frequency of the oscillator. This possibly enable the control of
the speed of the robot. Indeed decreasing the c parameter while increasing the value of
the b parameters would increase the frequency of the oscillation.
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To demonstrate the stability of the generated pattern for the planar model proposed,
the ZMP position generated using Matsuoka oscillator as input compared to an COM
trajectory generated by the artificial joint motion.

The ZMP position is calculated using the equation below [10]

xzmp ¼
Pn

i¼1 mi €zi þ gð Þxi �
Pn

i¼1 mi€xizi �
Pn

i¼1 Iiy €XiyPn
i¼1 mi €zi þ gð Þ

In the proposed model is planar model no inertia matrix is inputted in formula of
the ZMP. The resulting trajectory of the ZMP is shown in the Fig. 6.

Fig. 4 Oscillator output for different c values

Fig. 5 Oscillator output for different b values
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The output of the simulation demonstrates the stability of the walking pattern
generated by the CPG. Here, the major advantage of proper tuning of the central patter
generator is the possibility to reduce the use of external control. Indeed, classical
control strategies which constrains the robot joints motion reduce the energy efficiency
and the smoothness of the pattern generated. While a proper understanding of the effect
of each parameter not only enable the generation of a stable pattern but also speed
control.

5 Conclusion

In this paper, a bio-inspired approach for motion generating commonly used in biped
locomotion has been presented. Matsuoka oscillator has been chosen to be the opti-
mized pattern generator used to perform a stable walk. Here, the Zero Moment point is
used to measure the stability of the humanoid while walking. Thus, in this paper, a
humanoid robot’s walking model is presented with a strong emphasis on stability and
representativity of actual human walking.
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Abstract. This paper focus on the modeling and the designing of a reconfig-
urable antenaa LWA with variable capacity using MEMS-RF devices. The
variable capacity MEMS can be built using an on surface micro-manufacturing
in CPWG. The armatures of the MEMS–RF varactor are separated by an air
gap. The choice of the materials and the adequate topology define the perfor-
mance of the antenna wished in the range of frequency about 30 GHz. Simu-
lation results of the proposed varactor are performed using the MOMENTUM
tools of the ADS software. The main objective of this part is to build a variable
capacity based on serial plate’s forms. The variation of the capacity is reached
when the height between these plates varies. This type of varactor is in the range
of pF for a frequencies band between 1 and 50 GH. A proposed Accelerometer
is also analyzed, modeled and simulated denoted the distribution of the electrical
flux and the power losses a function of separation distance referring to ANSYS
Maxwel software.

Keywords: MEMS-RF � Varactor � Antenna � Accelerometer �
MOMENTUM�ADS � Ansys maxwel

1 Introduction

The Micro Electrical Mechanical System, MEMS, is a microelectronic integrated
system composed of analog and digital electronic elements as well as electrome-
chanical elements designed to perform sensor or actuator functions.

The micro mechanical device embedded with electronics/electrical system fabri-
cated through a mix of integrated circuit manufacturing and micro-machining process.
The combination of silicon microelectronics with micro-machining technology has
made possible the realization of complete systems-on-chips (SoC). MEMS technology
enables the development of intelligent components that benefit both a very cost-
effective performance/cost ratio because of their ability to be mass-produced by col-
lective manufacturing processes. Thanks to their low losses, low power consumption,
high linearity, and high silicon compatibility, MEMS components are good candidates
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for manufacturing circuits in frequencies beyond 30 GHz. The intrinsic qualities of
MEMS-RF components can advantageously replace PIN diodes, FET transistors and
can be used in phase shifters which are needed for modern telecommunication systems
or military systems. They can be implemented also in reconfigurable circuits with low
losses (impedance matching network, variable filters…) or in high performance
instrumentation systems. These small systems have several advantages (lightness,
portability and integrality) within more complex complete systems; the MEMS con-
sume little and are able to achieve high performance due to a very high sensitivity and
accuracy.

The Ka band is specifically used for underground network antenna applications.
The wavelength in this narrow band is 10 mm. The design of the LWA [1] with
variable capacitance is obtained by MEMS-RF capacitors creating a variation of the
propagation constant and allowing the scanning of the antenna beam.

The variable capacitors MEMS can be constructed easily using a micromachining
surface in CPWG with a central conductor strip and two plates that are separated by an
air gap. An electrostatic force caused by the voltage of polarization translates into
motion which will be ends when the electrostatic force and mechanical force are equal.
A variation of the propagation constant b caused by the movement of the movable plate
capacitor allows the variation of the antenna beam direction.

The main purpose of this paper is brought as follows. The first part is dedicated to
outline the mechanical and electrical properties of MEMS-RF components and their
advantages and disadvantages in terms of packaging and reliability. We will present the
mechanical properties, especially the various forces implemented during the actuation
as well as the equation describing the movement of the mobile membranes. Then, we
will describe the electrical properties and the equivalent diagrams of the most ordinary
structures taking into account the cutoff frequency and holding power. The second part
deals with the modeling and the designing of a variable capacitor based on MEMS-RF
technology. Finally, simulation results of a varactor and an accelometer are performed.

2 Mechanical and Electrical Characteristic

Many physical phenomena negligible at the macroscopic scale become specific in the
case of microstructures such as viscous damping, surface friction, and bending and
torsion phenomena. In addition, many sources of nonlinearities are involved in the
behavior of flexible microstructures. They may be due to the material itself, or to the
complex mechanical phenomena that result from elastic deformation. Most microsys-
tems are made of mechanical components such as beams or membranes, which is why
many models are built around these two structures and generally, it is not unusual to
find approximations that bring the model back to these basic formats.

2.1 Mecancials Properties

The electrostatic force applied to the mobile beam, Fe is directly related to the amount
of charge Q, presented in the beam and the fixed electrode by the expression below:
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Fe ¼ 1
2
QE =

1
2
ere0AV2

d0 � xð Þ2 ð1Þ

When E is the electrostatic field created by the applied difference potential. e0: the
permittivity of the vacuum (8.854∙10^(−12) F/m). er ¼ 1: Relative permittivity, A: The
common surface between the beam and its fixed electrode. V: The potential difference
applied between the frames. d0: The distance initially separating the two electrodes (the
gap). x: Moving the moving beam towards the electrode.

The edge effect of the electric field depends on the size of the electrodes. It is
generally not necessary to take into account the variation of edge effects as a function
of d0, since these effects hardly change when the beam moves less than d0/3.

The expression of the mechanical force of return is given by:

Fm ¼ k � x ð2Þ

In the case of a bridge made on a coplanar line the stiffness constant is for
expression (hypothesis of the Bernoulli beam)

K = K0K00 =
32EWt3

l3
1

2� 2� W
l

� �
W
l

� �2
 !

þ 8r 1� cð ÞWt
l

1
2� W

l

� �
ð3Þ

where E GPað Þ: Young’s module,l mð Þ: Length of the membrane t mð Þ: Thickness of the
membrane w mð Þ: Width of the membrane W mð Þ: The length of the lower actuation
electrode, c: The Poisson’s ratio r: The bi-axial residual stress.

The part k’ is due to the geometry of the beam and the materials of which it is
composed as the Young’s modulus E GPað Þ and the moment of inertia Iðm4Þ.

The part k’’ as a result of the manufacture is thanks to the biaxial residual stress r
(Pa) in the beam and is valid only in the case of a membrane in tension.

The calculated constant at the extremity of the beam is expressed as

K ¼ rð2 E W w t3Þ
ð8t3W� 6l2w2 + w4Þ ð4Þ

As illustrated in Fig. 1, the variation between the stiffness constant for a gold beam
as a function of t

l where the force is distributed at the center k0c
� �

and at the end of the
beam k0e

� �
is given by these equations:

k0c ¼ 32Ew
t
l

� �3
� 1

8 x
l

� �3�20 x
l

� �2 þ 14 x
l

� �� 1
k0e ¼ 4Ew

t
l

� �3
� 1

x
l

� �
1� x

l

� �� �2 ð5Þ

The resolution of the equation which translates the equality between the mechanical
force of return and the electrostatic force makes it possible to determine the zone of
stability.
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The graphical resolution of the equation Fm = Fx indicates that the stable zone
extends from x = 0 to x = d0/3, is one-third of the initial inter-electrode distance.

Fm ¼ Fx ) �kxþ eoerAV2

2 d � xð Þ2 ¼ 0 ¼ [X ¼ d=3 ð6Þ

The stability limit is reached for a voltage equal to

VP ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
8kd3

27e0A

s
ð7Þ

As shown in Fig. 2, the voltage drop-down menu is plotted as a function of the
distance where the maximum stable deviation of the movable plate is equal to d0/3
(Fig. 2).

Fig. 1 Load distributed at the center and at the end of a beam
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Fig. 2 variation of the mobile armature according to the height of GAP
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The damping force does not only depend on the geometry of the beam, but also on
the environment in which the structure is located, it can be written as

Fa ¼ f � V ð8Þ

where f: damping coefficient, V : the speed at which the membrane moves.
For a rectangular beam, which has a small amplitude displacement (in the order of

the initial height of the beam), the damping coefficient can be written

f ¼ 3 l l w
2 p d0

ð9Þ

where l is the viscosity of the gas, for air (l = 1.8.10 − 5 kg/m^3).
The VAN DER WAALS forces and repulsive contact forces occur when the

membrane comes into contact with a material in case of descent. These forces can be
written as [1]

Fvdw þFcont ¼ c1 � Acont

ðd0 � xÞ3 �
c2 � Acont

ðd0 � xÞ10 ð10Þ

Acont: The surface facing the contact level, d0: The initial height of the beam
c1: The surface energy due to VAN DER WAALS forces
c2: Distance between the beam and the contact electrode surface.
These two numbers are strongly depending on the surface state of the

microstructure, conditions. A mathematical function specially developed by FLAVIIS
and COCCIOLI is used to model the contact forces of micromechanical devices.

Fc ¼ exp�½aðZ�tdÞ�b �1
h i

� Uðtd � ZÞ ð11Þ

where a et b: Numbers used to express the rate of variation of the forces as a function
of the height, UðxÞ is the step function.

In the case of small amplitude displacements, the mechanical movement of the
membrane can be modeled by the following equation

m
d2z
dt2

þ n
dz
dt

þ kz ¼ Fel ð12Þ

The Laplace transform of this equation makes it possible to obtain the mechanical
transfer function of the device

H ¼ ZðjwÞ
FelðjwÞ ¼

1
k

1

1� ð w
wmec

Þ2 þ jw
Qmecawmeca

ð13Þ
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2.2 Electricals Properties

The capacitance value for micro-electromechanical component can be computed ana-
lytically by the following expression

C ¼ e0A
gþ td

er

ð14Þ

The equivalent model of an electro-statically actuated suspended beam component
is composed of a capacitance, inductance and resistance that are mounted in series or in
parallel depending on the structure considered. Figure 3 shows the equivalent electrical
model of the beam according to the serial configuration. The model is simulated using
ADS software.

The device admits a maximum power that should not be exceeded to ensure its
proper operation. This power value depends on the geometry of the considered
structure. The maximum power allowed is

Pmax ¼ Re
V2
p

Z0

 !
¼ V2

r

Z0
c wZ0ð Þ2 for cwZ0ð Þ[ [ 1 ð15Þ

where Vr is the release voltage, and C the capacitance of the component in the low
state.

3 Modeling of the Proposed Varactor

Figure 4 illustrates the S-parameters of the simulated device as well as the phase shift
that it generates. The four distinct frequency peaks show good properties up to 30 GHz
for (S11 and S22) and 55 GHz for (S12 and S21).

Fig. 3 Capacitive serial device
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Figure 5 demonstrates the distribution of the field’s lines in two directions and
Fig. 6 illustrates the Full WAVE simulation. Figure 7 shows the schematic of the
varactor and Fig. 8 presents the 3D diagram of the capacity and the mobile armature.
Figure 9 regroups the simulation results obtained using MOMENTUM software on
both planes E and H. The results (a), (b) and (c) are for air blade heights of 10, 8 and
6.67 lm respectively.

Fig. 4 S-parameter of the serial device

Fig. 5 Distribution of the field’s lines in two directions

Fig. 6 Full WAVE simulation
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The Radiation diagrams of each cell in E and H planes show that the variation of
the radius is in the order of 3° of the lined direction. The 10 lm air gap between the
fixed plate and the moving plate limited the gap of the structural beam. The planar
LWA structure would offer several advantages to millimeter-wave frequencies. In fact,
it will not require any adaptation adaptation of the adaptation network and will be
operational from a bidirectional unit.

The capacity is obtained by varying the distance between the two fixed and
movable plates. The ADS software makes it possible to measure this capacity by
passing through the matrix ABCD. The expression of the matrix ABCD is given by

ABCD½ � ¼ 1 Z
0 1

	 

’ 0; 99� j0; 001 Real� jb

0; 001� j0; 001 0; 99� j0; 001

	 


ABCD12 ¼ Real� jb ) � j
cw ¼ �jb ) C ¼ 1

b�2pf

ð16Þ

Table 1 regroups the obtained results of the matrix ABCD and capacity value for
different distance and it described the variation of the moving membrane and the effect
of the ABCD matrix on the determination of the capacity value.

Figure 10 presents the variation of the distance d0 from 10 to do/3, and as a
function of the corresponding capacity for each displacement of the moving armature.

Ports 

Slots

Bridges

Conductive layer

Fig. 7 Full WAVE simulation

Fig. 8 The 3D diagram of the capacity and the mobile armature
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Figure 11 presents the modeling of the varactor using the electromagnetic simu-
lation software ANSYS Maxwell, which demonstrate the variations of the electric field
at the terminals of the proposed varactor with an excitation as a function of the
separation distance between the two owners. Figure 11 illustrate the Power loss for the
varactor.

Figure 12 illustrates the 3D power loss and the 3D electrical flux distribution for the
proposed varactor as a function of the separating distance of the two frames. As the
distance between the two frames increases with the insulating effect of the air, the loss
of energy increases (Fig. 12).

4 Modeling of the Proposed Accelerometer

The accelerometer is a sensor used to measure linear acceleration on 3 axes. The
principle of most accelerometers is based on the fundamental law of dynamics. More
precisely, it consists of the equality between the inertia force of the seismic mass of the

Fig. 9 Radiation diagrams on E and H planes
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sensor and a restoring force applied to this mass. There are two major families of
accelerometers: non-controlled accelerometers and servo accelerometers. The sensor
consists of micro-structures: micro-beams and micro-lamella. The general dimensions
of these structures vary from 1 to 100 lm. These micro-structures are part of 2 cate-
gories: the fixed part and the mobile part. The simulation of the proposed
Accelerometer is performed using on ANSYS Maxwell software in order to consults

Table 1 Obtained results of ABCD matrix and capacity value for various distance

d0 lmð Þ ABCD(1,2) C pFð Þ
10 777.516–j2.031 E3 2,613
9,75 775.433–j2.028 E3 2,617
9,5 772.911–j2.025 E3 2,621
9,25 770.661–j2.023 E3 2,623
9 768.316–j2.020 E3 2,627
8,75 765.973–j2.017 E3 2,631
8,5 763.434–j2.014 E3 2,635
8,25 760.799–j2.011 E3 2,639
8 758.078–j2.008 E3 2,643
7,75 755.223–j2.004 E3 2,648
7,5 752.244–j2.001 E3 2,652
7,25 749.140–j1.99 E3 2,657
7 745.931–j1.993 E3 2,663
6,75 742.539–j1.989 E3 2,668
6,5 738.985–j1.984 E3 2,675

Fig. 10 The value of the capacity following the displacement of the mobile armature
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Fig. 11 Proposed accelerometer using ANSYS software

Fig. 12 The 3DPower loss and the 3DElectrical flux distribution for the proposed varactor as a
function of the separating distance

Fig. 13 Proposed accelerometer using ANSYS software
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the electrical behavior as a function of the separation distance between the blades and
the value measured at the terminals of the fixed and mobile part as shown in Fig. 13.
Figure 14 shows the power losses and the electrical flux distribution as a function of
separation distance.

5 Conclusion

Thanks to their good performances, the MEMS-RF components are integrated in many
circuits under different technologies. Based on these components variable capacitance
is designed allowing the variation of the antenna beam (reconfigurable antennas) in a
telecommunications field. The modeling of the varactor is performed using ADS
software and ANSYS Maxwel tools. A proposed Accelerometer is also been analyze,
modeled and simulated denoted the distribution of the electrical flux and the power
losses a function of separation distance.
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Fig. 14 The 3D power loss and the 3D electrical flux distribution for the proposed varactor as a
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Abstract. The Anti-lock Braking System (ABS) is an active safety system for
two wheeled vehicles (TWV). It is used to control the dynamics of a TWV
during an emergency braking phase and to improve its driving safety. The main
objective of this study is to establish a virtual model of a TWV equipped with a
control scheme for an ABS system. The developed model will be used to
investigate the reliability of an ABS system when used with a TWV. For this
purpose, firstly a TWV multi-body dynamic model was constructed using
ADAMS/View. Furthermore, a control model of the ABS system was created
using MATLAB/Simulink. Then, a co-simulation approach is established using
MATLAB/Simulink and ADAMS/Control. The performance of the co-
simulation model is assessed by simulations for different initial speeds and for
different road conditions. The obtained results show the benefits of using a co-
simulation approach in studying such a complex systems. Moreover, the effects
of the active safety system (ABS) on the dynamic of a TWV, during emergency
braking, are studied.

Keywords: Antilock braking system (ABS) � Two wheeled vehicle
Co-simulation � Active safety

1 Introduction

Modeling and simulation computer tools bring significant benefits in the automotive
field especially in the early stages of the process in order to reduce development costs.
Indeed, these tools particularly allow the design of security systems such Anti-lock
Braking Systems (ABS) and understanding the braking performance of a vehicle in
general and particularly the performance of a two-wheeled vehicle (TWV). To simulate
the braking dynamics of a TWV, we are going to design a co-simulation environment
formed by a multibody model of the TWV interacting with the road and designed with
the ADAMS software. The second part of the co-simulation environment consists in a
simplified ABS controller which will be implemented using Simulink software in order
to regulate the braking torque in slip conditions.
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2 Multibody Model of a Two Wheeled Vehicle

In this study, the full multibody model used to describe the dynamics of the TWV is
adopted from the references [1, 2]. It’s constructed using ADAMS/View and it’s
composed of six articulated rigid bodies with 11 degrees of freedom (Fig. 1): the frame
including the rider body, the front wheel, the rear wheel, the sprung part of the fork
including the handlebars, the unsprung part of the fork and the unsprung part of the rear
wheel. The suspensions are taken into account in this model: the front suspension is
between the sprung and unsprung part of the fork and the rear suspension is between
the frame and the unsprung part of the rear wheel. To consider the interaction between
tire and road this contact is modeled by the PAC-MC tire model of ADAMS based on
Magic-Formula [4].

3 Anti-lock Braking System (ABS)

3.1 Braking Dynamics and ABS Principle

In this study the TWV moves on a straight line, so only the longitudinal force Fx is
taken into account Fig. 2a. This force is given by the magic formula in terms of the
longitudinal slip ratio jx. This quantity is calculated by the following relation:

jx ¼ �Vx � XR
Vx

ð1Þ

where X, R, and Vx denote the wheel angular velocity, the wheel rolling radius, and the
longitudinal speed of the contact point, respectively.

Fig. 1 Multibody model of the TWV
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If the slip ratio is positive the longitudinal force acts as a tractive force Fx [ 0 else,
it acts as a braking force Fx\0. When the wheel is locked (X ¼ 0) we obviously have
jx ¼ �1. Consequently the braking distance increases, the steering is disabled and the
rider can lose the controllability of the vehicle. So the main role of an ABS is to adjust
the applied braking force in order to avoid the lock of wheels and to maintain the
steering and the stability of the TWV. This means that the wheel slip should be kept
within a range for which the friction coefficient is near its peak value (see Fig. 2b). As
shown in Fig. 2b, it is apparent that for all types of road surfaces the value of the
coefficient of friction is optimal when the wheel slip rate is about 0.2. This value is
taken in most ABS control strategies such Wang et al. [7], Poursamad [5], Meymand
and Gharaveisi [3].

3.2 ABS Controller

In this study, a simple hydraulic line and pressure build-up will be modeled: assuming
there is an input pressure commanded Pd , which would travel through a hydraulic line
and terminated by a piston actuator, where pressure might build up to Pb inducing a
normal force Fb on the disc brake caliper and finally a braking torque Cb acts on the
wheel.

In our ABS, we will adapt a bang-bang (on-off) controller. It acts upon the error
signal (e) between the actual slip and the desired slip. Then it returns a value of the
input pressure commanded at the entrance to the hydraulic line Pd based on the sign
function described by the following rule:

Pd ¼ signðeÞ ¼
þ 1 if e[ 0
0 if e ¼ 0

�1 if e\0

8<
: ð2Þ

Figure 3 shows the block diagram used for modeling the hydraulic brake dynamics
in Simulink. Note that, a saturation block is included in order to limit the brake pressure
to a maximum value.

bГ
xV

Ω

z

x
xFzF

(a) (b)

Fig. 2 a Forces acting on a single wheel b Coefficient of friction versus wheel slip [6]
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Once the brake cylinder pressure is obtained the braking torque can be calculated as
a function of the parameters of the disc brake as follows:

Cb ¼ 2RefflpadPbAb ð3Þ

where Reff , lpad and Ab are the effective pad radius, the pad friction coefficient and the
cylinder cross area, respectively.

4 Co-Simulation ADAMS/Simulink

The developed co-simulation consists in the interaction between ADAMS and Simu-
link; firstly we establish the multibody model of the TWV with ADAMS/View
(Fig. 1). Next we identify its inputs (the front and the rear braking torques) and its
outputs (the front and rear longitudinal slips) then we export the TWV model in the
form of a block named adams_sub (Fig. 4).

Finally Simulink is used to build a closed loop control scheme, which aims to
control of the longitudinal slip of the two wheels of the TWV and to regulate the
braking torques during an emergency braking as shown in Fig. 4.

5 Simulation and Results

To simulate the braking performance of the TWV with and without an ABS control
system under braking in a straight line, the following conditions are considered:

Fig. 3 Block diagram for modeling the hydraulic brake dynamics

Fig. 4 Control scheme in Simulink
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• The TWV is initialized with a speed of 60 km/h (16.668 m/s),
• Simulations are performed for two types of road surface: on a dry road and on a wet

road.
• The desired wheel slip rate is taken −0.2 (a negative value in the case of a braking

force).

5.1 Simulation on a Dry Road

The following Figs. 5, 6, 7 and 8 show the TWV behavior during a braking on a dry
road. By examining the results obtained without the ABS controller, one note that the
longitudinal slips (Fig. 5) varies from (0) to (−1) since the application of the brake until
the moment when the wheels stop. The wheel lock is obtained in 0.81 s for the front
wheel and in 0.72 s for the rear wheel (Fig. 7).
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The stopping distance is 18.79 m and occurred after 2.17 s (Fig. 8). This indicates
that the wheels have been locked before the TWV stops. Therefore the control of the
TWV was lost due to wheel lock. Through the use of an ABS control system (Bang-
Bang), it is shown that: the stopping distance is slightly reduced to 17.72 m and
occurred after 1.98 s instead of 2.17 s. The longitudinal slips oscillate around the
desired value (−0.2) so there is no wheel lock before the TWV stops. Consequently, the
ABS controller keeps the TWV under control.
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5.2 Simulation on a Wet Road

The next Figs. 9, 10, 11 and 12 show the TWV behavior during a braking on a wet
road.

We have the same behavior as that obtained for a dry road. We can note that
without an ABS controller the wheel lock is obtained in 1.02 s for the front wheel and
in 0.85 s for the rear wheel (Fig. 11). Consequently the control of the TWV was lost.

The wheels remain locked and the longitudinal slips are equal to (−0.1). At
(t = 3.52 s) for the front wheel and at (t = 3.75 s) for the rear wheel the values of the
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longitudinal slips no longer correspond to (−0.1) and have a complex behavior (Fig. 9).
This is due to the fall of the TWV observed during the simulation. This fall can be
verified also by examining Figs. 10 and 12 so it is clear that the speed of the TWV is
not canceled and the stopping distance cannot be determined exactly because the TWV
remains in motion when the TWV fell.

By using the ABS controller, it is shown that the longitudinal slips oscillate around
the desired value (−0.2) so there is no wheel lock before the TWV stops. Consequently,
the ABS controller keeps the TWV under control and there is no falling.
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Compared to the results obtained for the dry road one can notice that the speed of
the TWV was canceled after a longer time (3.98 s) instead of 1.98 s for the dry road.
The stopping distance has been increased to 33.85 m instead of 17.72 m for the dry
road.

As shown on the previous curves, by comparing the results obtained with an ABS
controller with those obtained without an ABS controller we can deduce the bang-bang
controller shows the best results in terms of braking distance and ensures that the wheel
will never lock. Consequently the stability of the TWV is maintained and is still
controlled by the driver.

6 Conclusion and Perspectives

In this paper, an environment of co-simulation has been developed, by incorporating an
ABS controller into a full TWV model. This co-simulation aims to study the braking
performance of such type of vehicle in a straight line by controlling the longitudinal
slips and regulating the braking torques acting on wheels. The obtained results show
that the developed ABS controller acts to avoid wheel lock for two types of road
surface (wet and dry). Therefore, our co-simulation is able to predict the braking
behavior by applying ABS and the simulations carried out showed that the developed
ABS controller (Bang-Bang) ensures that the TWV can maintain steering and stability
during braking.

Future work will use this environment of co-simulation to study and analyze the
braking behavior under turn maneuvers and use more complex controllers. Also it’s
interesting to valid the developed ABS controller by experimental tests.
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Abstract. The dynamic behavior of multibody systems has been widely
studied. Thus, effects of imperfections such as clearance, friction and flexibility
on the dynamic behaviour are dealt with various tremendous works. For a given
dynamic response, the mechanism design variables needs to be defined. This
identification approach is known as the mechanism synthesis. Despite all these
imperfections, the mechanism should describe a precise workspace traduced by
the trajectory path of the effector component. In this work, the dynamic syn-
thesis for a multibody system with imperfections is presented. A demonstrative
slider crank mechanism with a flexible connecting rod has been used for the
algorithm validation. The identification approach is based on its dynamic
responses such as: the slider velocity and acceleration and the transversal
deflection of the flexible connecting rod. A genetic algorithm has been devel-
oped to identify its design variables. This algorithm is implemented under
Matlab(c). The presented results are in great agreement with the real mechanism
dimensions.

Keywords: Flexible multibody system � Genetic algorithm � Dynamic
synthesis � Design variables � Imperfections

1 Introduction

The multibody systems are required to be very accurate in several applications such as
welding, assembly, and medical robots. Furthermore, the optimization of the mecha-
nism design variables is necessary in order to achieve the desired path. Moreover, many
constraints depending on the mechanism and the applications field could be faced. In
some applications, the mechanism should describe a defined path. In general, the
mechanisms are designed with the assumptions of rigid bodies and perfect joints.
However, the real dynamic responses are far away from the desired one. In this work,
an genetic algorithm is developed in order to identify the mechanism design variables
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based on its dynamic responses. The algorithm gives the optimal design variables for
the mechanism.

The identification approaches have been dealt with various tremendous works.
Laribi et al. have studied the path generation for a four-bar mechanism [1]. An
enhanced genetic algorithm incorporating a fuzzy logic loop has been presented. The
results confirm the ability the developed algorithm has to retrieve the mechanism
design variables giving the desired trajectories path.

Erkaya et al. has been interested in artificial intelligence to the synthesis and
identification of mechanism design variables. An algorithm based on a neural network
is used for a slider crank mechanism optimization [2]. More recently, the authors have
used a genetic algorithm optimization for a four-bar mechanism [3]. Then, the authors
have coupled the neural network and the genetic algorithm (NN-GA) [4–6] to develop
a hybrid optimization algorithm to synthesize multibody systems with clearance in
joints.

Jorge Ambrosio has presented an optimization methodology for a composite
flexible multibody system [7]. A demonstrative slider crank mechanism with a flexible
connecting rod has been presented.

Saeed Ebrahimi has treated the dimensional synthesis of the path generated for a
four-bar mechanism [8]. The optimization problem is solved using the Imperialist
Competitive Algorithm (ICA). A comparison of the ICA with a set of other heuristic
algorithms has been presented.

W Y Lin has established a spatial synthesis of a four-bar mechanism using the
Genetic Algorithm and Differential Evolution Hybrid Algorithm (DEHA) in order to
optimize the path generation [9, 10]. More recently, the author has presented a com-
bined mutation strategy for the Differential Evolution Algorithm (DEA) for a spatial
synthesis of a five-bar mechanism [11].

In this work, a dynamic synthesis of a flexible slider crank mechanism is presented.
The mechanism synthesis is established using the genetic algorithm optimization
method. Thus, based on a dynamic response such as the slider velocity, the slider
acceleration and the transversal deflection of the flexible connecting rod, the proposed
algorithm is able to recognize the optimal desired design variables dealing with the
given dynamic response. An acceptable error between the dynamic response for the
proposed mechanism design variables and the reference dynamic response constitutes
the stop condition for the algorithm.

2 Modeling the Mechanism

The dynamic resolution of the motion equation for multibody systems is one of the
stiffest problems due to the highly non-linear equations system. Based on parameters
depicted in Fig. 1, an analytical study has been established for the flexible slider crank
mechanism with perfect joints. The dyad finite element method [12] has been adopted
for the elastic slider crank mechanism.
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M UT
q

Uq 0

� �
€q
k

� �
¼ Qe þQv

Qc

� �
ð1Þ

U q; tð Þ ¼ 0 ð2Þ

where, M is the system mass matrix, U(q, t) the vector of kinematic constraints, Uq the
jacobian matrix of U(q,t), UT

q the transpose matrix of Uq, €q the state of accelerations
vector, Qc ¼ �Utt � ðUq _qÞq _q� 2Uqt _q the right hand side vector of acceleration
equations, or vector of quadratic velocity terms, Utt the double partial derivative of
kinematic constraint equations with respect to time, the Uqt derivative of Jacobian
matrix with respect to time, q the vector that contains the state of positions, or vector of
generalized coordinates, _q the vector that contains the state of velocities, k the vector of
Lagrange multipliers associated with constraints, Qe the total applied forces, Qv the
total constrained forces.

The constraint equation for the slider crank mechanism, which is a system of one
degree of freedom, with holonomic constraints based on general coordinates, goes as
follows:

U q; tð Þ ¼ u1 q; tð Þ
u2 q; tð Þ

� �
¼ l2 cos h2 þ l3 cos h3 � xc

l2 sin h2 þ l3 sin h3

� �
¼ 0

0

� �
ð3Þ

The mechanism parameters are detailed in Table 1.

Fig. 1 The slider crank mechanism parameters

Table 1 Mechanism parameters simulation

Mechanism parameters simulations

Crank length (mm) 50
Connecting rod length (mm) 350
Slider mass (kg) 0.25
Angular velocity (rad/sec) 28.16
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For a given mechanism dynamic response such as the velocity and the acceleration
of the slider and the mid-point transversal deformation of the connecting rod, a syn-
thesis method based on Genetic Algorithm (GA), able to identify its design variables
will be presented in the next section.

3 Identification Approach

The Genetic Algorithm (GA) [14] is one of the most prominent optimization tools used
for the last few decades. It is mainly inspired from natural phenomena. In fact, it is
based on nature law, which assigns the best probability or chance for the strongest
individual to survive. Otherwise, the low quality or weak individuals have a high death
probability. Figure 2 shows the flowchart of the GA which is mainly divided in the
following steps, wherein PC is the crossover and Pm is the mutation probability.

Fig. 2 The Genetic Algorithm flowchart
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3.1 Initial Population Choice

In this step, an initial population is chosen with a defined number of chromosomes.
Every chromosome contains its own allele. For the presented optimization problem, the
number of alleles depends on the mechanism parameters required. In this work, two
design variables are considered, mainly the crank length and the connecting rod length.
Mass and inertia will be optimized consequently due to their relation to the length of
each part.

3.2 Fitness Function

In order to classify the chromosomes, the evaluation of each one in the initial popu-
lation, is necessary. This evaluation will foster the selection of the best individual for
the next steps of the genetic algorithm process. The evaluation is based on the per-
formance of each individual, in the following objective function:

F ¼ min ðerrorÞ

error ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
n

Xn
i¼1

ððXiDV � Xit arg etÞ=Xit arg etÞ2
s

ð4Þ

Subjet to :
lb2 � l2 � ub2
lb3 � l3 � ub3

�
ð5Þ

With:

lb1; ub1 : are respectively the lower and upper bounds of the search interval for the
crank length.
lb2; ub2 : are respectively the lower and upper bounds of the search interval for the
connecting rod length.
XiDV : is the design variable response at instant i.
Xit arg et : The target response at instant i.
n : Response curve total number of points.

Throughout this step, a selection probability will be assigned to each chromosome.
Then, the selection operation will be similar to a casino wheel operation [15], wherein
the best individual evaluation has a higher probability to be retained. Nevertheless, the
chromosomes selection with a low performance remains always possible.

4 Simulations and Results

The main results of the numerical simulations are discussed in this section. Three types
of mechanism responses are used for the dynamic synthesis of the mechanism design
variables: the velocity and the acceleration of the slider and the transversal deformation
of the connecting rod. It is noticed that the GA greatly depends on the following
parameters: the generation number, the initial population size, and the probabilities Pc
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and Pm. Therein, the effect of each parameter has been studied in order to highlight the
ability of the developed algorithm to retrieve the desired mechanism design variables.

4.1 Effects of Generation Number

The dynamic synthesis of the flexible slider crank mechanism based on its dynamic
responses deploying a genetic algorithm optimization proposes a set of design variable
parameters. The effect of the generation number has been studied with an initial
population size of 10 individuals. It is noticed that the crossover and mutation prob-
abilities are fixed respectively to 0.9 and 0.3.

Fig. 3 The error evolution, a the velocity error, b the acceleration error, c the transversal
deflection error
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Figure 3a–c show respectively the slider velocity and acceleration and connecting
rod transversal deformation errors according to the generation numbers. These errors
represent the Root Min Square (RMS) values between the reference mechanism
response and the proposed response given by the GA optimization algorithm.

It is noticed that, for the three types of dynamic responses the estimated error
greatly decreases when increasing the generation number. However, the GA needs a
much more CPU time to converge. All these aspects are summarized in Table 2.

For the three mechanism dynamic responses, the GA optimization algorithm
converges to the reference mechanism (50; 350) with an acceptable minimum RMS
error which can reach less than 0.02%.

The RMS error is greatly reduced (can reach about 10 times less) when increasing
the generation number.

Scarifying a higher CPU time computation, for generation number of 250, (from
330 to 800 s) to have a greater error reduction of up to 10 times less is a very
interesting compromise.

In synthesis, the retained mechanism design variables correspond for a crank length
of 50, 1 mm and a connecting road length of 350, 9 mm. Figure 4 shows the retained
mechanism responses vs. the target mechanism responses, which illustrates the good
concordance between the retained and the reference mechanisms responses.

4.2 Effects of Population Size

This section is devoted to the focus on the initial population size effects on the GA
proposed solutions. In fact, the initial population size has been extended to 20 indi-
viduals, which are randomly chosen. The generation number, the crossover and
mutation probabilities are maintained respectively to 250, 0.9 and 0.3.

Table 2 Generation number effects

Generation number (10 chromosomes)

100 250
Slider
velocity

Slider
acceleration

Connecting
rod transversal
deformation

Slider
velocity

Slider
acceleration

Connecting
rod transversal
deformation

Error % 0.021 0.142 3.504 0.019 0.0194 0.382
CPU (sec) 329.4 387.3 363.4 798.28 901.72 794.88
Retained
mechanism
(l2, l3) mm

(49.9,
348.5)

(49.2, 345) (50.8, 353.3) (50.1,
50.9)

(50.1, 351) (49.8, 350.5)
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Figure 5a–c depict the GA evolution error for both initial population sizes of 10
and 20 individuals.

It is noticed that, for the three types of dynamic responses, the estimated error
greatly decreases when increasing the initial population size. Nevertheless, the GA
needs a much more CPU time to converge. The most results are summarized in
Table 3.

In synthesis, after 250 iterations and for an initial population size of 20 individuals,
the algorithm proposes a couple of design variables of (50, 349.9) mm for a CPU time
of 879 s and an estimated error of 0.0004%. This proposed couple of design variables
provides a better accuracy compared to the results provided by the algorithm using a
10-individuals initial population, which seems perfectly logic. However, the compu-
tation time increases twice more to give an estimated error reduction 100 times less.

For the retained mechanism design variables, corresponding to a crank length of
50 mm and a connecting rod length of 349.9 mm, the retained mechanism responses
agree perfectly with the reference mechanism response (Fig. 6).

Fig. 4 Retained mechanism responses: a Slider Velocity, b Slider acceleration, c Connecting
rod transversal deformation
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Fig. 5 The error evolution, a the velocity error, b the acceleration error, c the transversal
deflection error

Table 3 The iteration number effects

Generation number (20 chromosomes)

100 250
Slider
velocity

Slider
acceleration

Connecting
rod transversal
deformation

Slider
velocity

Slider
acceleration

Connecting
rod transversal
deformation

Error % 0.0207 0.042 0.382 0.0012 0.00043 0.307
CPU (sec) 350.12 401.93 374.37 788.53 879.41 817.91
Retained
mechanism
(l2, l3) mm

(49.9,
348.7)

(49.8,
347.3)

(49.8, 350.5) (50,
350.3)

(50, 349.9) (49.8, 350.4)
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4.3 Effects of Crossover and Mutation Probabilities

For all the previously presented results obtained for a respectively crossover and
mutation probabilities of 0.9 and 0.3, these probabilities values are mostly used in the
literature [14, 15].

These results are realized for a 20-individual initial population and a generation
number of 250. It is noticed that for the three types of dynamic responses the estimated
error significantly declines when increasing the crossover and mutation probabilities. In
fact, as shown in Fig. 7, for a fixed mutation probability of 0.1, the minimal RMS error
is obtained for a crossover probability of 0.9.

Fig. 6 The retained mechanism responses, a the slider velocity, b the slider acceleration, c the
transversal deflection
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Figure 8 illustrates the mutation probability variation effects for a chosen crossover
probability of 0.9. The simulations results confirm that a 0.3 mutation probability is the
most appropriate for the best convergence of the GA optimization algorithm.

Fig. 7 Results for Pm = 0.1 with different Pc values: a Slider velocity, b slider acceleration,
c connecting rod transversal deformation
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5 Conclusion

In this work, a dynamic synthesis for a flexible slider crank mechanism has been
developed. The identification approach is based on an GA optimization algorithm.
Using three mechanism dynamic responses, the algorithm is able to give optimal design
variables that satisfy perfectly the required mechanism response accuracy.

It has been demonstrated that:

– Based on the three mechanism dynamic responses, the GA optimization algorithm
converges to the reference mechanism with a minimum RMS error.

– The RMS error is greatly reduced when increasing the generation number and an
enlarged initial population size.

– For a high generation number and an enlarged initial population size, the CPU time
computation increases. It is not considered an inconvenience given the important
gain in the mechanism accuracy traduced by a minimum RMS error compared to
the reference mechanism.

Fig. 8 Results for Pc = 0.9 with different Pm values: a Slider velocity, b slider acceleration,
c connecting rod transversal deformation
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– The optimum GA parameters are: respectively the crossover and mutation proba-
bilities of 0.9 and 0.3, generation number of 250 and initial population size of 20
individuals.

In future works, the synthesis of a mechanism including material characteristics
with multiple joint clearances should be studied.
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Abstract. A dual technique-based inline strategy was explored in this research
to enhance the conventional technique skill with regard to the limitation of wave
oscillation period spreading. Instead of the single short section employed by the
latter technique, the former utilizes a couple of two sub-short sections made of
low density polymeric material (LDPE). Numerical computations were per-
formed using the Method of Characteristics for the discretization of 1-D
unconventional water-hammer model embedding the Vitkovsky and Kelvin-
Voigt formulations. The dual technique efficiency was considered for an oper-
ating event involving the onset of cavitating flow. Results evidenced the relia-
bility of the proposed technique for mitigating excessive hydraulic-head drop
and rise, and demonstrated that the (LDPE/HDPE) plastic sub-short section
combination provided an acceptable trade-off between hydraulic-head attenua-
tion and transient wave oscillation period spreading. Ultimately, a sensitivity
analysis of the wave amplitude attenuation and wave period spreading to the
employed plastic sub-short sections lengths and diameters was reported to
estimate the near-optimal values of the sub-short section dimensions.

Keywords: Cavitation � Design � Dual � Inline � Kelvin-Voigt � LDPE � Plastic
material � Method of characteristics � Viscoelasticity � Vitkovsky � Water-
Hammer

1 Introduction

Water-hammer control constitutes a major concern for hydraulic researchers and
designers in order to protect hydraulic utilities from damage and to ensure the global
economic efficiency and safety of hydraulic utilities, besides providing an adequate
service level. Water hammer control is the most important feature governing the ser-
viceability, integrity and safety of pressurized-piping utilities. An effective design of
industrial pressurized piping systems does require the mitigation of unacceptable
conditions onset; while ensuring the adequate service level.
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From a design side, there are a large variety of design tools available to control
severe water-hammer surge impacts (e.g.: surge tanks, air valves, or pressure vessels)
[2, 7, 9]; [3, 5, 6, 10–14]; [15, 18].

In this context, the inline design strategy was recognized as being an effective tool
for water-hammer control in pressurized-pipe flow. In particular, Triki [10, 11]
explored the efficiency of an inline-based design strategy to upgrade existing steel-
piping systems face to both up-and down-surge water-hammer severe effects. Precisely,
the inline strategy, applied by the author, consists in substituting a short-section of the
transient sensitive region of the existing steel-piping system by another one made of
plastic pipe-wall material. Namely, the author made use of the high-and low-density
polymeric material types ((HDPE) or (LDPE)). The author proved that such a tech-
nique could successfully be employed to attenuate excessive hydraulic-head rise and
drop. Though interesting, this strategy exhibits a wave oscillation period spreading;
which may affect negatively the operational procedure of the hydraulic system; such as
increase of critical time of valve closure.

Overall, results evidenced a close dependency between hydraulic-head attenuation
and wave period spreading. Specifically, the author observed that the case using an
(LDPE) plastic short-section allowed more important hydraulic-head attenuation and a
larger period spreading as compared with the case employing an (HDPE) short-section.
Based on this result, it may be concluded that, as the wave speed of the short-section
pipe-wall material decreases, the hydraulic-head attenuation and the wave oscillation
period spreading increase. Physically, this result has obvious explanations. Indeed, the
reduced modulus and the viscoelastic mechanical behavior of plastic materials, used for
the short-section pipe-wall, results in a reduced wave speed (which may attenuate the
surge wave amplitude), and a retarded strain of the pipe-wall (which may expand the
wave fluctuation period) [4, 12, 13].

Alternatively, this paper addresses an improved (LDPE/LDPE) dual technique
based on substituting up-and down-stream sub short sections of the existing steel-
piping system by other ones made of (LDPE) plastic materials. This idea is intended to
address the conventional technique drawback, mentioned above, by reducing the wave
reflection time throughout the piping system; besides profiting from the important
hydraulic-head attenuation provided by the forgoing plastic material type, of the system
and limits the influence of the pressure wave.

The (1-D) unconventional water-hammer solver used to approximate the flow
parameters are given in the next section.

2 Materials and Methods

To account for unsteady friction losses and pipe-wall viscoelastic behavior, the (1-D)
unconventional water-hammer embedding the Vitkovsky et al. and the Kelvin-Voigt
formulations is widely used in the literature [1, 16]; Szymkiewicz and Mitosek 2013):

@h
@t

þ a20
gA

@q
@x

þ 2
a20
g
der
dt

¼ 0 ð1Þ
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1
A
@q
@t

þ g
@h
@x

þ g hfs þ hfu
� � ¼ 0 ð2Þ

where, h is the hydraulic-head; q is the flow discharge; A is the pipe cross sectional
area; g is the gravity acceleration; a0 is the wave speed; hfs is the quasi-steady head-loss
component per unit length; hfu is the unsteady friction losses evaluated using the
Vitkovsky et al. [16] formula: hfu ¼ kv=gAð Þ @q=@xð Þþ a0 SgnðQÞ @q=@xj jf g, in which,
kv ¼ 0:03 is a decay coefficient, x and t are the coordinates along the pipe axis and
time, respectively.

The retarded radial strain er may be expressed basing on the linear-viscoelastic
Kelvin-Voight formulation [1]:

er x; tð Þ ¼
XNkv

k¼1

erk ¼
XNkv

k¼1

aD
2e

qg
Zs

0

h x; tð Þ � h0 xð Þ½ � Jk
sk
e�

s
sk ds ð3Þ

where, J0 designates the elastic creep compliance, Jk and skðk ¼ 0 � � � nkvÞ denote the
creep-compliance and the retardation-time coefficients associated with kth Kelvin-Voigt
element, respectively, nkv is the number of Kelvin-Voigt elements.

The Method of Characteristics (MOC) procedure selected for transient flow pre-
dictions is next outlined briefly (a detailed derivation of the general algorithm is
reported in e.g.: [10, 11, 15].

The compatibility equations performed by the MOC procedure are given by:

Cj�:
dh
dt

� a j
0

gs j
dq
dt

þ 2a20
g

@er
dt

� �
� a j

0h
j
f ¼ 0 along

Dx j

Dt
¼ � a j

0

c jr
ð4Þ

in which, the superscript j refers to the pipe number (1� j� np; np is the number of
pipes), Dt denotes the time-step increment and cr designates the Courant number
associated with the spatial-discretization of the jth pipe.

Basing on Eq. (4), the relationships between the hydraulic-head and the discharge
may be written as follows:

C�:
q j
i;t ¼ c jp � c ja�h

j
i;t

q j
i;t ¼ c jn þ c jaþ h

j
i;t

(
along

Dx j

Dt
¼ � a j

0

c jr
ð5Þ

where, c jp ¼ q j
i�1;t�1 þ 1=Bjð Þh j

i�1;t�Dt þ c00jp1 þ c000jp1

� �
= 1þ c0jp þ c00jp2 þ c000jp2

� �
;

B ¼ a0= gAð Þ;c jn ¼ q j
iþ 1;t�1 þ 1=Bjð Þh j

iþ 1;t�Dt þ c00n1 þ c000n1
� �

= 1þ c0jn þ c00jn2
� �

;

c jaþ ¼ 1þ c000jp2= Bj 1þ c0jp2 þ c00jp2
� �� �

; c0jp ¼ RjDt q j
i�1;t�1

���
���; c0jn ¼ RjDt q j

iþ 1;t�1

���
���;

Rj ¼ f j=2DjA j;

c00jp1 ¼ kvh q
j
i;t�1 � kv 1� hð Þ q j

i�1;t�1 � q j
i�1;t�2

� �
� kvsgn q j

i�1;t�1

� �

ðq j
i;t�1 � q j

i�1;t�1Þ;
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c00jn1 ¼ kvh q
j
i;t�1 � kv 1� hð Þ q j

iþ 1;t�1 � q j
iþ 1;t�2

� �
� kvsgn q j

iþ 1;t�1

� �

ðq j
i;t�1 � q j

iþ 1;t�1Þ;
c000jp1 ¼ �c000jn1 ¼ �2a j

0A
jDt

Pnkv
k¼1

e jr k x; tð Þ=@t	 

;

c000jp2 ¼ c000jn2 ¼ 2a j
0A

jc0c
Pnkv
k¼1

J j
k 1� e� Dt=skð Þ� �

;

e jr k;i;t�Dt ¼ J j
kc0 h j

i;t�Dt � h j
i;0

h i
� e� Dt=skð Þ h j

i;t�2Dt � h j
i;0

h i
�

n
sk

ð1� e� Dt=skð ÞÞ h j
i;t�Dt � h j

i;t�2Dt

h i
=Dtg þ e� Dt=skð Þer k;i;t�2Dt

c00jp2 ¼ c00jn2 ¼ kvh, (h ¼ 1 is a relaxation coefficient); and c0 ¼ acDj=2e j.
It is worth noting that the aboveMOC algorithm is established for a one-phase flow

regime. For a cavitating flow regime, the discrete gas cavity procedure (DGCM) may
be included into the conventional MOC solution.

Basically, the DGCM procedure assumes that void cavities are lumped at the
computing sections.

The discretization of the perfect gas law for an isothermic evolution of each gas
cavity leads to [19]:

8 j
g i;t h j

i;t � z ji � hv
� �

¼ h0 � z ji � hg
� �

a0ADt ð6Þ

in which, h0 is the hydraulic-head reference, a0 the void fraction at h0, z
j
i the pipe axis

elevation and hg the gauge hydraulic-head of the liquid.
The discretization of the continuity equation applied for the cavity control volume

leads to the expression of the cavity volume:

8 j
g i;t ¼ 8 j

g i;t�2Dt þ w q j
d i;t � q j

u i;t

� �
� 1� wð Þ q j

d i;t�2Dt � q j
u i;t�2Dt

� �h i ffiffiffi
2

p
ð7Þ

where, qu and qd are the flowrates, computed at the upstream and downstream sides of
the cavity interface [19].

It is interesting to point out here that the flow regime is regarded as cavitating type
for: 8 j

g i;t � 0. Otherwise, it is considered as a one-phase type.

Series connection of multi-pipes:

The discharge and the hydraulic-head at the series connection may be expressed,
assuming no flow storage common hydraulic grade-line elevation [10, 17, 19]:

qj�1
ns j;t ¼ q j

1;t and h
j�1
ns j;t ¼ h j

1;t ð8Þ

in which, the right and left hands of Eq. (8) designate the hydraulic parameter values at
the upstream and downstream sides of the junction.

Next section is devoted to assess the reliability of the dual technique to control
water-hammer waves involving a cavitating flow onset.
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3 Applications, Results and Discussion

The case study concerns a sloping steel pipe (length: L ¼ 100 m; internal diameter:
D ¼ 50:6 mm; pipe-wall thickness: e ¼ 3:35 mm and elastic-wave-speed:
a0 ¼ 1369:7 m/s, up-and down-stream axis elevations zd ¼ 0 m and zu ¼ 2:03 m,
respectively) connecting two pressurized-tanks (Fig. 1a). The gauge saturated
hydraulic-head of the liquid is hg ¼ �10:29 m. The initial steady-state regime is
established for a constant flow velocity: V0 ¼ 0:3 m/s and a constant hydraulic-head
maintained at downstream pressurized-tank: hT20 ¼ 21:4 m. The transient regime is
provoked by the sudden and full closure of the upstream valve:

q x¼0j ¼ 0 and h x¼Lj ¼ hT20 ðt � 0Þ ð9Þ

For this transient situation, the dual technique consists in substituting an up-and
down-stream sub short-section of the original steel-piping system by a couple of plastic
sub short section made of (LDPE) material (Fig. 1b), whereas the conventional
technique handles only the upstream extremity of the original piping system using the

Fig. 1 Schematic implementation of the dual-inline technique
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same procedure. The creep compliance coefficients of the generalized Kelvin-Voigt
model associated to (LDPE) material are: J0 ¼ 1:54GPa�1; J=sf g1���5 GPa�1=s

� � ¼
7:54= 89	 10�6

� �
; 10:46=0:022; 0:262=1:864

� 
[8].

As a first investigation step, the sub short-sections lengths and diameters values,
used in the dual technique, ldualsub short�section ¼ 5m and ddualsub short�section ¼ Dð Þ ¼ 50:6mm,
respectively; however, the corresponding short-section length and diameter used in the
conventional technique, are: lconventionalshort�section ¼ 10m and dconventionalshort�section ¼ 50:6mm,
respectively.

Figure 2, illustrates the hydraulic-head signals predicted into the original system
case along with their counterpart involved by the protected systems cases using the
(HDPE) or (LDPE) short-section-based conventional technique or the (LDPE/LDPE)
sub short-sections–based dual technique. Jointly, the main characteristics of the wave
curves, illustrated in Fig. 2, are enumerated in Table 1.

A key observation from Fig. 2 relates to the cavitation onset in the original system

case. As per Fig. 2 and Table 1, succeeding the upstream valve closure, the hydraulic-
head first falls to the gauge value hmin ¼ �10:2m, and subsequently rises to a first
hydraulic-head peak value: hmax ¼ 64:2m. In other words, the magnitude values of
hydraulic-head-drop and-rise, computed referring to the initial steady-state benchmark,
are Dh�steel�pipe ¼ 32:6m and Dhþ

steel�pipe ¼ 41:8m, respectively.
Nonetheless, Fig. 2 proves that the cavitating flow regime may be avoided if the

hydraulic system is controlled using the (LDPE) conventional technique or the
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Fig. 2 Comparison of upstream hydraulic-head signals predicted into the original system case
and the protected system cases based on a (HDPE) or (LDPE)–based conventional technique and
the (LDPE/LDPE)–based dual technique
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(LDPE/LDPE) dual technique–based inline strategy. For instance, Fig. 2 (and
Table 1) depicts a low hydraulic-head drop magnitude equal to: Dh�LDPE ¼ 19:6m or
Dh�LDPE=LDPE ¼ 20:7m, associated with (LDPE) short-section–based conventional

technique or (LDPE/LDPE) sub short-sections–based dual technique, respectively.
Specifically, these configurations allow a significant attenuation of first hydraulic-head
crest as compared with those depicted into the original system case: d h�LDPE ¼
Dh�LDPE � Dh�steel ¼ 12:98m or d h�LDPE=LDPE ¼ Dh�LDPE=LDPE � Dh�steel ¼ �11:85m,

respectively. Similarly, the (LDPE) setup of the conventional technique or the
(LDPE/LDPE) setup of dual technique involves a attenuation of first hydraulic-head
peak d hþ

LDPE ¼ Dhþ
LDPE � Dhþ

steel ¼ 16:5m or d hþ
LDPE=LDPE ¼ Dhþ

LDPE=LDPE � D

hþ
steel ¼ 17:7 m, respectively, as compared with the original system case.

Furthermore, the dual technique based on a (LDPE/LDPE) sub short-sections
induces a spreading of the wave oscillations period equal to: d T1

LDPE=LDPE ¼

T1
steel � T1

LDPE�LDPE

�� �� ¼ 0:763 s as compared with that corresponding to the original
system case. Similarly, a lower period spreading is induced by the (LDPE/LDPE) sub
short-sections–based dual technique relatively to the HDPE short-section–based con-
ventional technique ðd0T1

LDPE�LDPE ¼ T1
HDPE � T1

LDPE�LDPE

�� �� ¼ 0:437 s). Neverthe-
less, the (LDPE/LDPE) configuration of the dual technique augmented slightly the
period spreading relatively to that induced into the (LDPE) configuration of the con-
ventional technique ðd00T1

LDPE=LDPE ¼ T1
LDPE � T1

LDPE�LDPE

�� �� ¼ 0:075 s).

From the above discussions, it may be confirmed that the (LDPE/LDPE) config-
uration of the dual technique provides an acceptable trade-off between the attenuation
of hydraulic-head peak (and crest) and the limitation of spreading of hydraulic-head
oscillation period.

Additional task concerns the sensitivity analysis of the first upstream hydraulic-
head peak or crest values and wave oscillation period value to the sub short-section
diameter and length. For completeness, this analysis is illustrated in Fig. 3a and b,
respectively. Figure 3a and b show that the reduction in hydraulic peak or crest
magnitude and the augmentation of the period of hydraulic-head oscillation are prin-
cipally driven by an increase in upstream sub-short-section length and diameter.
Besides, small attenuation (or amplification) effects associated with hydraulic-head

Table 1 Characteristics of hydraulic-head waves in Fig. 2

Parameters Steel
main-
pipe

Plastic (sub) short-section

(HDPE) (LDPE) (LDPE/LDPE)

hmax: 1
st hydraulic-head peak [m] 64.2 50.2 38.9 40.1

hmin: 1
st hydraulic-head crest [m] −10.2 −10.2 2.8 1.6

T1: period of the 1st cycle of
wave oscillation

[s] 0.472 0.798 1.31 1.235
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peak or crest and wave oscillation period are observed beyond the sub-short-section
diameter and length values: ldownstreamsub short�section ¼ 2:5m and ddownstreamsub short�section ¼ 0:0506m.

Hence, the foregoing length and diameter values may be considered as the near
optimal values for both up-and-down-stream sub short-sections.

4 Conclusion

To sum up, the (LDPE/LDPE) sub short-sections–based dual-technique provided
significant attenuation of hydraulic-head peak and crest. Furthermore, this strategy
differs in interesting ways from the conventional technique based inline strategy with
regard to limitation of the spreading hydraulic-head oscillation period. Additionally, the
parametric study of hydraulic-head peak or crest values with respect to the sub-short-
section length and diameter identified the near-optimal value for dimensioning the dual
sub short-sections.

Though the dual technique-based inline control strategy is numerically tested on a
single pipeline system, experimental investigations on the presented strategy may be
considered as motivating research perspectives of this study.
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