
Chapter 11
Sex-classification from Cellphones
Periocular Iris Images

Juan Tapia, Claudia Arellano and Ignacio Viedma

Abstract Selfie soft biometrics has great potential for various applications ranging
from marketing, security, and online banking. However, it faces many challenges
since there is limited control in data acquisition conditions. This chapter presents a
super-resolution convolutional neural networks (SRCNNs) approach that increases
the resolution of low-quality periocular iris images cropped from selfie images of
subject’s faces. This work shows that increasing image resolution (2× and 3×) can
improve the sex-classification rate when using a random forest classifier. The best
sex-classification rate was 90.15% for the right and 87.15% for the left eye. This was
achieved when images were upscaled from 150 × 150 to 450 × 450 pixels. These
results compare well with the state of the art and show that when improving image
resolutionwith the SRCNN the sex-classification rate increases.Additionally, a novel
selfie database captured from 150 subjects with an iPhone X was created (available
upon request).

11.1 Introduction

Sex-classification from images has become a hot topic for researchers in recent years
since it can be applied to several fields such as security,marketing, demographic stud-
ies, among others. Themost popular methods for sex-classification are based on face,
fingerprint, and iris images. Iris-based sex-classification methods are usually based
on near infra-red (NIR) lighting and sensors. This has limited its use since it requires
controlled environments and specific sensors. The possibility of using color images
to perform iris biometrics has only recently been reported in the literature [1–4].
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Fig. 11.1 Representation of
different conditions to
capture the selfie images.
Left: Straight arms. Middle:
Half-Straight-arm. Right:
Straight arm upper position

These images have traditionally been deemed less suitable for classical iris process-
ing algorithms due to the texture of dark-colored irises not being easily discernible
in the visible spectrum.

In order to overcome this limitation, the inclusion of periocular information has
been studied and shown to be one of the most distinctive regions of the face. This
has allowed it to gain attention as an independent method for sex-classification or
as a complement to face and iris modalities under non-ideal conditions. This region
can be acquired largely relaxing the acquisition conditions, in contrast to the more
carefully controlled conditions usually needed in NIR iris only systems.

Results to date have not just shown the feasibility for sex-classification using VIS
periocular iris images but have also reported the feasibility of acquiring other soft
biometric information such as; for instance: ethnicity, age, or emotion [5].

In this work, we proposed a method to classify sex from cellphone (selfie) VIS pe-
riocular images. This is a challenging task since there is limited control of the quality
of the images taken, since selfies can be captured fromdifferent distances, light condi-
tions, and resolutions (see Fig. 11.1). Cellphones and mobile devices in general have
been widely used for communication, accessing social media, and also for sensitive
tasks such as online banking. The use of soft biometrics such as sex-classification in
cellphones may be useful for several applications. Real-time electronic marketing,
for instance, may benefit from sex-classification by allowing web pages and Apps to
offer products according to the person’s sex. Data collection tasks may also benefit
from discriminating target markets according to sex. Applications in security, on the
other hand, may be highly improved by using sex-classification information. It may
allow for the protection of users in tasks such as online banking, mobile payment,
and sensitive data protection.

Previous work addressing biometric recognition on cellphones includes the use
of additional accessories and products specially developed to facilitate this task. An
example of such products is Aoptix Stratus,1 a wrap around sleeve that facilitates
NIR iris recognition on the iPhone.

However, these products imply additional cost and only work for specific models
of cellphone (iPhone). Therefore, it is important to study a reliable and user-friendly
soft biometrics recognition system for all cellphone devices. Furthermore, as biomet-
rics increasingly becomes more widely used, the issue of interoperability is raised

1http://www.ngtel-group.com/files/stratusmxds.pdf.

http://www.ngtel-group.com/files/stratusmxds.pdf
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Fig. 11.2 Block diagram of the proposed method. Top: The traditional sex-classification approach.
Bottom: The proposed sex classification approach in order to improve the quality of the small
images that comes from selfie images

and the exchange of information between devices becomes an important topic of
research to validate biometric results, since they should be indifferent to the sensor
used to acquire the images [6, 7].

Little work has been reported using periocular VIS cellphone images [8]. They
mainly use images that are cropped from selfies. In this context, the resulting perioc-
ular iris image has low-quality resolution leading to weak sex-classification results.
In this work, a convolutional neural network-super-resolution approach based on [9]
was proposed to limit this weakness as it allows the creation of a higher quality ver-
sion of the same image (see Fig. 11.2). The resulting high-resolution image is then
used as input for a random forest algorithm that performs the sex-classification.

This approach is novel as there has not been previous attempts to classify sex from
periocular iris cellphone images using super-resolution techniques for increasing the
size of the low-quality images that come through selfies.

11.1.1 Sex-Classification from Periocular VIS Images: State
of the Art

Sex-classification from periocular VIS images has been reported multiple times in
the literature [10–13]. Alonso-Fernandez et al. [2] reviewed the most commonly
used techniques for sex-classification using periocular images. They also provided
a comprehensive framework covering the most relevant issues in periocular images
analysis. They presented algorithms for detecting and segmenting the periocular
region, the existing databases, a comparison with face and iris modalities and the
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identification of the most distinctive regions of the periocular area among other top-
ics. This work gives a comprehensive coverage of the existing literature on soft
biometrics analysis from periocular images. A more recent review of periocular iris
biometrics from the visible spectrum was made by Rattani et al. [14, 15]. They ad-
dressed the subject in terms of computational image enhancement, feature extraction,
classification schemes, and designed hardware-based acquisition setups.

Castrillon-Santana et al. [16] also proposed a sex-classification system that works
for periocular images. Theyused a fusionof local descriptors to increase classification
performance. They have also shown that the fusion of periocular and facial sex-
classification reduces classification error. Experiments were performed on a large
face database acquired in the wild where the periocular area was cropped from the
face image after normalizing it with respect to scale and rotation.

Kumari et al. [17] presented a novel approach for extracting global features from
the periocular region of poor-quality grayscale images. In their approach, global sex
features were extracted using independent component analysis and then evaluated
using conventional neural network techniques. All the experiments were performed
on periocular images cropped from the FERET face database [18].

Tapia et al. [19] trained a small convolutional neural network for both left and
right eyes. They studied the effect of merging those models and compared the results
against the model obtained by training a CNN over fused left–right eye images. They
showed that the network benefits from this model merging approach, becomingmore
robust toward occlusion and low-resolution degradation. This method outperforms
the results obtained when using a single CNN model for the left and right set of
images individually.

Previous work addressing sex-classification is summarized in Table11.1.
Several soft-biometric approaches using periocular iris images captured from

mobile devices such as cellphones are presented as follows. Zhang et al. [20]
analyzed the quality of iris images on mobile devices. They showed that images are
significantly degraded due to hardware limitations and the less-constrained capture
environment. The identification rate using traditional algorithms is reduced when
using these low-quality images. To enhance the performance of iris identification
from mobile devices, they developed a deep feature fusion network that exploits
complementary information from the iris and periocular regions. To promote iris
recognition research on mobile devices under NIR illumination, they released the
CASIA- Iris-Mobile-V1.0 database.

Rattani et al [8] proposed a convolutional neural network (CNN) architecture for
the task of age classification. They evaluated the proposed CNNmodel on the ocular
crops of the recent large-scale Adience benchmark for sex and age classification cap-
tured using smartphones. The obtained results establish a baseline for deep learning
approaches for age classification from ocular images captured by smartphones.

Raghavendra et al. [21] demonstrated a new feature extraction method based
on deep sparse filtering to obtain robust features for unconstrained iris images. To
evaluate the proposed segmentation and feature extraction method, they employed
an iris image database (VSSIRIS). This database was acquired using two different
smartphones—iPhone 5S and Nokia Lumia 1020 under mixed illumination with un-
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Table 11.1 Summary of sex-classification methods using images from eyes

Paper I/P Source No. of images No. of
subjects

Type Acc (%).

Thomas et al. [22] I Iris 16,469 N/A NIR 75.00

Lagree et al. [23] I Iris 600 300 NIR 62.17

Bansal et al. [24] I Iris 400 200 NIR 83.60

Juan E.Tapia et al. [25] I Iris 1500 1500 NIR 91.00

Costa-Abreu et al. [26] I Iris 1600 200 NIR 89.74

Tapia et al. [27] I Iris 3000 1500 NIR 89.00

Bobeldyk et al. [28] I / P Iris 3314 1083 NIR 85.70 (P)
65.70 (I)

Merkow et al. [29] P Faces 936 936 VIS 80.00

Chen et al. [30] P Faces 2006 1003 NIR/Thermal 93.59

Castrillon et al. [16] P Faces 3000 1500 VIS 92.46

Kuehlkamp et al. [31] I Iris 3000 1500 NIR 66.00

Rattani et al. [8] P Faces 572 200 VIS 91.60

Tapia et al. [13] I Iris 10,000 unlabel
3000 labeled

–
1500

NIR 77.79
83.00

Tapia et al. [19] P Iris 19,000 1500 NIR 87.26

I Iris images, P periocular images, L left and R right, Acc Accuracy

constrained conditions in the visible spectrum. The biometric performance is bench-
marked based on the equal error rate (EER) obtained from various state-of-the-art
methods and a proposed feature extraction scheme.

11.1.2 Challenges on VIS Cellphone Periocular Images

Selfie biometrics is a new topic only sparsely reported in the literature [15]. Some
of the aspects that make sex-classification from selfie images a challenging task are
summarized as follows.

Cellphone sensors

The biometrics field is gradually becoming more and more part of daily life thanks
to advances in sensor technology for capturing biometric data. More companies are
producing and improving sensors for capturing periocular data [32].

Most cameras are designed for RGB and their quality can suffer if they sense light
in the IR part of the spectrum. IR blocking filters (commonly known as hot mirrors)
are used in addition to Bayer patterns to remove any residual IR. This makes RGB
sensors perform poorly when acquiring iris images. Specially when it comes to dark
irises.

Due to space, power and heat dissipation limitations, camera sensors on mobile
devices are much smaller than traditional iris sensors and the NIR light intensity
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is much weaker than that of traditional iris imaging devices. Therefore, the image
noise on mobile devices is intensive, which reduces the sharpness and contrast of iris
texture.

Camera sensor size and focal length are small on mobile devices. As a result
images of the iris are often less than 80 pixels in radius, which does not satisfy the
requirement described in the international standard ISO/IEC 29794-6.2015 which
restricts the iris pupil size to 120 pixels across iris diameters. Moreover, iris radius
decreases rapidly as stand-off distance increases. The diameter of the iris decreases
from 200 pixels to 135 pixels as the stand-off distance increases by only 10cm.
Although the iris radius in images captured at a distance is usually small, variation
with distance is not so apparent because of long focal lengths.

Interoperability across sensors

Several studies have investigated the interoperability of both face and fingerprint
sensors.Additionally, there havebeen reports on sensor safety, illumination, and ease-
of-use for iris recognition systems. As of writing, no studies have been conducted
to investigate the interoperability of cellphone cameras from various manufacturers
using periocular information for sex-classification algorithms. In order to function
as a valid sex-classification system, texture sex patterns must prevail independently
of the hardware used. The issue of interoperability among cellphones is an important
topic in large-scale and long-term applications of iris biometric systems [6, 7, 32].

Non-controlled acquisition environment

In non-constrained image capture settings such as the selfie, it is not always possible
to capture iris images with enough quality for reliable recognition under visible
light. Periocular iris imaging from cross-sensors allows backward compatibility with
existing databases and devices to be maintained while at the same time meet the
demand for robust sex-classification capability. The use of the full periocular image
helps overcome the limitations of just using iris information, improving classification
rates [3, 4, 17].

Periocular cellphone images for biometrics applications are mainly coming from
selfie face images. Traditionally, people capture selfie images in multiple places
and backgrounds, using selfie sticks, alone or with others. This translates to a high
variability of images, in terms of size, light conditions and face pose in the image.
To classify sex from a selfie, the periocular iris region from left, right, or both eyes
needs to be cropped. Therefore, resulting periocular images usually have very low
resolution.

An additional limitation for cellphones is size reduction when images are shared
over the Internet. This may affect the accuracy of sex-classification. For example,
the iPhone X has a 7 MB selfie frontal camera. But images may be sent over the
Internet using four size options: Small (60 Kb), Medium (144 Kb), BIG(684 Kb)
and real-size (2 MB).

In this work, a super-resolution CNN algorithm is proposed. This algorithm
increases the resolution of images captured using cellphones allowing better sex-
classification rates. See Fig. 11.2 (Fig. 11.3).
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Fig. 11.3 Example of selfie images captured from iPhone X with three different distances. Left:
1.0 mts (Straight arms). Middle: 60cm (Middle straight arms). Right: 10cm. (Arms close to the
face). Dot squares show the periocular images. All images have the same resolution 2320 × 3088

11.2 Proposed Method for Sex-Classification

In this section, a method for achieving sex-classification from cellphone periocular
images is described. The pipeline of this work is shown at the bottom of Fig. 11.2.
In Sect. 11.2.1, the data super-resolution convolutional neural network algorithm
used for resizing the images in order to increase their resolution is presented. The
sex-classifier used afterward is a random forest algorithm which is described in
Sect. 11.2.2.

11.2.1 Super-resolution Convolutional Neural Networks

Single-image super-resolution algorithms can be categorized into four types: pre-
diction models, edge-based methods, image statistical methods and patch-based (or
example-based) methods. These methods have been thoroughly investigated and
evaluated in [33, 34].

In this chapter, a patch-based model to improve resolution of low quality images
cropped from selfies is used. The super-resolution using deep learning convolutional
neural networks (SRCNNs) algorithm proposed by Dong et al. [9] was implemented.
The network directly learns an end-to-endmapping between low- and high-resolution
images, with little pre-/post-processing beyond optimization.

The main advantage and most significant attributes of this method are as follows:

1. SRCNNs are fully convolutional, which is not to be confused with fully-
connected.

2. An image of any size (provided the width and height will tile) may be input into
the algorithm making it very fast in comparison with traditional approaches.
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Fig. 11.4 Example of feature maps of CONV1 and CONV2 layers

3. It trains for filters, not for accuracy (see Fig. 11.4).
4. They do not require solving an optimization problem on usage. After the SRCNN

algorithm has learned a set of filters, a simple forward pass can be applied to
obtain the super resolution output image. A loss function on a per-image basis
does not have to be optimized to obtain the output.

5. SRCNNs are entirely an end-to-end algorithm. The output is a higher-resolution
version of the input image. There are no intermediate steps. Once training is
complete, the algorithm is ready to perform super-resolution on any input image.

The goal while implementing a SRCNNs algorithm is to learn a set of filters that
allows low-resolution inputs to be mapped to a higher resolution output. Two sets of
image patches were created. One of them is a low-resolution patch that is used as
the input to the network. And the second one a high-resolution patch that will be the
target for the network to predict/reconstruct. The SRCNN algorithm will learn how
to reconstruct high-resolution patches from low-resolution input. Figure11.4 shows
filter examples.

11.2.2 Random Forest Classifier

To sex-classify (selfie) periocular images coming fromdifferent sensors (cellphones),
a random forest classifier (RF) was used. RF algorithm requires a single tuning
parameter (Number of trees) making it simpler to use than SVM or neural network
algorithms. Furthermore, RF does not require a large amount of data for training like
in convolutional neural network algorithm.

RF consists of a number of decision trees. Every node in the decision tree has a
condition on a single feature, and it is designed to split the dataset into two. The data
with similar response values end up in the same set. The measure for the (locally)
optimal condition is called impurity. For classification, the most commonly used
impurity measures are the Gini impurity (GDI), the Two Deviance Criterion (TDC)
and the Twoing Rule (TR). The Gini’s Diversity Index (GDI) can be expressed as
follows:

Gini_index = 1 −
∑

i=1

= p2(i) (11.1)



11 Sex-classification from Cellphones Periocular Iris Images 235

where, the sum is over the classes i at the node, and p(i) is the observed fraction of
classes with class i that reach the node). A node with just one class (a pure node)
has Gini index 0; otherwise, the Gini index is positive.

The expression for the deviance of a node using the Two Deviance Criterion
(TDC) is defined as follows:

T DC_index = −
∑

i=1

= p(i)logp(i) (11.2)

The TR, on the other hand, can be expressed as:

T R_index = P(L)P(R)(
∑

| L(i) − R(i) |)2 (11.3)

where P(L) and P(R) are the fractions of observations that split to the left and
right of the tree, respectively. If the result of the purity expression is large, the split
makes each child node purer. Similarly, if the expression is small, the split will make
each child node more similar to each other, and hence similar to the parent node.
Therefore, in this case, the split does not increase the node purity.

For regression trees, on the other hand, the impurity measure commonly used is
the variance. When a tree is trained, the impact of each feature on the impurity of
the node can be computed. This allows the features to be ranked according to the
impurity measure.

11.3 Experiments and Results

This section describes the experiments performed in order to evaluate sex-classi-
fication from periocular VIS images. The databases used for the experiments are
first introduced in Sect. 11.3.1. Additionally, a novel hand-made periocular iris im-
age database captured from cellphones (INACAP Database) is presented (available
upon request). Pre-processing and data-augmentation steps used for improving per-
formance of the experiments are described in Sect. 11.3.2. Section11.3.3 describes
the process followed to determine the best parameters for the implementation of
the SRCNN algorithm. Finally, in Sect. 11.3.4, the experimental setup and results
obtained are shown.

11.3.1 Databases

One of the key problems for classifying soft-biometric features such as sex are
the small quantity of sex-labeled images. Most databases available were collected
for iris recognition applications. They do not, however, usually have soft-biometric
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information such as sex, age, or ethnicity. In other cases, although this information
may have been collected, it is not publicly available since it is considered private
information. If only selfie databases were considered, the lack of soft-biometric
information is even worse. Most data available on the Internet are unlabeled images.
The small amount of sex-labeled selfie images does not allow the training of powerful
classifiers such as convolutional neural network and deep learning.

The existing databases used in thiswork and the novel INACAPdatabase collected
for this work are introduced as follows.

11.3.1.1 Existing Databases Used for the Experiments

The following databases were used: CSIP [35], MICHE [36], MODBIO [3]. The
CSIP database was acquired over cross-sensor setups and varying acquisition sce-
narios, mimicking the real conditions faced in mobile applications. It considered the
heterogeneity of setups that cellphone sensor/lens can deliver (A total of 10 different
setups). Four different devices (Sony Ericsson Xperia Arc S, iPhone 4,THL W200
and Huawei Ideos X3 (U8510)) were used and the images were captured at multiple
sites. Where artificial, natural, and mixed illumination conditions were used. Some
of the images were captured using frontal/rear cameras and LED flash.

The MICHE Database captured images using smartphones and tablets such as
the iPhone5 (IP5),Galaxy Samsung IV (GS4), and Galaxy Tablet II (GT2).

TheMODBIO database comprises the biometric data from 152 volunteers. Each
person provided samples of face, iris, and voice. There are 16 images for each per-
son. The equipment used for acquisition was a portable handheld device, ASUS
transformer Pad TF 300T, with the Android operating system. The device has two
cameras—one front and one back. The author used the back camera version TF300T-
000128, with 8 MB resolution and autofocus. The sex distribution was 29% females
and 71% males. Each image has a size of 640 × 480 pixels.

11.3.1.2 Novel Home-made INACAP-database

This database was collected by students from Universidad Andres Bello (UNAB)
and Universidad Tecnologica de Chile - INACAP. This database contains 150 selfie
images captured in three different distances according to the position from where
the image was taken. We identify three possibles positions and classify the database
accordingly:

Set 1: 150 selfies taken while the arm is extended up to front (Fig. 11.1 Left)
Set 2: 150 selfies taken while the arm is bent toward the face (Fig. 11.1 Middle)
Set 3: 150 selfies taken while the arm stretched up from the head (Fig. 11.1 Right)
This is a person disjoint-dataset with 75 female and 75 male selfie images.

Table11.2 shows a summary of the databases used in this chapter.



11 Sex-classification from Cellphones Periocular Iris Images 237

Table 11.2 VW databases

Dataset Resolution No.
Images

No.
Subjects

F M Sensor(s)

CSIP(*) [35] var. res. 2004 50 9 41 Xperia ArcS, iPhone
4, Th.I W200, Hua
U8510

MOBBIO [3] 250×200 800 100 29 71 Cellphones

MICHE [36] 1000×776 3196 92 26 76 iPhone 5

Home-made 2320×3088 450 150 75 75 iPhone X

F represents the number of Female images and M the number of Male images; * only left images
available

11.3.2 Data Pre-processing and Augmentation

All the images from the databases used present different regions of interest as perioc-
ular images. OpenCV 2.10 was used to detect the periocular region and to normalize
it by size. An eye detector algorithm was employed to automatically detect and crop
the left and right periocular regions. All images were re-sized to 150 × 150 pixels.
In those cases where the eye detector failed to select the periocular region, the image
was discarded.

To increase the number of images available from the left and the right eye, an image
generator function was used. The partition ratio for training, testing, and validation
sets was preserved. The dataset was increased from 6000 to 18,000 images for each
eye (36,000 images in total) using the following geometric transformations: rotation
(in ranges of 10◦), width and height shifting (in ranges of 0.2), and zoom range of
15%. All changes were made using the Nearest fill mode, meaning the images were
taken from the corners to apply the transformation. The mirroring process was not
applied since thismay transform the left eye into a right eye. Care was taken not to
mix training and testing examples. See Fig. 11.5.

Fig. 11.5 Data-
augmentation examples used
in order to increase the
number of images available
to train the classifier
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11.3.3 Hyper-parameters Selection

A SRCNNs architecture that consists of only three CONV - RELU layers with no
zero-padding was proposed. The first CONV layer learns 64 filters, each of which is
9 × 9. This volume is fed into a second CONV layer where 32 filters of 1 × 1 were
used to reduce dimensionality and learn local features. The final CONV layer learns
a total of depth channels (which will be 3 for RGB images), each of which are 5 × 5.
Finally, in order to measure the error rate, a mean-squared loss (MSE) rather than
binary/categorical cross-entropy was used.

The rectifier activation function ReLU controls the nonlinearity of individual
neurons and when to activate them. There are several activation functions available.
In this work, the suite of activation functions available on the Keras framework was
evaluated. However, the best results for these CNNs were achieved where ReLU and
Softmax activation functions were used.

In order to find the best implementation for the SRCNNs, the parameters of the
CNN such as batch size, epoch, learning rate, among others need to be determined.

Batch size: Convolutional neural networks are in general sensitive to batch size,
which is the number of patterns shown to the network before the weights are updated.
The batch size has an impact on training time and memory constraint. A set of
different batch sizes from n = 16 to n = 512 in steps of 2n were evaluated by the
SRCNN algorithm.

Epochs: The number of epochs is the number of times that the entire training dataset
is shown to the network during training. The number of epochs was tested from 10
up to 100 in steps of 10.

Learning Rate and momentum: The learning rate (LR) controls how much the
weights are updated at the end of each batch. The momentum, on the other hand,
controls how much the previous update is allowed to influence the current weight
update. A small set of standard learning rates from the range 10e − 1 to 10e − 5 and
momentum values ranging from 0.1 to 0.9 in steps of 0.1 were tried

The selection of the best hyper-parameters of our modified implementation of SR-
CNN was found using a grid search fashion. The best classification rate was reached
with a batch size of 16, epoch number equal to: 50, LR of 1e − 5 and momentum
equal to 0.9.

According to the size of image used, a stride value equal to 15 was proposed. The
patch size used was 25 × 25 pixels. Figure11.6 shows a example of input and output
images from SRCNN.

11.3.4 Experimental Setup and Results

According to the pipeline shown in Fig. 11.2, there are two key processes involved
to achieve sex-classification from periocular cellphone images. The super-resolution
approach to increase resolution of images and the classifier itself.
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Fig. 11.6 Top: Regular image cropped from face selfie image in three different scales and low-
quality images. Botton: Upscaling images generated from SRCNN in high-quality images

For the super-resolution process (SRCNNn), 3000 images taken from existing
databases (CSIP, MICHE, MODBIO) were used as input. The algorithm generated
100,000 patches of 25 × 25 pixels. This process allows the filters needed to achieve
super-resolution to be estimated. As result, the cropped selfie was transformed from
its original dimension of 150 × 150 pixels to high-resolution images of 300 × 300
(2×) and 450 × 450 (3×) pixels (see Fig. 11.6).

The SRCNN algorithm was implemented using Keras and Theano (as the back
end), both open-source software libraries for deep learning. The training process was
performed on an Intel i7 3.00GHz processor and Nvidia P800 GPU.

For the sex-classification process, the random forest algorithm was used for all
experiments using the three purity measures described in the previous section (Gini
(GDI), Two Deviance Criterion (TDC) and the Twoing Rule (TR)). The algorithm
was tested using several numbers from the tree (from 100 to 1000). For training,
the databases were split into left- and right-eye images. For each eye, the existing
databases were used (CSIP, MICHE,MODBIO ) with a total of 6000 images plus the
augmented data described in Sect. 11.3.2. In total, 18, 000 periocular images for each
eye were used (Left and Right). For testing, the INACAP database which contains
450 images was used.

Three experiments were performed to evaluate the sex-classification rate. The first
experiment (Experiment 1) was used as a baseline for comparison where the inputs
are the original 150 × 150 pixel images.

Experiment 2 estimated the sex-classification using the 2X upscaled images from
SRCNNs meaning the 300 × 300 pixel images.

Experiment 3 used the 3X upscaled images as input (450 × 450 pixel images).
The rate of sex-classification obtained for all experiments is shown in Table11.3.

Results for the random forest classifier using the three impurity measure and the
following number of trees: 100, 300, 500, and 1000 are also reported. The best
results for the baseline experiment (Experiment 1) were 68.70% and 71.00% for
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Table 11.3 Sex-classification results with random forest classifier using a CSIP, MICHE, and
MODBIO dataset for trained and home-made dataset as validation dataset

Model Tree Traditional SRCNN-X2 SRCNN-X3

150 × 150 300 × 300 450 × 450

Left Right Left Right Left Right

(%) (%) (%) (%) (%) (%)

RF-GDI 100 60.65 62.60 69.35 72.15 77.90 78.90

300 61.35 63.45 68.70 70.25 78.90 78.45

500 62.45 64.45 70.30 73.40 77.30 79.15

1000 66.70 68.70 74.45 75.60 79.90 80.25

RF-TR 100 62.25 64.70 75.20 76.15 83.45 83.45
300 63.35 66.50 71.20 75.80 85.15 84.30
500 64.45 68.70 74.45 76.90 86.30 88.90

1000 68.70 71.00 77.50 77.15 86.70 89.45

RF-TDC 100 63.35 64.50 74.00 74.50 78.90 80.35

300 64.15 65.90 73.20 75.90 80.15 84.15

500 64.56 67.70 75.50 76.80 84.05 89.25
1000 68.70 70.15 76.20 76.50 87.15 90.15

SRCNN-X2 represents of result with two times upscaling. SRCNN-X3 represents of result with
three times upscaling

the left and right periocular images, respectively. Results improved as the image
resolution increased. The best sex-classification rate (90.15% for the right eye and
87.15%) was achieved when 450 × 450 pixel images were used (SRCNN-3) and the
RF algorithm was implemented using the TDCmetric. These results are competitive
with the state of the art and shows thatwhen improving image resolutionwithSRCNN
the sex-classification rate from periocular selfie images also improved.

11.4 Conclusion

Selfie biometrics is a novel research topic that has great potential for multiple ap-
plications ranging from marketing, security, and online banking. However, it faces
numerous challenges to its use as there is only limited control over data acquisition
conditions compared to traditional iris recognition systems, where the subjects are
placed in specific poses in relation to the camera in order to capture an effective
image. When using selfie images, we do not just deal with images taken from chal-
lenging environments, conditions, and settings but also with low resolution since
periocular image are mainly cropped from images of the entire face.

This chapter is preliminary work that demonstrates the feasibly of sex-classifica-
tion from cellphone (Selfie) periocular images. It has been shown that when us-
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ing super-resolution convolutional neural networks for improving the resolution of
periocular images taken from selfies, sex-classification rates can be improved.

In this work, a random forest classifier algorithm was used. However, in order
to move forward in this topic, it is necessary to create new sex-labeled databases
of periocular selfie images. This would allow the use of better classifiers such as
those based on deep learning. An additional contribution of this work, is a novel
hand-made database (INACAP) that contains 450 sex-labeled selfie images captured
with an iPhone X (Available upon request).
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