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 Introduction

Competency assessment is a comprehensive and often con-
troversial topic given the challenges inherent to the fair 
assessment of a practitioner’s knowledge, skills, and attri-
butes. Currently, simulation has been identified as a critical 
educational tool but is increasingly being used for high-
stake competency assessments. High-fidelity simulation 
offers flexibility, realism, and inherent patient safety that 
makes it ideal for the assessment of undergraduate, gradu-
ate, and postgraduate anesthesiology providers, whether in 
the setting of residency training (or anesthesiology assistant 
or nurse anesthetist training), Maintenance of Certification 
in Anesthesiology (MOCA) courses, and even the retrain-
ing of physicians (or certified registered nurse anesthetists) 
seeking reentry to clinical practice [1]. Over the years, sig-
nificant research and experience have been accumulated on 
assessment procedures in general, as well as the specifics of 
simulation- based assessment [2–4]. The goal of this chapter 
is not only to lay out the importance of assessment to the 
field of anesthesiology and a framework for how to approach 
simulation-based assessment but also to understand the com-
plexities that must be overcome when dealing with practitio-
ner assessment.

 Competency Assessment

Competency assessment of any practitioner is multifactorial 
and poses significant challenges with regard to controlling 
the assessment between individuals. Since there are a wide 

variety of tools that can be used for assessment purposes 
(each one with different strengths and weaknesses), repro-
ducibility becomes a central concern. As such, two critically 
important concepts must be considered when attempting to 
utilize an assessment tool, namely reliability and validity.

 Reliability

In general, reliability refers to the consistency of a measure 
when utilized under similar conditions. Test-retest reliabil-
ity refers to the degree to which test scores are consistent 
from one administration event to the next, in which there is 
a single rater using the same methods and instruments under 
the same testing conditions. When relating it to assessment 
in academic performance, it refers to the ability of a method 
of assessment in consistently producing the scores, when 
administered multiple times under comparable conditions. 
This is a critical point to consider if an assessment tool is 
going to become universal.

Consider an analogy of two people, A and B, throwing 
darts at a dartboard where different sections have different 
point values assigned to them. Person A consistently hits 
the center mark, while Person B consistently hits the bot-
tom right corner of the dart board. Both of these people, 
undergoing two individual assessments, would be classified 
as reliable. If these same subjects undergo the same exact 
assessment several times, but at different times, they each 
would receive the same exact score as their previous tries if 
the test had good test-retest reliability (Fig. 6.1).

 Validity

Validity refers to the degree of accuracy of what is being 
assessed. The purpose of validation is to gather evidence 
that evaluates whether a decision is useful. An analogy to 
the validity argument is an investigator examining a crime 
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scene: the investigator is looking for a wide variety of evi-
dence that may link the defendant to the crime, such as DNA 
evidence on hair or blood, fingerprints on the weapon used, 
footage from nearby cameras, eye-witness interviews, inter-
views with known acquaintances, etc. The prosecuting attor-
ney must then organize all the data collected and make an 
argument to the jury that the defendant is guilty of the said 
crime by presenting all the evidence and interpretations of 
the evidence, in the hopes of persuading the jury into making 
the wanted decision [5, 6]. Unlike reliability, validity is not 
a characteristic of the data collected from an assessment but 
rather a characteristic from the interpretations made from the 
collected data as representations of the truth. Although the 
process of building a successful assessment tool is rigorous 
and involves much more than just optimizing and controlling 
for reliability and validity, weakness in these two domains 
will negatively impact the results of an assessment. The use 
of simulations (including simulators, virtual-reality devices, 
part-task trainers, and standardized patients) in healthcare 
education as an assessment tool provides high reliability 
from the ease of manipulation of physical parameters and 
delivery of consistent information, as well as providing 
strong validity evidence by controlling parameters in the 
weaker inferences in the validity argument (to be explained 
in greater detail below).

 Kane’s Validity Framework

According to Kane, when building an assessment tool, the 
process of validation cannot begin until both the purpose of 
an assessment and the use of its scores are specified. Once 
the purpose has been clearly stated, Kane lays out a two-
step process to build a validity argument—stating the claims 
to be made in what he calls the interpretation/use argument 
(IUA) [7] and then evaluating each of the claims by moving 

through the four inferences: scoring, generalization, extrapo-
lation, and implication:

 1. Scoring inference—this relates to an observation about a 
performance. Evidence accumulated in regard to this 
inference evaluates whether a standardized protocol was 
used in establishing scores for the encounter. This 
includes a set scoring rubric applied correctly, as well as 
the exam being performed under appropriate and speci-
fied conditions.

 2. Generalization inference—in practicality, there is a finite 
number of questions or stations that one can make observa-
tions on, but in theory, there is an infinite amount. 
Generalization inference relies on taking the scores from a 
select sample of items in the assessment(s) and applying 
them to the bottomless pool in the assessment universe. For 
qualitative assessments, this includes forming an accurate 
and descriptive narrative from singular pieces of qualitative 
data. As Cook et  al. mentions, interrater variability for 
qualitative assessments may be a differing perspective and 
give alternative insights into a performance rather than an 
error for numeric scores as with quantitative measures [6, 
8, 9]. Evidence gathered under this inference addresses the 
actual construction of the assessment and assumes that reli-
ability issues of internal consistency were checked.

 3. Extrapolation inference—the real goal of competence 
assessments is to be able to predict performance in the 
real-world clinical setting. Evidence here is used to con-
firm or refute the relationship between scores on the 
assessment and the outcomes that stakeholders are inter-
ested in.

 4. Decision inference—evidence gathered here will lead to a 
final decision regarding the purpose of the assessment. 
The decision will depend on the stakeholders at play and 
the assumption that the implications of the said decision 
(both intended and unintended) were considered.

Person A Person BFig. 6.1 Two individuals, Person 
A and Person B, throwing darts 
at separate targets. Both 
demonstrate high reliability as 
the results are consistent over 
seven tries. Accuracy depends on 
what exactly is being measured. 
Person A is more accurate than 
Person B if the center of the 
target was the goal
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 A Framework for Assessment: Outcomes 
and Levels of Assessment, Stages 
of Development, and Context

Once all of these inferences have been considered, the next 
step in creating a successful assessment is determining the 
framework in which it will be administered. There are a 
wide variety of assessment tools available, and they are now 
generally classified into broad categories (see Table 6.1). It 
is important to consider several aspects of the evaluation/
assessment prior to choosing an appropriate assessment 
modality. The overall purpose of an assessment should be 
stated clearly as this provides the context in which the assess-
ment will occur, as well as the stakes of the assessment. In 
addition, other components to consider in this framework 
include the specific outcomes to be assessed, the appropriate 
levels of assessment, and the developmental stage of those 
who are being assessed.

 Outcomes of Assessment

As will be mentioned in greater detail later, in the United 
States, the Accreditation Council of Graduate Medical 
Education (ACGME) has listed six core competencies 
(patient care and procedural skills, medical knowledge, 
practice- based learning and improvement, interpersonal and 
communication skills, professionalism, and system-based 
practice) that a general physician must be competent in by 
the end of medical education [10]. Specific skills within 
each competency can be tailored to specific specialties and 
their needs and challenges. For example, referring to The 
Anesthesiology Milestone Project, one can see specific out-
comes expected of anesthesiology residents in each of the six 
core competency domains, and each one is graded from level 
1 to level 5: preanesthetic evaluation, crisis management, 

management of a critically ill patient in a nonoperative set-
ting, coordination of patient care, team and leadership skills, 
etc. [11]. The ACGME has also created a list of assessment 
methods matched to each outcome being assessed within a 
core competency as a guide to those performing assessments 
[12]. Consequently, one path to choosing an assessment 
method would be to clearly identify an outcome to be mea-
sured and to match it with an appropriate modality.

 Levels of Assessment

There are four levels of assessment in the model first 
described by George Miller: The first level, knows, repre-
sents the knowledge base of medical facts and physiology; 
level 2, knows how, is the application of the knowledge in 
order to make decisions regarding a management plan; the 
third level, shows how, tries to look at how exactly the stu-
dent would tackle a problem when faced with a patient; the 
final and fourth level, does, is meant to evaluate the learner 
in an actual clinical practice [13]. The four levels of assess-
ment are also commonly known (and illustrated) as “Miller’s 
Pyramid” (see Fig.  6.2). Once again, specific methods of 
assessment evaluate the different levels of assessment with 
varying degrees of efficiency. Therefore, aligning an assess-
ment method to a level on Miller’s Pyramid is another way 
of choosing between different assessment modalities (see 
Table 6.2).

 Stages of Development

The process of learning and education in general is a con-
tinuum, a gradual progress that shows improvement within 
different competencies. Just like the different stages in train-
ing for a physician (medical school, internship, residency, 

Assessment methods Examples

Performance based
Simulation-based assessments

Objective Structured Clinical Examinations
(OSCEs)

Long and short cases

Written and oral
Multiple-choice questions

Oral exams
True/false items
Matching items

Long and short essay questions

Clinical observation
360° evaluations/feedback

Direct observation of procedural skills
Mini-clinical evaluation exercise

Miscellaneous
Self-assessments
Peer assessments

Logbooks
Patient surveys

Table 6.1 Categories of 
assessment methods and specific 
examples

Primary focus of the chapter is highlighted in green
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fellowship, attending physician), an anesthesiology assistant 
(anesthesiology assistant students, certified anesthesiology 
assistants), and a certified registered nurse anesthetist (stu-
dent registered nurse anesthetist, certified registered nurse 
anesthetist), subjects in different stages of development 
learn differently. There are multiple ways to describe the 
stages of development that a learner is advancing through, 
and different organizations in various parts of the world use 
unique models. One approach, the RIME scheme (Reporter, 
Interpreter, Manager, Educator), was originally designed for 
internal medicine residency in the United States, and later the 

Dreyfus brothers created an alternative and original model 
for skill acquisition for learners in general (novice, compe-
tent, proficient, expert, master) that was later summarized 
by Michael Eraut into the widely accepted stages: novice, 
advanced beginner, competent, proficient, expert (Fig. 6.3) 
[14, 15, 16].

 Context

As mentioned previously, the purpose of an assessment is 
of paramount importance. In the outcome-based educational 
model, formative feedback (or “assessment for learning”) is 
as important as the traditional summative reasons (or “assess-
ment of learning”). Moreover, George Miller stated, “Tests 
of knowledge are surely important, but they are also incom-
plete tools in this appraisal if we really believe there is more 
to the practice of medicine than knowing” [13]. Furthermore, 
different stakeholders may make different decisions based 
on the same results from rating scales and scores. As such, 
assessment for its own sake should be avoided, and an a pri-
ori justification is crucial to guiding the process and inform-
ing the assessment itself.

 Rating Instruments and Scoring

There are numerous rating scores and checklist forms vali-
dated for use, and they can often be used interchangeably 
with most methods of assessment. Examples of rating instru-
ments include ANTS (Anesthetists’ Non-Technical Skills), 

Level 4:
Does

Level 3: Shows How

Level 2: Knows How

Level 1: Knows

Fig. 6.2 Based on George Miller’s Pyramid for levels of assessment [13]

Level of assessment Assessment methods Examples

1 – Knows Written and oral

Multiple-choice questions
Oral exams

True/false items
Matching items

Performance based Simulation-based assessments

2 – Knows How
Written and oral Oral exams

Long and short essay questions
Performance based Simulation-based assessments

3 – Shows How Performance based
Simulation-based assessments

Objective structured clinical
examinations

4 – Does 

Clinical observation
Direct observation of

procedural skills

360° evaluations/feedback
Mini-clinical evaluation exercise

Miscellaneous
Medical record audits

Peer assessments
Self-assessments

Logbooks

Table 6.2 Aligning the level of 
assessment with a matching 
assessment methodology

Highlighted in green, simulation-based assessments under the category of “Performance based” is primarily 
used to evaluate level 3 in the “Miller’s Pyramid” scheme—“shows how.” However, there is also value in 
using simulations to assess levels 1 and 2 (“Knows” and “Knows How,” respectively), as shown in yellow
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NOTSS (Non-Technical Skills for Surgeons), and RIME 
(Reporter, Interpreter, Manager, Educator), to name a few. 
Rating instruments undergo demanding procedures during 
development, and those developed are said to be “validated.” 
However, it is important to note that the context of an assess-
ment is extremely important in the validation process and 
that adjustments must be made when using previously devel-
oped rating instruments (even if the outcomes of a compe-
tency being measured are similar) when used under different 
circumstances.

 Competency Assessment of Practitioners 
Using Simulation

When assessing competence in a clinical setting, there is a 
layer of variance in reliability that cannot normally be con-
trolled, and this is largely due to the factors introduced by the 
patient being studied (or the specific physiological changes 
present from certain diseases) or the clinical task at hand. 
Abrahamson and Barrows had the foresight to recognize 
these difficulties and created what is now recognized as 
the standardized patient (SP), one of the first true simula-
tion modalities used for assessment (see also Chap. 10). For 
decades, SPs have been recognized as a means of delivering 
history and physical findings consistently and have proven 
key to simulation-based assessments [17]. In addition to SPs, 
Abrahamson created Sim One, the first computer-enhanced 
mannequin that was used to train anesthesiology residents in 
endotracheal intubation (see also Chaps. 1, 11, and 12). He 

showed that residents achieved a higher level of proficiency 
with intubation in overall fewer days in training, as well 
as with fewer attempts within the operating room, remark-
ing that this leads to increased patient safety [18]. Over the 
years, technological advances in computer-enhanced manne-
quins allow manipulation of multiple physiologic parameters 
so that anesthesiology trainees (as well as members of other 
specialties) can become acquainted with the scenarios most 
commonly encountered within the operating room, as well as 
introduced to the rare scenarios with potential for major mor-
bidity and mortality, all while in a controlled environment. 
The ability to reproduce the same parameters, accurately, 
across multiple administrations of the assessment to differ-
ent groups of subjects is a great strength of using simulators 
in assessments. However, simulation adds a different layer 
to the already complex process of competency assessment, 
through separate challenges regarding validity and fidelity of 
the simulated environment.

For an assessment being performed for a specific pur-
pose, it is important to note that the individual properties of 
various assessment methods will determine in part which 
components of the validity argument are the weakest. As 
Kane states, “Validity evidence is most effective when it 
addresses the weakest parts of the interpretive argument …  
The most questionable assumptions deserve the most 
attention” [19]. In regard to observational methods for 
conducting assessments, including the use of simulated 
environments, the generalization component of the valid-
ity argument is often questioned, due to construct under-
representation, when it is believed that a single encounter 

Novice

Advanced
Beginner

Competent

Proficient

Expert

Uses intuition II Relevant fous & Sees patterns II Part of the system II Tacit knowledge II In
formal learning

Follows rules II Considers everything II Detached observer II E
xplicit knowledge II Formal learning process

Fig. 6.3 Model of skill 
acquisition (and the basis of 
action learners). (Based on the 
Dreyfus brothers’ original model, 
later summarized by Michael 
Eraut [15, 16])
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in the test world is not generalizable to the real world [20]. 
However, this threat can be overcome by increasing the 
volume of observations in one assessment. For example, 
increasing the number of different cases that the subject is 
exposed to and assessed on, a better prediction can be made 
between the test world and the real world regarding behav-
ior and performance in a variety of clinical encounters [20].

Unlike using written tests as an assessment modality, 
where extrapolation is a major threat to the validity argu-
ment, simulations add strength to this component of the 
validity argument via realism of the scenarios. The simulated 
environment is one that attempts to reproduce an actual clini-
cal environment that the subjects will encounter in practice, 
specifically the conditions that anesthesiology residents and 
attending residents experience in the perioperative care of 
their patients. Fidelity is the degree of exactness to which 
this simulated environment parallels real-world circum-
stances. Certain aspects that contribute to increased or high- 
fidelity simulations are as follows: (1) physical appearance 
of mannequins tailored to specific scenarios; (2) extra sup-
port staff playing the roles of surgeons, nurses, technicians in 
and around the operating room environment; (3) presence of 
appropriate equipment to simulate an operating room, such 
as anesthesia machine, operating table, surgical equipment, 
proper draping, IV poles, etc. In a simulation lab, subjects are 
expected to interact with the computer-enhanced mannequin 
and with the other support staff as they normally would if 
they were a real patient or real interdepartmental colleagues.

Several simulators have been developed and are used to 
aid in the learning of specific technical skills by a trainee in 
anesthesiology. Examples of these part-task trainers include 
head mannequins for direct laryngoscopy, virtual reality 
(VR) simulators for fiberoptic bronchoscopy, or surgical 
trainers. With each of these devices, a singular technical skill 
was shown to be more easily acquired when compared to 
groups that did not use the devices [18, 21]. However, the 
critical piece missing from these devices that are high in 
engineering fidelity is the interplay of psychological fidel-
ity, which deals with the actual skills and behaviors required 
in real clinical situations [22]. The ability to create an envi-
ronment rich in both engineering fidelity and psychological 
fidelity is invaluable as it allows the assessor to witness and 
grade nontechnical skills, such as communication, as well as 
technical skills in a fluid and busy environment.

Regardless of the level of anesthesiology practitioners, it 
is important to assess how their technical and nontechnical 
skills are affected or change in an environment filled with 
various distractors. Imagine an operating room environment 
where the surgeon is placing pressure to get the operation 
started and upon induction, the patient rapidly desaturates 
and all eyes are on the anesthesiology provider who will 
make attempts to secure the airway—one can simulate this 
and even more complex scenarios in the simulation lab. In 

fact, it has been shown that having a simulated environment 
that triggers extreme emotional responses within the subjects 
can increase future performance [23].

Often the underlying assumption is that the closer the sim-
ulation is to the real-life environment, the better the assess-
ment of performance will be in predicting clinical behaviors. 
However, as one can imagine a plastic mannequin, even the 
most advanced model, certainly has limitations. Furthermore, 
other aspects of the simulated environment can distract the 
subject, creating “simulation artifact” and can interfere with 
the assessment of performance. Therefore, creating too rigid 
of a scenario may not necessarily be optimal depending on 
how a participant interacts in the simulated environment, and 
“sticking to a script” may also negate a scenario’s validity 
with regard to generalization into real-world clinical practice 
(see also Chap. 3).

 The Role of Simulations in Competency 
Assessment

Using the framework outlined above for assessment, we will 
now focus on specific simulations (including SPs, computer- 
enhanced mannequins, virtual reality simulators) and their 
current and evolving role in assessment in medical educa-
tion, specifically as they relate to the specialty of anesthesi-
ology. To be sure, individuals and practitioners in different 
stages of training learn differently, necessitating distinct 
assessment programs for each level, including undergradu-
ate medical education, anesthesiology resident training, 
certification or continuing education of attending anesthe-
siologists, and even reentry of attending anesthesiologists. 
In addition, there are similar programs targeting anesthesia 
assistants, student registered nurse anesthetists, certified reg-
istered nurse anesthetists, and reentry of certified registered 
nurse anesthetists into practice.

 Undergraduate Trainees in Anesthesiology

We have witnessed the national impact of simulations 
upon medical education with the implementation of Step 
2 Clinical Skills (Step 2 CS) portion of the United States 
Medical Licensing Examination (USMLE). This simulation 
exam is for summative purposes and consists of multiple sta-
tions that assess students’ ability to perform a history and 
physical examination upon SPs, who provide highly reliable 
and accurate histories for specific disease processes, as well 
as objective physical exam findings [24]. SPs provide a score 
to each student using standardized checklists, and this pro-
vides input in a high-stake decision of whether the medical 
students will “pass” or “fail” and whether they may move on 
to the next phase of medical education in residency. Once 
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this Step 2 CS component of the USMLE was announced, 
medical schools around the United States began the develop-
ment of programs with the training of SPs to simulate this 
very exam and to facilitate the teaching and assessment of 
the clinical skills, including history taking, performing phys-
ical examinations, and creating differential diagnoses.

As mentioned previously, nearly all medical schools now 
employ a program to help prepare the students for vari-
ous clerkships and for the Step 2 CS exam by means of the 
SP. These same SPs can be used to help foster a preopera-
tive history and physical examination to help prepare for a 
clerkship in anesthesiology. For centers that have head man-
nequins and part-task trainers, holding workshops for basic 
yet vital technical skills such as bag-mask ventilation and 
intravenous line placement will aide these students over 
various clerkships and residencies regardless of specialty. 
More advanced workshops requiring more sophisticated 
simulators for endotracheal intubation, advanced cardiac life 
support (ACLS), central line placement, neuraxial/regional 
anesthesia for these medical students can also promote inter-
est in the field of anesthesiology. One program has devel-
oped a six-week externship for third-year medical students, 
which includes didactics and procedural and simulation edu-
cation, where they had a statistically significant increase in 
applications for the field of anesthesiology by the program’s 
completion [25]. As the medical students are progressing 
through the anesthesiology clerkship, the use of periodic 
high-fidelity simulation scenarios as a means of assessment 
can help gauge student interest, as well as student adherence 
to readings and to establish if they are meeting the various 
stated goals and objectives. In addition, varying proportions 
of medical students who pass through an anesthesiology 
clerkship and who have interest in applying for a residency 
inevitably speak with the program director in anesthesiology 
at the host institution. The summative and formative feed-
back from various simulation assessments, in addition to the 
more basic and general exam scores from USMLE Steps 1 
and 2, can help program directors better direct the applicants.

In addition to the increased use of simulation in medi-
cal school and specifically the potential benefits of teach-
ing by simulation during anesthesiology clerkships, schools 
for student registered nurse anesthetists (SRNAs) have also 
found value in incorporating simulation within the curricu-
lum. The importance of nontechnical skills (NTS) on anes-
thetist performance and the resultant excellence in care and 
patient safety outcomes has been reviewed and validated [26, 
27]. The previously mentioned ANTS rating score has been 
used during simulations to assess these very skills in new 
trainees and practicing anesthesiologists. However, there has 
been little incorporation of simulation into the SRNA cur-
riculum in the United States. Among various international 
institutions, there has recently been incorporation of simu-
lation into SRNA curriculum where they have also created 

and validated modified rating instruments (NANTS-no and 
N-ANTS) suited for their specific assessments [28, 29]. In the 
United States, a program for SRNAs has moved toward the 
development and incorporation of an Objective Structured 
Clinical Examination (OSCE) for summative assessment via 
simulation for first-year SRNAs to ensure competence prior 
to entering their clinical year [30]. A follow-up study by 
Wunder was conducted to see the effect of a 3-hour interven-
tion on first-year SRNAs on their NTS; results showed a sta-
tistically significant increase in post-test scores as measured 
by six high-fidelity scenarios simulating crisis [31].

 Anesthesiology Residents

In respect of outcomes and the ACGME Toolbox, experts have 
placed simulations as a preferred or “most desirable” modality 
to evaluate clinical skills, knowledge, and attitudes in areas 
involving patient care and procedural proficiency, as well 
as interpersonal and communication skills. Similarly, when 
thinking about levels of assessment in “Miller’s Pyramid” 
model, simulations tend to emphasize the shows how level, in 
which anesthesiologists in training can show how they would 
perform a skill, whether it be technical or nontechnical.

Key to simulation-based assessment for anesthesiology 
residents is the ability to provide fidelity of a very complex 
environment with varying degrees of workload, time pres-
sure, and nontechnical challenges. Most importantly, it adds 
to patient safety by having new residents in anesthesiology 
learn in, and periodically be assessed in, a controlled, high- 
fidelity environment.

Anesthesiology as a specialty assumes proficiency in 
numerous technical and nontechnical skills, in addition to 
a broad knowledge base regarding human physiology and 
pharmacology; these include airway management (whether 
basic bag-mask ventilation or direct laryngoscopy and fiber-
optic bronchoscopy skills), ACLS, central-line placement, 
performing neuraxial blocks and peripheral nerve blocks, 
team leadership skills, interpersonal and communication 
skills, and overarching crisis resource management skills, to 
name a few essential components. It is important to assess 
these skills as many of them deal with emergency situations 
in which a potential outcome is the death of the patient being 
cared for if not performed properly and in a timely manner. 
Current restrictions on duty hours imposed by the ACGME 
for anesthesiology residents and having a minimum of eight 
consecutive hours off between shifts [32], along with a finite 
amount of operating room cases with technical and nontech-
nical skills needing to be deployed, are some limitations that 
exist when learning and practicing said tasks. Here again, we 
suggest the use of simulation for the training and assessment 
of anesthesiology practitioners to increase their efficiency, 
proficiency, and ultimately patient safety.

6 Competency Assessment
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Several studies have utilized simulation-based assessment 
for anesthesiology residents, where the instruments used 
were to assess explicit procedural skills and those of com-
munication and collaboration, with the majority of the simu-
lation studies devoid of evidence to support the validity of 
the performance measures [33–39]. The authors of one paper 
created tested a behaviorally anchored rating scale used dur-
ing a simulation-based assessment to help identify critical 
gaps in anesthesia performance and to increase patient safety 
[40]. Two trained faculty (blinded to outside anesthesiology 
trainee program and level of training) applied the behavior-
ally anchored scale in a multiscenario setting and used sur-
veys completed by the residents, fellows, facilitators, and 
raters to gain feedback on the overall assessment system. The 
results showed evidence that supported the reliability and 
validity of the assessment scores that included high gener-
alizability, and the feedback from the surveys illustrated that 
the multiscenario simulation-based assessment was “useful, 
realistic, and representative of critical skills required for safe 
practice” [40].

Many anesthesiology residency programs that have a sim-
ulation center or program in place are incorporating its use 
and have integrated it into the standard training curriculum. 
It is particularly important to give the Clinical Anesthesia 
Level 1 (CA-1) residents this exposure early on in their train-
ing so that any gaps in knowledge and skills identified from 
the formative assessment can be used to further tailor and 
stimulate growth within those residents. Some critics have 
stated that the outcomes from a simulation scenario may 
impact the scoring and validity as some learners may become 
emotionally invested in negative outcomes and potentially 
employ avoidance behaviors when similar situations arise in 
the future (whether in more simulated environments or clini-
cal practice). However, in a particularly rare but critical case 
scenario of pipeline contamination of oxygen supply dur-
ing a simulated intraoperative environment, Goldberg et al. 
demonstrated that a negative outcome to the patient during a 
simulated independent practice (one where the facilitator is 
hands off and is simply there to drive the scenario and watch 
it unfold) led to better retention of clinical skills upon retest-
ing the scenario 6 months later as compared to those who 
performed in a simulated supervised practice (one where an 
attending intervened to “save” the patient) [41]. In addition, 
simulation-based assessments can be performed that are tar-
geted to more specific and advanced areas within the spe-
cialty of anesthesiology, to continue the educational growth 
of the anesthesiology residents on specific rotations during 
residency.

Regardless of the stage of development of the learner, one 
can tailor a simulated environment to assess competencies, 
as well as constructive data in a formative assessment. For 
example, to assess specific skills in a novice anesthesiology 
resident, one might separate them into individual compo-

nents, such as preanesthetic evaluation, airway intubation, 
and hemodynamic management intraoperatively. A resident 
in the advanced or expert stage of development may get all 
the same components tested but in a more intricate environ-
ment that involves an acutely decompensating patient, which 
requires multitasking.

 Practicing Anesthesiologists

Whether the assessment being performed is considered high 
stakes or low stakes, whether it is for summative (assess-
ment of learning) or formative (assessment for learning) pur-
poses, the results from one individual modality alone never 
solely determine the outcome. It is important to note George 
Miller’s words in that “…no single assessment method can 
provide all the data required for judgement of anything so 
complex as the delivery of professional services by a suc-
cessful physician” [13]. Rather, we make a strong case to 
use simulation as another assessment modality, an extra tool 
to assist in gathering the evidence to lead to the appropriate 
decision.

To work as a trainee or faculty within the hospital set-
ting, these practitioners (especially those within the depart-
ment of anesthesiology) are required to have active Basic 
Life Support (BLS) and ACLS certification. Currently, all 
American Heart Association (AHA) courses for the certifica-
tion of BLS and ACLS involve the use of simulations, includ-
ing part-task training for evaluating chest compressions and 
airway management skills on mannequins, as well as high- 
fidelity scenarios for mega-codes. In fact, studies have dem-
onstrated an increased retention of skills and knowledge of 
ACLS when using full-scale, high-fidelity environments as 
compared to the standard part-task mannequins of the past 
[42–45].

Another clear example of utilizing simulations for high- 
stake situations deals with the evolving nature of the certifi-
cation process of anesthesiologists after the completion of 
residency. The traditional exam consisted of two parts: an 
advanced written exam portion and an oral exam portion. 
Now, physicians must take three different assessments of 
different modalities: a written exam and what is now known 
as the “APPLIED” exam, which consists of the traditional 
oral exam, as well as a third portion that follows the OSCE 
format. The OSCE started in March of 2018, and the goal 
with this addition has been to “assess two domains that may 
be difficult to evaluate in written or oral exams—commu-
nication and professionalism and technical skills related to 
patient care” [46]. The nontechnical skills regarding com-
munication and professionalism include informed consent, 
discussing various treatment options, working through peri- 
procedural complications, navigating ethical issues, com-
munication with other professionals, practice-based learning 
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and improvement; the technical skills being assessed include 
the interpretation of a variety of simulated monitors, interpre-
tation of various views of echocardiography, and application 
of ultrasonography [47]. It seems that preparation for this 
high-stake summative exam, which now includes a larger 
portion of simulations via both simulators and SPs, will best 
be achieved by the increased, periodic use of simulations by 
individual institutions that cover the various aspects of the 
examination.

 Maintenance of Certification

Nowadays, the initial certification upon passing the high- 
stake examinations and becoming a new anesthesiology 
attending is time limited. This means that anesthesiology 
practitioners must partake in periodic evaluations to dem-
onstrate continued and up-to-date knowledge in the field in 
order to become recertified. This process is known as the 
Maintenance of Certification in Anesthesiology (MOCA). 
This recertification process currently consists of multiple 
components, and traditionally, part 4 of the MOCA consisted 
of a simulation course at a center endorsed by the American 
Society of Anesthesiologists (ASA). With the evolution of 
times, this last portion of the MOCA now includes a wide 
variety of activities, including being an institutional/depart-
mental leader of a quality improvement project, clinical 
pathway development leader, or self-directed case discus-
sion/presentation of Mortality & Morbidity (M&M) case, 
to name a few [48]. However, undergoing the simulation 
course will likely remain a popular choice for those seek-
ing recertification because “simulation experiences stimulate 
active learning and motivate personal and collaborative prac-
tice improvement changes” [48]. Furthermore, the simula-
tion course offers the most points per hour and is beneficial 
in terms of time commitment. A study looking at practice 
improvement plans over a period of 3 years after anesthe-
siologists participated in MOCA part IV simulation course 
demonstrated that 94% of these practitioners successfully 
applied some or all of their planned improvements in prac-
tice [49].

There exists a minimum of certain requirements for the 
MOCA courses imposed by the ASA, such as duration of the 
course, content, and ratio of faculty to attendees, but the spe-
cifics of the content and structure/organization of the MOCA 
courses are left up to the discretion of the endorsed simu-
lation center. One course design is described by the Mount 
Sinai Human Emulation, Education and Evaluation for 
Patient Safety and Professional Study (HELPS) Center. They 
developed a course using a variety of educational formats, 
which included traditional lectures on topics such as air-
way management, small group activities on part-task train-
ing mannequins and virtual-reality simulators to break the 

ice among the attendees, team-building exercises, and large 
“grand simulation” scenarios that ties everything together in 
high-fidelity simulations followed by debriefing [50].

 Physician Reentry

In addition to simulations being integrated into the curric-
ulum during anesthesiology residency, they are also being 
used for the purpose of retraining anesthesiology practi-
tioners from returning to practice after a leave of absence. 
Relative physician shortages through a mismatch of supply 
and/or demand are a reality in modern medicine and can be 
attributed to a multitude of factors, both personal and eco-
nomic [51, 52]. Although there is no standardized curricu-
lum for reentry program and therefore allows flexibility for 
customization to the individual, a lot of the programs provide 
opportunities of observership that may assess the knows and 
knows how levels but not much more. The effectiveness of 
simulation-based assessment has been demonstrated for phy-
sician reentry across a variety of fields [53–56]. However, 
the use of a high-fidelity and high-stake simulation-based 
assessment “to assess the individual practitioner’s deficits 
and provide a means to tailor the educational program to fill 
skills and knowledge gaps without risk of patient harm” is 
a unique method and consists of a two-part process: (1) a 
 two- day assessment involving two standardized written tests 
(Anesthesiology Knowledge Test and AHA ACLS), as well 
as several repetitive simulations of varying complexities and 
covering various concepts (common and rare but critical sce-
narios) that are scored using a global rating Likert scale 1 to 
5; (2) retraining phase that consists daily simulations cover-
ing distinct learning objectives over a variable and flexible 
1- to 6-week duration, as well as operating room observation 
with one simulation faculty member [1, 57]. A case series 
that was published by DeMaria et al. demonstrated the suc-
cess of the program with 73% of participants having success-
fully reentered into active practice for at least 1 year [57].

 Rating Instruments in Simulation-Based 
Assessment

We have discussed the general criteria for good assessment, 
briefly mentioned different modalities of assessment, and 
then focused on the use of simulation for competency 
assessment, with examples specific to the specialty of 
anesthesiology. The assessment is not complete without a 
composite score that can be used to make a decision about 
the learners. As stated earlier, there are a host of global 
rating scales and various checklists already present, and 
it is beyond the scope of this chapter to list and analyze 
each one but rather to give a comparison. There was a 
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systematic review performed of simulation-based assess-
ments, in which the authors reviewed the evidence of the 
checklists and global rating scales used; the results from 
their study showed that the global-rating scale (GRS) to 
checklist correlation was 0.76, a similar interrater reliabil-
ity between the two methods; and GRS had higher inter-
item and interstation reliabilities than checklists [58]. So 
checklists are certainly a good alternative to GRS, but if 
a scenario has multiple tasks being measured, a separate 
checklist needs to be developed and used for each task, 
whereas the GRS can be used across several tasks.

 Conclusion

Using simulation as an educational modality is gaining trac-
tion in the medical field, and their use in competency assess-
ment is growing with it. Using the framework described 
as applied to simulation-based assessments, the purpose 
of the assessment to be performed must clearly be stated. 
In regard specific outcome to be assessed and the level of 
assessment to be evaluated, simulations are known to be the 
strongest in the clinical skills and interpersonal and com-
munication skill areas and shows how level; however, the 
complexity of the scenario and questions asked within the 
scenario or in the debrief can elucidate and assess other 
aspects and levels of assessment. Simulation-based assess-
ments (ranging from the use of SPs to computer-enhanced 
mannequins) are invaluable in the field of anesthesiology, 
where patient safety is addressed daily through invasive 
procedures, maintaining vigilance for the common and rare 
yet potentially fatal scenarios, along with knowledge and 
implementation of ACLS.  This method of assessment of 
competencies in anesthesiology residents ensures little to no 
harm for patients while allowing for high reliability, as well 
as strengthening of the weaker components of the validity 
argument (generalization and extrapolation inferences) by 
manipulation of variables and organizing and conducting 
assessments with the appropriate level of fidelity. The use of 
simulation by the department of anesthesiology at individual 
teaching institutions as a method of teaching and assessing 
anesthesiology practitioners for both technical and nontech-
nical skills throughout the stages of training, and for new 
trainees and physicians seeking reentry into clinical prac-
tice, is all encouraged as the formative feedback will prove 
invaluable to both the assessor and those being assessed. 
Especially now with the movement by the American Board 
of Anesthesiology in incorporating simulations to provide 
summative feedback in the high-stake initial certification 
process, along with the ongoing MOCA requirements, anes-
thesiology practitioners should be familiarized with the 
simulated environments in all the components that will be 
tested.
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