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Abstract. This paper is concerned with the w-type synchronization of
memristive-based competitive neural networks with time-varying delays.
A nonlinear feedback controller and Lyapunov-Krasovskii function are con-
structed properly, as well as using corresponding differential inclusions theory
and lemmas, the w-type synchronization of coupled neural networks is obtained.
The results of this paper are general, and they also extend and complement some
previous results. A simulation example is carried out to show the effectiveness
of theoretical results.
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1 Introduction

In the past few decades, neural networks have given a lot of attention for they have
extensive applications in image processing, associative memory, optimization prob-
lems, and so on [1–4]. Memristor-based neural networks have been paid much attention
of researchers for the memristor’s memory characteristic and nanometer dimensions, as
a special kind of neural network. Memristor was introduced by Chua [5] in 1971 and
was first realized by the Hewlett-Packard (HP) Laboratory team in 2008 [6, 7]. From
the previous work, it proved that the memristor exhibits features just as the neurons in
the human brain. Because of this feature, more and more researchers construct a new
model of neural networks to emulate the human brain through replacing the resistor by
the memristor, and analysis the dynamical behaviors of memristor-based neural net-
works for the purpose of realizing its successful applications [8–11].

Since MeyerBase et al. proposed the competitive neural networks with time scales
in [12], the synchronization problem of competitive neural networks have been a hot
topic. In this paper, we introduce memristor-based competitive neural networks with
different time scales, which has two different state variables: the short-term memory
(STM) variable describing the fast neural activity and the long-term memory
(LTM) variable describing the slow unsupervised synaptic modifications. In addition,
the switched memristor-based competitive neural networks (SMCNNs) can exhibit

© Springer Nature Switzerland AG 2019
D.-S. Huang et al. (Eds.): ICIC 2019, LNCS 11643, pp. 88–97, 2019.
https://doi.org/10.1007/978-3-030-26763-6_9

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26763-6_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26763-6_9&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26763-6_9&amp;domain=pdf
https://doi.org/10.1007/978-3-030-26763-6_9


some undesirable system behaviour, e.g. oscillations, may happen when the parameters
and time delays are appropriately chosen [13]. The SMCNNs model are with dis-
continuous right-hand sides and they generalize the conventional neural networks [14–
17]. It is well known that the SMCNNs model has more flexibility compared with the
conventional neural networks in associative memory and optimization problems. Thus,
it is great significance to investigate it.

Although nonlinear feedback control was used in early publications [18–20], so far
there is little work on synchronization of SMCNNs via nonlinear feedback control. In
[14, 15], exponential synchronization of neural networks is obtained by linear control
while in this paper we discuss w-type synchronization. However, the w-type syn-
chronization studied in this paper is in a general framework and it contains exponential
synchronization, polynomial synchronization, and other synchronization as its special
cases. Motivated by the above discussions, we will use some lemmas and construct a
nonlinear controller to realize the w-type synchronization of SMCNNs with time-
varying delays via a nonlinear controller. It should be noted that the w-type synchro-
nization is in a general framework and it can only be obtained with our nonlinear
controller exhibits special construction.

The structure of this paper is outlined as follow. In Sect. 2, the model formation and
some preliminaries are given. In Sect. 3, sufficient criteria are obtained by using our
control strategy. Section 4, A numerical example is given to describe the effectiveness
of the proposed results. Finally, the conclusion is drawn in Sect. 5.

2 System Formulation and Preliminaries

The following notations will be used. xk k ¼
ffiffiffiffiffiffiffi
xTx

p
is the Euclidean norm of x 2 Rn.

co ai; �aif g denotes the convex hull of ai; �aif g, ai; �ai 2 R. Rn and Rn�n denote the n-
dimensional Euclidean space and the set of all n� n real matrixes, respectively. P[ 0
means that is a real positive definite matrix. C ½�s; 0�;Rnð Þ denote the Banach space of
all continuous functions / : ½�s; 0� ! Rn.

In this paper, we propose SMCNNs with time-varying delays as following:

STM : e _xiðtÞ ¼ �xiðtÞþ
Xn
j¼1

aijðxiÞfjðxjðtÞÞþ
Xn
j¼1

bijðxiðt � sðtÞÞÞfjðxjðt � sðtÞÞÞþHisiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _siðtÞ ¼ �siðtÞþ fiðxiðtÞÞ; i ¼ 1; 2; . . .; n;

ð2:1Þ

where aij and bij denote the connection weight between the i th neuron and the j th
neuron and the synaptic weight of delayed feedback.

aijðxiðtÞÞ ¼ âij; xiðtÞj j[ Ti;
a^ij; xiðtÞj j � Ti;

�

bijðxiÞ ¼ bijðxiðt � sðtÞÞÞ ¼ b̂ij; xiðt � sðtÞÞj j[ Ti;

b
^

ij; xiðt � sðtÞÞj j � Ti;

(
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the switching jumps Ti [ 0; âij; a
^

ij; b̂ij; b
^

ij are all constant numbers and sðtÞ corresponds
to the transmission delay and satisfies 0� sðtÞ� s, where e[ 0 is the time scale of
STM state; n denotes the number of neuron, xðtÞ ¼ ðx1ðtÞ; x2ðtÞ; . . .; xnðtÞÞT ; xiðtÞ is the
neuron current activity level. fjðxjðtÞÞ is the output of neurons, f ðyðtÞÞ ¼ ðf1ðx1ðtÞÞ;
f2ðx2ðtÞÞ; . . .; fnðxnðtÞÞÞT . siðtÞ is the synaptic efficiency, sðtÞ ¼ ðs1ðtÞ; s2ðtÞ; . . .; snðtÞÞT .
Hi is the strength of the external stimulus. The following assumptions are given for
system (2.1).

H1: The neuron activation function fj is bounded and there exists a diagonal matrix
L : L ¼ diagðl1; l2; . . .; lnÞ satisfying

fjðs1Þ � fjðs2Þ
�� ��� lj s1 � s2j j;

for all s1; s2 2 R; j ¼ 1; 2; . . .; n.
H2: The transmission delay sðtÞ is a differential function and there exists constants
s[ 0; l[ 0; b[ 0 such that

0� sðtÞ� s; _sðtÞ\l� b\1;

for all t� 0:

Definition 2.1 [21]. Let E � Rn, x 7!FðxÞ be called a set-valued map from E ! Rn. If
for each point x of a set E � Rn, there corresponds a nonempty set FðxÞ � Rn.

Definition 2.2 [21]. For a system with discontinuous right-hand sides

dx
dt

¼ gðxÞ; xð0Þ ¼ x0; x 2 Rn; t� 0; ð2:2Þ

A set-valued map is defined as

uðxÞ ¼ \
d[ 0

\
lðNÞ¼0

co½gðBðx; dÞÞnN�;

where Bðx; dÞ ¼ y : y� xk k\d; x; y 2 Rn; d 2 Rþf g and N 2 Rn, co½E� is the closure
of the convex hull of set E;E � Rn; lðNÞ is a Lebesgue measure of set N. A solution in
Filippovs sense of the Cauchy problem for this system with initial condition xð0Þ ¼
x0 2 Rn is an absolutely continuous function xðtÞ, t 2 ½0; T � which satisfies xð0Þ ¼ x0
and the differential inclusion:

dx
dt

2 /ðxÞ; for a:e: t 2 ½0; T �
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By applying the theories of set-valued maps and differential inclusions above, there

exist ~aij 2 co âij; a
^

ij

n o
; ~bij 2 co b̂ij; b

^

ij

n o
, such that the memristor-based neural net-

works (2.1) can be written as the following differential inclusion:

STM : e _xiðtÞ ¼ �xiðtÞþ
Xn
j¼1

~aijfjðxjðtÞÞþ
Xn
j¼1

~bijfjðxjðt � sðtÞÞÞþHisiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _siðtÞ ¼ �siðtÞþ fiðxiðtÞÞ; i ¼ 1; 2; . . .; n;

ð2:3Þ

Consider system (2.3) as the drive system and the corresponding response system can
be constructed as following:

STM : e _yiðtÞ ¼ �yiðtÞþ
Xn
j¼1

~aijfjðyjðtÞÞþ
Xn
j¼1

~bijfjðyjðt � sðtÞÞÞ þHiriðtÞþ uiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _riðtÞ ¼ �riðtÞþ fiðyiðtÞÞ; i ¼ 1; 2; . . .; n;

ð2:4Þ

where yðtÞ 2 Rn is the state vector of response system, uðtÞ is the control input to be
designed. Define the synchronization error as eðtÞ ¼ ðe1ðtÞ; e2ðtÞ; . . .; enðtÞÞT where
eðtÞ ¼ yðtÞ � xðtÞ and hðtÞ ¼ rðtÞ � sðtÞ. Then the synchronization error system is
given as following:

STM : e _eiðtÞ ¼ �eiðtÞþ
Xn
j¼1

~aijgjðejðtÞÞþ
Xn
j¼1

~bijgjðejðt � sðtÞÞÞþHihiðtÞþ uiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _hiðtÞ ¼ �hiðtÞþ giðeiðtÞÞ; i ¼ 1; 2; . . .; n;

ð2:5Þ

where gðeðtÞÞ ¼ f ðyðtÞÞ � f ðxðtÞÞ; gðeðt � sðtÞÞÞ ¼ f ðyðt � sðtÞÞÞ � f ðxðt � sðtÞÞÞ.
Lemma 2.1 [22]. The function gðxÞ of system (2.2) is local bounded, if there exist a
differential function Vðt; xÞ : Rþ � Rn ! Rþ and positive constants k1; k2 for system
(2.2) such that for Vðt; xÞ 2 Rþ � Rn

ðk1 xk kÞ2 �Vðt; xÞ;

Vðt; xÞ
dt

� � dVðt; xÞþ k2fðtÞ;

where xðtÞ is a solution of system (2.2), d > 0 and fðtÞ 2 CðR;Rþ Þ. Then the solution
xðtÞ of system (2.2) is w-type stable and the convergence rate is d

2.

Lemma 2.2 [23]. For any vector x; y 2 Rn and a positive constant q, the following
matrix inequality holds

2xTy� qxTxþ q�1yTy:

w-type Synchronization of Memristor-Based Competitive Neural Networks 91



3 Main Results

In this paper, the nonlinear controller in the response system (2.4) is considered as
follows:

uðtÞ ¼ weðtÞþK1eðt � sðtÞÞ � e eðtÞk k2eðtÞ
2 eðtÞk k2 þ fðtÞ
� � ; ð3:1Þ

where w and K1 are the controller gains to be determined, w ¼ ðw1;w2; . . .;wnÞT , wi is
a constant, i ¼ 1; 2; . . .; n. To prove our main results, we construct the following
Lyapunov functional:

VðtÞ ¼ eTðtÞeðtÞþ hTðtÞhðtÞþ 1
1� l

Z t

t�sðtÞ
eTðsÞQeðsÞdsþ

Z 0

�s

Z t

tþ n
eTðsÞQeðsÞdsdn:

ð3:2Þ

where Q is a positive diagonal matrix. Then from (3.2), there always exists a scalar
r[ 1 such that

eðtÞk k2 �VðtÞ� r eðtÞk k2 þ r
kminðTÞ

Z t

t�s
eTðsÞQeðsÞds; ð3:3Þ

where

kminðTÞ[ 0;

T ¼ 2I
e
� 2

e
AL� r1

e
ðBLÞTBL� r2

e
HTH � 2w

e
� r3

e
KT
1 K1 � 1

r4
LTL� Q

1� l
� Qs[ 0

ð3:4Þ

and A ¼ ð~aijÞn�n;B ¼ ð~bijÞn�n; H ¼ diagðH1;H2; . . .;HnÞ; L ¼ ðl1; l2; . . .; lnÞT .
Theorem 3.1. Under the assumptions H1–H2, if there exist a constant r[ 1,
r1; r2; r3; r4 [ 0, diagonal matrix Q[ 0 and K1;K2 such that

dr\kminðTÞ; T [ 0; ð3:5Þ

where d[ 0, then systems (2.3) and (2.4) are w-type synchronization with the non-
linear feedback controller and the convergence rate is d

2 when the error eðtÞ approaches
to zero.

Proof. Calculating the derivative of Lyapunov-Krasovskii function (3.2), along (2.5)
we have
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_Vðt; eðtÞÞ � 2eTðtÞ _eðtÞþ 2hTðtÞ _hðtÞþ 1
1� l

eTðtÞQeðtÞ � 1� _sðtÞ
1� l

eTðt � sðtÞÞQeðt � sðtÞÞ

þ eTðtÞQseðtÞ �
Z t

t�s
eTðsÞQeðsÞds

¼ 2
e
eTðtÞ½�eðtÞþAgðeðtÞÞþBgðeðt � sðtÞÞÞþHhðtÞþ uðtÞ� þ 2hTðtÞ½�hðtÞ

þ gðeðtÞÞ� þ 1
1� l

eTðtÞQeðtÞ � 1� _sðtÞ
1� l

eTðt � sðtÞÞQeðt � sðtÞÞ

þ eTðtÞQseðtÞ �
Z t

t�s
eTðsÞQeðsÞds ð3:6Þ

By Lemma 2.2 and H1, there exist positive scalars r1; r2; r3; r4 [ 0 such that

2eTðtÞBgðeðt � sðtÞÞÞ� r1e
TðtÞðBLÞTBLeðtÞþ 1

r1
eTðt � sðtÞÞeðt � sðtÞÞ; ð3:7Þ

2eTðtÞHhðtÞ� r2e
TðtÞðHÞTHeðtÞþ 1

r2
hTðtÞhðtÞ; ð3:8Þ

2eTðtÞK1eðt � sðtÞÞ� r3e
TðtÞðK1ÞTK1eðtÞþ 1

r3
eTðt � sðtÞÞeðt � sðtÞÞ; ð3:9Þ

2hTðtÞgðeðtÞÞ� r4h
TðtÞhðtÞþ 1

r4
eTðtÞLTLeðtÞ: ð3:10Þ

Substituting (3.7)–(3.10) into (3.6) we have

_Vðt; eðtÞÞ� � eTðtÞ 2I
e
� 2

e
AL� r1

e
ðBLÞTBL� r2

e
HTH � 2w

e
� r3

e
KT
1 K1 � 1

r4
LTL� Q

1� l
� Qs

� �
eðtÞ

þ eTðt � sðtÞÞ I
er1

þ I
er3

� 1� b
1� l

Q

� �
eðt � sðtÞÞþ hTðtÞ �2þ I

er2
þ r4

� �
hðtÞ

�
Z t

t�s
eTðsÞQeðsÞds� eðtÞk k4

eðtÞk k2 þ fðtÞ : ð3:11Þ

Le T ¼ 2I
e � 2

e AL� r1
e ðBLÞTBL� r2

e H
TH � 2w

e � r3
e K

T
1 K1 � 1

r4
LTL� Q

1�l � Qs[ 0,
1�b
1�lQ ¼ 1

er1
þ 1

er3
; 1
er2

þ r4 � 2\0, we have

_Vðt; eðtÞÞ� � eTðtÞTeðtÞþ eðtÞk k2� eðtÞk k4
eðtÞk k2 þ fðtÞ �

Z t

t�s
eTðsÞQeðsÞds

¼ �eTðtÞTeðtÞþ eðtÞk k2fðtÞ
eðtÞk k2 þ fðtÞ �

Z t

t�s
eTðsÞQeðsÞds: ð3:12Þ
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By using the inequality 0� bqðtÞ
bþ qðtÞ � qðtÞ;8b[ 0; qðtÞ[ 0, we have

_Vðt; eðtÞÞ� � eTðtÞTeðtÞþ fðtÞ �
Z t

t�s
eTðsÞQeðsÞds

� � kminðTÞeTðtÞeðtÞþ fðtÞ �
Z t

t�s
eTðsÞQeðsÞds:

ð3:13Þ

Then, from (3.3) and (3.12), we have

_VðtÞþ dVðtÞ� � kminðTÞeTðtÞeðtÞþ fðtÞ �
Z t

t�s
eTðsÞQeðsÞdsþ d r eðtÞk k2þ r

kminðTÞ
Z t

t�s
eTðsÞQeðsÞds

� �

¼ ðdr� kminðTÞÞ eðtÞk k2þ dr
kminðTÞ � 1

	 
Z t

t�s
eTðsÞQeðsÞdsþ fðtÞ

� fðtÞ
ð3:14Þ

which leads to

_VðtÞ� � dVðt; xÞþ fðtÞ

From Lemma 2.1, the error system (2.5) is w-type stable. Consequently, systems
(2.3) and (2.4) are w-type synchronized via the nonlinear feedback controller (3.1). The
convergence rate that the error e(t) approaches to zero is d

2. The proof is completed.

Corollary 3.1. Under the assumption H1–H2, let fðtÞ ¼ e�at; a[ 0; wðtÞ ¼ et, if
there exist constants d[ 0; r[ 1 such that

dr\kminðTÞ; T [ 0; ð3:15Þ

where kminðTÞ, T are defined as in (3.4). Then systems (2.3) and (2.4) are exponentially
synchronized with the nonlinear feedback controller (3.1). The exponential conver-
gence rate of the error eðtÞ approaches to zero is d

2.

Corollary 3.2. Under the assumption H1–H2, let fðtÞ ¼ ðtþ 1Þ�a; a[ 0; wðtÞ ¼
tþ 1, if there exist constants d[ 0; r[ 1 such that

dr\kminðTÞ; d\a� 1; T [ 0; ð3:16Þ

where kminðTÞ; T are defined as in (3.4). Then systems (2.3) and (2.4) are polynomial
synchronized with the nonlinear feedback controller (3.1). The polynomial conver-
gence rate of the error eðtÞ approaches to zero is d

2.
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4 A Numerical Example

In this section, we give a example to verify the effectiveness of the synchronization
scheme obtained in the previous section. Consider the following SMCNNs with time-
varying delays:

STM : e _xiðtÞ ¼ �xiðtÞþ
Xn
j¼1

~aijfjðxjðtÞÞþ
Xn
j¼1

~bijfjðxjðt � sðtÞÞÞþHisiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _siðtÞ ¼ �siðtÞþ fiðxiðtÞÞ; i ¼ 1; 2; . . .; n;

ð4:1Þ

Let e ¼ 0:8; sðtÞ ¼ 0:5 cos tj j; s ¼ 1; fjðxjðtÞÞ ¼ tanhðxjðtÞÞ;H1 ¼ 1:4;H2 ¼ 0:5;
l1 ¼ l2 ¼ 1,

K1 ¼ diagð1; 1Þ, _sðtÞ\l ¼ b ¼ 0:25. The initial values x1ðhÞ ¼ �0:7; x2ðhÞ ¼ 1,
s1ðhÞ ¼ 0:8; s2ðhÞ ¼ �0:8, 8h 2 ½�0:8; 0�.

a11ðx1Þ ¼
3:0; x1ðtÞj j[ 1;

2:5; x1ðtÞj j � 1;

�
a12ðx1Þ ¼

�0:3; x1ðtÞj j[ 1;

�0:25; x1ðtÞj j � 1;

�

a21ðx2Þ ¼
�0:5; x2ðtÞj j[ 1;

�0:3; x2ðtÞj j � 1;

�

a22ðx2Þ ¼ 1; x2ðtÞj j[ 1;
1:1; x2ðtÞj j � 1;

�
b11ðx1ðt � sðtÞÞÞ ¼ �3; x1ðtÞj j[ 1;

�2:5; x1ðtÞj j � 1;

�

b12ðx1ðt � sðtÞÞÞ ¼ �0:3; x1ðtÞj j[ 1;
�0:15; x1ðtÞj j � 1;

�

b21ðx2ðt � sðtÞÞÞ ¼ �0:5; x2ðtÞj j[ 1;
�0:4; x2ðtÞj j � 1;

�
b22ðx2ðt � sðtÞÞÞ ¼ �3; x2ðtÞj j[ 1;

�2; x2ðtÞj j � 1;

�

Consider (4.1) as the drive system, then the corresponding response system is as
follows:

STM : e _yiðtÞ ¼ �yiðtÞþ
Xn
j¼1

~aijfjðyjðtÞÞþ
Xn
j¼1

~bijfjðyjðt � sðtÞÞÞ þHiriðtÞþ uiðtÞ; j ¼ 1; 2; . . .; n;

LTM : _riðtÞ ¼ �riðtÞþ fiðyiðtÞÞ; i ¼ 1; 2; . . .; n;

ð4:2Þ

with initial values y1ðhÞ ¼ 0:5; y2ðhÞ ¼ �1; r1ðhÞ ¼ 0:5; r2ðhÞ ¼ �0:8; 8h 2 ½�1; 0�:
w1 ¼ �9:5;w2 ¼ �10:5, fðtÞ ¼ e�0:1t, /ðtÞ ¼ et,

u1ðtÞ ¼ �9:5e1ðtÞþ e1ðt � sðtÞÞ � e eðtÞk k2e1ðtÞ
2 eðtÞk k2 þ e�0:1t
� � ;
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u2ðtÞ ¼ �10:5e2ðtÞþ e2ðt � sðtÞÞ � e eðtÞk k2e2ðtÞ
2 eðtÞk k2 þ e�0:1t
� � :

The constants d and r can be chosen as 0.08 and 6, respectively. Then the con-
ditions of Corollary 3.1 are satisfied. It has shown that the drive system (4.1) and the
response system (4.2) are exponentially synchronized with the nonlinear controller.
Figures 1 and 2 depict the synchronization errors of state variables between drive and
response systems, which can check that the convergence rate of error e(t) approaches to
zero is 0.04.

5 Conclusion

In this paper, we have considered the w-type synchronization problem for switch
memristor-based competitive neural networks with time-vary delays. By using some
lemmas and constructing a proper Lyapunov-Krasovskii functional, a nonlinear feed-
back controller is designed to achieve the w-type synchronization of SMCNNs. Our
results are general and can be considered as the complement and extension of the
previous works on exponential synchronization of neural networks.
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