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Preface

This volume contains the papers presented at the BPM Forum of the 17th International
Conference on Business Process Management (BPM 2019). The conference provided a
forum for researchers and practitioners in the broad and diverse field of BPM. To
accommodate for the diversity of the field, the BPM conference hosted tracks for
foundations, engineering, and management. The conference was held in Vienna,
Austria, during September 1–6, 2019.

Since its introduction, the aim of the BPM Forum has been to host innovative
research that has high potential to stimulate discussion, but does not quite meet the
rigorous quality criteria for the main conference. The papers selected for the forum
showcase fresh ideas from exciting and emerging topics in business process manage-
ment. We received a total of 157 submissions, from which we took 115 into review.
Each submission was reviewed by at least three Program Committee (PC) member and
one senior PC member. In all, 23 papers were accepted for the main conference. In
addition, we invited 17 innovative papers to the BPM Forum, out of which 13 accepted
our invitation.

We thank the colleagues involved in the organization of the conference, especially
the members of the PCs and the Organizing Committee. We also thank the Platinum
sponsor Signavio, the Gold sponsors Austrian Center for Digital Production, Bizagi,
Camunda, Celonis, FireStart, Process4.biz, the Silver sponsors Heflo, JIT, Minit,
Papyrus Software, Phactum, and the Bronze sponsors ConSense, DCR, and TIM
Solutions, as well as Springer and Gesellschaft für Prozessmanagement for their sup-
port. We also thank WU Vienna and the University of Vienna for their enormous and
high-quality support. Finally, we thank the Organizing Committee and the local
Organizing Committee, namely, Martin Beno, Katharina Distelbacher-Kollmann, Ilse
Dietlinde Kondert, Roman Franz, Alexandra Hager, Prabh Jit, and Doris Wyk.

September 2019 Thomas Hildebrandt
Boudewijn van Dongen
Maximilian Röglinger

Jan Mendling
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Sketching Process Models by Mining
Participant Stories

Ana Ivanchikj(B) and Cesare Pautasso

Software Institute, USI, Lugano, Switzerland
{ana.ivanchikj,cesare.pautasso}@usi.ch

Abstract. Producing initial process models currently requires gather-
ing knowledge from multiple process participants and using modeling
tools to produce a visual representation. With traditional tools this can
require significant effort and thus delay the feedback cycle where the ini-
tial model is validated and refined based on participants’ feedback. In this
paper we propose a novel approach for process model sketching by apply-
ing existing process mining techniques to a sample process log obtained
directly from the process participants. To that end, we specify a sim-
ple natural language-like domain-specific language to represent process
traces or fragments of process traces. We also illustrate the architecture
of a live modeling tool, the Sketch Miner, implementing the proposed
approach. The tool produces a draft visual representation of the control
flow which is updated in real-time as the traces are written down. The
draft model generated by the tool can later be refined and completed by
the business analysts using traditional tools.

Keywords: Draft process model · Process mining ·
Process requirements · Textual modelling DSL

1 Introduction

One of the identified challenges of business process management in a recent sur-
vey is the involvement of people with different skills and background [1], such as
process participants with business domain knowledge, the business analysts with
process modelling knowledge, and the software engineers with IT background.
In the requirements gathering phase for the implementation of a new process in
Process Aware Information Systems (PAIS), or when trying to model/improve
existing processes, the people with detailed knowledge about the AS-IS or TO-
BE business process are the participants in the process. Although they have deep
knowledge about the activities that they perform [15], they might lack global
knowledge about the end-to-end process [3]. Furthermore, abstracting from the
process instances and thinking on the process model level is not always straight-
forward, especially for people with little or no modelling experience.

Drafting a model of the process with traditional modelling techniques,
requires a dedicated person to step in the role of a business analyst, gather
c© Springer Nature Switzerland AG 2019
T. Hildebrandt et al. (Eds.): BPM 2019, LNBIP 360, pp. 3–19, 2019.
https://doi.org/10.1007/978-3-030-26643-1_1
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4 A. Ivanchikj and C. Pautasso

the process knowledge from different participants and use a graphical editor to
manually create the initial draft process model. This requires time and signifi-
cant cognitive effort by the business analyst, thus causing a delay in obtaining
feedback on the draft model by the actual process participants. A comparative
study by Damij [5] has shown that the process participant’s role when using
flowcharting modeling techniques, boils down to observation. While when using
more natural language like techniques, such as activity tables, the process partic-
ipants are actively involved to ensure that their activities are correctly captured
in the model. On the same note, the study by Ottensooser et al. [18] has shown
that people with no formal training in business process modeling, understand
better textual notations describing business processes, such as written use-cases.
However, their understanding of the described business process increases by read-
ing a BPMN diagram after having read the written use-cases. To summarize, the
existing state of the art process modelling techniques do not empower nor moti-
vate process participants to become directly involved in the initial drafting of
the process model. Their only possible involvement is during the interviews with
the business analyst, who is then responsible for abstracting the concepts and
creating the general picture, which might not align with the reality. However, a
potential misalignment will only be discovered after the first draft of the model
is finished by the business analyst and shown to the participants, thus creating
delays in the feedback cycle.

With the work presented in this paper we would like to get the process par-
ticipants to become actively involved in drafting the model, thus speeding up
the feedback cycle. To that end, we propose a simple Domain Specific Language
(DSL) that would allow process participants to describe their user stories in
a predefined textual format, similar to task lists written in natural language.
By transforming these lists into a process log we leverage on existing process
mining algorithms to discover the process described by the participants. This
Model Sketching by Mining approach allows the mining algorithm to use the
unified knowledge of different participants to deduce the control flow branches
and to infer the presence of loops, and thus output in real-time an initial draft
of the business process in the visual language of choice. The role of the cre-
ator of the initial draft model is transferred from the business analysts to the
mining algorithm, while the business analyst steps in later, in the refinement
and finalization of the model, which can be done with the traditional model-
ing tools. This does not mean that the business analyst cannot use the DSL to
“take notes” and sketch the model while interviewing process participants. That
types of involvement allow for a quick initial draft of the process model which
can be used to facilitate the discussion and the validation of the model with the
stakeholders. While traditionally process mining has been used for discovery of
existing processes based on system logs [22], we propose to extend the use of
existing mining algorithms to sketch processes out of possible user scenarios or
hypothetical participant stories.

This paper is structured as follows. In Sect. 2 we discuss briefly the existing
textual notations for modelling business processes and motivate the need of



Sketching Process Models by Mining Participant Stories 5

defining our own DSL for capturing process knowledge, which we present in
Sect. 3. In Sect. 4 we describe the architecture of the Sketch Miner, the proof
of concept tool for Model Sketching by Mining, which translates the DSL into
complete process traces to be used as input to a mining algorithm. To show
the use of the DSL and the tool, in Sect. 5 we model a travel reimbursement
process, which we refer to when discussing the benefits and the limitations of
our approach in Sect. 6. In Sect. 7 we discuss the related work, while in Sect. 8
we conclude the paper and present work that we plan to conduct in the future.

2 Textual Notations for Process Modeling

Using textual notations to generate visual models has been gaining on impor-
tance in the modelling languages that target primarily developers. For instance,
in Ballerina1, a programming language aimed at the implementation of microser-
vices and API integration, the textual and the visual syntax are kept synchro-
nized as they are being edited independently. There are also tools, such as Plan-
tUML, which support textual modeling of many of the Unified Modeling Lan-
guage (UML) visual diagrams which are aimed at documenting software systems
artifacts. One of these UML diagrams, the Activity diagram, is intended as a
graphical representation of workflows and as such can be used to model busi-
ness processes. It can be modelled graphically with tools such as StarUML2, but
it can also be modelled textually with tools such as PlantUML3, following the
syntax rules for distinguishing between different diagram constructs. The syntax
uses: (1) keywords, such as “start” and “stop” to denote the beginning and end
of a diagram, “if”, “then”, “else”, “elseif” for conditionals, “repeat”, “while”
for loops, or (2) punctuation signs, such as “:” to denote an activity, “( )” to
denote a gateway, “| |” to denote swimlanes etc. A survey of textual notations
for UML is available in [19].

In the domain of process modelling, the Business Process Execution Lan-
guage (BPEL) is a textual XML based language for specifying process behaviour
with no standard graphical visual notation4. It uses nesting of constructs to
represent the control flow, using keywords to distinguish among different con-
trol structures such as <sequence>, <flow>, <if> etc. The target audience of
this language are developers. Nitzsche et al. [17] have proposed BPELlight to
describe interactions only as message exchanges, regardless of the interface defi-
nition, thus separating the business logic from the technical protocols and mes-
saging infrastructure. BPELlight extends BPEL with the <conversation> and
<interactionActivity> elements which group the interaction activities and
thus simplify the original BPEL language, facilitating the modelling of business

1 https://ballerina.io.
2 http://staruml.io.
3 http://plantuml.com/activity-diagram-beta.
4 https://www.oasis-open.org/committees/download.php/23964/wsbpel-v2.0-

primer.htm.

https://ballerina.io
http://staruml.io
http://plantuml.com/activity-diagram-beta
https://www.oasis-open.org/committees/download.php/23964/wsbpel-v2.0-primer.htm
https://www.oasis-open.org/committees/download.php/23964/wsbpel-v2.0-primer.htm
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processes at a more abstract level. However, also BPELlight does not provide a
visual rendering of the process model.

The Business Process Model and Notation (BPMN) is a standard process
modelling language, designed starting from a visual syntax and later enhanced
with an XML-based serialization. Recently a textual representation of BPMN
has been proposed in plantBPMN [11]. Its target audience are developers, and
potentially business analysts, and thus it supports a large number of BPMN
constructs. It requires knowledge of BPMN terminology as specific keywords are
used for all the node constructs such as “pool”, “start”, “start timer”, “split”,
“task” etc. It also includes symbols that mimic the graphical constructs, such as
the “->” for denoting the sequence flow.

The above mentioned DSLs require the users to learn and remember a syntax
with different constructs, or rules for expressing different visualizations. As these
rules are often similar to expressions used in programming languages, they might
be intuitive for developers, but not necessarily for our primary target audience,
i.e., process participants. The process participants would use the DSL for model
sketching by mining only when mapping their everyday activities to a process,
which is expected to happen rarely in their career. Thus, the textual DSL to be
used by them should be as simple as possible and as close to natural language
as possible, so that it can be explained and memorized fast, with no need of
specialized training. The aim of such DSL is not to generate an executable pro-
cess model, but rather to rapidly paint a model sketch for discussion purposes
by inferring a process template from multiple scenarios representing individual
instances. To do so, it does not need the full expressiveness of an executable
process modeling language, such as BPMN or BPEL. Other authors have also
pointed to the benefits of a simpler notation when gathering requirements [14].
By using mining to deduce the control flow constructs, we can avoid having to
specify them in the textual DSL, and thus propose a simpler DSL than the ones
mentioned above.

3 A DSL for Process Model Sketching by Mining

When the goal is obtaining an initial draft model fast, an important decision
to make is what is the minimal necessary user input in order to maximize what
can be expressed in the output. The desired output in our case is a draft process
model, for which the required minimal input are the names of the activities in
the process and the sequence in which they have to be completed. Although
the DSL can be used by all involved parties, the primary targeted users are the
process participants, who are generally not computer scientist, and thus are not
familiar with the syntax of structured programming languages, and have limited
knowledge of process modelling languages and process modelling. Therefore, one
of the requirements for the DSL is that it should be as simple as possible and as
close to natural language as possible. Additionally, as we propose using a mining
algorithm to automatically generate the initial sketch of the process model, the
input to the algorithm needs to mimic a set of traces of process instances. To
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Fig. 1. Model sketching by mining DSL grammar definition (EOL indicates the end of
the text line; EOF the end of the input file).

get the full model, a complete process instance trace is required for each possible
path that can be taken in the process. There are several issues with obtaining
such traces directly from the user. First of all, although it is highly likely that
individual process participants are at least aware of the activities that they
need to perform and the immediate predecessor/successor activities, they may
lack knowledge of the end-to-end process, and thus all the possible paths in the
process. Another issue is that stating all the possible paths becomes repetitive
when there are many alternative paths which have many shared activities.

The standard IEEE format for event logs used in process mining is the eXten-
sible Event Stream (XES) format5. XES is a tag-based language, where the infor-
mation about the events belonging to a determined process instance lie inside a
trace element, which contains one to many event elements. Different attributes
can be defined for the event element, the timestamp and the activity name being
the most frequently used ones. Although XES is human readable, it requires the
knowledge of XML syntax, the specific tags and their meaning and is rather ver-
bose for human users to write manually. Thus, we could not use this standard
as a format for the user input, but nonetheless we used it as a target into which
our DSL can be transformed.

Namely, in the DSL for Model Sketching by Mining we require the user to
write the name of each new activity in a new line, in the order in which the
activities are completed. No time-stamp is required as the sequential order is
deduced from the order in which the activities’ names are written. While system
event logs would have a process instance ID and a participant ID associated with
each event, in our DSL a new empty line in the text separates traces of differ-
ent process instances, and the participant keyword followed by the name of a
participant denotes who performs the activities listed after naming the partici-
pant. In Fig. 1 we provide a formal definition of the syntax of the DSL specifying

5 http://www.xes-standard.org.

http://www.xes-standard.org
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the correct usage of the language constructs. Essentially, the allowed values in
a single line of text are: (1) the participant keyword followed by the name of
a participant; or (2) the name of the activity (empty spaces are allowed), or (3)
an empty line (to mark the start of a new process instance); or (4) the dots “...”
symbol (to indicate unknown fragments). While the names of the activities are
sufficient to capture any complete trace of a process instance whose activities
are performed by the same participant, we need the participant keyword as a
construct to represent the hand-over of activities between participants. Further-
more, we need a construct to allow shortening the log by avoiding the repetition
of the same sequences of activities in traces of process instances of different paths
in the process. To that end, we introduce the “...” symbol. This symbol at the
same time tackles the above mentioned issue of possible lack of knowledge of
what the other participants are doing, which gives rise to the need to represent
in the DSL fragments of process instance traces. The “...” symbol is essentially
a placeholder for missing parts of the trace which are defined elsewhere. The
precise semantics of the “...” symbol depends on its position relative to the start
or end of the process instance trace, i.e., relative to the empty line. Following are
the possible types of fragments of process instance traces and their semantics:

– Process instance trace that does not contain the “...” symbol: a sequence of
activities which are all known to the user and which show a complete possible
execution path of the process from the start to an end;

– Process instance trace that starts with the “...” symbol: the start of the
process instance is not known to the user, or has been defined in the trace
of other process instances. This fragment of a process instance trace states a
sequence of activities that leads to the end of the process;

– Process instance trace that ends with the “...” symbol: the end of the process
instance is not known to the user, or has been defined in the trace of other
process instances. This fragment of a process instance trace states a sequence
of activities that follows from the start of the process;

– Process instance trace that contains the “...” symbol: there is a part of the
process instance that is not known to the user, or that has been defined in
the trace of other process instances. This fragment of a process instance trace
states a sequence of activities that starts and ends the process, but skips the
middle of the process instance trace;

– Process instance trace that starts and ends with the “...” symbol: this type
of trace is used as a fragment to fill in the placeholders in other traces in order
to complete them. It does not correspond to a separate process instance.

4 Sketch Miner - A Tool for Model Sketching by Mining

As a proof of concept for the applicability of the proposed approach to use
mining for sketching process models, we have designed the Sketch Miner, a tool
which takes as input a process described with the DSL presented in Sect. 3 and
provides as an output a draft BPMN model of the process (Fig. 2).
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The tool first expands the traces written in the DSL to obtain the complete
traces of all the possible paths that can be taken in the process. Namely, the DSL
user input is parsed and each time the “...” symbol is encountered, depending
on its position, the algorithm performs one of the following actions:

– If the “...” symbol is at the start of the process instance trace the algorithm
searches for the first activity which is after the “...” symbol in all the other
expanded process instance traces. When it finds it, it takes all the activities
which precede it, thus creating one or more missing process fragments, which
are then used to expand the initial process instance trace;

– If the “...” symbol is at the end of the process instance trace the algorithm
searches for the last activity which is before the “...” symbol in all the other
expanded process instance traces. When it finds it, it takes all the activities
which succeed it, thus creating one or more missing process fragments, which
are then used to expand the initial process instance trace;

– If the “...” symbol is in the middle of the process instance trace the algorithm
searches for the first activity which is before the “...” symbol and the first
activity which is after the “...” symbol in all the other expanded process
instance traces. When it finds both these activities in the correct order, it
takes all the activities which are between them, thus creating one or more
missing process fragments, which are then used to expand the initial process
instance trace.

Fig. 2. Architecture of the Sketch Miner
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As the trace expansion algorithm acts recursively and searches all expanded
traces, if different sequences are identified as a match in different process instance
traces, then they will all be used to expand the analyzed trace resulting with
multiple expanded traces per one compressed trace. A simple example of how
compressed traces are expanded by the Sketch Miner before passing them to
the mining algorithm is provided in Fig. 2. As evident from the example, the
assumption used by the expansion algorithm is the existence of at least one
common activity between the compressed trace and the other traces, as the
algorithm uses the common activity to identify the missing part of the path.

In order to enable automatic deduction of the activity role mapping, while
keeping the DSL as simple as possible, we have introduced the constraint that the
participant starting the process, when writing the traces, can only write down
the activities (s)he is responsible for, using the “...” symbol when necessary. That
way the algorithm can assign the activity to the first participant that mentions it.
The other participants in the process, when using the “...” symbol, should state
one activity preceding and/or following their activities depending on the position
of the “...” symbol (beginning, end or middle of a process instance trace). In Fig. 2
there is a simple example showing which of the activities are assigned to which
participant following the above mentioned constraints. Thus, we use the minimal
assumption that process participants know all the activities they are responsible
for as well as at least one activity preceding/following their activities so that log
fragments of different participants can be connected. Nonetheless, participants
may be aware of additional activities and they are free to state them.

The requirements for embedding a process mining algorithm within the
Sketch Miner architecture involve the existence of an API to automatically feed
the mining algorithm with the expanded traces. Additionally, users typing the
traces should not have to wait to see the resulting model, but the model should
be updated live as new entries of the traces are added. This could be achieved
with an incremental mining approach [16].

The current version of the Sketch Miner uses the Alpha algorithm for mining
the expended traces and produces as output a BPMN diagram, serialized as an
SVG image using the dagre-d3 library6, so that it can be immediately displayed
in a Web browser. Aiming at a proof of concept of this novel modeling approach,
the validation of different mining algorithms for its implementation was not in
the scope of this work. Furthermore, the approach of using mining for process
model sketching is not intended to depend on the target language and can be
potentially applied to other process modelling languages, such as Petri Nets, or
proprietary flowcharting languages. The Sketch Miner is available at Github7.

5 Travel Reimbursement Use-Case

To show the use of the DSL proposed in Sect. 3 we will use the example of a travel
costs reimbursement process. In this process, after returning from a business trip,
6 https://github.com/dagrejs/dagre-d3.
7 design.inf.usi.ch/sketch-miner.

https://github.com/dagrejs/dagre-d3
http://design.inf.usi.ch/sketch-miner
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Fig. 3. Model sketching by mining in the travel reimbursement use-case

Employees need to fill in the reimbursement request form, mark the bills with
the expense number, scan and attach them to the form, print the form, and
together with the bills send it to their Head of Department for approval. After
receiving the dossier the Head of Department checks the travel description and
the stated costs, and can reject the request, or where needed ask the Employee
to perform changes and resend the dossier. When the dossier is approved the
Head of Department sends it to the Finance Department. After receiving it
the Finance Department checks whether the submitted dossier is complete and
whether the reported costs are reimbursable. If all the controls are passed success-
fully, the Finance Department sends the payment to the Employee. Otherwise
they contact the Employee inquiring for additional information/documentation
and re-performing the checks.

In the above described use-case there are three participants, the Employee,
the Head of Department and the Finance Department. Probably none of them
would know in detail what the other participants are doing as part of the
described process, but we can assume that they all know at least the activ-
ity preceding/following the activities they are involved in. For instance, as can
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be seen in the left-hand side of Fig. 3, the Employees might not know the detailed
steps that are taken by the Head of Department or the Finance Department, and
thus they simply mark them with the “...” symbol. They know that some checks
happen after they send the documents and that they can be asked to mod-
ify the request or to provide additional information, but they might not know
the precise activities. On the other hand, the Head of Department can decide
between three different paths after checking the documents, which is why (s)he
specifies three different process instance traces. As two of the possible paths do
not lead to an end of the process, they are placed in between the “...” symbols.
On the other hand, the use of the “...” symbol at the beginning of the process
instance traces allows the Head of Department to only state the new activities in
the last two process instances, without repeating the activities already stated in
the previous instance traces. Last but not least, the Finance Department, after
performing the checks, can choose between asking for more information or send-
ing the reimbursement payment, thus it only states two process instance traces.
There are five possible paths assembled by the DSL log expansion, as evident
in the central part of Fig. 3, and they are all passed to the mining algorithm in
order to obtain the draft model presented in the right-hand side of Fig. 3.

6 Discussion

In real world scenarios, a written natural language description of the process is
not always available, or when it is available it is not always up to date. In the
travel reimbursement use-case mentioned in Sect. 5, with the traditional process
modeling approach, such situation would require the business analyst to inter-
view the three process participants in order to make the first draft model of the
process. Then (s)he would need to identify the relevant activities at a meaning-
ful level of granularity and name them. Bear in mind that in this toy example
process there are already 20 activities, while in real world processes there can be
many more. Then the business analyst, who is required to have prior knowledge
of the visualization and the semantics of different BPMN constructs, or another
process modelling language, should identify the divergence/convergence in the
control flow and any possible loops. In the use-case model there are four exclusive
gateways connected by two loops. Identifying them requires a cognitive effort,
that as can be seen in Table 1, the business analyst is not spared of when using
existing textual process modeling languages (described in Sect. 2). However, with
our Model Sketching by Mining approach that part of the work is done by the
mining algorithm in order to get the first draft of the process model. With this
approach the active role of the business analyst can be postponed to after the
first draft of the model, when (s)he would need to refine the draft model based
on the discussion and the feedback from the process participants.

The Model Sketching by Mining approach enables the process participants to
become directly involved in the modeling effort by writing the traces, regardless
of the fact that they might lack the process modelling language knowledge. The
DSL encourages them to think in terms of sequences of work units that they
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Table 1. Textual process modelling languages comparison

Target

users

Users identify

and name

activities

Users

identify the

control flow

Modelling

language

support

Output

format type

Model

visualized

PlantUML Developers Yes Yes Full PNG, SVG On

request

plantBPMN Developers Yes Yes High BPMN On save

BPELight Business

analysts

Yes Yes Full BPEL N/A

Sketch Miner Process

participants

Yes No Basic SVG Real time

perform, and how they should compose them into activities and name those
activities in a manner that is meaningful to them. For instance, in the travel
reimbursement process described in our use-case, for a business analyst the “Scan
and attach the bills” step might not seem important as (s)he might not be aware
of the average number of bills per request. Thus, (s)he might compose it together
with the previous step “Mark the bills with the expense number” into a single
activity. However, for the employees it might be important to single out this step
as a separate activity as it is time consuming and they might want to keep track
of the time they spend scanning. Providing meaningful names to the activities
is also not an easy task for a business analyst, but it might come more natural
for the actual participants executing the activities.

6.1 Usability vs. Expressiveness Trade-Off

The trade-off between usability and expressiveness is not inherent only to the
domain of business process modelling [10]. The fundamental reason for this trade-
off is the fact that greater expressiveness requires more language constructs,
which hinders the usability as the users need more time and effort to learn the
language. In existing textual process modeling languages the user typically needs
to write text which mimics the graphical constructs of the modelling language
(e.g., “->” to denote an edge in plantBPMN) or use the terminology of the
modelling language (e.g., pool, task etc. in plantBPMN, fork in PlantUML) in
order to obtain the visual model. This requires the user to have prior knowledge
of the visual process modelling language. Usability, and fast learnability as part of
it, is particularly important in our approach as we are primarily targeting process
participants who are not frequently exposed to the visual process modelling
language in their daily job. Thus, we do not aim at providing full support for
all BPMN constructs. BPMN is a very expressive and rather complex language
with over 100 constructs. As such providing a full support in our DSL would
be likely to increase the complexity of the syntax, and drift the DSL design
away from the original concept of using mining to infer the structure of the
process as much as possible, as opposed to using the DSL to give a textual
representation of the same, as in the case of PlantUML or plantBPMN. This is
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an important trade-off, which we have resolved favouring simplicity to enable
process participants who have no knowledge of process modeling to state their
user stories [14]. Furthermore, in order to both facilitate the learning of the
basic BPMN constructs, and to provide fast feedback to the users, we have
opted for generating the visual output at real time, as the users are typing their
stories using the DSL. As evident in Table 1, this is not the case with existing
textual process modeling languages. Namely, in PlantUML the textual model
gets synchronized with the visual model only upon request, while plantBPMN
generates a file in a BPMN XML format which then needs to be imported into
a dedicated tool, such as Signavio8 or an Eclipse plug-in, for visualization and
further editing.

Even though we favour the DSL simplicity to expressiveness, we still aim to
empower the process participants to tell their story by writing activity traces
from their perspective. To that end, we have introduced the “...” symbol as a
placeholder for parts of the process performed by others, and thus unknown
to whoever is writing the story. The use of the “...” symbol is also meant to
make the writing down of traces more time efficient, as it allows the users to
avoid repeating sequences of activities which they have already written down.
This is especially handy when there are alternative flows. For instance, in our
travel reimbursement use-case, the Head of Department needs to make a decision
whether to reject the request, ask for modification or send it to the Finance
Department. Before making such decision the Head of Department would need
to receive the reimbursement request dossier, check the travel description and
check the stated costs. Writing down this sequence of activities three times would
be too repetitive, so the Head of Department, when using the DSL, can avoid
doing so by simply stating the above mentioned sequence in the first process
instance trace and then starting a new instance trace using the “...” symbol
followed by the “check the state costs” activity (see Fig. 3).

6.2 Potential Improvement of Modeling Efficiency

Bandara et al. [2] have identified the modelling methodology and the modelling
tool as two factors impacting the success of a process modelling project. While
the methodology refers to the modelling approach being followed (e.g., how is
the requirements and information gathering phase performed), the modelling
tool refers to the software being used for the design of the models. Each of
these factors has its related costs in terms of efficiency and cognitive load. When
modeling business processes, we can differentiate between the cognitive load
for (1) identifying and naming the process activities, and (2) identifying the
correct topology of the control flow graph. The intrinsic cognitive load of people
depends on their prior knowledge and the complexity of the task that they need
to perform [21]. It has been shown that, when it comes to understanding visual
models, readers first identify smaller submodels and later connect everything
together [13]. Our DSL design takes advantage of this by allowing participants

8 https://www.signavio.com.

https://www.signavio.com


Sketching Process Models by Mining Participant Stories 15

to specify sub-models they have first-hand knowledge about. These are then
assembled by the mining algorithm to build the end-to-end process model. We
expect this approach should decrease the cognitive load of the business analysts
thanks to the use of a mining algorithm for reconstructing the control flow graph,
which is an especially complex task in larger process models. There are various
techniques for measuring the cognitive load, such as self-reported scales about the
mental effort, or the difficulty of the tasks, as well as through response time [6],
or eye movement tracking and pupillary response [4]. We plan to conduct such
experiments in the future.

The type of modelling tool on the other hand, in addition to the cognitive
load, can also impact the time efficiency of the modelling task per se. In
a graphical editor a modeler would need to select the correct constructs from
the available palette, place them in the modeling space, frequently using the
drag&drop functionality, connect them in the correct order, and type the name
of the activities. In the Sketch Miner, the user still needs to type the name
of the activities as when working with the graphical editor. However, there is
no drag&drop involved, thus there is no repositioning of the cursor within the
activity shapes as all names are written on different lines of the same text editor.
In other words, for equally experienced users we expect our textual entry to be
more efficient than drawing graphical models, as argued in [11,12]. In the future,
we plan to conduct controlled experiments where one group is asked to use the
Sketch Miner and another group is asked to use a graphical editor to construct
the same model with only the core BPMN constructs. By limiting the use of the
BPMN constructs in the graphical editor we ensure that any potential overhead
is not caused by the complexity of BPMN as a modeling language.

6.3 Limitations

One limitation of our current tool is that it uses the assumption that the partic-
ipants know at least the last activity preceding/following their involvement in
the process. This assumption requires that different participants use the same
name to identify such activities. However, one of the main disadvantages of the
natural language is its ambiguity. To deal with this limitation in future versions
of the Sketch Miner we can leverage on work done in the creation of domain
ontology and semantic annotation of process models expressed in BPMN. For
instance, in [7] the authors propose using natural language parsing combined
with information content similarity for generating suggestions for the semantic
annotation of business process elements. We can use similar approach for sugges-
tions or auto-completion of activity names. Another complementary solution is
to enable collaborative editing of the traces so that participants can input them
at the same time and resolve conflicts as soon as they appear.

As supporting parallel flows is only planned for future extensions of the
Sketch Miner, we currently do not introduce the explicit notion of an instance
id, which could be an approach for dealing with situations when work done by
two different process participants is done in parallel.
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Our current approach can lead to over-fitting, i.e., the automatically derived
model might allow for process instances which are not described in the DSL. To
deal with this limitation in the future we plan to generate the traces of such over-
fitting instances and present them to the user so that the process participants
can decide if some of those traces should be excluded from the model.

7 Related Work

Visual vs. textual modelling of processes has been long studied. Damij [5] studies
the appropriateness of flowcharts vs activity tables for capturing the reality of
a process using two case-study processes. Her work advises business analysts to
start with the activity table and then transform the table into a flowchart. Otten-
sooser et al. [18] use an experimental study with different types of participants to
evaluate the impact of modeling with BPMN vs modelling with written use-cases
on the understandability of the process. As Damij, Ottensooser et al. also advise
to start with the textual technique. Namely, they show that the process under-
standing of all participants benefited from reading the textual model, while only
BPMN trained participants benefited from the visual model. However, they also
observed that untrained participants who read the BPMN model after reading
the textual model did improve their understanding based on the BPMN model.
These studies have inspired our approach of using a textual DSL to automati-
cally generate a visual BPMN model. Effektif9 started with an idea similar to
ours, i.e., hiding complexity from the users by allowing them to create task lists
by simply naming tasks while the tool would create the corresponding visual
BPMN task constructs. Users would then use Signavio as a standard graphical
editor to modify the control flow topology, e.g., by connecting the tasks and
introducing the appropriate gateways. Their goal was to facilitate the automa-
tion of simple processes so that it can be done by any process participant, even
without technical background. In our work we aim at simplifying and speeding
up the creation of the initial model sketch by also deducing and drawing the
control flow constructs, and not only the task constructs as in the case of Effek-
tif. However, as in Effektiv the draft model generated with our approach may
also need to be refined using a traditional graphical editor.

When it comes to related work in using process traces, in Test Driven Mod-
elling (TDM) [23] for declarative process models, traces are used for creating
test cases. A test case is a complete trace of a process instance that takes the
form of a list of a sequence of activities that has to be supported by the defined
process model. The completeness of traces requirement is relaxed in the recent
work in [20]. However, in TDM traces are used for validation of an existing
process model, while our primary goal is the sketching of the process model
itself. In the past, scenarios and process fragments, called example runs [3] or
oclets [9], have been used to create process models. While we propose a DSL for
stating such process fragments, in [3] labelled partial orders and in [9] Petri Nets
oclets are used. For the composition of the fragments we use a mining algorithm,
9 https://www.signavio.com/post/introducing-effektif/.

https://www.signavio.com/post/introducing-effektif/
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while in the mentioned works the domain experts need to do the composition
using composition operators (sequence, alternative, iteration, concurrency) [3]
or combining actions enabled for extension [9].

Instead of the traditional process mining approach, whose output is automat-
ically discovered process model, recent approaches tend to include the domain
experts in the discovery of the process models, by allowing the user full control
over the creation of the process model and simply providing suggestions regard-
ing next activities based on the probabilities discovered with process mining
algorithms [8]. While our work also requires domain experts’ input, it does not
require the existence of real-world, system generated process execution logs, thus
it can also be applied for processes which are still not supported by PAIS.

8 Conclusions and Future Work

Gathering requirements for the design of a new PAIS can be a time consuming
task as it requires the cooperation of software technology experts with business
domain experts. In a traditional approach, the requirements gathering phase
starts with interviews with process participants conducted by a business analyst
who, based on those interviews, needs to sketch a process model to be discussed
and agreed upon with the process participants. To facilitate the work of the
business analyst, in this paper we have proposed an approach for process model
sketching by mining activity log written down directly by the process participants
using a textual DSL we have designed for this purpose. The DSL lists traces
with activity names on separate lines and it uses only one keyword to specify
participant names and one symbol to indicate trace fragments. We have also
presented the Sketch Miner, a proof of concept implementation of the approach,
using BPMN for the model visualization. The novelty of this approach is that
the control flow is deduced automatically by a mining algorithm, based on the
participants’ user stories, and the draft process model is rendered in real-time
as the users type in the activity traces. In a traditional approach the discovery
of the control flow is done mentally by the business analyst who then needs to
use graphical tools to represent it.

While working on the DSL in the future we plan to investigate how far we
can go with increasing the expressiveness of the language, without making it
too complex to be learned and effectively used by process participants, while
utilizing as much as possible the mining technique to deduce the topology of the
control flow graph. We also plan to empirically validate the approach. Namely,
we expect that this new model sketching approach can speed up the feedback
cycles in the process design as a result of the automatic process model generation
which could reduce the cognitive load of the business analyst. However, we will
need to run controlled experiments to systematically validate and quantify these
expected benefits.
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Abstract. The field of declarative process discovery comprises tech-
niques for mining declarative constraint sets from event logs. While
current techniques verify the relation of individual constraints to the
log, they do not consider the interrelation between constraints. This can
lead to logical contradictions between the discovered constraints. In this
work, we introduce a new form of such contradictions entitled implicit
inhibitors. In short, these are sets of constraints which will always be
activated together, but demand contradicting reactions. In turn, such
constraint sets can be denoted as quasi-inconsistent, as the contained
constraints are unsatisfiable should they be activated together. We intro-
duce a structured approach to detect and analyze quasi-inconsistencies
in declarative process models and evaluate our approach through formal
analysis and run-time experiments on real-life data-sets.

Keywords: Declarative constraints · Implicit inhibition · Declare

1 Introduction

Declarative process models consist of constraints which specify the behavior
which company processes should adhere to. Process execution in declarative
process models is thus all allowed behaviour within the set of constraints. The
semantics of declarative constraints is mostly formalized with temporal logic, e.g.
with modelling languages such as Declare [6,14]. For example, the Declare
constraint ChainResponse(a, b) imposes that if a task a occurs, it must be
directly followed by a task b. Likewise, Response(a, b) states, that if a task a
occurs, it must be eventually followed by a task b. When utilizing declarative
models, companies face numerous current challenges: In the scope of process
discovery, current discovery techniques can yield sets of constraints which are
unusable or confusing to modelers [7]. Also, human modelling errors or merging
models in the scope of company mergers can yield erroneous models [3].

As an example, consider the constraint sets C1 and C2, defined via

C1 ={ChainResponse(a, b) C2 = {ChainResponse(a, b)
NotResponse(a, b)} ChainResponse(b, c)

NotResponse(a, c)}.

c© Springer Nature Switzerland AG 2019
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In both cases, the task a is inhibited by (multiple) constraints which define
which tasks must or must not follow. However, these constraints demand logically
contradicting reactions to the occurence of task a. In turn, should the task a
occur, the declarative process model cannot further be executed.

Motivation: Can’t this be already solved with finite state automata?
The observant reader might ask whether the above examples are not inconsis-
tencies as defined in Di Ciccio et al. [7], and thus could already be detected by
existing approaches such as automata products. In short, the above examples
are not inconsistencies, but rather quasi -inconsistencies, explained as follows.

Di Ciccio et al. [7] have discussed the problem of inconsistent constraints that
can be returned during process discovery. Those authors define inconsistency as
a declarative process model which does not accept any execution trace, i.e. it is
unsatisfiable. An example would be the constraint set C3, defined via

C3 ={Participation(a)
ChainResponse(a, b)
NotResponse(a, b)}.

As can be seen, C3 contains the constraint Participation(a), which states
that the task a must occur in every execution trace. In result, the constraints
ChainResponse(a, b) and NotResponse(a, b) must also always be activated in
any execution trace. However, this constellation is inconsistent, i.e. there cannot
exist a trace that satisfies the model in C3.

On the contrary, a model containing the constraints in C1 or C2 can accept an
arbitrary amount of execution traces, namely any trace which does not contain
the task a. For example, a trace “bcbdbde” would satisfy respective models in
C1 or C2. Thus, these constraint sets are not inconsistent as defined in [7], but
rather quasi-inconsistent. That is, certain tasks are implicitly inhibited by a
set of contradictory constraints. Due to this different conceptualization, this
implicit inhibition can however not be detected via automata products as in
[7], as there can be a non-empty set of accepted traces. In result, this paper
discusses a new form of problem in declarative process discovery. Intuitively,
declarative process models should not contain sets of constraints as in C1 or C2,
as the can potentially make models unusable. Yet, current discovery techniques
can return such quasi-inconsistent constraint sets. Furthermore, as motivated
above, such quasi-inconsistencies can currently not be detected by existing means
such as automata products. This is underlined by our experiment results (cf.
Sect. 5), where we analyzed real-life models and found more than 25.000 of such
contradictory constraint sets as in C1 or C2, which cannot be detected with the
approach by Di Ciccio et al. [7]. In this work, we therefore introduce the notion
of quasi-inconsistency and propose a first structured approach to detect and
analyze all minimal implicit inhibition sets in declarative process models.

The remainder of this paper is as follows. Section 2 provides background
information on declarative process models. In Sect. 3, we introduce the novel
concept of quasi-inconsistent subsets and show how results from the scientific
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field of inconsistency measurement can be adapted to detect and analyze such
subsets. In Sect. 4, we present an algorithm for the feasible computation of quasi-
inconsistent subsets. The proposed capabilities for detection and analysis are
evaluated in Sect. 5, followed by a conclusion in Sect. 6.

2 Background

Traditional process models define a clear imperative structure of how exactly
company activities should be executed. To allow for more flexibility, declarative
process models have received increasing attention [1,6,7]. Here, a declarative
process model defines constraints which must be upheld or not be violated, and
thus process execution is flexible within this set of constraints.

Definition 1 (Declarative Process Model). A declarative process model is
a tuple M = (A,T,C), where A is a set of tasks, T is a set of constraint
templates, and C is the set of actual constraints, which instantiate the template
elements in T with tasks in A.

In this paper, we consider Declare [14], which is a widely acknowledged
declarative process modelling language and notation. Declare allows to define
constraints by using predefined templates and passing tasks as parameters to
respective templates, cf. the examples in Sect. 1. In this way, modelers can use
the rather intuitive templates to define constraints, with the formal semantics
“hidden” from the user. Formally, the semantics of Declare can be defined
with temporal logic [1,4]. This allows to use the amenities of temporal logic
checking, as well as to create custom Declare constraint templates.

We define the semantics of Declare constraints with LTLp [13], a linear-
time temporal logic with past. An LTLp formula is given by the grammar

ϕ ::= a|(¬ϕ)|(ϕ1 ∧ ϕ2)|(©ϕ)|(ϕ1Uϕ2)|(©− ϕ)|(ϕ1Sϕ2).

Each formula is built from atomic propositions ∈ A (relative to a declarative
process model), and is closed under the boolean connectives, the unary tempo-
ral operators © (next) and ©− (previous), and the binary temporal operators
U (until) and S (since). Given a declarative process model M = (A,T,C), a
sequence t (with length n) of tasks in A, where t(i) denotes the ith element of
the sequence t, the semantics of LTLp formulae are defined as follows:

t,i |= True/t,i �|= False t,i |= a iff t(i) = a

t,i |= ¬ϕ iff t,i �|= ϕ t,i |= ϕ1 ∧ ϕ2 iff t,i |= ϕ1 and t,i |= ϕ2

t,i |= ©ϕ iff i < n and t, i + 1 |= ϕ t,i |= ©− ϕ iff i > 1 and t, i − 1 |= ϕ

t,i |= ϕ1 U ϕ2 iff t, j |= ϕ2 with i ≤ j ≤ n, and t, k |= ϕ1 for all k s.t. i ≤ k < j

t,i |= ϕ1 S ϕ2 iff t, j |= ϕ2 with 1 ≤ j ≤ i, and t, k |= ϕ1 for all k s.t. j < k ≤ i
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From the above syntax and semantics, we furthermore derive ϕ1 ∨ ϕ2 as
¬(¬ϕ1 ∧ ¬ϕ2), ϕ1 → ϕ2 as ¬ϕ1 ∨ ϕ2, ♦ϕ as TrueUϕ (which indicates that
ϕ will eventually hold true, possibly later and not directly following t(i)), ♦−ϕ
as True S ϕ (which indicates that ϕ holds true sometime before t(i), but not
necessarily directly before t(i)), and �ϕ as ¬♦¬ϕ (which indicates that there is
no future t(i) which does not satisfy ϕ).

Based on such LTLp formulae, the semantics of individual Declare con-
straints can be defined. For instance, the exemplary constraints used in C1

and C2 are defined as ChainResponse(a, b) ≡ �(a → ©b), NotChainRe-
sponse(a, b) ≡ �(a → ¬ © b), NotResponse(a, b) ≡ �(a → ¬♦b). A standard
set of Declare templates and corresponding semantics have been defined derived
from the work of [8]. Please see [1,7] or [12] for further details.

An interesting gist about such constrains is that Declare seems to capture
activation-response relations between tasks. For instance, ChainResponse(a, b)
can be interpreted such that, if there is an activation a, then this entails a
reaction ©b. Therefore, following [2], we use the notion of reactive constraints,
which make the activation and reaction semantics of LTLp constraints explicit.

Definition 2 (Reactive Constraints [2]). Given a declarative process model
M = (A,T,C), and a constraint ∈ C with activation α and reaction ϕ, a reactive
constraint (RCon) Ψ is a pair (α,ϕ). We denote Ψ = (α,ϕ) as α ⇒ ϕ. We say
that α activates the constraint and the reaction ϕ.

Table 1 provides an overview of Declare constraints used in this work, as
well as the corresponding RCon and activation. Please refer to [2,7] for a further
discussion and classification of activations in Declare constraints.

Table 1. Reactive constraints corresponding to exemplary declare constraints

Constraint Reactive constraint Activation

Response(a, b) a ⇒ ♦b a

ChainResponse(a, b) a ⇒ ©b a

AlternateResponse(a, b) a ⇒ ©(¬a U b) a

Precedence(a, b) b ⇒ ♦−a b

ChainPrecedence(a, b) b ⇒ ©− a b

AlternatePrecedence(a, b) b ⇒ ©− (¬b S a) b

NotResponse(a, b) a ⇒ ¬♦b a

NotChainResponse(a, b) a ⇒ ¬ © b a

NotPrecedence(a, b) b ⇒ ¬♦−a b

NotChainPrecedence(a, b) b ⇒ ¬©− a b

In result, a quasi-inconsistency is present if we have a constraint set contain-
ing multiple RCons with the same activation, but contradictory reactions. In
the following, we will show how such quasi-inconsistencies in declarative process
models can be detected and analyzed.
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3 Detecting and Assessing Quasi-Inconsistencies

3.1 Detection

As declarative constraints are inherently of reactive nature, they underly the
principle of ex falso quodlibet: no conclusions can be made without knowledge of
activation. As motivated in Sect. 1, this means that the exemplary constraint sets
C1 and C2 are not inconsistent per se, as it is not known whether these constraints
will actually be activated (i.e., there is no constraint like Participation(a)
which dictates the occurrence of a task a in an execution). In turn, there can
be an arbitrary amount of traces that satisfy models as in C1 and C2, thus it
is not possible to detect quasi-inconsistency by the existing means of automata
products as in [7], which detects inconsistency as an empty set of acceptable
input traces.

Thus, we present a novel means for detecting quasi-inconsistency. In the fol-
lowing, we use the RCon representation, but sometimes provide specific declare
templates for readability. Furthermore, let a constraint c, we denote out(c) as
the outcome of a constraint, i.e. ϕ of the respective RCon.

Definition 3 (Individual Constraint Activation). A set of activations A
activates an individual constraint c : a ⇒ ϕ iff a ∈ A.

Quasi-inconsistencies can arise, if we have a set of activations A′, such that
A′ activates at least two different constraints, and these constraints have contra-
dictory outcomes, e.g. in example C1, the activation set {a} activates two con-
tradictory constraints. However, as the conclusions of some constraints might
be an activation to other constraints themselves via transitive relations, the
activation set A′ might activate a multitude of constraints. In order to analyze
quasi-inconsistencies, all these activated constraints must be considered.

Definition 4 (Constraint Set activation). A set of activations A activates
a set of constraints C iff ∀c ∈ C : A ∪ {out(c)|c ∈ C} activates c.

Example 1. Consider the constraint set C4, defined via

C4 = {a ⇒ b, b ⇒ c, c ⇒ d}.

For each individual constraint, the activation set is simply the premise of the
constraint, i.e. a is the activation set of the individual constraint a ⇒ b. Fur-
thermore, the activation a also activates the entire set of constraints in C4 via
the transitive relations.

Given a declarative set of constraints, the introduced notions allow to define
quasi-inconsistent subsets.

Definition 5 (Quasi-Inconsistent Subset). For a constraint set C, the set
of quasi-inconsistent subsets QI is defined as a set of pairs (A,C), s.t.

1. C ⊆ C



Quasi-Inconsistency in Declarative Process Models 25

2. A activates C
3. A ∪ C |=⊥

To clarify, we consider a set of activations A, which activate C. Then, the
entirety of all activations and activated constraints is inconsistent. Our proposi-
tion of quasi-inconsistent subsets allows to determine the “inconsistent subsets”
of arbitrary declarative constraints sets, by augmenting activations and thus
determining those constraints which will (a) always be activated together, and
(b) yield an inconsistency, should they be activated. Consequently, we define
minimal quasi-inconsistent subsets analogously.

Definition 6 (Minimal Quasi-Inconsistent Subset). For a constraint set
C, the set of minimal quasi-inconsistent subsets MQI is defined as set of pairs t
= (A,C), s.t.

1. t is a quasi-inconsistent subset in C
2. for any t′ ⊂ t, where exactly one element is deleted from exactly one of the

sets in t,: t′ �⊥
A minimal quasi-inconsistent subset is a quasi-inconsistent subset which is min-
imal w.r.t. set inclusion, i.e., removing exactly one constraint resolves the quasi-
inconsistency. As we are mostly interested in the distinct constraints which are
quasi-inconsistent to each other, we use MC to denote the set of constraints C
from any M ∈ MQI.

Example 2. Consider the following Declare constraint set C5, defined via

C5 = {ChainResponse(a, b), Response(b, d), NotChainPrecedence(a, b)

ChainResponse(d, e), NotResponse(a, b), ChainResponse(e, c)

ChainResponse(b, c), Response(a, b) NotResponse(a, c) }
Then1,

MQI(C5) = {M1, M2, M3, M4, M5, M6, M7}
MC

1 = {NotChainPrecedence(a, b),ChainResponse(a, b)}
MC

2 = {ChainResponse(a, b),NotResponse(a, b)}
MC

3 = {Response(a, b),NotResponse(a, b)}
MC

4 = {Response(a, b),NotResponse(a, c),ChainResponse(b, c)}
MC

5 = {ChainResponse(a, b),ChainResponse(b, c),NotResponse(a, c)}
MC

6 = {Response(a, b),Response(b, d),ChainResponse(d, e),

ChainResponse(e, c),NotResponse(a, c)}
MC

7 = {ChainResponse(a, b),Response(b, d),ChainResponse(d, e),

ChainResponse(e, c),NotResponse(a, c)}
M1 = ({a}, {NotChainPrecedence(a, b),ChainResponse(a, b)})

1 M2–M7 are omitted due to space restrictions, but are analogously to M1 (all with
activation set {a}).
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This example shows the minimal quasi-inconsistent subsets of the constraint
set C5. As can be seen, all such subsets implicitly inhibit certain tasks in an unsat-
isfiable way. Thus, in the example, should the task a occur, the resp. model is
unsatisfiable and can thus not be used for simulation or to govern compliant pro-
cess execution. Intuitively, declarative process models should therefore not con-
tain such inhibiting subsets. Through our novel definition of quasi-inconsistent
subsets, we are able to detect all such problematic subsets within a set of con-
straints. Furthermore, our definition of quasi-inconsistent subsets enables a fur-
ther assessment of resp. subsets.

3.2 Analysis

In order to understand potential inconsistencies, companies should be provided
with a careful analysis of detected quasi-inconsistencies. To this aim, results from
the scientific field of inconsistency measurement can be adapted [10]. Inconsis-
tency measurement is a discipline concerned with the analysis of inconsistent
information. Here, the central object of study are quantitative measures, which
allow to assign a numerical value to (elements of) a constraint set, with the
informal meaning that a higher value reflects a higher degree of inconsistency.
These measures can be distinguished into so-called inconsistency measures, and
culpability measures. The former is used to assess the inconsistency of the entire
constraint set, while the latter is used to assess the degree of blame that indi-
vidual constraints carry in the context of the overall inconsistency. As some of
these measures are based on set-theoretic principles, we propose to adopt these
measures to analyze quasi-inconsistent subsets as follows.

Quasi-Inconsistency Measures. Let C denote the universe of all declarative
constraint sets. Then, an inconsistency measure I is a function

I : C → [0,∞)

which assigns a non-negative real value to a constraint set, with the informal
meaning that a higher value reflects a higher severity of inconsistency.

Following recent surveys [16,17], there are four measures based on minimal
inconsistent subsets which have been proposed, namely the MI-inconsistency
measure, the MIC-inconsistency measure, the problematic inconsistency measure
and the mv-inconsistency measure. Currently these measures are only defined
for inconsistencies (and not for quasi-inconsistencies). To analyze the degree of
quasi-inconsistency of declarative process models, these can easily be adapted to
fit the use-case of quasi inconsistencies. For further evaluation, we present this
for the example of the MI-inconsistency measure. We omit a detailled discussion
of all measures due to space limitations.

Let C be a set of constraints and A(C) denote the tasks in a set C. Then, the
adapted versions of the abovementioned measures are defined as follows.
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Definition 7 (MQI-inconsistency measure). Define the MQI-inconsistency
measure via

IQ
MI(C) = |MQI(C)|

This measure counts the number of minimal quasi-inconsistent subsets in C.

Example 3. We revisit the constraint set C5 from Example 2. Then

IQ
MI(C4) = 7

Culpability Measures. Next to assessing the degree of inconsistency for an
entire constraint set, results from inconsistency measurement also allow to quan-
tify the degree of inconsistency for individual constraints. This allows to pin-
point constraints with a high degree of blame for the overall inconsistency. Let c
denote the universe of all possible constraints, and C the universe of declarative
constraint sets. Then, a culpability measure Γ is a function

Γ : C × c → [0,∞)

which assigns a non-negative number to a mapping of an individual constraint to
a constraint set, and can thus assess the culpability that an individual constraint
represents w.r.t. the constraint set. There are two culpability measures based on
minimal inconsistent subsets which have been proposed, namely the cardinality
based culpability measure Γ#, and the normalized culpability measure Γc [11].
Again, these can be easily adopted for the use-case at hand, which we show for
the cardinality-based culpability measure.

Definition 8 (Cardinality-Based Culpability Measure). Define the car-
dinality based culpability measure ΓQ

# via

ΓQ
# (C, α) = |M ∈ MQI(C)|α ∈ MC |

This measure counts the number of minimal quasi-inconsistent subsets that a
constraint α appears in.

Example 4. We revisit the constraint set C5 from Example 2. Then

(i) Γ
Q
# (C5,ChainResponse(a, b)) = 4 (vi) Γ

Q
# (C5,Response(b, d) = 2

(ii) Γ
Q
# (C5,NotChainPrecedence(a, b) = 1 (vii) Γ

Q
# (C5,ChainResponse(d, e) = 2

(iii) Γ
Q
# (C5,NotResponse(a, b) = 2 (viii) Γ

Q
# (C5,ChainResponse(e, c) = 2

(iv) Γ
Q
# (C5,ChainResponse(b, c) = 2 (ix) Γ

Q
# (C5,Response(a, b) = 3

(v) Γ
Q
# (C5,NotResponse(a, c) = 4

Culpability measures provide quantitative insight that can help companies
to understand and resolve problems in their models [15]. The intuition here
is that a higher culpability reflects a higher degree of blame that an individual
constraint carries in the context of the overall inconsistency [9]. For example, the
ΓQ
# is essentially a scoring function which quantifies how many quasi-inconsistent

subsets can be resolved, if a constraint is deleted.
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4 Computation of Quasi-Inconsistent Subsets

The basis for the proposed detection and analysis are quasi-inconsistent sub-
sets. In the following, we therefore propose an novel approach for the feasible
computation of MQI. Algorithm 1 shows our approach to compute minimal quasi-
inconsistent subsets for declarative constraints. As a central object of study, we
utilize reactive constraints to construct a so-called reactive entailment graph.

4.1 Reactive Entailment Graph

Definition 9 (Reactive Entailment Graph). Given a declarative process
model M = (A,T,C), its reactive entailment graph (REG) is defined as a graph
G = (A,E, τ, n), where A = A ∪ A are the tasks in M in two forms (with and
without overline symbol), E ⊆ A × A is the set of directed edges between tasks
in A, τ is a function τ : E → T assigning an individual edge in E to a template
type in T, and n is a function n : E → N which assign a natural number to an
edge to allow for multiple edges between the same tasks in A.

The reactive entailment graph is a graph representation of reactive con-
straints. For example, given the declarative constraint ChainResponse(a, b),
this can be represented as two nodes a and b, related by an edge of type ©. In
the following, we ommit edge numbering for simplicity.

An important detail is that we include two “forms” of tasks, explained as
follows. As can be seen in Table 1, one could argue there are essentially two
types of declarative constraints. First, there are constraints such as ChainRe-
sponse, which are aimed to ensure that, should some event occur, then another
event must occur (in a certain way). Then, there are other constraints such as
NotChainResponse, which are aimed to ensure that, should some event occur,
then another event must not occur (in a certain way). The reactive entailment
graph captures these two types of demanding and prohibiting constraints, with
the intuition that the overlined form of a task relates to a prohibition and vice
versa. Then, the edges, respectively the edge types convey information on how
exactly a task is demanded or prohibited, w.r.t a node which is the activation.

Example 5. We revisit the exemplary constraint set from Example 2. Then, this
yields the following reactive entailment graph:

a

b

c

b

a

c

d e

¬♦

¬♦ ©

♦

¬©−

♦
©

©

©
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This graph encodes the relations between tasks of a declarative process model,
as well as their relation type. For example, it can be seen that a ⇒ ♦b, and
a ⇒ ¬♦b. This encodes that the activation a demands task b, resp. prohibits
a later occurence of task b. An advantage of including two forms of tasks to
encode the demanding, resp. prohibiting, nature of reactive constraints is an
efficient way to scan the REG for potential inconsistencies, by searching for pairs
of nodes n and n′, where n = n′, as will be discussed in the subsequent section.

The graph relations can be transformed back into the original constraints,
where if (α, ti) ∈ E, then the original reactive constraint ci is defined as ci =
α ⇒ τ(α, ti)ti. For an edge e ∈ E, we denote the corresponding constraint as
eC . Given a path p being a sequence of edges in the REG, we denote the set of
corresponding constraints captured by p as pC .

4.2 Algorithm for Computing MQI in Declarative Constraint Sets

Following Definition 5, quasi-inconsistency can only occur if

1. There is at least one task Δ
2. Δ is the outcome of at least two constraints c1 and c2
3. out(c1) = out(c2)

Furthermore, the constraints c1 and c2 have to be activated simultaneously, thus

4. c1 and c2 have the same activation set a

Algorithm 1 computes MQI of declarative constraint sets by exploiting the
reactive entailment graph to search for subsets satisfying 1–4. In the following,
we explain our algorithm based on the constraint set from Example 2 and the
corresponding REG from Example 5.

Algorithm 1. Computation of minimal quasi-inconsistent subsets
Input : Set of constraints C
Output: MQI(C)

1 qmis ← ∅;
2 compConstraints = findComplements(C);
3 foreach n:compConstraints do
4 α ← n.activation;
5 ω ← n.reactionTask ;
6 P = findPaths(α, ω) ∪ findPaths(ω, α);
7 foreach P:P do
8 if α ∪ n ∪ PC |=⊥ then
9 mis ← mis ∪ n ∪ PC ;

In line 1, a set to store minimal quasi-inconsistent subsets (mqis) is initialized.
Then, we start by identifying all nodes n′ of the REG which are a complement to
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another node n′′ (line 2). In the example, there are three such cases, namely a
vs a, b vs b and c vs c (cf. the corresponding REG). Due to space limitations, we
focus on c in the following, i.e., we assume the current iterated node ni = c. Its
activation α is its predecessor in the REG, here a. The algorithm subsequently
search for all shortest paths from α to the inverse of the current ni via a breadth-
first search, stored in P (i.e., in our example the algorithm searches for all
shortest paths from a to c, and from c to a in the REG). We store possible
paths from ni to α, to cope with constraints such as precedence. Also, note that
these can be transitive paths with multiple hops. As can be seen in the REG in
Example 5, there are four paths from a to c. Subsequently, the algorithm verifies
whether the constraints pertaining to a found path P contradict the original
constraint ci = a ⇒ ¬♦c. To this aim, we verify if α ∪ ci ∪ PC |=⊥, in which
case we have found a minimal quasi-inconsistent subset. In the example, the
conditions verified in line 8 are respectively:

(1) a ∪ NotResponse(a, c) ∪ {ChainResponse(a, b),ChainResponse(b, c)} |=⊥
(2) a ∪ NotResponse(a, c) ∪ {Response(a, b),ChainResponse(b, c)} |=⊥
(3) a ∪ NotResponse(a, c) ∪ {ChainResponse(a, b),Response(b, d),

ChainResponse(d, e),ChainResponse(e, c)} |=⊥
(4) a ∪ NotResponse(a, c) ∪ {Response(a, b),Response(b, d),

ChainResponse(d, e),ChainResponse(e, c)} |=⊥

Note that the activation α is augmented in line 8 to allow for this detection
of quasi-inconsistent subsets via Definition 5. Concluding the example, as all
4 cases return true, we have successfully found four mqis based on the reac-
tive entailment graph (cf. the formalization of these four mqis in Example 2,
specifically M4–M7).

5 Evaluation

We implemented an MQI-solver for Declare constraints. Our implementation
takes as input a declare constraint set C and returns as output MQI(C) and the
introduced (quasi) inconsistency measures. We then performed run-time exper-
iments on the following real-life data sets:

– BPI challenge 20172. This data set contains an event log of a loan application
process of a Dutch financial institute. The log is constituted of 1,202,267
events corresponding to 31,509 loan application cases.

– BPI challenge 20183. This data set contains an event log of a process at the
level of German federal ministries of agriculture and local departments. The
log comprises 2,514,266 events corresponding to 43,809 application cases.

2 https://www.win.tue.nl/bpi/doku.php?id=2017:challenge.
3 https://www.win.tue.nl/bpi/doku.php?id=2018:challenge.

https://www.win.tue.nl/bpi/doku.php?id=2017:challenge
https://www.win.tue.nl/bpi/doku.php?id=2018:challenge
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– Sepsis 20164. This data set contains an event log of a hospital process con-
cerning the treatment of sepsis, which is a life threatening condition. The log
contains around 1000 cases with 15,000 events.

We selected these data-sets because they provide recent data from real-life
processes. Also, we selected these data-sets to analyze data of domains which are
subject to a high degree of regulatory control and sensible to compliant process
execution (e.g., financial-, government- and medical sector).

From these logs, we mined declarative process models using Minerful, which is
a state-of-the-art tool for declarative constraint discovery [7]. As configuration for
mining, we considered the three parameters of support, confidence and interest.
The support threshold indicates the minimum number of traces a constraint
has to be fulfilled in for it to be included in the discovered model. Confidence
scales the support by the ratio of traces in which the activation occurs, resp.
interest scales by the ratio of traces both the constrained tasks occur in. We
ran Minerful with a support of 75%, confidence of 12.5% and interest factor
of 12.5%, as proposed in the experiment design by [7]. We then applied our
implementation to (a) compute all minimal quasi-inconsistent subsets, and (b)
compute the IQ

MI quasi-inconsistency measures, as well as the ΓQ
# culpability

measures for all constraints. The experiments were run on a machine with 3
GHz Intel Core i7 processor, 16 GB RAM (DDR3) under macOS High Sierra
Version 10.13.6.

Table 2. Results of run-time experiments for the analyzed data-sets

Log BPI Challenge ’17 BPI Challenge ’18 Sepsis ’16

Constraints 305 70 207

IQ
MI (or # of mqis) 28954 25303 7736

Runtime 27074 ms 10930 ms 4379 ms

Table 2 shows an overview of the resp. mined constraints, as well as the
number of detected mqis, and resp. quasi-inconsistency measures. For the model
mined from the BPI’17 log, nearly 29.000 mqis were detected. The largest mqi
had 17 elements. Here, the REG could efficiently be used to detect this subset via
a path-based search. In the BPI’18 model, the largest mqi contained 22 elements.
Also, 62 of the 70 discovered constraints were part of the overall inconsistency
(as opposed to only 87/305 constraints in the BPI’17 log). Interestingly, only 70
constraints still lead to a high amount of mqis. In the Sepsis’16 log, there were
roughly 7.700 mqis.

4 https://data.4tu.nl/repository/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460.

https://data.4tu.nl/repository/uuid:915d2bfb-7e84-49ad-a286-dc35f063a460
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Example 6. For illustration, the following shows an actual mqi that we detected
in the BPI’17 model.

CoExistence(A Accepted, A Concept),

ChainResponse(A Concept, W V alidateapplication).

ChainResponse(W V alidateapplication, W PersonalLoancollection),

CoExistence(A Accepted, A CreateApplication),

Response(A CreateApplication, O Sent),

NotCoExistence(W PersonalLoancollection, O Sent)

This actual constraint set returned by the discovery algorithm is quasi-inconsistent.
First, A Accepted and A Concept are constrained to appear together. Then, A Concept
transitively entails W PersonalLoancollection via two ChainResponse constraints.
Also, A Accepted and A CreateApplication are constrained to appear together. Then,
because A CreateApplication occurs, the task O Sent must occur later. However,
the last constraint demands that O Sent and W PersonalLoancollection never occur
together, both of which are however entailed. In result, this is a quasi-inconsistent
subset with the activation A Accepted. Note that the discovery algorithm however did
not return a constraint such as Participation(A Accepted). Thus, this set of con-
straints returned by the miner is not inconsistent per se and thus cannot be detected
as problematic with existing approaches. Yet, we argue that such a set of constraints
should not be contained in any declarative process model, as it is highly confusing and
potentially makes the model unusable in practice. Here, our approach allows to detect
such problematic sets of constraints as quasi-inconsistent subsets. Table 2 shows that
a high number of these mqis was actually returned by the miner for all three analyzed
logs. As identifying such amount of problematic subsets manually is unfeasible, our
approach therefore contributes a feasible means to detect problematic constraints and
thus to improve model quality.

In the scope of identifying the actual causes of inconsistency, culpability measures
can be used to quantify the degree of blame that individual constraints carry [9]. For
the three discovered models, we therefore computed the respective ΓQ

# values for all
constraints.

Fig. 1. Distribution of culpability values for the constraints in the respective models,
using the ΓQ

# measure.

Figure 1 shows the distribution of the ΓQ
# culpability values for the con-

straints mined from the respective logs. The x-axis shows the respective culpa-
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bility value, while the y-axis shows the number of constraints with this value.
What can be seen for all analyzed models is that we have a high number of
constraints with a culpability value of 0 (i.e. they are not part of any mqi),
and only a few number of individual constraints which are highly responsible
in the context of the overall inconsistency (i.e. they are part of many mqi). For
example, in the constraint set mined from the BPI’2017 log, there are around
200 constraints with a culpability of 0, which can thus be seen as unproblem-
atic. This equates to 2

3 of all constraints. It is thus possible to identify those
(roughly) 100 constraints, which should be attended to. We argue that this is
a valuable piece of business intelligence and increases efficiency in managing
constraints. Here, the corresponding culpability ranking is a further driver for
understanding inconsistencies in the context of resolution strategies. That is, for
all the considered models, a few number of constraints can be identified that
have the highest culpability values. Thus, these constraints can be strategically
targeted first to allow for an effective inconsistency resolution. This is evident
in the model mined from the Sepsis 2016 log. There was one specific constraint
which was part of all mqis, namely Response(AdmissionNC ,ReleaseA). If one
would delete this constraint, all quasi-inconsistencies would be resolved. This
information could therefore be exploited for effective resolution means. As a
further example, the model derived from the BPI’17 log contained the con-
straint Response(A Incomplete,O Accepted), which had the highest ΓQ

# value
of 16890, meaning one could eliminate over 60% of all mqis while deleting only
one constraint.

To summarize, due to the distribution of culpability values, it would be possi-
ble to resolve all quasi-inconsistent subsets through targeting selected constraints
via the culpability ranking and deleting only these few elements. This would
allow to mitigate all potential inconsistencies, i.e. implicit inhibition sets, with
a low amount of information loss. As mentioned, this is clearly shown for the
model of the Sepsis’16 log, where it would be possible to resolve all mqis while
deleting only one constraint. In result, we argue that our analysis capabilities by
the means of culpability measures provide valuable business insights that can be
used as a basis for an informed resolution strategy.

6 Related Work

Our work is related to the discipline of business rules management, i.e., ensur-
ing a consistent set of business rules. In this context, companies have to be
supported with means to ensure design-time compliance of declarative process
models. While there are some approaches that are aimed to solve problems as
discussed in this work by design, i.e. during modelling, this work is related to
works that assess an existing set of constraints. This is relevant when existing
constraints have to be analyzed, which can be often the case, e.g. analyzing the
constraints discovered in process discovery, analyzing a previously modelled set
of constraints or analyzing a merged set of constraints after company mergers.
A closely related work is that by Di Ciccio et al. [7], who focus on resolving
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redundancies and inconsistencies in declarative process models. However, as dis-
cussed in the introduction, those authors define inconsistency as a model which
cannot accept any traces, i.e. it is unsatisfiable. To detect such inconsistencies,
those authors represent declarative constraints as finite state automata A, and
denote L(A) as the set of strings accepted by A. Then, those authors can detect
inconsistent constraints by identifying those constraint sets that are unsatisfi-
able via automata products, i.e. L(A′) = ∅. As motivated in our introduction,
quasi-inconsistent constraint sets can still accept an arbitrary set of traces. Thus,
quasi-inconsistency cannot be detected by existing means. Our contribution rel-
ative to [7] can be seen in the analysis of the BPI’17 log, which was also analyzed
by those authors. Where our approach found nearly 29.000 potential inconsisten-
cies, those authors reported 2 inconsistencies. While not inconsistent per se, we
argue that quasi-inconsistent sets of constraints such as in C1 or C2 should still
not be contained in declarative process models, as they can potentially make the
model unusable and are highly confusing to modelers. Here, to the best of our
knowledge, our approach is the first to offer a tractable solution for detecting
all sets of potentially contradictory constraints, i.e. minimal implicit inhibition
sets, in declarative process models.

7 Conclusion

In this work, we presented the novel concept of quasi-inconsistencies in declara-
tive process models. As quasi-inconsistencies potentially make the model unus-
able, it is important to detect such problems. Here, we proposed a first approach
for such a detection. Through the proposed inconsistency measures, companies
are presented with quantitative insights regarding model quality. Element-based
culpability measures furthermore allow to prioritize problematic constraints and
pin-point individual constraints which should be attended to. Through a compu-
tation of MQI based on the reactive entailment graph, our approach is applicable
to arbitrary reactive constraints.

Future work could be directed towards the integration of our results, espe-
cially the proposed analysis capabilities. In the scope of process discovery, incon-
sistency measures could be used to as a metric to evaluate the quality of dis-
covered constraint sets. For example, users could define a threshold of allowed
quasi-inconsistency. Also, the quantitative insights provided by culpability mea-
sures could be used to pin-point the actual causes of quasi-inconsistency, and
could thus be integrated into existing methods for resolving errors in declarative
process models, e.g. [7], or as a basis for cost-analysis in trace alignment [5].
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Abstract. Data-driven business processes involve knowledge workers
that process information to take decisions. Such processes have been
modelled successfully using artifact-centric process models. Artifacts rep-
resent business entities about which the knowledge workers collect and
process information. Since information retrieval costs time and money,
the key goal is to retrieve only the pieces of information that are needed
to make a well-informed decision. To aid knowledge workers in achieving
this goal, this paper realizes decision support for declarative artifact-
centric process models by showing how declarative artifact-centric pro-
cess models can be translated into Markov Decision Processes (MDP).
The approach is illustrated with an example from the field of financial
services.

1 Introduction

Knowledge workers are responsible for decision making and analyzing informa-
tion in the Knowledge-intensive Processes they perform [7,16]. Decisions for
cases (process instances) are made in the context of business entities such as
loan requests, price quotes or maintenance orders. Progress in such decision-
intensive processes relies on available information. Knowledge workers prepare
decisions by performing tasks in which information is gathered. The abundance
of data in combination with the rise of data analytics techniques has increased
the amount of information that is potentially available.

A knowledge worker typically has the discretionary power to perform or skip
an information-gathering task, which requires a decision from his side. While
performing an information-gathering task typically improves the quality of the
final decision, it also increases the throughput time of the process and the costs
made to reach the decision. For instance, a mortgage expert can gain more in-
depth information about the client by assessing her/his risk level, but doing so
may take a day and involve costs for getting a report from an outside organiza-
tion. Therefore, knowledge workers need to continually make trade offs whether
they need more information or whether they have sufficient information to make
a reliable decision (cf. Fig. 1). Advanced support for such decision-intensive pro-
cesses is currently lacking in scientific literature [12].

c© Springer Nature Switzerland AG 2019
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Fig. 1. Decision-intensive processes

We introduce decision support for knowledge workers based on Artifact-
centric process models, a technique that combines data and process aspects in
a holistic way in order to model decision-intensive processes [17,24]. In particu-
lar, we focus on declarative business artifact-centric process models, which offer
additional flexibility in performing processes by specifying constraints as rules
rather than sequence relations and by allowing external events to influence the
process. We model the artifact-centric process using the Guard-Stage-Milestone
(GSM) formalism [5,13]. GSM is well-defined and is one of the base models
that have been used to introduce the OMG Case Management Model and Nota-
tion (CMMN) [3]. We slightly extend GSM by introducing discretionary decision
events to support the approach.

In GSM schemas for decision-intensive processes [24], information is gathered
and computed, i.e., data attributes are written. Initially, only a few attributes
are known, such as the name of the client; other attributes such as salary and
age are initially unknown, but estimates can be derived from previous mortgage
requests. The main issue for knowledge workers is to decide whether they have
collected sufficient information to make the final decision, or whether they need
to retrieve more information, i.e., replace initial estimates with real values paying
a certain cost, to improve the quality of the final decision. Additionally, if more
information is needed, then the knowledge worker needs to decide which data
attribute(s) to retrieve next.

To guide the knowledge worker in this decision, we introduce the novel con-
cept of an information structure for decision-intensive processes. An information
structure estimates the retrieved level of information, denoted as the quantity
of interest, based on retrieved sources of information and estimates for non-
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retrieved information. For instance, an information structure for mortgages could
estimate the creditworthiness of the clients. This estimate is updated as more
information is retrieved about the client. The information structure is used to
specify the recommended outcome of the final decision, but the actual outcome
is decided by the knowledge worker.

To support decision making in declarative artifact-centric processes, we use
the probabilistic optimization model: Markov Decision Process (MDP) [20]. This
model recommends the best decision based on the information that is currently
available in an environment where everything else is uncertain and only proba-
bilities are known. It is uncertain what the real outcome of a decision is, but we
can do predictions based on the probability distributions of the possible future
decisions. We contribute by defining an approach for mapping a GSM schema
to an MDP. In the MDP, the structure of the artifact process is incorporated.
The information structure is used to define conditions on when the MDP should
be terminated. By modelling the uncertainty explicitly with probabilities, we
improve the reliability of the decision support and offer user guidance compared
to other techniques such as simulations [21] and fuzzy modeling [8], as we can
derive expected cost based on these probabilities.

The remainder of this paper is structured as follows. Section 2 gives pre-
liminaries on GSM schemas and MDPs. Section 3 introduces the notion of the
information structure. Section 4 discusses the mapping from GSM schemas to
MDPs. Section 5 discusses related work. Section 6 discusses the approach, con-
cludes the paper and gives future research topics. Due to space limitations, the
formal translation from GSM schemas to MDPs is not provided here, but in an
online appendix [26].

2 Preliminaries

2.1 Guard-Stage-Milestone Schemas

In this section, we formally define the GSM schemas used in this paper. We
consider a lightweight variant compared to the classical GSM schemas [5,13].
In particular, the GSM schemas in this paper are without hierarchy and have
monotonic executions [9]. Using such a lightweight GSM schema variant allows
us to better highlight the key aspects of the translation. In future work, we can
relax these assumptions as, for example, adding hierarchy is orthogonal to the
developed decision support.

We informally introduce GSM schemas by means of an example in Fig. 2.
Rounded rectangles represent stages, in which work is performed. Open circles
denote milestones, which are business objectives typically achieved by performing
work in stages. Diamonds indicate sentries, which are rules that specify when a
stage is opened. Milestones also have sentries that specify when milestones are
achieved, but these are not visualized. Table 1 contains the sentries (guards) for
the stages and the sentries of the milestones of Γ .
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Departing from original GSM notation [13], we explicitly visualize external
events using the bull’s eye symbol. Named external events (prefix E:) are gen-
erated by the environment and not under the control of the knowledge worker
performing this process, while decision events (prefix D:) are controlled and gen-
erated by the knowledge worker. Rectangles denote data attributes, written in
the stages to which they are connected.

The GSM schema models a mortgage process. Input is a request for the
issuing of a mortgage with a certain value to a customer. A mortgage expert
decides whether or not a mortgage of a certain amount is issued. To prepare a
decision, the expert can gather information by retrieving a set of criteria that
predict the customer’s creditworthiness. In this case, we consider a set of four
criteria: salary, outstanding debts, employment contract and age. The mortgage
expert decides which criteria to check in which order and also decides on the
final outcome of the process. Once the mortgage request arrives, the salary is
immediately checked based on a process constraint. After this process step has
been completed, the other three stages can be opened upon discretion of the
mortgage expert. The ‘Make Decision’ stage can be opened at any time, once
the mortgage expert has collected sufficient information and can make a decision
to accept or reject this mortgage request.

Fig. 2. Mortgage decision process

To keep track of all business-relevant information about an artifact instance
as it moves through its lifecycle, GSM schemas use data attributes and status
attributes. Data attributes store information on an artifact instance and can be
of any data type, for instance, integer or string. In our decision making process
we assume that a task in an atomic stage yields new information that is stored
in one or more data attribute(s). The status attributes are boolean attributes
that keep track of the GSM lifecycle of the artifact instance; a stage (milestone)
is true when it is open (has been achieved).
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Table 1. Sentries for the Mortgage decision process

Stage Sentry (Guard)
Find Salary E:MortgageRequest
Find Debt D:Debt ∧ not(Make Decision) ;

D:Debt+Contract ∧ not(Make Decision)
Find Contract D:Contract ∧ SC ∧ not(Make Decision) ;

D:Debt,Contract ∧ SC ∧ not(Make Decision)
Find Age D:Age ∧ SC ∧ not(Make Decision)
Make Decision D:Decision

(a) Stage sentries

Milestone Sentry
SC C:Find Salary
DC C:Find Debt
CC C:Find Contract
AC C:Find Age

DeC C:Make Decision

(b) Milestone sentries

Each sentry is triggered by an event and has a condition that references
attributes of the GSM schema. We assume a condition language C that includes
predicates over scalars and boolean connectives between all attributes in the
model. In the event part, we distinguish between external events (prefix E:),
decision events (prefix D:) and completion events (prefix C:). External events
come from the environment of the process, typically a customer, but not the
knowledge worker. Decision events are generated by knowledge workers to start
a discretionary activity. Knowledge workers have the freedom and authority to
perform or skip such an activity. Decision events are not used in classical GSM
schemas [13], but are introduced here to model discretionary activities. Finally,
completion events signal completion of atomic stages.

Definition 1 (GSM schema). A GSM schema is a tuple Γ = (A = D ∪ S ∪
M, wt, time, E = Ecmp ∪ Eext ∪ Edec,R), where

– A is the set of attributes containing the data attributes D, the stage attributes
S, and milestone attributes M;

– wt : S → P(D) is a function that specifies for each stage the set of data
attributes written in that stage. We require that distinct stages write distinct
variables, i.e., for s, s′ ∈ S, if s �= s′ then wt(s) ∩ wt(s′) = ∅.

– time : S → N is a function that assigns to each stage the time needed to
complete the stage;

– E is a finite set of external events, consisting of named external events Eext

(prefixed E:), completion events Ecmp = {C:s | s ∈ S}, and decision or dis-
cretionary events Edec (prefixed D:);

– R is a function from S ∪ M to a set of sentries (see Definition 2) ranging
over all attributes A defined on the condition language C.

Definition 2 (Sentry). A sentry has the form τ ∧γ, where τ is the event-part
and γ the condition-part. The event-part τ is either empty (trivially true), an
external event e ∈ E or an internal event +d (d becomes true) or −d (d becomes
false), where d ∈ S ∪ M is a stage or milestone attribute. The condition γ is a
Boolean formula in the condition language C that refers to A, so data attributes
in D and status attributes in S ∪ M. The condition-part can be omitted if it is
equivalent to true.
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We also introduce the auxiliary function

tr : Edec → P(S)

where tr(D:n) = { s ∈ S | D:n is trigger event of a sentry of s }.
At any given point of time, the whole GSM schema is in a specific state,

called a snapshot, that is defined by the values of the status attributes and data
attributes.

Definition 3 (Snapshot). For a GSM schema Γ = (A, wt, time, E ,R) a snap-
shot is a mapping σ from the attributes in A into appropriate attribute values.
Initially, all data attributes have value ⊥ (unknown) and all stage and milestone
attributes have value False.

In response to the occurrence of an event in E , a snapshot changes into
another snapshot by performing a Business step [5,9]. The event can result in
sentries that evaluate to true, which in turn may lead to stages being opened
or closed and milestones being achieved. In particular, a stage completion event
signals that a task has been completed; the payload of the event carries new
values for the data attributes written in the stage. These values are incorporated
into the new snapshot.

An important assumption in this variant of GSM schemas is that completion
events happen after a known time period and are not used to open new stages,
i.e, they are not used in guards. This means that we know beforehand how
long a certain action will take, so the time of completion can not affect the
decisions. This assumption is made to keep the later introduced MDP translation
understandable, but will be relaxed in future work.

2.2 Markov Decision Process (MDP)

In this section we introduce the semantics that are used to define an MDP model
and give some intuition on how to solve these models. MDPs are used to model
dynamic processes in which repeated decisions (also: actions) are taken facing
uncertainty. Decisions are made in each decision epoch t ∈ N based on the state
st(t) of the system. The state contains the information available in the epoch; S
denotes the set of all possible states. The goal is to decide which action to take
from the set of allowed actions A(st) in state st, in order to minimize a given
cost function. The action determines the direct costs incurred, and influences
the next state but does not completely specify it:

Definition 4 (Cost function). Ca(st) is the cost when starting from state st,
and doing action a. In our model this cost does not depend on the next state.

Definition 5 (Transition Probability). Pa(st, st′) is the probability that,
after taking action a in state st, we end up in state st′.

The complete action space is denoted by A = ∪st∈SA(st). An MDP is then a
4-tuple:
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Definition 6 (Markov Decision Process). A Markov Decision Process is a
tuple Z = (S, {A(st)}st∈S , {Pa(st, st′)}st,st′∈S,a∈A(st), {Ca(st)}st∈S,a∈A(st)).

For the MDPs considered in this paper, states that correspond to situations
where the final decision was made are so-called terminating states. After reaching
such states, costs are no longer incurred. So effectively, the goal is to minimize
the total costs incurred until a terminating state can be reached: Our MDP has
an infinite number of decision epochs only for mathematical convenience.

To minimize total costs, we aim at reaching one of the terminating states
as fast as possible: It may be possible to terminate while only a subset of all
possible actions were performed, and this depends crucially on the outcomes of
these actions. Our approach estimates the action that yields the cheapest route to
a terminating state. In particular, starting in epoch T , the approach chooses a(t),
the action at time epoch t, for all t ≥ T , to minimize V = E[

∑∞
t=T Ca(t)(st(t))].

This can be achieved by solving the following set of recursive equations, for all
states st ∈ S, starting from the terminating states [20]:

V t(st) = min
a∈A(st)

Ca(st) +
∑

st′∈S

Pa(st, st′)(V t+1(st′))

A range of algorithms exist to solve the above problem and give the statistically
most interesting action to do, based on the current state [20]. These algorithms
should suffice for modestly sized schemas. This paper focuses on translating GSM
models into MDPs and leaves a detailed investigation into solving these MDPs
(i.e. selecting optimal actions) for future research.

3 Information Structure

The need for an information structure mainly arises because the GSM schema
has no single variable that can summarize the current snapshot.

To arrive at such a variable, we note that attributes retrieved in knowledge-
intensive processes by definition help to obtain information about a specific
property associated with each case. We will refer to this property as the quantity
of interest. For example, in a mortgage request the quantity of interest may be
the creditworthiness of the client.

3.1 Goal

We need a mathematical model to be able to create this variable and define
the GSM snapshots where enough information is known to make a reliable final
decision.

Definition 7 (Information structure). Given a set of data attributes D =
{X1,X2, ...Xk}, a subset of D with the retrieved values at snapshot σ: σ(D) =
{X1 = x1,X4 = x4, ...} and probability distributions FXj |Xj∈D\σ(D) of the non-
retrieved values, the information structure is a function ŷ = f(σ(D), FXj

), which
summarizes the known information about the quantity of interest y.
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We emphasize that the outcome of the information structure is always an esti-
mate of the real value of y. Therefore, the estimated y is denoted by ŷ.

A wide range of methods exist that can yield information structures from
past cases, e.g. (non)linear regressions, neural networks, etc. [11,19].

3.2 Linear Regression

To estimate the correct weighing of different variables and create an information
structure, linear regression has shown to be an effective method and is therefore
used as an example method for the information structure. It uses previous cases
to estimate the weights of each individual variable by minimizing the sum of
squared errors. This preliminary set consists of two parts. First, the yi variables
are the dependent variables for historical case i, in our example this is the even-
tual creditworthiness. Second, the xi,j variable is the jth independent variable
in case i. Formally, linear regression is then defined as:
Definition 8 (Linear regression). Given a set of data variables {yi, xi,1,
xi,2, ..., xi,k}n

i=1, we define the linear regression as yi = β0+β1xi,1+β2xi,2+...+εi,
where εi denotes the regression error. By minimizing the sum of the squared
errors over all n estimates of y, we obtain the best β values: argminβ

∑n
i=1(yi −

β0 − ∑k
j=1 βjxi,j)2.

We remark that this method has a set of assumptions over the set of data
variables that need to be checked before the estimates are reliable [23]. An exam-
ple is the need for no or little multicollinearity in the data. The regression error
εi incorporates certain factors that might not have been recognized as relevant
sources of information. Based on the β values or weights that are derived in
the linear regression, we are now able to build a function that can be used as
information structure. Given a set of variables or attributes that were retrieved,
{x1, x2, ..., xk}, we can define:

ŷ = β0 + β1x1 + β2x2 + ... + βkxk

Returning to our example, suppose we have a set of attribute values for a
customer:

σ(D) = σ(salary, debt, contract, age, decision) = {20000, 0, 1, 26,⊥}
where the last attribute is used to store the final decision and thus depends on

the creditworthiness y. Also, contract =

{
1 if fixed

−1 if temporary
.

Using all previous cases of mortgage issuing to estimate the betas, we get the
information structure: ŷ = β0 + βsalarysalary + βdebtdebt + ....

Suppose Table 2 gives the β values that were determined using linear regres-
sion. Based on this, the creditworthiness of this customer is estimated at a level
of

ŷ = β0 + βsalarysalary + βdebtdebt + βcontractcontract + βageage

ŷ = 2 + 0.5 + 0 + 1 + 0.325 = 3.825
.
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Table 2. Beta values

Beta Value

β0 2

βsalary 0.000025

βdebt −0.005

βage 0.0125

βcontract 1

3.3 Estimating y with Uncertain Variables

In the case of a GSM schema where decisions need to be made during the pro-
cess, the problem is that not all attribute values are known yet. One needs to
work with estimates based on the probability distribution of the attributes. This
probability distribution can for example be obtained from previous cases. We
want to estimate ŷ by using the probability distributions of the other variables.
The decision rule could, for instance, be defined as: accept if P (ŷ ≥ θ) ≥ φ.
Although the value of some attributes might be unknown, the regression esti-
mate of the betas is still valid. Therefore, using the linear function of the value
of interest, we can still estimate the outcome.

Returning to our example, suppose that the salary, debts and age are already
retrieved, but the type of employment contract is unknown. Furthermore, his-
torically 60% of employees has a fixed contract, the threshold for the mortgage
request is set at θ = mortgage amount/50000, and φ = 0.5. Using the β estimates
from Table 2, we can now estimate the real value of the customer with a 150000
mortgage request (θ = 3).

P (ŷ ≥ θ|salary = 20000, debt = 0, age = 26)
= P (β0 + βsalary20000 + βdebt0 − βage26 + contract ≥ 3)
= P (contract ≥ 0.175)

Because contract can only take values 1 and −1 and the probability of a fixed
contract was said to be 0.6, this results in P (ŷ ≥ 3|st) = 0.6. Therefore, since the
rule is adopted that P (ŷ ≥ θ) > 0.5 suffices to accept the request, the knowledge
worker could now be advised to abort the retrieval of contract information and
to accept the request. (Never mind that banks are in reality typically not so
forthcoming, and would likely use higher values of φ.)

4 Decision Support for GSM Schemas with Uncertainty

In this section we discuss the implementation of MDP support in a GSM envi-
ronment. First, we introduce a framework that links the two different concepts
and gives an idea of how the new process would include decision support. Second,
we introduce a more formal explanation of translating the GSM notation to the
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MDP model. The translation is formally introduced in an online appendix [26].
Finally, based on the introduced problem of deciding on a mortgage request, we
give an example of how the process could run.

4.1 Framework

Figure 3 gives a framework of our solution approach. This figure only shows the
GSM components that have an effect on the MDP model and are used when
creating a decision event. The GSM part of this figure works according to the
earlier explained rules, where an instance of the schema is in a current snapshot.
By performing business steps we open and close stages, so we end up in new
snapshots. Suppose we are in a snapshot where one of the possible actions is
a decision event. This means that knowledge workers now have to decide if
they should initiate this event. However, the knowledge worker asks for support.
Therefore, using the information structure, the MDP model tries to estimate the
effects of the different options that are available. The information structure helps
with translating the snapshot of a GSM schema into a variable that indicates
the progress of the total process. Based on this and the MDP state, the set of
possible actions is determined. By using an MDP optimization algorithm, we can
now come up with an advice on what to do next. Subsequently, the knowledge
worker has the freedom to decide using the support. Based on the decision a new
event will happen, causing a new Business step to happen. As a consequence,
we receive a new snapshot and the process repeats.

Fig. 3. GSM to MDP mapping

4.2 Translation GSM to MDP

To translate the GSM lifecycle into an MDP state set, we recall the data snap-
shot σ(D), which consists only of the data attributes. A state in the MDP can
be compared to a data snapshot in the GSM schema containing all retrieved
information. A state change in the MDP model implies the revealing of new
data attributes through a business step in the GSM schema in which the stage
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completes that writes the data attribute. The new value of this attribute changes
σ(D) and thus also the state of the MDP. We assume that the current status
of stages and milestones does not influence the decision process of a knowledge
worker; we plan to relax this assumption in future work.

As the basic goal of an MDP is to decide what action to perform based on the
minimization of costs, we need to recognize possible actions in the GSM schema.
To jump from one snapshot to another in GSM, we take a business step that
is deployed by an arriving event. More specific, the set of decision events, Edec,
defines the possible actions to consider as the knowledge worker is only allowed
to create these events: a ∈ Edec. If we look at the GSM notation, tr(a) ⊂ S is
the set of opened stages for action a and wt(tr(a)) ⊂ D is the set of retrieved
attributes for action a.

The result of an action is unknown in the MDP model. Comparably, in
the GSM schema, the decision to collect information on a customer yields an
unknown answer. In the MDP schema, we model this uncertainty using the
transition probability to a specific state. Therefore, for each unknown attribute
that can be determined in the GSM schema (except the final decision attribute),
we need to obtain a probability distribution FXj

. If we recall the set of historical
information, {yi, xi,1, xi,2, ..., xi,k}n

i=1, which was used in Sect. 3, we can use this
information to define the empirical probabilities of ending up in a certain state.

P (σ(Xj) = xj) =
∑n

i=1 I(xi,j = xj)
n

, where I(xi,j = xj) =

{
1 ifxi,j = xj

0 otherwise

By assuming independence between attributes, we can take the product of indi-
vidual attribute probabilities to find the transition probabilities for the retrieval
of multiple attributes in one action. Future research could relax this assumption.

Considering a decision-making process where decisions delay processes, we
assign the necessary time to determine the value of an attribute as cost. Suppose
that the time necessary to perform action a is Ca. This time can be explained
in two different ways. First, we try to minimize the total amount of time spent
by workers on the complete process, T . Second, we try to minimize the time
until a decision is made to make the customer happy, τ . Therefore, we define
the cost function as a combination of these two goals. The cost for a is Ca =
δT (a)+ (1− δ)τ(a), where δ is the parameter indicating the relative importance
between the total time and the customer waiting time. The cost for parallel
stages in one action can be defined as: T (a) =

∑
s∈tr(a) Ts. The waiting time

of this action is equal to: τ(a) = maxst∈tr(a) Ts. Ts is the time needed for stage
s ∈ S: time(s). By opening stages in parallel, the retrieval is less time-consuming
and thus can be an advantage. The exception for this given cost function are the
cost to make a final decision.

Using the resulting variable ŷ from the information structure, we can define
a stopping rule for the MDP. In the case of our example this could be: accept
if P (ŷ ≥ θ|σ(D)) ≥ φ. Here, we test if the variable ŷ is greater than θ with a
probability of at least φ, given that we are in state σ(D). If, based on the infor-
mation of the current state σ, this rule will hold, a knowledge worker could make
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the decision to abort any further information retrieval because the CD:Accept to
terminate are 0. Using the information structure, the stopping rule and the prob-
ability distributions, it is possible to calculate for each stage in the GSM model
if a stopping rule has been achieved.

4.3 Example

We return to the example that was introduced in Sect. 2.1, and illustrate the
mapping by naming a few examples. Suppose at some point only the attribute
salary is retrieved, and that its value is 20000. Then the state can be represented
as:

σ(D) = σ(salary, debt, contract, age, decision) = {20000,⊥,⊥,⊥,⊥}

The action space for state σ(D) = {20000,⊥,⊥,⊥,⊥} is:

AΓ (σ(D)) = {{D:Age}, {D:Debt,Contract}, {D:Debt}, {D:Contract},

{D:Accept}, {D:Decline}}
Now suppose we choose to retrieve the debt attribute, and in 40% of previ-
ous cases the debt amount was found to be 0. Then we can find the following
transition probability:

PD:Debt({20000,⊥,⊥,⊥,⊥}, {20000, 0,⊥,⊥,⊥}) = 0.4

Furthermore, if 60% of previous cases has a fixed contract, then

PD:Contract({20000, ⊥, ⊥, ⊥, ⊥}, {20000, ⊥, 1, ⊥, ⊥}) = 0.6

PD:Debt,Contract({20000, ⊥, ⊥, ⊥, ⊥}, {20000, 0, 1, ⊥, ⊥}) = PD:Debt · PD:Contract = 0.24

As for the cost function, suppose δ = 0.5, time(Debt) = 200, time(Contract) =
150. Then:

CD:Debt,Contract({20000,⊥,⊥,⊥,⊥}) = 0.5T (a) + 0.5τ(a) =

0.5(time(Debt) + time(Contract)) + 0.5max(time(Debt), time(Contract))

= 0.5(200 + 150) + 0.5 · 200 = 275

Also, CD:Debt({20000,⊥,⊥,⊥,⊥}) = 200 and CD:Contract({20000,⊥,⊥,⊥,⊥
}) = 150. The MDP weighs the relative merits of the various possible actions.
E.g. retrieving only debt may yield enough information to decline the request,
but if the value of debt retrieved does not lead to the ability to make a final
decision, then contract is to be retrieved after all. If the latter scenario is likely,
then retrieving both simultaneously is advisable, since this is less costly (faster)
then one-by-one retrieval. Conceptually, the MDP approach weighs the eventual
expected outcome of all alternatives actions, and recommends the action that has
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the most favorable expected outcome. Based on this, suppose we take the action
D : Debt,Contract, then we can possibly end up in state: {20000, 0, 1,⊥,⊥}.

Now, in general, the decline action moves us directly to the state where the
final decision is decline:

PD:Decline({20000, 0, 1,⊥,⊥}, {20000, 0, 1,⊥,decline}) = 1

To make the final decision of declining the request, cost are:

CD:Decline({20000, 0, 1, ⊥, ⊥}) =

{
∞ if P (ŷ ≤ θdec|salary, debt, contract) ≤ φdec

0 if P (ŷ ≤ θdec|salary, debt, contract) ≥ φdec

Suppose that ŷ is the linear regression according to the example in Sect. 3, and
that θdec = 4 and φdec = 0.6. Then

P (ŷ ≤ 4|salary = 20000, debt = 0, contract = 1) = P (βageage ≤ 0.5) = P (age ≤ 40)

Assuming that 65% of all requesters are younger than 40, CD:Decline({20000,
0, 1,⊥,⊥}) = 0. The result is that the cheapest option of actions is to decline and
thus the recommendation will be to decline. In all cases where the stopping rule is
not fulfilled, CD:Decline = ∞, causing actions where more information is retrieved
to always be cheaper. E.g., suppose that instead of the above assumption only
20% of requesters are younger than 40. Then rejecting the case without retrieving
the age would be too risky. Instead, the advice would be to retrieve the age of
the requester, which would allow the final decision to be made.

5 Related Work

In the area of business process modeling there has been some related work on
using Markov Decision Processes to give decision support. Vanderfeesten et al.
[25] introduced Markov Decision Processes for optimizing the execution of Prod-
uct Data Models, which specify data elements and operations that transform
data elements into other data elements. Uncertainty in their approach is about
the success or failure of operations, whereas in our approach uncertainty is about
the quantity of interest that needs to be decided upon.

The paper of Petrusel [18] extends the paper of Vanderfeesten et al. [25].
Using a more expanded version of the Product Data Model, the Decision Data
Model (DDM), they use MDP models to make optimal decisions in this DDM.
The contribution we make compared to these papers [18,25] is taking into
account the actual data values that were retrieved during the process, whereas
the previous papers only considered data elements without values. MDPs with
structural similarities to the MDPs that we retrieve from GSM have been stud-
ied before by Lim, Bearden and Smith [15], but not in the context of business
processes. They focus on the search of attributes to discover the value of an
option, without any process restrictions.
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Schonenberg et al. [22] focus on giving recommendations based on the com-
parison with similar traces in historical cases of the process. We use the historical
cases to estimate the probability distributions. Lakshmanan et al. [14] use an
instance-specific Probabilistic Process Model (PPM), to define the transition
probabilities of a Markov Chain. However, they only give likelihood estimations
of the future, but we provide a recommendation based on minimizing future cost.

Ghattas et al. [10] not only focuses on control flow decisions, but also decisions
embedded in an action. They use a learning algorithm comparing historical cases
to the current case. Our model is more detailed as it introduces an information
structure that helps in deciding when to end the entire process and also gives a
recommendation on what final decision should be made.

Mertens et al. [16] introduce a new declarative process language: DeciClare,
which is an alternative language for modeling decision-intensive processes. The
data perspective is based on the Decision Model and Notation [6], which is an
industry-standard for modeling the requirements and logic of business decisions.
However, DMN and therefore DeciClare do not consider uncertainty regarding
the quality of interest to be decided upon, nor do they provide any recommen-
dation support to guide knowledge workers.

Eshuis and Firat [8] use fuzzy modeling to express uncertainty in a more
qualitative way. But especially in processes with a high repetitiveness, it is helpful
to use the available information of historical cases. Therefore, we make use of the
quantitative approach with probabilities. A different approach to model future
uncertainty is by doing simulation [21]. However, the flexibility to have unknown
decisions and to allow the decision maker to make counter-intuitive decisions is
hard to model by simulation as this requires human interaction. Barba et al. [1]
use a constrained - process approach, where mainly control flow and resources are
considered and decisions are made to optimally divide work over the resources.
All these approaches do not make use of quantitative uncertainty by means of
probabilities, such as we introduced in this paper.

Conforti et al. [4] use a method to predict the risk of taking certain decisions.
Based on this risk, the knowledge worker is recommended the next task. [14] pro-
vides likelihood estimates of the future states of the process, based on the Markov
process that is estimated. Furthermore, [22] do not give direct recommendations
on what action to perform. They only give a do or don’t advice per option based
on process mining logs. Batoulis et al. [2] use a Bayesian Network to define the
dependencies and define an influence diagram. Based on the influence diagram a
decision model is defined using DMN. In our model we give more specific recom-
mendations to increase the relevance of the recommendation to the knowledge
worker. Moreover, we allow the knowledge worker to make stubborn decisions
and include the result of this decision to recalibrate our recommendation.

6 Discussion and Conclusion

In this paper we have introduced a new approach of giving decision support for
declarative artifact-centric processes. We do this by translating GSM schemas
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into a Markov Decision Process, using the novel notion of an information struc-
ture that estimates the quantity of interest. The introduced solution can be used
as support for many sorts of decision-intensive processes, where the knowledge
worker can decide on retrieving different sources of information to gain more
knowledge about a case and finally makes a decision using this information.

In order to define a simple translation, we considered GSM schemas without
hierarchy. The inclusion of hierarchy complicates our translation as the decision
to open certain non-atomic stages would only have indirect consequences for the
retrieval of data attributes. This would lead to dependencies between different
stages, where all stages are now assumed to be independent of each other. A
similar reasoning prevents us now from using non-monotonic executions. Once we
have introduced attribute dependencies in the information structure and MDP,
both these assumptions can be relaxed. A second assumption in this paper is
that we assume that all stages can be decided to be opened. External events or
completion events do not trigger the opening of new stages. This allows us to
estimate the time needed to perform tasks as we assumed in Sect. 4. The authors
will allow for other events than decisions in a follow-up paper.

Also, for the MDP that appears from these translations, there are currently
some drawbacks. Firstly, by including all possible values of all variables in the
state space, this state space explodes already for very small models. An explod-
ing state space makes it hard or sometimes impossible to find globally optimal
solutions. As mentioned in Sect. 2.2, this problem is left for future research.
Secondly, the transition probabilities are now modelled as the product of inde-
pendent attribute probabilities. But many variables in these process are often
correlated and cannot be assumed to be independent. In future research we plan
to resolve this issue. Finally, the information structure can be modelled using
much more complicated models, as was mentioned in Sect. 3, that were not dis-
cussed in this paper.

This paper introduces a new approach to give decision support to knowledge
workers performing decision-intensive approaches. There are several directions
for future research to further validate, refine and improve the approach. One
direction is to consider more general GSM schemas and to consider techniques
to solve the MDP models in an efficient manner. Another more practical direction
is to implement the translation in a tool and apply it in several real-world case
studies. In developing such a tool, we will also plan to explore different ways to
deal with the state space explosion problem.
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Abstract. The allocation of resources to process activities can have
a huge influence on overall performance, in particular, if resources are
costly and limited in their availability. Rule-based allocations can lead to
unnecessarily low resource utilization rates, high costs, and large delays.
In this paper, we present a framework allowing for optimized resource
allocations by extending a traditional Business Process Management Sys-
tem by a new component that we call the Resource Manager. Our frame-
work allows a process designer to specify resource requirements which are
used by the Resource Manager to decide on allocations of resources to
process activities. We describe the functionality of the Resource Man-
ager, its interaction with the process engine, and the data needed. The
framework is implemented by extending an open-source process modeler
and engine, and applied to a use case concerning the last mile delivery.

Keywords: Resource allocation · Resource optimization ·
Business process modeling · Business Process Management System

1 Introduction

Business processes are indispensable for organizations to achieve their goals for
providing goods and services. As many resources are cost-intensive and limited
[3], process performance is highly dependent on an efficient allocation of resources
to tasks. Inefficient resource allocation can lead to low resource utilization, high
costs, large delays, and low quality [7]. Resource allocation ensures that each
activity of a certain process instance (i.e., a task) is executed at the right time
and with the right resources, thereby balancing the demand of process execution
with the availability of resources [21].

Business Process Management Systems (BPMSs) coordinate process activi-
ties, resources, and data given in a process model and allow process automation
[13,38]. Existing BPMSs provide two basic allocation mechanisms: push and
pull [34]. Using the push mechanism, tasks are pushed to qualified resources
based on pre-defined rules (e.g., the FIFO mechanism) that are specified at
design time [8,33]. A summary of those are given by the so-called resource allo-
cation patterns [34]. Using the pull mechanism, tasks are provided in a task list to
c© Springer Nature Switzerland AG 2019
T. Hildebrandt et al. (Eds.): BPM 2019, LNBIP 360, pp. 55–71, 2019.
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resources (usually human actors), such that they can prioritize and select based
on their knowledge. These two approaches might be useful for several use cases,
but are too limited for the domains such as logistics, healthcare, or manufac-
turing, with complex process structures and costly resources requiring advanced
resource allocation mechanisms [18,29]. In the SMile project1, which motivates
this research, cost-efficient vehicle routes must be generated for delivering parcels
with promised delivery time windows.

In the business process management (BPM) domain, the resource perspective
was intensively studied [5]. Especially the definition of resource requirements is
supported (see [3,9]). Different approaches were developed to improve resource
allocations by generating an optimized resource allocation plan for a process
instance [18], by mining resource allocation rules [24], or by dynamically allocat-
ing resources based on historic logs [21]. However, most of them are stand-alone
solutions for specific problems and not necessarily integrated into the process
configuration and execution. In the community, the need for a resource-aware
BPMS being capable of smart resource allocation has been identified [8,29].

In this paper, we present a new component called Resource Manager that
extends the traditional BPMSs and is responsible for the allocation of resources
to tasks. We describe how the Resource Manager can be integrated into a tradi-
tional BPMS and which information must be provided by the process modeler.
Our proposed architecture allows to provide use cases with specific constraints
and performance measures that can be applied to optimize resource allocations.
The Resource Manager can rely either on a human decision maker who manu-
ally allocates resources to tasks, or on an optimization algorithm for the auto-
matic allocation of resources. To demonstrate the practicality of this research
the Resource Manager is implemented to a real-world logistics process.

In the reminder, existing works about the resource perspective of business
processes are discussed in Sect. 2. After describing a motivating example Sect. 3,
some background on resource-constrained scheduling problems is given in Sect. 4
and requirements are discussed in Sect. 5. Section 6 describes the extended
architecture of a resource-aware BPMS and shows how resource allocations can
be optimized by a resource manager. A prototypical of the extended architecture
and its application to a real-world use case are presented in Sect. 7. Limitations
and future work are discussed in Sect. 8.

2 Related Work

In addition to the control-flow and data-flow perspectives of business processes,
the resource perspective is essential for the successful execution of business pro-
cesses [13]. Cabanillas [8] distinguishes among three key operations of resource
management: (1) resource assignment (i.e., definition of resource requirements
for process activities at design time), (2) resource allocation (i.e., designation of
concrete resources to a specific task during runtime), and (3) resource analysis
(i.e., evaluation of process execution with the focus on resources).
1 http://smile-project.de.

http://smile-project.de
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Recent works have focused on resource meta-models for a detailed specifi-
cation of resource characteristics to support resource assignment, such as the
organizational meta-model [34], resource meta-model [27], or resource classifica-
tion role-model [29]. A taxonomy of the different approaches is given by Arias
et al. [3]. Advanced textual and graphical resource assignment languages were
developed in [9] that go beyond simple role-assignment being available in the
standard process modeling notation BPMN [28].

Russel et al. [34] introduced 43 workflow resource patterns; a comprehen-
sive study on use and representation of (mostly) human resources in the exist-
ing BPMSs. It also included allocations patterns (i.e., role-based, history-based,
etc.), which are greedy solutions that may become sub-optimal, especially as
resources are not independent from each other [18]. Batch activities developed
by [32] efficiently combine the execution of certain activities from several pro-
cess instances to optimize resource utilization. However, these approaches only
support a fixed set of allocation algorithms and only one type of resource. Con-
sidering complex resource constraints, Senkul et al. [36] and Havur et al. [18] use
logic programming to identify optimal resource allocation plans for deterministic
process instances.

Based on historical execution logs, it is possible to generate allocation rules
using machine learning techniques [24]. Liu et al. [25] gives resource allocation
recommendations to a human assigner during execution based on historical logs
with a supervised machine learning algorithm that does not consider the avail-
ability or workloads of resources. This work is extended by Arias et al. [4] con-
sidering the current workloads of resources, and by Zaoh et al. [39] applying a
heuristic to handle several process instances running in parallel. Huang et al.
[21] uses reinforcement learning for dynamic resource allocation and considers
the influence of resource allocations on the process environment.

In summary, various approaches for resource allocations have been proposed
already. However, they are mainly based on rule-based approaches and efficient
resource allocation is derived from a business process perspective. From the
literature on optimization we know that rule-based approaches usually cannot
guarantee an efficient utilization of resources. Additionally, as organizations have
multiple processes working on the same limited set of resources, we propose to
plan resource allocation form a resource point of view. The Operation Research
community has a long history of developing approaches for optimizing resource
allocations that way. In order to leverage on these achievements, we propose a
framework which integrates sophisticated solution techniques developed in the
Operations Research community into traditional BPMSs.

3 Motivating Example

Online shopping has led to an increase in parcel deliveries. The delivery of parcels
in the last mile (from the final hub to the recipients) imposes various challenges
on logistics service providers in particular due to low profit margins and a high
risk of not being able to deliver parcels if recipients are not at home [35]. The
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SMile projects aims to innovate the last mile logistics by ensuring a delivery at
the first try in a so-called micro-depot. In a micro-depot a parcel can be delivered
by small and local delivery services to a recipient at a desired time frame. This
section presents this last mile delivery process shown in Fig. 1.

Fig. 1. Process model of parcel deliveries with promised delivery time windows.

When a parcel is delivered to a micro-depot, the recipient’s preferences are
collected. Based on the preferences, the delivery is scheduled and when the sched-
uled time is reached, the parcel is delivered to the customer. In order to efficiently
utilize the delivery vehicles, the scheduling of individual parcels must be con-
ducted in such a way that cost-efficient routes for vehicles can be found, allowing
to deliver parcels at their scheduled times. Thus, the scheduling represented as
a simplified user task (cf. Fig. 1) is a complex task, where a suitable vehicle
(i.e., resource) and other available parcels in the micro-depot (i.e., other process
instances) should be considered. In Fig. 1 it is assumed that this task is done
manually by a dispatcher, who has knowledge about available resources and
delivery requests. However, the task could also be executed by an engine using
appropriate optimization algorithms. The use of such algorithms would not only
help in improving process performance by allowing for better delivery routes, it
would also allow for full automation of decision making.

This example shows that business processes often include process activities
for which an optimized scheduling is required considering the currently running
process instances and available resources. This can be also observed in other
domains where resources must be allocated to process activities subject to the
limitations in the way they can be used.

4 Resource-Constrained Scheduling Problems

The scheduling task of our motivating example requires the solution of a special
case of a resource-constrained scheduling problem (RCSP). RCSPs are prob-
lems in which tasks must be scheduled, and where the execution of the tasks
depends on one or more resources and their limited availability [17]. The usual
goal of RCSPs is to find a schedule for all relevant tasks to minimize the total
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resource utilization cost. However, other optimization goals like minimizing the
time required for executing all tasks or tardiness may also be specified.

For some RCSPs optimal solutions can be found by using exact approaches
based on mixed-integer linear programming [22] and branch-and-bound algo-
rithms [12]. However, as these problems are usually NP-hard [23], they are
notoriously difficult to solve, in particular for problems of relevant size. There-
fore, RCSPs are usually solved using so-called metaheuristics [30]. While it is
possible to search for solutions of RCSPs using rule-based approaches, the solu-
tions are usually of poor quality [6] resulting in unnecessarily high costs, as rule-
based approaches can be interpreted as very primitive heuristics. Sophisticated
heuristics systematically exploring the search-space and escaping local optima
of poor quality can often find near-optimal solutions in reasonable amount of
time [14].

In the motivating example, the limited resources are vehicles. Vehicles can
conduct multiple parcel deliveries in one route, however, they are limited con-
cerning the total volume and weight of the parcels. Furthermore, different parcels
have different destinations and different required times of the delivery. This het-
erogeneity of the tasks results in the need to plan the order of deliveries and
the allocation of vehicles to delivery requests. Poorly planned schedules result
in unnecessarily long (and costly) travel times between delivery locations and
an unnecessarily high number of vehicles required. An overview of optimization
approaches that can be used for similar problems related to the transportation
of goods can be found in [37].

While the remainder of this paper focuses on our motivating example, the
framework presented in this paper is not restricted to this particular example.
For other application scenarios, similar RCSPs may have to be considered, for
example, in manufacturing or healthcare. In the following we provide brief exam-
ples of typical tasks and resource-requirements in such domains to illustrate the
variations of application scenarios that can benefit from our framework.

Manufacturing. Resources in the manufacturing industry are broadly defined as
production units, e.g., machines, human operators, material handling vehicles, or
storage buffers, which are limited. Multiple tasks are required to be performed by
resources to create desired goods. According to types of manufacturing systems,
operational processes can be altered [1]. For example, a job shop, which produces
goods in high variety but low volume, involves diverse tasks that consist of
several operations which have to be processed on different resources, e.g., tool
and die making. In contrast, in a flow shop, tasks have to be processed in a
consistent order on all resources, e.g., automobile assembly line. Additionally,
batch production can occur in any manufacturing system, where components or
goods proceed to various stages, in groups of a certain size, to different resources.
Thus, resource allocation here is highly related to the design of manufacturing
systems. Some common objectives are throughput, makespan, lead time, and
resource utilization considering line balancing.
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Healthcare. In healthcare services, resources typically refer to doctors, nurses,
equipment, and rooms. As available healthcare resources are considerably lim-
ited in comparison to patient demands, effectively allocating resources is cru-
cial in enhancing service quality for patients. Moreover, doctors and nurses are
restricted in their sub-specializations, for example: surgeon or orthopaedist. The
patient groups are likewise bound in their needs to a specialized professional
and are thus required to utilize a specific resource [11,26]. Medical staff are
generally shared between several patients and are often blocked by who can be
served when, and the same is true for equipment and rooms. Hence, to coordinate
resource availability with the right resource skills to patient demands, multi-skill
resources should be considered in the healthcare resource allocation [2]. General
objectives in this class of problems are patient waiting time, makespan, resource
utilization, and the choice of doctor preferences.

Given the heterogeneity of RCSPs, no single model can be defined that is
suitable for all possible application scenarios. However, all problems have in com-
mon that it usually benefits from using sophisticated optimization algorithms
exploiting knowledge about the entirety of all tasks and all resources compared
to simply assigning tasks to resources one by one.

5 Requirements

Usually multiple process instances simultaneously and concurrently require lim-
ited resources. Although greedy rules as provided by the workflow patterns [34] or
mined from historical data could be used to allocate resources, such approaches
often lead to unnecessary inefficiencies as discussed in the previous section. In
order to optimize resource allocations within business processes, a BPMS should
provide the possibility to configure and solve a RCSP capturing the characteris-
tics of the specific use case. For this we can identify multiple requirements that
should be fulfilled by a BPMS:

R1 Knowledge on resources and their availability. To enable an optimized
resource allocation, the BPMS needs to have knowledge of the resource char-
acteristics as well as their current or future availability [29]. Therefore, static
and dynamic information concerning the resources must be captured.

R2 Resource requirements. The BPMS must allow a process designer to specify
when which resource is required in which quantity. For more complex appli-
cation scenarios multiple resources may be required simultaneously. Thus,
it should be able to define the information in a process model.

R3 Constraints and performance measures. The BPMS must allow a designer
to specify the constraints on the utilization of resources and the impact of
resource utilization on the overall performance. The constraints and perfor-
mance measures define the problem of allocating resources.

R4 Allocation service. While the problem definition specifies the constraints and
goals, it does not describe how the allocation is conducted. As the allocation
of resources can be conducted in many different ways, the BPMS must allow
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the specification and implementation of one or several alternative allocation
services that can be selected by the designer.

Given that the problem of allocating resources to tasks is a complex problem
that can be tackled in many different ways (e.g. manually or by the use of
optimization algorithms), we can observe that there is a need for separation of
concerns between the process and resource allocation aspects.

6 Optimized Resource Allocation in Business Processes

In this section we propose to extend the traditional BPMS with additional com-
ponents for resource management that completely encapsulate the knowledge
of resources and their optimized allocation. The extension to the resource com-
ponents and their interaction with traditional components is presented on the
architectural level in Sect. 6.1. In Sect. 6.2 we show how the current process
modeling needs to be extended in order to specify the requirements on the opti-
mized resource allocation for process execution. Finally, in Sect. 6.3, the detailed
functionality while executing a resource-allocation activity is explained.

6.1 Architecture of Resource-Aware BPMS

In Fig. 2, the extended BPMS architecture for realizing optimized resource allo-
cation is presented. It consists of the traditional components of a BPMS and the
extension for the resource components. First, we shortly repeat the structure of
a traditional BPMS before we introduce the resource-aware extension with the
Resource Modeling and the Resource Manager.

Traditional BPMS. In general, a BPMS consists of four main components:
Process Modeling, Process Engine, Environment, and Applications [13,38]. The
Process Modeling component supports the Process Designers to model their busi-
ness processes with all the relevant technical information for an automatic pro-
cess execution, such as user interfaces, services to-be called, or resource assign-
ment information. This is stored in a Process Model Repository and can be also
updated. The Process Engine is the main component for guiding the process exe-
cution, which can access the repository. An instance of a process can be manually
started or automatically triggered in the process engine. Then, the process engine
initiates the process activities in their prescribed sequence. Business processes
involve different Process Participants in order to execute/check/document cer-
tain process steps. The participants are connected mostly via a User Interface
that shows them the corresponding tasks to be done summarized as Environ-
ment. In case of service activities in a process, other services might be called
grouped together as Applications representing of all kinds of services.

Resource-Aware Extension. The resource-aware extension of a BPMS con-
sists of two components: Resource Modeling and Resource Manager.



62 S. Ihde et al.

Fig. 2. Architecture of a resource-aware BPMS for smart resource allocation (The
diagram is a FMC block diagram (http://www.fmc-modeling.org) representing active
software components as rectangles and passive data storage as ellipses).

Resource Modeling. The purpose of the Resource Modeling component is to
define and store all relevant information concerning resources and the constraints
on the resource utilization. Similar to process modeling, an expert is assumed,
the Resource Designer, who is responsible for prescribing the information and
constraints on resources, referred to as static resource data. The static resource
data includes, for example, the cost of a resource per use/time-frame, its max-
imum capacity, type of resource (e.g., reusable, consumptive, or producible).
Different organizational resource models were proposed [27,29] which could be
used as starting point for a structure of the static resource data. However, use
case-specific resource models are required in many cases.

Resource Manager. The purpose of the Resource Manager component is to
decide on the allocation of resources to process tasks. A resource manager can
handle multiple problem definitions based on the constraints provided during
resource modeling. For each problem definition, the resource manager provides
an interface in which the requested input and expected output for a resource allo-
cation request is defined. During process modeling, dedicated resource-allocation
activities (further discussed in the next subsection) can be used to request a
resource allocation for a selected problem definition. For each problem definition
one or several Allocation Services can be implemented. An allocation service
can be a simple rule-based algorithm, a heuristic, a sophisticated optimization
algorithm, a mined allocation or even an interactive component combining algo-
rithms with expert knowledge via the user interface. At process design time, the
allocation service can be selected for a resource-allocation activity.

http://www.fmc-modeling.org
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Whenever a resource-allocation activity is executed by the process engine,
it maps the respective data objects of the activity to the required inputs and
expected outputs of the problem definition. The data is assumed to contain all
relevant information allowing the resource manager to update information about
current and future availability of resources, i.e., dynamic resource data.

6.2 Configuration

In the following, we define dedicated activities for resource allocations and their
configuration. Assume we are given a set of business process models P modelled
by the process designer and a set of problem definitions R provided by a resource
manager. For each process model p ∈ P let Ap denote the activities of the process
model. Then, the process designer can specify a subset A∗

p ⊂ Ap representing
dedicated activities for requesting the allocation of resources. We refer to these
activities as resource-allocation activities. For each of these resource-allocation
activities a ∈ A∗

p the process designer must select a problem definition r ∈ R.
For each problem definition r, the required input Ir and expected output Or

is defined, as a set of data attributes i = (ki, ti) where ki is a key that can be
used to identify a data item and ti specifies the data type. These data types can
be elementary types or arbitrary complex data types. Section 7.2 shows the data
definition with non-elementary data types for our motivating example.

Fig. 3. Resource-allocation activity shown as BPMN activity.

The process designer ensures that the data input and output of a resource-
allocation activity a is aligned with the input and output of the problem def-
inition r selected for the activity a. The process designer similarly defines the
allowed data input Ia for the activity a as a set of process variables j = (kj , tj).
The proposed resource-aware BPMS checks that for each data attribute i ∈ Ir,
a process variable j ∈ Ia exists for which tj can be mapped to ti. Furthermore,
the resource-aware BPMS checks that for each data attribute i ∈ Or, a process
variable j ∈ Oa exists for which ti can be mapped to tj . Thus, any output of
the resource manager can be mapped to data output of the resource-allocation
activity. Figure 3 illustrates the data in- and output.

During process execution, the process engine generates a data input for each
resource-allocation activity a that can be represented by a set of process instance
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variables j = (kj , vj) where kj is the key of the process variable and vj is the
value which must be of the correct type tj according to the process variable
for key kj . This data input is mapped to the expected input of the problem
definition which generates an output that is then mapped to the output of the
resource-allocation activity.

The advantage of this proposed configuration is, that it provides a high degree
of flexibility. The process designer may, for example, specify all the data that is
available and potentially relevant for the resource allocation. A simple allocation
service, that may be initially deployed, may not require all the data and may work
on a limited subset thereof. If, at a later stage, a more sophisticated allocation
service with higher data requirements shall be deployed, the process model does
not need to be changed.

6.3 Functionality

The execution of the resource-allocation activity at runtime and the interac-
tion between the process engine and resource manager is visualized as a UML
sequence diagram in Fig. 4.

Fig. 4. Interaction between the Process Engine and Resource Manager for executing a
resource-allocation activity shown as UML sequence diagram.

The ProcessEngine instantiates a process model to start a new Process
Instance. During the execution of the process instance, activities are enabled
and executed based on the prescribed order in the process model. In the case of a
Resource AllocationActivity, the selected interface of the ResourceManager
is called with the input data Ir for the respective optimization problem. The
ProcessInstance is now in a waiting state until the request is answered by
the ResourceManager. After receiving a request the ResourceManager collects
the information on the resource(s), which can be used to fulfill the request, and
checks their availability. In the next step, the ResourceManager uses the alloca-
tion service for the selected problem definition in order to find a suitable resource
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allocation. The ResourceManager collects multiple requests and conducts the
resource allocation for these requests together. After running the resource allo-
cation, it returns the resource(s) Or to the requesting resource-allocation activity.
The resource(s) are now reserved for use in the process instance. With the infor-
mation on the planned usage, the ResourceManager updates the availability of
the resource. The entry is a timeframe, when the resource is not available in
future and cannot be used for any other allocations in this specific timeframe.

Currently, we assume that the usage of the resources is executed as planned
by the resource manager. However, for treating delays and exceptions the
resource manager needs to be informed about the actual start and the end of
usage of resources by process instances. It could be realized, for example, by
having events published by the process engine about the start and end of pro-
cess activities as described in [19] to which the resource manager can subscribe.
Then the resource manager can compare the actual start and end to the planned
allocation information. If there are any variations to the plan, the resource man-
ager might need to adapt previous plannings. This exception handling will not
be the focus of the current work.

7 Evaluation

This section presents an evaluation of the resource-aware BPMS extension in
a two-fold manner: (1) a prototypical implementation is presented in Sect. 7.1,
and (2) an application of the approach to a logistics use case is illustrated in
Sect. 7.2.

7.1 Prototypical Implementation

As shown in Fig. 5, we used for our prototypical implementation Chimera2 [20]
– a process engine for flexible, knowledge-intensive processes. It also provides a
process modeler – Gryphon, which is based on the open-source BPMN modeler
bpmn.io. As soon as the process model is designed and configured in Gryphon, it
can be stored in the Process Models repository and can be deployed to Chimera
engine as depicted in Fig. 5. As these two components represent a traditional
BPMS, we used it as a base and adapted it to fit our architecture proposal
in Fig. 2. For this we implemented a simplified Resource Manager, the Sphinx 3

that is connected to Chimera and Gryphon via REST interfaces.
The interface between Sphinx and Gryphon is used during design time and

provides the information a process designer needs for configuring the task, as
shown in Fig. 6. That is why we extended Gryphon4 to allow the configuration
of resource-allocation activities. It allows to specify the Resource Manager, a
problem definition, and the allocation service that is used (see requirements R2

2 https://bptlab.github.io/chimera/.
3 https://github.com/bptlab/smile/tree/master/sphinx.
4 https://github.com/bptlab/gryphon/tree/resource/add-resource-type.

https://bptlab.github.io/chimera/
https://github.com/bptlab/smile/tree/master/sphinx
https://github.com/bptlab/gryphon/tree/resource/add-resource-type
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Fig. 5. Architecture of prototypical implementation

and R4). Based on this selection the corresponding input and output sets are
shown, that have to be mapped by the designer.

If Chimera reaches a resource-allocation activity during the process execu-
tion, then it calls the referenced Resource Manager with the defined input. Based
on the steps described by Fig. 4 the Resource Manager will access its resource
information to find the best possible allocation, as shown in the next section.

7.2 Application for Our Motivating Example

Problem Definition and Allocation Algorithm. For an efficient last-mile delivery,
delivery routes must be found which minimize total distance travelled. In our
motivating example, the deliveries must be conducted between an earliest and a
latest given delivery time. The optimization problem for finding efficient delivery
routes is a so-called vehicle routing problem with time windows (VRPTW) [37].
A rule-based solution would, for example, allocate the next available vehicle to
a request. As parcels can arrive at the micro-depot at any time, not all delivery
requests are known to the Resource Manager when a vehicle is requested, thus
resulting in the rule-based approach leading to an overall poor solution. Instead
routes have to be created given all the information known to date and revised
when new information about request becomes available, which is possible with
a heuristic. This variant of the vehicle routing problem is known as a dynamic
vehicle routing problem (DVRP) [31].

In our implementation we used an insertion method [10] as the allocation
service. An insertion method successively selects unscheduled requests and adds
them to the route of a vehicle. For each request the method determines all
feasible insertion possibilities. That is, for each vehicle route and each request
already in the route, the algorithm checks whether the unscheduled request can
be added to the route before or after the already scheduled request. If the request
can be feasibly inserted, the method inserts the request at the position in the
route which has the lowest incremental costs. If no feasible insertion possibility
is found, a new route is created and the request is added into the new route.

To handle the dynamics of parcels arriving at the micro-depot, the determin-
istic VRP is iteratively solved with a rolling-horizon procedure [15] in which the
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optimization period moves forward at each iteration and adds each time period
to the total planning time horizon. The rolling-horizon procedure allows the
schedule for the previous planning time period, which is actually implemented,
to be influenced by the future in the form of the next planning time period. The
insertion method is a straightforward strategy that can easily adapt complex
constraints and generate a feasible solution within a short computation time.

In this paper, we use the insertion method due to its simplicity and ease of
implementation, as our goal is to provide a proof-of-concept demonstrating how
an algorithm is used for resource allocations. However, it is easy to replace the
allocation service by more powerful algorithms for dynamic vehicle routing [31]
or by manual or even interactive dispatching systems [16]. From the literature on
vehicle routing problems it is known that the performance of delivery processes
can be significantly improved by state-of-the-art planning approaches.

Configuration of the Resource Allocation Task for Parcel Delivery. The process
of our motivating example shown in Fig. 1 can be easily adapted to leverage the
functionality of our resource manager and to fully automate the scheduling of
parcels.

Fig. 6. Configuration in Gryphon

As shown in Fig. 6 we replace the user task for scheduling the parcel by
a service task. This service task is a resource-allocation task for which we
implemented a configuration sidebar allowing the selection of a Resource Man-
ager Host, a Problem Definition, and an Allocation Service. We implemented a
resource manager named Fleet Manager that is responsible for the allocation
of vehicles in the fleet. The Fleet Manager provides a list of problem defini-
tions and allocation services. From this list the process designer can choose
the Vehicle Routing Problem as problem definition and the Insertion Method
as allocation service. The chosen resource managers defines the Required Input,
and Expected Return which are shown to the process designer in the sidebar.
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The input definition provided by the resource manager includes data defini-
tion items

(
“Destination”,(float, float)

)
for the geographic coordinates of

the destination of the parcel, (“Weight”,float) for the weight of the parcel,(
“Dimensions”, (float, float, float)

)
for the width, height, and length of the

parcel, and
(
“TimeWindow”, (time, time)

)
for the earliest and latest delivery

times. The process designer has to make sure that for each process instance (i.e.,
each parcel to be delivered) the respective data items are generated during pro-
cess execution and provided to the resource-allocation task by data objects. The
output definition provided by the resource manager includes the data definition
item

(
“Scheduled T ime”, time

)
representing the scheduled delivery time. The

process designer can utilize the respective output by passing a data object from
the resource-allocation activity to subsequent activities for further utilization.
In our example, the data item for the scheduled delivery time is included into a
data object that is used by the activity Deliver parcel.

8 Conclusion

In this paper, we provide a framework to integrate optimized resource allocations
in business processes by extending the traditional BPMS architecture through a
component called the Resource Manager. The Resource Manager is responsible
for maintaining all relevant information concerning the availability of resources
and for allocating resources to a process instance. The process designer can spec-
ify resource requirements within the business process model through dedicated
resource-allocation activities. By implementing and running our approach for
a use case concerning time-constrained parcel deliveries, we demonstrate that
the proposed architecture can be used to integrate complex allocation services
in business processes. This enables process automation by using powerful oper-
ations research techniques. An advantage of our approach is, that it allows a
process designer to focus on specifying the requirements on resources, whereas
an expert in optimization can focus on how resources are best allocated to pro-
cess instances. A change of allocation services (e.g., an optimization algorithm,
a simple heuristic, machine learning algorithms) is easily possible without adap-
tation of the respective process model. In the future, historical execution data
of resource allocations could also be used for learning and selecting an appropri-
ate allocation service. Currently, we assume that the process execution always
follows the allocation plan. This could be extended by considering real-time exe-
cution data to adapt the allocation plans automatically.
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Abstract. Organizations need to monitor the execution of their pro-
cesses to ensure they comply with a set of constraints derived, e.g., by
internal managerial choices or by external legal requirements. However,
preventive systems that enforce users to adhere to the prescribed behav-
ior are often too rigid for real-world processes, where users might need
to deviate to react to unpredictable circumstances. An effective strat-
egy for reducing the risks associated with those deviations is to predict
whether undesired behaviors will occur in running process executions,
thus allowing a process analyst to promptly respond to such violations.
In this work, we present a predictive process monitoring technique based
on Subjective Logic. Compared to previous work on predictive moni-
toring, our approach allows to easily customize both the reliability and
sensitivity of the predictive system. We evaluate our approach on syn-
thetic data, also comparing it with previous work.

1 Introduction

Today’s organizations typically need to monitor their processes to guarantee
that they are executed within given boundaries. These boundaries can be set
internally, e.g., by process managers, to enhance operational efficiency or can
be derived by external legal requirements like the Sarbanes-Oxley Act [1]. As
a result, organizations often define execution procedures to ensure that their
processes meet these constraints. Deviating from these procedures can expose
organizations to abuses and frauds.

However, procedures are often not enforced by design or can be bypassed in
order to ensure business continuity [3]. In fact, preventive systems are typically
too rigid to deal with real-world, dynamic environments wherein unpredictable
circumstances and exceptions often raise. In these settings, a crucial challenge
for organizations is to predict whether a given (set of) undesired behavior(s) will
or will not occur in running process executions, to be able to timely take actions
in order to prevent/mitigate potential risks.
c© Springer Nature Switzerland AG 2019
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To address this issue, one can exploit predictive process monitoring [15].
This comprises a family of techniques aimed to predict the “outcome” of run-
ning process executions, which in our context corresponds to the occurrence
of undesired behaviors. One of the main challenges in predictive monitoring is
balancing the reliability and effectiveness of predictions. On the one hand, the
predictive system should raise an alarm only when there is “enough” evidence of
the forthcoming occurrence of an undesirable behavior. High false-alarms rates,
indeed, significantly hamper the usability of such systems, requiring the analyst
to waste a large amount of time in verifying the alerts and, thus, leading to a
loss of trust in the system. On the other hand, a system that provides late pre-
dictions or that, anyway, fails to provide a prediction in most cases, is of little
or no use.

Predictive monitoring approaches often allow an analyst to determine the
best trade-off between these two forces by acting on a set of metrics that the
analyst can customize to her needs. Two commonly-used metrics are the support
and confidence of predictions. The first metric accounts for the amount of history
corresponding to the current state of the process execution and it is used to
ensure that the prediction is supported by enough evidence. Varying the support
threshold impacts the effectiveness of the predictive system; higher the threshold
is, more evidence is required to make a prediction. The confidence is instead
used to evaluate in which extent the predictive system was able to provide a
correct prediction when the given state of execution occurred in the past. This
metric impacts both the effectiveness and reliability of the system; requiring
high confidence leads to generate predictions only for executions for which high
quality predictions had been obtained in the past, thus reducing the number of
false positives and false negatives.

However, previous work typically does not allow customizing the sensitivity
of the prediction; namely, the system returns the outcome that it estimates to
be the most likely, without accounting for the “gap” between the probabilities of
occurrence/non-occurrence of a behavior. In contrast, a different level of sensi-
tivity may be required in different contexts. For example, in cases where reacting
to an alarm is difficult and/or costly, the analyst might be willing to take the risk
of waiting to be sure that it is actually necessary to take an action. Ideally, this
can be achieved by setting a low sensitivity for the prediction; that is, configuring
the system in such a way that it will raise an alarm only when the probability
of occurrence is “enough” higher than the probability of non-occurrence. This,
however, requires changing the way predictions are usually computed, which is
not trivial and even not always possible in existing approaches.

To deal with this challenge, in this work we perform an exploratory study
on the application of Subjective Logic [12,20] in the context of predictive pro-
cess monitoring. Subjective Logic is an evidence-based opinion algebra used to
evaluate the belief that a given proposition is true or false, explicitly modeling
the uncertainty in the generation of a prediction. Considering the occurrence of
a given behavior as a proposition and past process executions as evidence sup-
porting/contradicting the proposition, Subjective Logic can be used to deter-
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Fig. 1. Loan management process

mine the likelihood that this behavior will or will not occur, or whether there is
not enough evidence to make a prediction, thus providing us with a sound and
rigorous method to deal with uncertainty.

Elaborating upon Subjective Logic, we introduce a novel prediction approach
that allows analysts to customize both the reliability, effectiveness and sensitivity
of predictions. We developed a proof-of-concept implementation and tested it
over a synthetic dataset to evaluate the validity of the approach and to perform a
first assessment of its performance. Results show that our approach is comparable
to existing techniques in terms of quality of predictions, while it provides overall
better results in terms of effectiveness by being able to make a prediction for a
higher number of samples compared to the tested competitor.

The remainder of the paper is organized as follows. Section 2 introduces a run-
ning example that is used through the paper. Section 3 describes our approach.
Section 4 presents an evaluation of the approach along with a comparison with
a well-known predictive monitoring approach. Finally, Sect. 5 discusses related
work and draws conclusions.

2 Running Example

Consider, as a running example, a loan management process derived from previ-
ous work on the event log of a financial institute made available for the BPI2012
challenge [2,11]. Figure 1 shows the process in Petri net notation. Places are
graphically represented by circles and transitions by boxes. Labels below the
transitions report the activity names, whereas labels inside the transitions the
corresponding acronyms. Black boxes represent invisible transitions, i.e. transi-
tions that are not observed by the information systems and are mainly used for
routing purposes.

The process starts with the submission of an application. Then, the appli-
cation passes through a first assessment, aimed to verify whether the applicant
meets the requirements. If the requested amount is greater than 10000 euros, the
application also goes through a more accurate analysis to detect possible frauds.
If the application is not eligible, the process ends; otherwise, the application is
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accepted. An offer to be sent to the customer is selected and the details of the
application are finalized. After the offer has been created and sent to the cus-
tomer, the latter is contacted to check whether she intends to accept the offer.
If this is not the case, the offer is renegotiated and a new offer is sent to the
customer. At the end of the negotiation, the agreed application is registered on
the system. At this point, further checks can be performed on the application,
if needed, before approving it.

Let us assume that two deviating behaviors are allowed in our scenario:

– Delaying the completion of fraud checking. Since fraud checking is usually a
time-consuming activity, in some cases users can execute other tasks of the
process while the checking is not finished yet.

– Resuming declined applications. In some cases, a previously rejected applica-
tion can be resumed, e.g., when the current salary of the customer does not
provide enough guarantees for the requested loan amount, but the customer
claims that he expects it will be increased. To speed up the process, employees
can decide to (temporarily) reject the application, wait that the customer’s
salary is raised and reuse the previous application, without restarting the
process from scratch.

Although these deviating behaviors might be considered acceptable practices,
they pave the way to possible abuses. We report below some executions of the
process in Fig. 1 in which these behaviors occur:
σ1 = 〈S, AS,WFCs,WFAs,WFAe, AA, AF, OS, OC, OSE,WCCs,WCCe,WFCe, AR, AAP 〉
σ2 = 〈S, AS,WFAs,WFAe, AD, AA, AF, OS, OC, OSE,WCCs,WCCe, AR, AAP 〉
σ3 = 〈S,AS,WFAs,WFAe,AA,AF,OS,OC,OSE,WCCs,WCCe,OC,OSE,WCCs,WCCe,AR,AAP 〉

The first process execution shows that fraud checking has been completed
(WFCe) only after the offer was sent to the customer (OSE ). This is clearly
undesired. In fact, interrupting an application at this point is costly and likely
leads to a loss of the customer’s trust. As a result, the employee performing the
fraud checking might be more inclined to accept some risks and allow the process
to proceed.

Process execution σ2 shows the management of a declined application
(AD) that was resumed and then approved (AAP) without further assessment.
Although the resuming of rejected applications is acceptable, it is highly advis-
able to perform further assessments on the application before the final approval
to verify whether the issues that led to the initial rejection have been solved.

Also compliant behaviors, when misused, might hide possible threats. As an
example, σ3 represents multiple repetitions of the application negotiation with
the customer, followed by an approval (AAP) without any further assessment.
This behavior might be a signal that when the negotiation takes long time,
the application is immediately approved when an agreement is reached, without
further assessment. An insider might exploit this practice at his own advantage
to obtain desirable offers that would not be approved otherwise.

It is worth noting that neglecting the sensitivity of predictions in this kind of
scenarios can easily lead to a large number of alerts. For example, if in past pro-
cess executions the completion of fraud assessment was delayed for slightly more
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Fig. 2. Approach

applications (with a given range of amounts) than for the ones the check was
performed in time, the predictive system may raise an alert for every applica-
tion with a similar amount. However, it is clearly neither convenient nor feasible
performing additional checks for every application only based on the required
amount, unless it is much more likely that a fraud will occur for applications
with given amounts.

3 Approach

The goal of this work is to devise an approach to predict the occurrence of
critical behaviors in a running process execution. We assume that the behavior
to be monitored is modeled through a set of patterns representing (portions of)
process behavior an analyst is interested in.

Our approach, depicted in Fig. 2, follows traditional Machine Learning based
approaches to predictive process monitoring and consists of an off-line (training)
phase and an on-line (predicting) phase. A characterizing aspect of this work
is the employment of Subjective Logic [12] to assess the quality of predictions.
Subjective Logic is an opinion algebra that allows assessing the probability that
a given pattern occurs by explicitly accounting for uncertainty based on the
amount of available evidence. The following sections detail the steps of our app-
roach.

3.1 Data Preprocessing

Process executions are usually recorded in event logs. To build the predictive
model, the log should be preprocessed in order to obtain a format suitable for
the analysis. Next, we first formally define event logs and then we present the
preprocessing steps.

Definition 1 (Event, Event Trace, Event Log). Let A be the set of process
activities and V the set of data attributes. Given an attribute v ∈ V , U(v) denotes
the domain of v and U = ∪v∈V U(v) the union of all attribute domains. An event
e = (a, ϕe) consists of an activity a ∈ A and a function ϕe that assigns values
to attributes Ve ⊆ V : ϕe ∈ Ve → U s.t. for all v occurring in ϕe ϕe(v) ∈ U(v).
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The set of events is denoted by E. An event trace σ ∈ E∗ is a sequence of events.
An event log L ∈ B(E∗) is a multiset of event traces.1

Given an event e = (a, ϕe), we use act(e) to denote the activity label asso-
ciated to e, i.e. act(e) = a. This notation extends to event traces. Given an
event trace σ = 〈e1, . . . , en〉 ∈ E∗, act(σ) denotes the sequence of activities
obtained from the projection of the events in σ to their activity label, i.e.
act(σ) = 〈act(e1), . . . , act(en)〉.

To build and train a predictive model, we label the event log by indicating
which patterns occurred in each trace. The problem of determining whether a
pattern occurred in a process execution can be modeled as a compliance checking
problem [10]. In this work, we model the patterns of interest as data Petri nets
since several well-known techniques exist to detect the occurrence of this kind
of patterns in a process execution (see, e.g., [3,18]). Note, however, that our
approach does not pose any constraint on the choice of the patterns formalism,
as well as on the technique employed to detect them.

Figure 3 shows four patterns representing undesired behaviors for the process
in Fig. 1: delayed fraud check, application resuming violation, multiple negotia-
tions and old application resuming. Inspired by [11], we use ω transitions as
placeholders to specify that at a given point of the process execution any activ-
ity can be executed.

The first three patterns represent the behaviors we already discussed in
Sect. 2. The last one is a variant of the application resuming pattern in which the
time between the rejection and resuming of an application is also constrained.
The idea behind this pattern is that resuming too old applications might lead
to some risk, since the information initially provided by the applicant on his
financial situation might have become outdated.

Once past process executions have been labelled, we apply data discretization
on the labelled data. To generate accurate predictions, we need to take into
account those data attributes that are related with the patterns of interest. This
is, however, far from trivial. Especially when dealing with numerical attributes,
it is not feasible to consider all values an attribute has assumed/can assume in
the trace; therefore, we need to employ an effective strategy to discretize the
attribute domain in a set of finite intervals.

In order to discretize continuous data, we resort to supervised discretization.
This approach discretizes continuous variables by taking into account the class
values, i.e., selecting discretized intervals that best discriminate between positive
and negative classes – in our case between the occurrence and the non-occurrence
of a pattern. The approach orders the numerical values of each continuous vari-
able in the training set and selects the split point that produces the highest
information gain, i.e., the amount of information gained by knowing the value
of the attribute, to build the discretized intervals.

However, since the conditions that discriminate between positive and nega-
tive classes do not only depend on a single variable, we leverage the supervised

1
B(X) represents the set of all multisets over X.
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Fig. 3. Patterns of undesired behaviors for the loan management process

discretization provided by the decision tree algorithm [17]. This algorithm, in
order to build the tree, selects both the variable to be split and the value to be
used for the splitting by maximizing the resulting information gain. By inspect-
ing the tree, only the paths root-leaf ending in a leaf with confidence and sup-
port enough high, i.e., over user-defined thresholds, are used to extract the dis-
cretized intervals. Thus, the retrieved discretized intervals depend on the classes
on which they are supposed to discriminate, i.e., on the occurrence of a specific
single-pattern. However, multilabel classification can be leveraged to retrieve
discretized intervals globally discriminating on all patterns together. We tested
both discretization strategies in our experiments (Sect. 4), to check whether the
increased efficiency of the global discretization allows for obtaining predictions
as accurate as the ones obtained with different discretization intervals for each
pattern (single pattern).

3.2 Training

This step takes as input (i) a (preprocessed) event log and (ii) the set of patterns
the analyst wants to predict, and returns a prediction model representing, for
each pattern, the likelihood that the pattern occurs in each “state” of the process.
Roughly speaking, the state of a process represents its execution at a given time,
i.e. the performed activities along with the value of data attributes. As in [4],
we define the state of a process execution as follows:

Definition 2 (State). Let A be the set of activities, V the set of attributes and
U the attributes’ domain. A state s for an event trace σ is a pair (act(σ), ϕs)
where ϕs is a function that associates a value to each attribute, i.e. ϕs : V → U ∪
{⊥} such that for all v ∈ V , ϕs(v) ∈ U(v) ∪ {⊥} (where ⊥ indicates undefined).
The initial state is denoted sI = (〈〉, ϕI) where ϕI is the initial assignment of
values to attributes.
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The initial attribute assignment ϕI represents the value of the attributes
in V before the process is executed. For some attributes, a value may not be
(initially) defined and, thus, it is considered undefined (⊥). The execution of the
activities changes the state of the process. We first define the notion of state
transition, which is a change of one state to another state due to the effect of an
event, and then we extend this definition to event traces.

Definition 3 (State Transition). Let V be the set of attributes. Given an
event e = (a, ϕe) and a state s = (act(σ), ϕs) for an event trace σ, e transforms
s into a state s′ = (act(σ′), ϕs′) such that σ′ = σ ⊕ e and for every v ∈ V

ϕs′(v) =
{

ϕe(v) if v ∈ dom(ϕe)
ϕs(v) otherwise.

(1)

We denote s
e−→ s′ the state transition given by e.

Intuitively, Eq. 1 states that the occurrence of an event updates the data
attributes associated to the event (i.e., v ∈ dom(ϕe)) while the other attributes
in ϕs remains unchanged.

Definition 4 (Trace Execution). Given an event trace σ = 〈e1, ..., en〉 ∈ E∗,
σ transforms the initial state sI into a state s if there exist states s0, s1, . . . , sn

such that
sI = s0

e1−→ s1
e2−→ . . .

en−→ sn = s

We denote state(σ) the state yielded by an event trace σ.

Missing data attributes introduce uncertainty on the reached state as dif-
ferent states could have been reached. To deal with missing values in an event
trace, we adopt the notion of state subsumption from [4]. State subsumption is
used to determine the possible states of the process that could have been yielded
by an event trace.

Definition 5 (State Subsumption). Given two states s = (rs, ϕs) and s′ =
(rs′ , ϕs′), we say that s subsumes s′, denoted s 
 s′, if and only if (i) rs = rs′

and (ii) for all v ∈ V s.t. ϕs(v) �= ⊥ , ϕs′(v) = ϕs(v).

State Pattern #

Executed activities Data attributes

amount duration . . .

〈〉 A1 D1 . . . π1 5

π2 0

〈S〉 A1 D2 . . . π1 5

π2 0

〈S, AS〉 A1 D3 . . . π1 5

π2 0

〈S, AS, WFAs〉 A1 D4 . . . π1 3

π2 0

. . . . . . . . . . . . . . . . . .

The table on the right shows
the prediction model obtained from
(a portion) of σ1 after attributes
amount and duration have been dis-
cretized in the preprocessing step.
States consist of the prefixes of the
trace along with the attribute values
(or discretization intervals) obtained
after the partial process execution
corresponding to the prefix. The
occurrence of an event may or may not change the value of an attribute. For
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instance, the amount does not change during a process execution, whereas the
duration of the process execution is updated after each event. The last two
columns report the patterns of interest (π1 and π2 in the table) and the number
of occurrences of these patterns in the historical logging data. Specifically, the
latter is the number of traces in the historical logging data for which there exists
a prefix that leads to a state subsumed by the given state and in which the
pattern occurred.

3.3 Evidence-Enhanced Prediction

This step takes as input (i) the prediction model built in the previous step,
(ii) the set of patterns to predict, and (iii) the (partial) trace(s) corresponding
to the running process execution(s), and returns (for each trace) a prediction
on the patterns of interest. Each prediction should account for the amount of
evidence for a given pattern in a given state. To this end, we employ principles of
Subjective Logic [12]. This is an opinion algebra commonly used in the context of
online communities, where users have to decide whether to interact with another
user to achieve some goal. In assessing the trust level between users who do not
know each other beforehand, an opinion is computed for each user based on his
past interactions with other users in the community. Opinions are defined as
follows:

Definition 6. An opinion x about a proposition P is a tuple x = (xb, xd, xu)
where xb represents the belief that P is provable (belief), xd the belief that P is
disprovable (disbelief) and xu that P is neither provable or unprovable (uncer-
tainty). The components of x satisfies xb + xd + xu = 1.

Opinions are computed from evidence. Let p,n be the amount of evidence
that supports the proposition and contradicts the proposition, respectively. The
opinion x on the proposition P is computed as follows:

xb =
p

p + n + c
; xd =

n

p + n + c
; xu =

c

p + n + c
(2)

where c > 0 is a constant that represents the minimum amount of evidence
required to form an opinion.2

For our purposes, we formulate the proposition P as an assertion on the
occurrence of a given pattern π. In this setting, the evidence to compute opinions
regarding P is derived by the prediction model. More precisely, given a state,
p represents the number of traces leading to that state in which π occurred,
whereas n is the number of traces leading to that state in which the pattern did
not occur. Accordingly, xb represents the belief that π will occur in a given state,
xd the disbelief that π will occur, and xu the uncertainty about the computed
opinions.
2 Note that the original formulation of Subjective Logic in [12] assumes c = 2. However,

later work [20] has shown that c can be a generic constant, which can be determined
by the context.
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Given an opinion x on the occurrence of pattern π for a trace σ, we com-
pute a prediction from x at run-time. In doing so, two main aspects should be
taken into account. First, we need to define a “proper” value for the minimum
amount of evidence, that allows us to discard all those predictions that are “too
much” uncertain. Secondly, we need to determine a suitable sensitivity for the
prediction, since we want an alert to be raised only when we are “reasonably
sure” that an undesired behavior is about to occur. In other words, we expect a
positive answer only when belief xb is “reasonably larger” than disbelief xd.

It is worth noting that the concrete instance of what is a “reasonable” amount
of minimum evidence and of how much xb has to overcome xd to get a positive
answer are domain-dependent decisions. Therefore, we model these notions in
form of parameters, which can be set by the decision maker based on her needs
and preferences.

More precisely, given an opinion x = (xb, xd, xu) denoting the occurrence of a
pattern π given a running execution σ w.r.t. a prediction model m, we compute
the prediction as follows:

pred(x) =

⎧⎨
⎩

Unpredicted if xu > xb ∧ xu > xd

Yes if (xu < xb ∨ xu < xd) ∧ xb > α · xd

No otherwise

where α is the sensitivity threshold (i.e., the required gap between belief and
disbelief).

4 Experiments

This section describes the evaluation of our approach. In detail, we are interested
in answering the following research questions:
RQ1: To what extent do the parameters c and α affect accuracy of the predic-
tions?
RQ2: To what extent does the adopted data discretization strategy affect the
accuracy of predictions?
RQ3: Is the accuracy of the predictions obtained with our approach in line with
the one provided by previous predictive process monitoring techniques?

The first research question aims to investigate the impact of the two parame-
ters used by our approach – α and c – on the quality of predictions. RQ2 aims to
provide insights on the differences between “local” and “global” data discretiza-
tion in terms of prediction quality. In the first case, we perform data discretiza-
tion w.r.t. each pattern individually. This way, we obtain a preprocessed log for
each pattern, which is used to make predictions for the corresponding pattern
only. In the second case, attributes are discretized by considering the occurrences
of all patterns at once. Finally, RQ3 aims to compare our approach with existing
techniques. In order to address these questions and conduct an insightful experi-
ment on realistic logs, we need datasets that allow us to evaluate the correctness
of our predictions, i.e., how close the outcome of the proposed technique is to
the desiderata, and gain meaningful insights about possible reasons underlying
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unexpected good/bad results. In other terms, we need event logs with data,
labelled based on the occurrence of some patterns that involve also data, and
some domain knowledge about these patterns. As far as we know, real-life pub-
licly available datasets with these characteristics do not exist. Indeed, publicly
available real-world event logs (e.g., https://data.4tu.nl/repository/collection:
event logs) typically involve complex data, for which little or no domain knowl-
edge on the generating process is available, thus making it challenging to assess
the correctness and relevance of the derived insights. We hence made a serious
effort in order to generate a realistic dataset starting from one of these real-life
logs (BPI2012), discovering the corresponding process model (see Fig. 1), inject-
ing realistic data (see details below) on the simulated event log and labelling
traces according to the occurrence of patterns also involving data.

We evaluated our approach against the results obtained by applying the
clustering-based approach in [9], which explicitly takes into account the amount
of evidence to compute predictions. In this approach, traces with a similar
control-flow are first grouped together, and a classifier is trained on each cluster.
The most suitable cluster (and, hence, classifier) is chosen at run-time to classify
the current sample. If there is not enough evidence to make a decision, i.e., if
the support of the (cluster of) traces representing the same state of the current
one is below a user-defined threshold, no prediction is provided.

The following subsections describe the implementation and the parameters
setting for each tested technique, the metrics used for the evaluation and the
obtained results.

4.1 Experiments Settings

Dataset generation: To design a synthetic experiment exhibiting the complex-
ity of real-word scenarios, we choose for our experiments a loan management
process derived from the event log made available for the BPI2012 challenge
based on several previous work (see Fig. 1). Based on this model, we generated
a synthetic event log using CPNTools (http://cpntools.org/), a widely used tool
for Petri nets editing and simulation, by setting for each pattern a probability
of occurrence of 20%. We exploited the simulation options available in CPN
to deal with changes in the control-flow, e.g., delaying the completion of fraud
checking ; while we developed a script in Java for the generation of values for the
amount and duration attributes. To set possible values of the amount attribute,
we collected the amount values from the BPI2012 log; then, for each trace in
our event log, we randomly selected one of these values, setting a probability
of 70% of selecting values higher than 10000, which is the threshold set for the
fraud checking pattern. To capture the old applications resuming pattern, first
we introduce a waiting time in between each pair of consecutive events, ran-
domly choosing between an interval from 4 to 100 hours. Then, in those traces
in which an application was resumed, we set a probability of 80% of increas-
ing the timestamp of activity a registered by 31 days, to ensure a reasonable
number of cases in which the pattern occurred. The final support for each pat-
tern derives by the combination of the support of the changes performed within

https://data.4tu.nl/repository/collection:event_logs
https://data.4tu.nl/repository/collection:event_logs
http://cpntools.org/
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CPNTools and the changes performed by our script. More precisely, we obtained
the following support values: 22.85% for the old applications resuming pattern;
14.81% for the delayed fraud check pattern; 29.86% for the multiple negotiations
pattern; and, finally 21.62% for the applications resuming pattern. For the sake
of simplicity, hereafter we refer to these patterns as duration, fraud, negotiation
and resumed patterns respectively. It is worth noting that, by construction, we
also generated traces involving partial patterns, e.g., patterns in which an old
application was resumed but within an acceptable time window. This provides a
realistic scenario for the log as we do expect a certain behavior to be undesirable
only under certain conditions.

Data discretization: For data discretization, we used the supervised discretiza-
tion approach provided by the Weka J48 decision tree implementation of the
C4.5 algorithm [17]. Specifically, we looked at the discretized intervals returned
by the decision tree algorithm by taking into account not only the continuous
variables but also the categorical ones. In detail, we encoded the execution traces
with the last-payload encoding [14] and we trained the decision tree. We then
inspected the resulting decision tree and extracted the intervals of the continuous
variables, whenever they have enough discriminative power with respect to the
specific security pattern. We set the confidence threshold to 0.8 and the support
threshold to 50.3 We tested both the local and global discretization strategy.

Subjective logic classifier: We varied α between [1, 2], with steps of 0.1. For each
value of α, we tested three values of c, i.e. 2, 10 and 50. We did not consider
higher values, since we observed a significant worsening of the classification per-
formances already when setting the minimum amount of evidence to 20 traces.

Clustering-based approach: For the clustering-based approach, we used the K-
means algorithm with 18 clusters4 as clustering technique for grouping together
execution traces with a similar control flow and the decision tree as classifier to be
trained with data payload for the classification. As for classification thresholds,
we varied the confidence threshold γ in the interval 0.5 and 0.9 and support
threshold ρ in the set {2, 20, 50}.

Evaluation metrics: We evaluated our results along two dimensions:

– Classification accuracy. We evaluate this dimension both in terms of the stan-
dard classifier Accuracy, which is the percentage of samples correctly classified
in the dataset, and F1 measure (F1 hereafter). The latter is a metric widely
used when addressing imbalanced datasets, where one class is more repre-
sented than the other. F1 balances the precision of the classifier, intended
as the exactness of the predictions, and its recall, intended as the complete-
ness of the results. Both accuracy and F1 range between 0 (minimum) and 1
(maximum).

3 This setting allows obtaining a reasonable number of discretization intervals.
4 We applied a grid search and selected the number of clusters that optimizes the

accuracy [8].
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– Failure rate. A classifier usually does not provide a prediction when too lit-
tle evidence is available. We measure failure rate (FR) as the percentage of
unclassified samples in the dataset. Given the same values for classification
accuracy, the best classifier is the one that achieves the lowest failure rate.

We evaluated the performance of the classifiers by means of a 10-fold cross
validation.

4.2 Results

In the following we discuss the results related to each research question.

RQ1: Figure 4 shows the values of accuracy, F1 and FR while varying α and c.
The approach performs well in terms of accuracy for all tested configurations.
It achieved an accuracy around 90% for all patterns with the exception of the
negotiation pattern, for which we obtained an accuracy around 75%. Varying
the c parameter does not seem to impact the accuracy metric. For F1, we still
obtained quite good results for most of the patterns, around 70–75%, although
we observe degradation in the results while increasing α and c. However, the
approach scored quite poorly in terms of F1 as regards the negotiation pattern,
for which we obtained values between 0.4 and 0.5. As a general trend, we can
observe an evident worsening of the performance in terms of F1 while α and, in
particular, c increase. As regards the FR, the approach performs well for c = 2
(predictions are missing for at most the 0.04% of the samples), while performance
worsens for higher values of c. In particular, for c = 50, relevant portions of the
samples (around 30–40% on average) are missed. Note that, as expected, the FR
is not affected by variations of α.

RQ2: By applying local discretization, we identified two classes for attribute
amount (for the fraud pattern) and six classes for duration (for the duration
violation pattern). Comparing the thresholds used by construction for generat-
ing the log against the closest values delimiting the corresponding discretization
classes, we can observe that the results are in line with the construction param-
eters. For instance, for amount the construction threshold is 10000 and the
delimiter of the discretization class, obtained from the decision tree, is 10030.
Moreover, by comparing the thresholds identified with the discretization against
the actual data in the log, we can observe that the identified thresholds actually
fit the trace labelling of the log. For instance, when amount is lower than or equal
to 10030, the fraud pattern never occurs (the smallest amount value for which
a violation occurs is 10071). With the global discretization configuration, we
obtain intervals only slightly different from the ones of the local discretization.
This preliminary and qualitative analysis allows us to assess that the returned
classes are reasonable with respect to the criteria used for the log construction
and with respect to the actual log.

The prediction results obtained for the local and global strategies are similar
with respect to all three metrics (Fig. 4). An exception is represented by the
duration pattern, for which the locally discretized log leads to better values in
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Fig. 4. Results of our approach for c equal to (a) 2, (b) 10 and (c) 50.

terms of accuracy and F1; however, this comes at the cost of a much higher rate
of unpredicted samples.

RQ3: A comparison between our approach (SL) and the clustering-based app-
roach is reported in Table 1 for the local discretization strategy and in Table 2
for the global discretization strategy. For each pattern, we report the configura-
tion of parameters that optimizes each metric, along with the values of the other
metrics for that configuration. For example, the first group of columns shows
the configuration that optimizes accuracy.

For locally discretized data, the two approaches provided comparable per-
formance in most of the cases. Overall, the clustering approach seems to return
slightly better values for accuracy and F1 when considering the corresponding
best configurations; however, this often comes with a much higher failure rate, in
particular for the fraud and negotiation patterns. When considering the configu-
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Table 1. Results on the locally discretized data

Pattern Approach Best accuracy Best F1 Best FR

Par Acc F1 FR Par Acc F1 FR Par Acc F1 FR

fraud SL α = 1

c = 2

0.92 0.76 0.03 α = 1

c = 2

0.92 0.76 0.03 α = 1

c = 2

0.92 0.76 0.03

Clustering γ = 0.9

ρ = 50

0.98 0.45 0.61 γ = 0.9

ρ = 50

0.98 0.45 0.61 γ = 0.5

ρ = 50

0.87 0.44 0.00

duration SL α = 1

c = 2

0.94 0.88 0.04 α = 1

c = 2

0.94 0.88 0.04 α = 1

c = 2

0.94 0.88 0.04

Clustering γ = 0.9

ρ = 20

0.97 0.91 0.09 γ = 0.9

ρ = 20

0.97 0.91 0.09 γ = 0.5

ρ = 2

0.95 0.90 0.00

negotiation SL α = 1

c = 2

0.78 0.53 0.02 α = 1

c = 2

0.78 0.53 0.02 α = 1

c = 2

0.78 0.53 0.02

Clustering γ = 0.9

ρ = 20

1.00 0.70 0.93 γ = 0.9

ρ = 20

1.00 0.70 0.93 γ = 0.5

ρ = 20

0.75 0.40 0.00

resumed SL α = 1

c = 2

0.89 0.75 0.01 α = 1

c = 2

0.89 0.75 0.01 α = 1

c = 2

0.89 0.75 0.01

Clustering γ = 0.9

ρ = 20

0.98 0.90 0.21 γ = 0.9

ρ = 20

0.98 0.90 0.21 γ = 0.5

ρ = 50

0.91 0.80 0.00

rations that optimize failure rate, the clustering approach was able to classify all
samples, even though our approach achieves a failure rate close to 0 with compa-
rable results in terms of accuracy and F-measure. Results related to the globally
discretized data show trends for accuracy and F1 similar to those observed in
the locally discretized data. However, the clustering approach performs much
worse than our approach in terms of failure rate for all configurations; indeed,
failure rate is never below 23%, against the 0.04% achieved by our approach.

Discussion: Our approach scores fairly well for most of the patterns, although
performance is worse for the negotiation pattern. This likely happens because
this pattern contains a loop. Indeed, different number of loop iterations are
modeled as different states in the predictive model, so that some states do not
have enough support for being accounted in the prediction, leading to miss some
positive samples. In some cases, e.g. for α = 1, c = 50, no positive samples
were found, thus resulting in F1 to be undefined. The results show that low
values of α and c typically provide better results. This is not unexpected; higher
the thresholds are, higher the probability of missing true positives is, which
explains the performance worsening. The approach seems, however, to be much
more sensitive with respect to c than to α. While the worsening in performance
is negligible when varying α (with the exception of the duration pattern), we
observed a worsening both in terms of F1 and, especially, in terms of failure
rate when increasing c. According to these results, it seems advisable setting low
thresholds for the minimum amount of evidence, when possible. As regards RQ2,
even though the final outcome is clearly affected by the employed discretization
strategy, the results seem to suggest that adopting a local or a global strategy
does not have a significant impact on the performance. For RQ3, we observed
that the performance provided by our approach is similar to the one provided by
the clustering-based approach. The latter performs sometimes better in terms
of accuracy and F1 but misses a higher percentage of samples in most of the
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Table 2. Results on the globally discretized data

Pattern Approach Best accuracy Best F1 Best FR

Par Acc F1 FR Par Acc F1 FR Par Acc F1 FR

fraud SL α = 1

c = 2

0.92 0.72 0.03 α = 1

c = 2

0.92 0.72 0.03 α = 1

c = 2

0.92 0.72 0.03

Clustering γ = 0.9

ρ = 2

1.00 0.98 0.96 γ = 0.9

ρ = 2

1.00 0.98 0.96 γ = 0.5

ρ = 2

0.89 0.35 0.23

duration SL α = 1

c = 2

0.88 0.72 0.04 α = 1

c = 2

0.88 0.72 0.04 α = 1

c = 2

0.88 0.72 0.04

Clustering γ = 0.7

ρ = 2

1.00 0.93 0.76 γ = 0.9

ρ = 2

1.00 0.99 0.96 γ = 0.5

ρ = 2

0.91 0.57 0.23

negotiation SL α = 1

c = 50

0.79 – 0.43 α = 1

c = 2

0.78 0.51 0.04 α = 1

c = 2

0.78 0.51 0.04

Clustering γ = 0.9

ρ = 50

0.98 0.22 0.96 γ = 0.9

ρ = 2

0.96 0.75 0.96 γ = 0.5

ρ = 2

0.83 0.59 0.23

resumed SL α = 1

c = 2

0.89 0.72 0.03 α = 1

c = 2

0.89 0.72 0.03 α = 1

c = 2

0.89 0.72 0.03

Clustering γ = 0.8

ρ = 20

0.99 0.50 0.84 γ = 0.9

ρ = 2

0.98 0.75 0.96 γ = 0.5

ρ = 2

0.88 0.50 0.23

tested configurations. This is because the clustering-based approach uses stricter
constraints and, in particular, relies on the classifier confidence to decide whether
a prediction should be made. The similarity between the performance of the two
approaches seems to suggest that relaxing the assumption on the confidence
does not lead to significantly worse performance in terms of accuracy and F1
while providing a lower failure rate. Moreover, the performance of the clustering-
based approach seem to be more sensitive to the discretization strategy than our
approach.

Threats to validity: One of the threats to the external validity of the evaluation
is the application of the approach only to synthetic data. The use of more logs,
including a real-life one, would clearly allow for more general results. However,
such a threat is mitigated by the fact that the considered log was generated by
simulating a realistic and widely known model, with a realistic number, type and
range of data attributes. A second threat to the external validity is the choice
of the investigated patterns. Also in this case the threat is mitigated by the fact
that the chosen patterns are realistic for the considered scenario.

5 Related Work and Concluding Remarks

Predictive business process monitoring has received an increasing attention in
the last years [15,16]. Existing approaches can be grouped in three main cat-
egories based on the aim of the prediction: (i) approaches that aim to pre-
dict the remaining execution time of running process instances, e.g. [19,22]; (ii)
approaches that aim to predict the next activity to be executed, e.g. [5]; (iii)
the so-called outcome-oriented approaches, which classify ongoing executions
according to a given set of possible categorical outcomes [7,9,14,21]. Our work
is related to the third group, since we predict the value of an indicator (i.e., the
occurrence of a given pattern) for each running execution.
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Within the outcome-oriented approaches, some works focus on predictions
and recommendations to reduce risks [6,7,15]. For example, in [6,7], the authors
present a technique to support process participants in making risk-informed
decisions with the aim of reducing process failures, by considering process exe-
cutions both in isolation [7] and propagating information about risks to similar
running instances [6]. In [15], three different approaches for the prediction of
process instance constraint violations are investigated: machine learning, con-
straint satisfaction and QoS aggregation. Our work, by making predictions on
the occurrence of undesired behavior, is related to this group of works, although
the focus is slightly different.

Moreover, our approach is close to those applying a lossless encoding strat-
egy (e.g., [14]), which is an encoding that allows recovering the original trace.
Since a lossless encoding leads to prefixes of different length, a common strategy
adopted by lossless outcome-oriented approaches to employ classification tech-
niques consists in splitting the set of prefixes in buckets, training a classifier
for each of them. Different strategies have been explored to build the set of
prefix buckets. For example, Lakshmanan et al. [13] build a classifier for each
prefix length. Di Francescomarino et al. [9] exploit trace clustering techniques
to group similar traces, building a classifier for each cluster. Leontjeva et al. [14]
build a classifier for each state in a process model. Once the traces have been
properly encoded and the prefixes have been grouped, well-known classification
techniques are employed. Compared to previous work, our approach exploits a
single predictive model, without requiring grouping prefixes and training mul-
tiple classifiers. Moreover, our approach provides analysts with a simple and
intuitive mechanism to set both the reliability and sensitivity of predictions. To
the best of our knowledge, sensitivity aspects have been mainly neglected by
previous approaches; to support such a dimension, one should delve into the
classification model and change the logic with which predictions are provided,
which is not trivial and not always possible in existing approaches.

In this work, we introduced an approach based on Subjective Logic for pre-
dicting the occurrence of undesired behaviors in running process executions. The
approach allows the process analyst to customize both the reliability and sensi-
tivity desired for the prediction. This makes our predictive process monitoring
system suitable for scenarios in which reacting to undesired behaviors might be
costly or complex, as the system can raise an alert only in the presence of strong
evidence supporting the prediction. The evaluation of the approach showed that
the approach performed well both in terms of classification performance and
effectiveness, obtaining results mostly comparable with the tested competitor
and often leading to a significant reduction of the failure rate.

In future work, we plan to perform a more exhaustive set of experiments by
considering real-world datasets as well as testing other discretization techniques.
Moreover, we plan to investigate and develop solutions tailored to deal with
the actor dimension. This dimension is necessary to predict behaviors involving
actor-related constraints, such as separation/binding of duties, which cannot be
handled by standard discretization techniques.
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Abstract. Business processes are complex and involve the execution of
various steps using different resources that can be shared across various
tasks. Processes require analysis and process owners need to constantly
look for methods to improve process performance indicators. It is non-
trivial to quantify the improvement of a proposed change, without imple-
menting or conducting randomized controlled trials. In several cases,
the cost and time for implementing and evaluating the benefits of these
changes are high. To address this, we propose a principled framework
using Structural Causal Models which formally codify existing cause-
effect assumptions about the process, control confounding and answer
“what if” questions with observational data. We formally define an end
to end methodology which takes process execution logs and specified
BPMN model as inputs for structural causal model discovery and for
performing counterfactual reasoning. We show that exploiting the pro-
cess specification for causal discovery automatically ensures the inclusion
of subject matter expertise, and also provides an effective computational
methodology. We illustrate the effectiveness of our approach by answer-
ing intervention and counterfactual questions on example process models.

Keywords: Structural causal model · Process optimization ·
What-if analysis · Counterfactual reasoning · Process redesign

1 Introduction

Business processes can be complex, involving multiple steps and resources [31].
While there is a constant need to improve process performance indicator (PPI)
metrics, process re-engineering or re-allotment of resources does not necessarily
guarantee improvements [24]. In addition, the decision of choosing which factor
or aspect of a business process that needs to be changed is usually subjective and
remains at the discretion of process owners or subject matter experts. The only
concrete method of ascertaining that a proposed change to a process will defi-
nitely lead to improvements in PPI metrics, is to conduct randomized controlled
c© Springer Nature Switzerland AG 2019
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Fig. 1. A simplified account payable process

trials (RCTs) [20]. However, this is expensive and time-consuming, and hence
inherently limits the number of changes that can be practically tested.

Business processes usually involve multiple actors. There are complicated
interactions that occur between different components of the process. Causality
provides a principled approach for modelling these complex correlations [4], and
can be used to separate correlations from causation. Causal models control con-
founding (unmeasured variables) and help in avoiding Simpson’s Paradox. They
also help in mediation analysis, which involves answering what-if and retrospec-
tive questions that are expensive or impossible to answer otherwise.

1.1 Motivating Example

Consider the account payable process described in Fig. 1. Suppose a robot has
been developed which does automatic voucher verification, and this robot is
assumed to give 2x speed improvement for this activity as compared to a human
agent. How can we give a quantifiable estimate of the improvement of some PPI,
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without deploying the robot in the field? This is a valuable question to answer
in the field of Robotic Process Automation (RPA).

A suitable causal model helps in answering these ‘what-if’ kinds of questions
using past, observational data about the process, such as event logs.

Table 1. Simple example to illustrate Simpson’s paradox

Overall Digital Scanned

EU Center 78% (173/350) 93% (81/87) 73% (192/263)

NA Center 83% (289/350) 87% (234/270) 69% (55/80)

Confounding in Business Processes. Consider the account payable process
from earlier. In Table 1, the first column shows the overall percent of invoices
processed within a day by European (EU) and North American (NA) centers.
Notice that the time taken for ticket resolution within a day is 78% in the EU,
while resolution within a day is 83% in NA. An analyst might stop here and
conclude that ticket resolution is faster in NA processing center. However, let
us group the data by the type of invoice, specifically, if it was scanned or dig-
ital. Now we see that EU Processing Centre is faster in both categories i.e.,
93% for Digital and 73% for Scanned invoices (see row 1 of Table 1) as com-
pared to NA Processing Centre where the percentage is 87% for Digital and
69% for Scanned invoices (see row 2 of Table 1). This reversal of behavior when
the samples are grouped based on a confounding variable is known as Simpson’s
paradox. Here, the invoice type is a confounding variable. Therefore, when the
invoices are grouped based on invoice type, reversal behavior is observed. The
overall percentage of EU center is low because the EU receives more scanned
invoices as compared to NA. Causal models provide a method to codify back-
ground knowledge about confounding variables, which in turn prevents process
owners and analysts from reaching opposing conclusions from the same data.

1.2 Related Work

Causality and its theory has been successfully applied to a variety of other
domains such as epidemiology [21], and problems in machine learning and com-
puter science [1,4,32]. There has been some work on using causality to business
processes [2,11,26,34].

Business process improvement is an active research area and has great practi-
cal relevance. Traditional methods of establishing process improvement are case
studies and surveys [3,9,13,16,33], which are post hoc techniques. In [14], Pro-
cess Improvement Patterns are introduced as best practices for improving the
operational effectiveness of a process.

In this work, we are interested in answering what-if questions about the pro-
cess, which is a pre-intervention analysis of the process. We provide a methodol-
ogy that is relevant to scenario specific assessment of process improvement. We
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focus on causality as formalized in [17], where the focus is on answering questions
on interventions and counterfactuals. To the best of our knowledge, this is the
first attempt at using causality to answer what-if types of questions to business
processes with the aim of better design.

The main contributions of our paper are as follows -

1. We introduce a principled framework with Structural Causal Models to
answer intervention and counterfactual questions for a business process

2. We explain how the ordering implied by a BPMN model can be exploited for
better discovery of the causal model for business processes

3. We illustrate the effectiveness of this method for answering what-if questions
on illustrative processes.

2 Structural Causal Models for Business Processes

In this section, we introduce structural causal models in the context of business
processes and describe how they can be used to answer ‘what-if’ questions in
business processes.

In general, there are two parts to use causality to study a system -

1. Causal discovery or structure learning, which involves explicitly specifying
cause-effect assumptions about the business process. These assumptions are
encoded in the form of a Directed Acyclic Graph (DAG), where an edge (u, v)
denotes that there is a direct causal relationship from u → v.

2. Causal inference, which involves using data to answer what-if questions.

For the remainder of the paper, we will be considering the Structural Causal
Model (SCM) framework [17,20] for our analysis. Structural Causal Models are
designed to be able to answer three categories of questions [19]. This hierarchy is
also referred to as the Ladder of Causation [18]. In increasing order of complexity,
these categories are:

1. Prediction questions, such as “How many cases would be completed in an
hour if I observed the inter-case arrival time to be x?”

2. Intervention questions, such as “How many cases would be completed in an
hour if I made sure that Task 1 took exactly 2 min to complete?”

3. Counterfactual questions, such as “Assuming everything else was the same,
would my PPI metrics be better yesterday, had I ensured that Task 2 was
completed in y time?”

We formulate four major steps in the proposed framework - Data Aggrega-
tion and Random Variable Selection, Conditional Dependency Ordering, Causal
Structure Learning and Answering Intervention Questions with Causal Inference.
While the first three steps pertain to causal discovery, the last step is related to
causal inference. Each of these components is explained in detail in the further
sections. (See Fig. 2 for an overview).
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Fig. 2. Overview of building structural causal models for business processes

2.1 Data Aggregation and Random Variable Selection

In this step, relevant random variables about the business process are inferred
from event logs. These random variables are constructed by aggregating the logs
with respect to different aspects. Intuitively, since these variables will constitute
the eventual Structural Causal Model that will be learned, it is important they
are constructed keeping in mind the questions that need to be answered. Also,
data aggregation must be done at the level of time granularity at which analysis
is required.

Now, we will formally define how log aggregates are constructed. We borrow
this definition of event logs from [30].

Definition 1 (Event Log). An event log E consists of events where each event
refers to a case, an activity, timestamp and event attributes (if applicable) such
as actor and comments.

From the perspective of causal modelling, event logs are considered as obser-
vational data. If specific experimental data (say, from Randomized Control Tri-
als) about the business process was available, it would be considered intervention
data. In this paper, we will consider causal modelling only from observational
data.

Definition 2 (Log Aggregation). Let the time frame of event logs be Tf and
the duration of desired time granularity be Ts. Let Tf be divided into contiguous
slices of duration Ts to obtain a set of time slices T = {t1, ..., tm}. Let the set of
aspects of analysis be X = {X1, ...,Xk}. For a given event log E, log aggregate
L is defined as
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L =
{

〈ctj
Xi

〉
}

∀tj ∈ T, ∀Xi ∈ X

where c
tj
Xi

denotes the number of process instances associated with aspect Xi at
time slice tj.

Informally, the set of aspects X must be chosen in such a way that all fea-
tures of the business process that are relevant to questions that are desired being
answered are captured. For example, if the goal was to answer ‘what-if’ ques-
tions at an hourly level of time granularity (Ts = 60 min), the log aggregates
must be constructed at 60-minute intervals. Also, if the objective was to answer
intervention questions about organizational roles of human resources, then this
aspect must be captured in the form of a random variable. In addition, X forms
the set of random variables which will constitute the Structural Causal Model.

In the account payable process mentioned previously, one method of comput-
ing log aggregates is to count the number of process instances at each activity,
at every hour of the day.

These log aggregates L form the basis for eventual empirical estimation of the
causal structure and for answering of intervention and counterfactual questions.

2.2 Conditional Dependency Ordering

In this section, we will describe how any process specification with ordering
semantics can be used to induce a partial order on the set of random variables
X. This step is important for two reasons - Firstly, by inducing an ordering
from a process specification, we automatically include subject matter expertise
into the model. This also ensures that the causal model learnt encapsulates the
assumptions implied by the process. Secondly, this ordering has significant com-
putational benefits for causal structure learning - a partial order of the random
variables reduces the space of graphs to search.

Without loss of generality, we will assume that the process is specified in
Business Process Modelling Notation (BPMN) for the rest of the paper. The
graph structure of a BPMN diagram is utilized to specify a partial order.

We require a Directed Acyclic Graph (DAG) to induce a partial order. How-
ever, the associated BPMN model B may include cycles. We use k loop unrolling
to eliminate cycles in the BPMN specification.

Definition 3. (k Loop Unrolling). Given a directed cycle c in a directed graph
G, loop unrolling involves repeating the vertices in c k times to generate a new
graph Ĝ which is acyclic.

k loop unrolling inherently results in loss of information, and k should be chosen
in order to minimize this loss. See Fig. 3 for an illustration on k loop unrolling,
where k = 1.

A DAG naturally induces a partial order on its vertices. Using this, we induce
a partial order on the random variables themselves.
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Fig. 3. Pictorial illustration of k loop unrolling

Definition 4 (Inducing Partial Order). Each Xi ∈ X is associated with a
node from the acyclic BPMN specification B∗, which in turn induces a partial
ordering � on X.

Using this, we can induce a partial order of the aggregated random vari-
ables by using the BPMN specification. If we consider only the ‘Invoice Index-
ing’ swimlane of the account payable process, the partial order would be
Xreceive−invoice � Xvalidate−invoice � Xmessage−vendor,Xindex−invoice.

2.3 Causal Structure Learning

In this section, we describe how log aggregates L and partial order � of a set of
random variables X can be used to automatically learn the causal structure of
the SCM. First, let us formally define Structural Causal Models, sometimes also
called as Structural Equation Models.

Definition 5 (Structural Causal Models). Consider a set of random vari-
ables X = {X1, ...,Xn} pertaining to a given business process. The Structural
Causal Model S for X is defined as the set of assignments

Xi := fi(Πi, Ni) ∀i

where fi is any function, Πi ⊂ X, Xi /∈ Πi is the set of parents of Xi which
have a direct cause-effect relationship to Xi, and Ni denotes noise. N = {Ni}
are required to be jointly independent.
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These structural equations fi are to be interpreted as assignments and are
not bi-directional. Every SCM has an associated directed acyclic graph G, which
is constructed as follows - make a vertex for every Xi ∈ X and draw an edge
from every vertex in Πi to Xi. In other words, we construct the graph is such a
way that there are directed edges from a node’s parents, to the node.

This DAG is also commonly called the causal structure [17,20]. The causal
structure must be constructed such that it encodes expert knowledge and com-
mon sense assumptions about the business process. We encode this knowledge
in two ways - First, in the form exploiting the partial order of the random vari-
ables X from the BPMN specification. Second, by specifying white-listed and
black-listed edges. White-listed edges are required to be included in the causal
graph, and black-listed edges are not allowed to be included in the graph. The
goal of causal structure learning is to estimate the DAG G from log aggregates
L and the partial order � of X.

Definition 6 (Whitelisted Edges). Whitelisted edges Ew are the set of edges
that must be included in the SCM DAG G.

Definition 7 (Blacklisted Edges). For a given partial order � over a set of
random variables X, the set of blacklisted edges Eb = {(Xi,Xj) ∀Xj � Xi}.

In general, causal discovery from observational data is a hard problem, as
the number of possible graphs for n random variables is 2Ω(n2), which is super-
exponential in n [7]. The problem becomes simpler if an ordering of variables
is known, as the search space reduces to 2O(n log n) [27]. Alternatively, the prob-
lem of causal structure learning, given an ordering, can be reduced to variable
selection in multivariate regression [5].

Causal structure learning algorithms can be divided into two broad categories
based on their fundamental approach to the problem -

1. Score based, where a score is assigned to every DAG based on the goodness
of fit with the data. Some score based algorithms are Hill-climb and Tabu
search [15].

2. Constraint based, where the general approach is to use conditional indepen-
dence tests to recover the causal DAG structure. Some constraint based algo-
rithms are PC [6], GS [15], MMPC [28], IAMB [29], among many others.

While score-based algorithms are guaranteed to return DAGs, constraint
based algorithms may return partially directed acyclic graphs (PDAGs), which
are graphs which may contain undirected edges. The ordering based search algo-
rithm described in [27] is a good candidate, as this is a score based algorithm
that provides a heuristic for searching over the space of orderings, instead of the
space of DAGs.

2.4 Answering Intervention and Counterfactual Questions

In this section, we describe how the learnt Structural Causal Model S can be
used to estimate answers to intervention and counterfactual questions about the
business process. First, let us formally define an intervention -
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Definition 8 (Intervention). For a SCM S defined over the set of random
variables X, an intervention is defined as setting a subset of variables X ⊂ X to
a particular value x. This is denoted by do(X = x).

In this work, we will only consider atomic interventions which involve setting
individual random variables to a particular value. Usually, we are interested in
the estimation of some target quantity after an intervention. For example, if we
were interested in answering the question - “How many cases would be completed
in an hour if I made sure that Task 1 took exactly 2 min to complete?”, the
intervention involves setting the time duration of Task 1 to 2 min, and we are
interested in seeing the effect of this change on the number of cases that reach
completion in an hour. This target quantity is also called as outcome.

The first step towards answering intervention questions is graph surgery.
Informally, this involves removing incoming edges to all vertices in the causal
DAG that involves a variable which is being intervened on.

Definition 9 (Graph Surgery). For an SCM S associated with DAG G, with
intervention do(X = x), the new graph G∗ is generated by deleting all incoming
edges for all Xi ∈ X. This is also called Graph Surgery.

Next, we will show that for any SCM S, the effect of any intervention on any
other random variable can always be estimated.

Lemma 1 (Identifiability). Consider any SCM S. Let the intervention be
denoted by do(X = x) and let the target quantity of interest be denoted by Y .
Then, Pr(Y |do(X = x)) can be determined from observational data. In other
words, the causal effect is identifiable.

Proof. Let the set of random variables which constitute S be denoted by X. Let
the new graph obtained after surgery be denoted by G∗.

For each node Xi ∈ X, estimate Xi using Xi := fi(Πi, Ni) where Xi =
x ∀Xi ∈ X.

This reduces the problem of estimation of Pr(Y |do(X = x)) to a statisti-
cal estimation problem. Since all Xi ∈ X is known, Pr(Y |do(X = x)) can be
determined.

Estimation can be treated as a purely statistical problem, and several
approaches can be used. The choice of the approach depends on the nature
of data, and statistical properties desired. Some common approaches that are
commonly used in estimation are inverse probability weighting [10], propensity
score matching [23], regression of the outcome on intervention variables, and
double robust efficient methods [22,25], including targeted maximum likelihood
[12].

3 Experiments and Results

In this section, we illustrate the usefulness of our framework by applying it to
a set of generic processes. The experimental setup and results are discussed in
detail.
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3.1 Experiment Setup

The following are the primary steps involved -

1. Select BPMN: We select a set of BPMN models which generalize well
to model different use-cases. We start with a simple BPMN model with a
sequence of tasks ending with just one end task node. We then increase the
complexity of the BPMN model to include decision nodes and more tasks
to illustrate the performance of our system. We further hypothesize that our
system will be able to produce results on any BMPN model which consists
of multiple decision nodes, sub-processes and end task nodes. We do not con-
sider loops in BPMN models as of now. We consider BPMN specifications
from BPMN 2.0 Test Cases (Models, Diagrams, Serializations) created by
the BPMN Model Interchange Working Group (BPMN MIWG)1. This is a
set of domain agnostic BPMN specifications which are used to test different
BPMN tools. The exact models that were considered are shown in Figs. 4 and
5.2

2. Generate logs: We use the online BIMP tool [8] to simulate the event logs
for the chosen BPMN specification. This tool gives us the flexibility to upload
a BPMN model and specify attributes such as the number of resources, time
duration etc. Also, it also allows the specification of the inter-arrival time of
processes and the time duration of each task as a probability distribution.
The parameters used for simulation in BIMP are specified in Table 3.

3. Aggregate logs: Aggregated logs are generated from simulated logs.
Depending on the granularity of the analysis, we counted the number of pro-
cess instances for each random variable for that duration. For experimental
purposes, we used the duration as 1 hour to aggregate the logs. This gives
us an estimate of the load on an hourly basis, which can be used to identify
bottlenecks and delays in a process model.

4. Estimate Causal Model: To obtain the initial seed for the structure dis-
covery algorithm to discover the final causal model, we first compute topo-
logical sort of the nodes to define the partial order. We then add the edges
in the directions directed by the topological sort to obtain a partially com-
plete graph. We then remove all those edges which violate the constraints. For
example, there should not be an edge from task to resource. This is because
a task may be dependent on a particular resource but the vice-versa is not
true. After we obtain the initial seed, we use a score based modified Hill Climb
Algorithm to discover the Causal Model. The Hill Climb algorithm tradition-
ally performs 3 operations i.e., add, reverse and delete the edge. Since, we
already have partial order defined by the topological sort, adding and revers-
ing the edge while discovering the structure is no longer required. Hence, the

1 GitHub - https://github.com/bpmn-miwg/bpmn-miwg-test-suite.
2 Although there are several open datasets for business processes, to verify the correct-

ness of a causal model, intervention data is required. To the best of our knowledge,
there is no existing dataset which documents the effect of multiple interventions in
the business process domain. Hence, we use simulated data to showcase the feasibility
of our approach.

https://github.com/bpmn-miwg/bpmn-miwg-test-suite
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only operation required is deleting an edge. The causal model with the high-
est score is considered as the final discovered model. The final model is then
compared with the expected model to show its validity.

5. Inference on the Causal Model: The range of questions that can be
answered by the SCM is limited by the expressiveness of the random variables
that constitute it. For example, if log aggregation was done at a daily level,
then intervention questions at the hourly level cannot be answered. Also, if
resource utilization has not been captured as a random variable, then we
cannot answer questions about this aspect. A non-exhaustive set of possible
intervention and counterfactual questions are shown in Table 2.
To perform inference, we assume parametric models at each node, and for
simplicity, assume linear Gaussian models of the form

Xi =
∑

Xj∈Πi

βjXj + Ni

where βj are real constants, and Ni is a Gaussian distribution representing
noise. This is the simplest possible setting.

Table 2. Possible set of intervention questions that can be answered by the B-SCM

Aspect Question

Resource How many tickets can I process in a day, if I reduce 5 resources
in Activity A?

Will the PPI improve if I increase per person utilization in
Activity B?

Time If the time for step A is reduced by half, how many tickets are
terminated in RESOLVED state?

If I reduce tickets processed to 10 per day, can I achieve desired
SLA levels?

Fig. 4. BPMN A.1.0 from BPMN 2.0 Test cases
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Table 3. Parameters for simulation on BIMP

A.1.0

Inter arrival time Uniform distribution, [0, 60]

Process instances 10000

Task 1 Uniform distribution, [5, 35]

Task 2 Uniform distribution, [10, 20]

Task 3 Uniform distribution, [5, 35]

A.2.0

Inter arrival time Uniform distribution, [0, 60]

Process instances 10000

Task 1 Uniform distribution, [5, 35]

Task 2 Uniform distribution, [10, 20]

Task 3 Uniform distribution, [5, 35]

Task 4 Uniform distribution, [10, 20]

Fig. 5. BPMN A.2.0 from BPMN 2.0 Test cases

Fig. 6. SCM graph obtained for BPMN A.1.0 after structure learning
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Fig. 7. SCM graph obtained for BPMN A.2.0 after structure learning

3.2 Results

Causal Structure Learning for Business Processes. Figures 6 and 7 show
the SCM DAG discovered by structure learning algorithms. Notice that the
diagram is very similar to a process control flow graph that is mined from tra-
ditional process mining algorithms. However, there are significant differences in
the semantics of the nodes of the graph - for process flow diagrams, each node
represents a state in the process, whereas, for the SCM DAG, each node repre-
sents an aggregated random variable. The SCM is intended to capture common
sense knowledge and domain expertise of the business process, so it is important
that the edges of the SCM DAG are in-line with what is already known about
the process.

Causal Inference for Business Processes. We use linear Gaussian models
at each node of the SCM. This is in turn used to estimate answers to intervention
and counterfactual questions. From an implementation perspective, for each node
Xi we fit a linear regression, with Xi as the target and Πi as the predictors.3

Refer Table 4 for details on the number of regression models and average accuracy
for the BPMN specifications. Evidently, the average accuracy of the regression
model drops with the increasing complexity of the business process.

Table 4. Performance metrics for regression models built at every node of SCM graph
for BPMN Specifications

BPMN Regressors Average accuracy

A.1.0 4 99.1%

A.2.0 5 92.3%

3 We tried three variants of linear regression - without regularization, and with L1
and L2 regularization. Empirically, the statistical model without regularization gave
the best performance.
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We will illustrate how an intervention question is answered with the SCM
through an example. Let us consider the intervention where we make sure that
for Task 2, 6 cases are processed every hour. We want to see the effect of this
intervention on the hourly number of cases which reach the state End Event. If
we denote End Event as Xend and Task 2 as X2, formally we want to estimate
E [Xend|do(X2 = 6)].

To answer this, we use the regression models at each node along with the
SCM graph (Refer to Fig. 7). Let us assume that the logs were aggregated on
an hourly basis, and the random variables represent the number of cases in
that particular state or assigned to that resource at that hour. The intervention
translates to setting Task 2 to the constant 6. Also, all incoming edges to Task 2
are removed. We are interested in the estimation of End Event, which has three
predictors - Task 4, Task 2 and Task 3. Since the value of Task 2 is already
fixed, we need to find values of Task 3 and Task 4. To do this, we use the new
graph (after removal of edges), and individual estimators of all other nodes.

Since we use linear Gaussian models, the estimation of the expected value
of a particular node translates to plugging in the expected value of each of its
parents into the structural equation.

How do we check the validity of the estimated quantity after intervention?
We use the BIMP simulator to simulate the event logs for the process after the
intervention. For the above example, this involves fixing the time duration taken
for Task 2 to 10 min. We then check the deviation between the predicted and
simulated value. Table 5 shows the results for a selection of interventions.

Table 5. Selected set of interventions and deviations from simulated values

BPMN Intervention Value Error

A.1.0 Resource 1 4 0.00095

A.1.0 Start Event 10 0.0067

A.2.0 Resource 1 3 0.0051

A.2.0 Task 2 6 0.016

4 Conclusion

In this work, we provide a principled framework to allow the answering of
what-if questions about business process. In particular, we specify an end-to-
end methodology where Structural Causal Models can be used to codify exist-
ing cause-effect assumptions, control confounding, and answer intervention and
counterfactual questions. We illustrate the effectiveness of this framework on
domain agnostic BPMN specifications.

There are several avenues for future work - Firstly, it might be worthwhile
to explore if the deviation between the estimation and simulated quantity can
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be reduced by using more expressive Structural Causal Models. Here, we consid-
ered only linear Gaussian models; however, it might be possible to achieve better
performance and generalization with more robust equations using Generalized
Additive Models (GAM), Gaussian mixtures or neural networks. Second, the
SCM can be made more expressive by adding more facets of a business process
such as stakeholder engagement, effective communication between actors, organi-
zational information, such as actor roles, and many more. Lastly, it is important
to consider how this framework can be made usable and intuitive to process
owners, and how these results of interventions can be effectively communicated
to them.
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Abstract. Case Management aims to support knowledge-intensive, flex-
ible and non-routine processes. While modeling of Case Management
applications is supported by the notation Case Management and Model
Notation, the design and implementation of such applications can be
realized using one of the currently available heavy-weight tool suites.
In situations where such heavy-weight tool suites cannot be applied, a
case management application must be implemented step by step from
scratch. In this paper, we propose a framework to systematically cre-
ate light-weight Case Management applications with CMMN execution
semantics. Reusable elements are assembled into case blueprints and
executed together with individual implementations. Case Management
applications can be realized with less effort compared to a step by step
approach. Developers can focus on business logic and supporting graph-
ical user interfaces. As a proof of concept, we use our framework to
implement part of a more complex CMMN case study.

1 Introduction

Knowledge work and knowledge-intensive processes gain importance especially
in industrialized and information societies. While routine work and known proce-
dures can be supported and automated by IT systems such as work flow systems,
this is not necessarily the case for flexible and unstructured work. Yet this kind
of work is more and more needed to adapt to new situations. Case Management
(CM) aims to support knowledge-intensive, flexible and non-routine processes.
The Case Management and Model Notation (CMMN) aims to become a stan-
dard notation for CM.

After requirements for a Case Management solution have been specified and
a CMMN model has been created, one approach to create a CM application is
to use a commercially available proprietary solution, such as by ISIS Papyrus
[22] or IBM [15]. However, these often do not use a notation standard and come
with the disadvantages of high costs and vendor lock-in. Alternatively, a complex
BPMN engine with partial CMMN functionality could be used, such as Camunda
[2], with the disadvantage of only partial CMMN support and part (the BPMN
part) of the engine being not used at all. Another different approach is to create
a CM application from scratch, e.g. by programming a solution directly in Java.

c© Springer Nature Switzerland AG 2019
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However, due to the complexity of the CMMN semantics, such an approach is
also costly and time consuming.

In this paper, we present a framework for creating light-weight applications
based on CMMN. The idea is to enable the systematic realisation of case manage-
ment applications based on CMMN models. The framework provides reusable
building blocks based on a simplified CMMN structure. The framework itself
makes use of proven architectural and design patterns, is flexible and adaptable
and not restricted to a specific domain. A case management application can
then be assembled by reusing building blocks of the framework for reoccurring
functionality of any CM application and complementing them with additional
components, such as specific UI components. Using the current framework pro-
totype, an example application based on a case study has been implemented as
a proof of concept.

The paper is structured as follows: Sect. 2 introduces concepts of CM and
addresses problems of traditional and activity-centric process management. It
also introduces CMMN elements and its execution semantics. Requirements for
the framework are derived in Sect. 3. In Sect. 4 the overall architecture of the
framework is introduced. Section 5 describes how our framework can be used to
implement CM applications. Section 6 reports on an implementation of a case
study. Related work is discussed in Sect. 7, before a conclusion and outlook on
future research is given in Sect. 8.

2 Concepts and Modeling of Case Management Processes

Activity-centric process management with tasks along pre-defined paths and
structures has its limits with regards to non-predetermined paths and high
degrees of flexibility. Modeling such flexibility with traditional tools quickly leads
to cluttered models [25,26].

CM processes are handled as often long lasting cases, which are coordinated
and handled by case workers in a collaborative fashion. The goal of a case is
usually known, while the path leading there varies or cannot be pre-determined
at all [23].

CM organizes activities around a case file, such as those of a legal or medical
setting [3]. The roots of case management can be found in patient care: Depend-
ing on a patient’s needs and state of health, different treatments and services are
chosen for the patient to reach the overarching goal of improving the patient’s
health. How exactly this goal is achieved might not be known beforehand, e.g.
a method of treatment might not be available or applicable to the case and
unplanned treatments might become necessary at a later point [14].

Tasks are performed based on data and generate it. Which tasks are to be
performed or necessary data to be collected is decided by the case workers. Task
states change, e.g. information becomes available or updated and this leads to
different decisions, tasks and (intermediate) goals to be achieved. Paths are thus
not pre-determined from the beginning, but evolve as the case progresses over
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time. This approach is not restricted to healthcare domains: highly flexible pro-
cesses or parts thereof can also be handled as a case across very different domains
such as production [23,26].

Case management aims to address four criteria found to be problematic in
traditional work flow management systems and process management [25]:

Context tunnelling is avoided by making information available to all case
workers and not restricting it to single tasks currently worked on.
Flexible paths evolve over time dependent on available information and states
instead of being restricted by pre-determined paths and previously absolved
tasks.
Division of labour is not restricted to certain authorised execute roles, but
shared among participating case workers who have different roles.
Data and information can be added and edited regardless of specific activities
and is thus not bound to a temporal order of tasks.

At least three approaches to case management have emerged, mainly differing
in their degree of flexibility [7]: Adaptive Case Management (ACM) [9,10,19],
Dynamic Case Management (DCM) [21] and Production Case Management
(PCM) [5]. While ACM is the most flexible and aims to enable case workers to
build their case on the fly as a “do it yourself” during execution, DCM enables
case workers to adapt and expand on existing case structures which were set up
before execution. The least flexible of the three approaches is PCM. It can be
seen as a best of breed of previously enacted ACM or DCM cases, using tem-
plates of tested and proven flexible structures and partially known paths. These
are then combined into a case structure before execution.

The Case Model and Management Notation (CMMN) 1.1 [4] is a
declarative approach to process and case modeling. Its specification regards case
management as a “proceeding that involves actions taken regarding a subject in a
particular situation to achieve a desired outcome”. It can be regarded as a mod-
eling notation closest to the characteristics of the DCM and PCM approaches,
but also captures ACM characteristics [6]. Its structure and execution semantics
are heavily based on the Guard Stage Milestone approach (GSM) [8] and the
case handling paradigm described in [25].

Figure 1 shows two (simplified) CMMN models based on a case study con-
ducted in [26]. Like its ‘sibling-notation’, the Business Process and Management
Notation (BPMN) [1], CMMN offers a formalised graphical notation with defined
execution semantics for its elements as well as an underlying specific markup lan-
guage. The shown models express the high flexibility provided by CMMN with
its decorators and sentry concept controlling the work flow. The top case is
started by case workers, who can also trigger the EventListener Cancel to ter-
minate the parent case. The required CaseTask Create Specifications in Stage
Create Technical Specifications starts the bottom case Create Technical
Specifications. Both cases automatically complete once all required elements
are completed (signified by the exclamation mark at the bottom of HumanTask
Assemble Specifications).
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Fig. 1. Simple component release example CMMN model

The repetition decorators on HumanTasks Review Specifications and
Revise Specifications) in the bottom case are used to model a loop struc-
ture. They evaluate a boolean Property of CaseFileItem Specifications which
expresses whether or not the specifications have been approved or need to be
revised and reviewed again.

Once the specifications are assembled, either in the context of work on the
HumanTask or by other means, one of the EntrySentries on HumanTask Review
Specifications is satisfied and transitions into an active state.

Apart from other Sentries observing state transitions of other elements and
data in order to activate an element they are attached to, an IfPart controls entry
to ProcessTask Provide parent case with data. Once the specifications are
updated and have been approved, the ProcessTask is used to transfer data to
the CaseFileItem of the parent case.

Then the CaseFileItem of the parent case undergoes its create transition, the
EntrySentry on Milestone Specifications created is satisfied and the Milestone
occurs, leading to a completion of the parent case.

The next chapter discusses requirements to build CM applications to support
such cases.

3 Requirements for a Light-Weight Case Management
Framework

CM applications can be characterized as distributed applications for collabora-
tive work on long running cases. The application enables tasks depending on
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the overall context, data and state of a case instance. Case workers view and
manipulate data to drive the case.

Requirements can be derived from CM characteristics [3,10] and our project
work on component release processes as cases [26]. The requirements can be
divided into base (1–6), CMMN specific (7–9) and those addressing problems
of traditional process management (10–13). The list is not all-encompassing,
but focus on minimum requirements for our framework to support light-weight,
CMMN based CM applications.

Base requirements of the framework cover characteristics of CM:

REQ-1 Offer a structured approach for implementing CM applications. The
framework needs to enable developers to implement CM applications in a sys-
tematic fashion.
REQ-2 Remain light-weight. Vendor-specific technology should be avoided, e.g.
specific application server and database management system. Instead open stan-
dards should be used.
REQ-3 Support case workers with graphical user interfaces. Case workers need
to view and edit data, often based on unstructured documents.
REQ-4 Support multiple case workers with different roles. A role system is
required to restrict access to sensitive functions.
REQ-5 Provide access for external systems. Web-services are required for case
workers accessing an application via web browsers and for external systems
performing automated tasks, e.g. for call backs upon finishing the task.
REQ-6 Support long running case instances. A persistence mechanism is
required to store and retrieve case instances which can last up to several years.

CMMN-specific requirements encompass building blocks and their behaviour:

REQ-7 Provide foundational building blocks for a CM application. The frame-
work should provide classes representing CMMN elements, such as Stage,
HumanTask and ProcessTask, in order to build case structures.
REQ-8 Capture CMMN execution semantics and behaviour. A common under-
standing of how the case instances behave needs to be established by basing
behaviour of building blocks on the CMMN specification of execution semantics
including those of decorators.
REQ-9 Support the sentry concept. Central to dynamic flows in CMMN are
Sentries. The framework needs to support these to link elements together in
order to influence states of elements, the availability and necessity of tasks to
help guide case workers and to open possible pathways depending on element
states and data values.

The following requirements address four problem areas of traditional process
management, such as context tunnelling, rigid roles and path flexibility (see
Sect. 2):

REQ-10 Avoid context tunnelling. All case workers should be able to access all
information of a case instance to make better decisions.
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REQ-11 Enable flexible paths. CMMN structures and execution semantics
enable highly flexible and context dependent paths. Milestones further aid to
focus on achieving a goal and what can be done instead of rigid paths focusing
on what should be done.
REQ-12 Enable flexible division of labour. A simple role system should enable
case workers to choose and work on tasks as well as trigger events they deem
necessary, going beyond a restricted execute role.
REQ-13 Make access to data flexible. Case workers should be able to view and
edit data regardless of current tasks.

How these requirements are supported and fulfilled by the framework and its
architecture is described in the next chapter.

4 Architecture of the Framework

In this section we present our framework architecture and reference how it fulfills
the requirements of the previous chapter. The architecture is viewed from two
perspectives. A high-level perspective shows the structure of the framework itself
and how it is embedded in an application server. A design-level view shows a
domain model covering classes representing CMMN elements used to build case
models. Also discussed are basic services provided and used by the framework.

Currently, planning elements (such as classes PlanItemDefinition or Plan-
Fragment) are not supported by the framework and have to be transformed into
elements making use of available elements (e.g. turning a discretionary item into
a manually started item).

4.1 A CM Application Built with the Framework

The components of a CM application built with the framework is shown in
Fig. 2. The application is run in a JEE7 application server and consists of five
central layers (1–5). Access to the application is provided either directly via an
integrated Java-based frontend framework or via Representational State Transfer
(REST) interfaces (6). Both use stateless services provided by the framework (2).
The services are described in Sect. 4.3.

External systems can interact with the application the same way as web
clients, i.e. via the REST interfaces provided. These are a common approach
to realize access to required web-services. The basic architecture fulfills REQ-1.
These and additional components are described in this section.

The standard [20] is used to implement the framework. It fulfills REQ-2
by enabling portability among application servers and avoiding vendor-specific
annotations. Furthermore, JEE7-conform application server and database man-
agement system supported by JPA can be used to run CM applications built
with the framework, avoiding vendor lock-in.

The different components of the layered structure cover almost all require-
ments:
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Fig. 2. Layers of the application in the JEE server environment

1. Custom User Interfaces grant case workers access to the application and
include overviews of case instances, views for current tasks and data. Inter-
faces use services (2) to interact with the application. Together with these,
REQ-3 and 4 are fulfilled by providing graphical user interfaces to case work-
ers to access case information and data.

2. Case Management Services provide functions for central elements and
access to case blueprints and instances (3). Using the services, REQ-10, 12
and 13 are fulfilled by providing access to instance data and a selection of
available tasks to suitable roles.

3. Case Blueprints and Instances build on the core classes and individual
implementations (4), fulfilling REQ-7 by providing case instance structures
with CMMN based building blocks.

4. Case Specific Implementations include reusable custom class speciali-
sations and implementations generated during runtime, e.g. for logic of Pro-
cessTask classes or Rules for decorators. Context for the reusable components
is provided by referenced element instances. These fulfill REQ-8 and 11 by
implementing behaviour based on CMMN execution semantics.

5. Case Management Core elements are used by all other layers. Core classes
capture the CMMN execution semantics, which fulfills REQ-1 and 7 by pro-
viding a systematic base structure. Requirement 4 is fulfilled by enabling asso-
ciations of roles to tasks. Like the previous item, the core also fulfill REQ-8,
9 and 11.

6. The REST interfaces build on internal services, fulfilling requirement 5 by
providing acccess to the CM application for external clients and systems.

7. Persistence is based on JPA. Persistence contexts are used by the stateless
services of (2). They cover Create, Update and Delete (CRUD) operations, e.g.
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to persist case blueprints and to retrieve and manipulate resulting instances
in their context. Together with the persistent storage used to persist and
retrieve case instances, this component fulfills requirement 9. Data storage
has to be compatible with JPA.

4.2 Main Building Blocks for a CM Application

This section highlights the class models of the previously discussed layers Case
Specific Implementations (4) (light green) and Case Management Core
(5) (purple). Discussed are the Element, role, data and Sentry structures pro-
vided by the framework and how they are connected to each other. These struc-
tures constitute the layer Case Blueprints and Instances (3).

Fig. 3. Base CM elements (Color figure online)

Figure 3 shows classes representing CMMN elements. Central is the abstract
class Element from which specialisations inherit base attributes. These include
an id for persistence, the current state and cmId as a CM-related identifier. The
CaseModel reference caseRef provides context to case instances and can be used
in queries.

Internally, factory methods are used to instantiate custom implementations
of layer (4) during runtime. The correct context is provided by the reference to
Elements and CaseModels.

Classes CaseModel and Stage serve as containers for child elements like
Task, MileStone and EventListener. Specialisation of abstract class Task further
include ProcessTask and CaseTask. Both are associated with abstract classes
used for case specific implementations located in layer (4).

ProcessImplementations can be used to execute algorithms, e.g. to send an
e-mail or communicate with external systems such as a BPM platform, while
CaseTaskImplementation is used to start and as a link to a nested sub-case. For
this a method is overridden.
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Where permitted as per CMMN specification, Elements can be associated
with Rules representing CMMN decorators. Specialisations are shown in Fig. 5.
Figure 4 shows a simple role system based on classes representing CaseWorkers
(both as case admins and regular workers) and CaseRoles in the context of a
CaseModel. The structure can be used to restrict access to Tasks. CaseWorkers
can claim Tasks which are then included in their individual task list.

Fig. 4. Simple role system

Fig. 5. Data structure

Figure 5 shows classes representing the CMMN CaseFileItems associated
with a CaseFile of a CaseModel. SimpleProperties are for primitive data types
to structure data, while CaseFileItemAttachment is added to reference unstruc-
tured data such as document files. The figure also shows how CaseFileItems
are referenced by the three Rule specialisations representing CMMN decorators:
RequiredRule, RepetitionRule and ManualActivationRule. A case specific imple-
mentation, RuleExpression, is used by a Rule to evaluate a referenced Case-
FileItem. For this a method is overridden.

Figure 6 shows classes to build Sentry structures. Not displayed are special-
isations EntrySentry and ExitSentry. Where permissible, these can be attached
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Fig. 6. Sentry structure

to Elements. For example, a CaseModel can only be associated with ExitSentries,
while most of the other elements can have both types of Sentry. ElementOnPart
and CaseFileItemOnPart are specialisations of abstract class OnPart, used to
observe life cycle transitions. A Sentry can have an IfPart, which like Rules
references a CaseFileItem for evaluation.

Names of the directed associations highlight the execution semantics of Sen-
tries: When an Element or CaseFileItem transitions to another state, the observ-
ing ElementOnPart or CaseFileItemOnPart updates their Sentry. The notified
Sentry then evaluates its (other) OnParts and IfPart if it exists. If the Sen-
try conditions are fulfilled, the Element it is attached to is called and its state
transitioned.

How these elements are assembled into a CaseModel blueprint of layer Case
Blueprints and Instances (3) is shown in Sect. 5.

4.3 Case Management Services

The framework provides basic services for CRUD operations, covering all ele-
ments making up a case, such as CaseModel, Tasks or Milestones. A central
CaseService provides methods to persist, retrieve and transition (specific) case
instances. A CaseFileService provides methods to manipulate case data, i.e.
retrieve CaseFileItems, transition them from one state to another or to manipu-
late their Properties. Its functions can further be used for monitoring and report-
ing purposes.

A TaskService can be used to retrieve a list of (available) (Human)Tasks for a
specific case instance, across all cases, or by role restriction. HumanTasks claimed
by a CaseWorker can also be queried. The service also manages transitions of
Task states. Repetition decorators are also managed by the service, i.e. it creates
a new instance of a given task to be repeated.

Working closely with the TaskService is the CaseWorkerService, which covers
operations to manage case workers, i.e. to query either for all, by id or by login
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credentials, as well as to create, update and delete them. A CaseWorker object is
used in the TaskService to associate an available HumanTask to a specific worker.
Other services are a MilestoneService and an EventListenerService, mainly used
to retrieve information on their states or in the latter case to trigger an event.

5 Approach to Implementing Case Management
Applications

In this section, we show how the elements of a CMMN model are manually
translated to code using the framework. Our aim is not to parse and execute a
CMMN mark up with all the intricate details and abstraction levels of the specifi-
cation in a generic environment. We want to enable developers to systematically
build and implement case management applications on top of light-weight core
building blocks including basic services.

Fig. 7. CMMN model to CM application with the framework

Figure 7 shows three main components resulting from CMMN models: case
model blueprints, data definitions and individual parts. These make up the layers
1–4 described in Sect. 4.1 and build on core classes located in layer 5.

Fig. 8. Model to code: HumanTasks

Framework building blocks are assembled into blueprints which are used to
instantiate case instances. They contain the core structures of a CMMN model.
For a complete example of a blueprint structure see Fig. 11 in Sect. 6. Each
element in the model is represented by a framework class.

Figure 8 shows a code example of two HumanTasks and the resulting code.
First, two HumanTask are created (lines 111 and 116) and references to a Require-
dRule (line 113f.) and RepetitionRule (line 118f.) are added. Their given names
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will be referenced later in a factory method to return the correct rule implemen-
tation.

The EntrySentry attached to the HumanTask Review Specifications is
created and an ElementOnPart added in line 131f. with the transition seen in
the CMMN model as the connector labelled [complete].

Fig. 9. Model to code: CaseFileItem

Data definitions consist of CaseFileItems and their Properties. These can
be included in blueprints, or added later via services. A reference to the Case-
FileItem itself is required in the blueprint for Sentry references. Figure 9 shows
a code example for a basic definition. The created CaseFileItem in line 98f.
is added to the CaseFile of the CaseModel in line 100. The added Property
‘required’ seen in lines 101f. is used to evaluate the decorator on the HumanTask
seen above on the left hand side in Fig. 8.

Fig. 10. Model to code: Repetition Rule

Individual parts include graphical user interfaces (GUI), IfParts associated
with Sentries, decorator rules and implementations for Process- and CaseTasks.
GUI are not further discussed but can use services provided by the framework
to access all case instance elements, e.g. a GUI of HumanTask Assemble Spec-
ification could access the CaseFileService to upload specification documents.

Figure 10 shows the code needed to implement the repetition decorator on
the shown HumanTask (note the highlight). The correct instance of the Case-
FileItem to be evaluated is provided by the reference from line 15. Its Property
‘dataApproved’ is accessed and a boolean value is returned.

Similarly, methods of abstract classes used for IfParts and Process- and Case-
Tasks are overridden. A factory returns the individual implementation at runtime
which is then used by the framework.
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Factory methods called by the framework which are used to return blueprints
and individual parts need to be adjusted. Elements and their contained refer-
ences, such as a HumanTask and its reference to its CaseModel, provide the
correct context.

6 Case Study

Using the approach presented in the previous section, we have implemented a
CM application with the framework1, deployed on a Tomcat 8.5 TomEE PluME
application server with a JTA managed MySQL data source. The presentation
layer is implemented with Vaadin 8 [24] and its CDI plug-in using a Human-
Task cmId attribute. Previously shown Fig. 1 shows the CMMN models used to
assemble CaseModel blueprints and implement required implementations. They
capture a small simplified part of a previous case study in [26].

Figure 11 shows the blueprint for the upper case Component Release (see
Fig. 1): Here, the CMMN model is directly translated into a Java structure using
framework elements such as CaseModel, CaseFile, Stage, CaseTask or Milestone.
First, in line 68, a new CaseModel is created. Then in line 70ff., a CaseFileItem
is created and added to the CaseModel. Given to the constructors of Elements
is a reference to the parent: the Stage in line 74 is given a reference to the
CaseModel, the CaseTask is constructed with a reference to that Stage, while
the other elements such as the Milestone are added directly to the CaseModel.
In the following lines, the whole structure is translated. Of note is line 90, which
transitions the CaseModel from an initial state to state available.

Individual implementations are required for several elements. Both models
are instantiated via factory method calls to get their blueprints. They are then
persisted with the help of a CaseService. The EventListener Cancel can be
triggered by a graphical user interface making use of an EventListenerService in
the service layer of the framework.

Case workers instantiate the parent case from an interface which uses a Cas-
eService provided by the framework. The bottom case is instantiated automati-
cally via activation of the included CaseTask. It calls the blueprint of the refer-
enced child case at runtime, which is then persisted and started. Figure 12 shows
the parent and child case in a simple view listing cases. This view is provided by
the framework as part of the presentation layer based on Vaadin. The referenced
CaseTask is notified and completes once the child case automatically completes
after the required ProcessTask is completed. While the repetition decorators
require rule implementations, the AutoComplete decorators (both cases) do not
need individual implementations. Workers have the option to claim HumanTasks.
Figure 13 shows claimed and completed tasks of a case worker. This view is also
provided by the framework as part of the presentation layer based on Vaadin.

1 The framework and examples are maintained at https://github.com/fhbielefeld
agpm.

https://github.com/fhbielefeldagpm
https://github.com/fhbielefeldagpm
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Fig. 11. Blueprint for sample process (see Fig. 1)

Fig. 12. Case list view

Fig. 13. Task list view
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The structure of CaseFileItem Specifications needs to be defined in the
blueprint. A SimpleProperty with a boolean value expressing its approval state
is used to evaluate RequiredRules and RepetitionRules. The required files are
either uploaded via completing HumanTask Assemble Specifications or via a
data viewer component. Both make use of a CaseFileService.

Fig. 14. Attachment upload

Figure 14 shows a PDF file was added as a CaseFileItemAttachments with
the help of a CaseFileService. It is also used to update and transition the Case-
FileItem to activate the HumanTask to review the specifications. IfPart imple-
mentations are needed to evaluate whether a revision and thus repetition of the
respective HumanTask is necessary, or if the last update transition of the data
means that it is ready for the ProcessTask to upload it to the parent case.

To give a sense of the amount of work needed to implement the case study
application, Table 1 lists the lines of code needed to create working blueprints
based on the framework. These include an implementation to execute the Case-
Task, two RepetitionRules, one implementation for the execution of the Pro-
cessTask and one for the IfPart. They do not include lines of code for user
interfaces, but these range from 100 to 200 lines per Vaadin view, including
controller logic.

Table 1. Lines of code required to provide working CaseModels

Artifact Lines of Code

Assembled blueprints 60

Implemented decorator rules 20

Implementation of CaseTask 4

Implementation of ProcessTask 10

Implementation of IfPart 10

Total 114
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The framework has about 4.700 lines of code organised in about 130 classes
(including specialisations) in 15 packages. Graphical user interfaces were built
on the framework services. These include a case list overview to instantiate and
access cases, task lists to view and claim tasks, as well as GUIs for Human-
Tasks. Provided services are used to access elements such as CaseModel and
Task instances, trigger transitions of Elements, or to retrieve and manipulate
data in CaseFiles.

The example shows how flexible work flows can be designed with CMMN:
paths can react to data changes as well as state changes of elements without
being bound to an imperative sequence flow. The implementation is supported
by the framework to realize CM applications based on the models.

7 Related Work

Most research on case management with CMMN focusses on modeling aspects.
Research on CMMN based implementations is available to a lesser extent.

The Darwin Wiki [13] uses a subset of CMMN in an extended wiki plat-
form implementation to empower non-expert end-users to structure processes
for knowledge work. It integrates a graphical editor using a sub-set of CMMN
elements to model case work in the wiki.

A reference architecture for model-based collaborative information systems
is presented in research related to the Connecare project [18]. It integrates pro-
cess and data modelling in a fully model-based system enabling non-technical
end-users to create case-based processes. It includes process models and a case
execution engine based on an extended CMMN sub-set, though it does not fur-
ther detail how.

An approach to utilize a Content Management Interoperability System
(CMIS) to implement an information model based on CMMN is presented in
[17]. Its focus is on using a CMIS folder as the CMMN CaseFile containing the
case instance data, linking CMMN data concepts to existing document manage-
ment systems.

Camunda [2] and flowable [11] partially support CMMN. In contrast to our
framework, which focusses on creating light-weight CM applications, their main
focus is on a BPMN engine and platform.

Another approach to implementing CM concepts is FLOWer, but unlike our
framework it is not based in CMMN. [25] shows a simplified internal structure of
FLOWer, representing artefacts such as case and activity. Activities are directly
associated with data objects, forms and roles.

A fragment-based CM (fCM) case engine is presented in the Chimera project
[12]. Based on the PCM approach to CM, a process is split into smaller fragments
and combined with domain models, object life cycles for data objects as well as
goal states. Fragments are modeled with a separate modeler (‘Gryphon’). Unlike
our framework, it uses elements based on a BPMN sub-set. The fragments are
dynamically combined and executed depending on data states.
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A data-centric business process management approach similar to but not
based in CMMN is presented in research related to the PHILharmonicFlows
project [16]. Users can define case-like structures and propagate ad-hoc changes
of these and data to already running instances.

8 Conclusion and Future Work

Designing and implementing case management applications is a challenging and
complex task. In this paper, we have presented a case management implementa-
tion framework based on Java which allows the rapid realization of case manage-
ment applications based on widely available Java and open source technologies.
The framework makes use of Java EE technologies and includes support for major
CMMN elements. A first evaluation of our framework has demonstrated that the
effort for creating a CM application using our framework is then concentrated
on designing user interfaces and implementing the logic of the CMMN model.
Other aspects such as case instance management and execution semantics are
provided for by the framework.

Future work includes the extension of our framework to cover further ele-
ments of CMMN such as discretionary items to support an ACM approach.
Other work includes the automatic generation of blueprint skeletons and special-
isation stubs, the implementation of fine grained security and user management
layers as well as integration with existing systems.
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Abstract. Process Mining aims to support Business Process Manage-
ment (BPM) by extracting information about processes from real-life
process executions recorded in event logs. In particular, conformance
checking aims to measure the quality of a process model by quantify-
ing differences between the model and an event log or another model.
Even though event logs provide insights into the likelihood of observed
behaviour, most state-of-the-art conformance checking techniques ignore
this point of view. In this paper, we propose a conformance measure that
considers the stochastic characteristics of both the event log and the pro-
cess model. It is based on the “earth movers’ distance” and measures the
effort to transform the distributions of traces of the event log into the
distribution of traces of the model. We formalize this intuitive confor-
mance metric and provide an approximation and a simplified variant.
The latter two have been implemented in ProM and we evaluate them
using several real-life examples.

Keywords: Stochastic process mining ·
Stochastic conformance checking · Stochastic languages ·
Stochastic Petri nets

1 Introduction

Today’s information systems provide an abundance of information about activ-
ities performed by or for customers, employees, machines etc. Databases and
transaction files can be converted to event logs ready for analysis. Process min-
ing aims to provide analysts with procedures and tools to obtain insights from
these recorded event logs. For instance, process models, which describe the pro-
cess steps in the process (activities), which activities are to be executed and in
what order activities can be executed, are used to document and prescribe pro-
cesses. A process model can be obtained manually, by human analysts modelling,
or automatically, by process discovery algorithms using recorded event data [1].

Both human analysts and process discovery algorithms might leave out cer-
tain behaviour of the process to make the model more readable or to capture
c© Springer Nature Switzerland AG 2019
T. Hildebrandt et al. (Eds.): BPM 2019, LNBIP 360, pp. 127–143, 2019.
https://doi.org/10.1007/978-3-030-26643-1_8
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only the “happy flow”. In order to not limit the model to seen behaviour only,
they also include other behaviour and generalise the model in this way. There-
fore, before drawing conclusions from a model, it should be evaluated using a
conformance checking technique. Such a technique compares a process model
with an event log and highlights their differences. Using conformance check-
ing, deviations between log and model can be unearthed, as well as differences
between different versions of a business process, for instance the same process in
geographic regions or different periods [8]. Furthermore, stochastic conformance
checking is used to evaluate discovered process models and process discovery
algorithms.

In typical real-life processes, not all parts of the processes are executed
equally often: rarely executed exception handling routines or infrequent paths
might be included in the model. Knowledge of the likelihood of such paths is
necessary to gain insights into performance aspects of a business process, for
instance to predict the remaining duration of a running trace [20] or, given a
particular deadline, to estimate the probability of missing the deadline [6]. We
refer to a process model that defines likelihoods for its traces as a stochastic
process model. Such models can be automatically discovered from event logs by
stochastic process discovery techniques, such as [12]. Consequently, stochastic
conformance checking compares an event log with a stochastic process model
and highlights their differences.

For instance, consider the event log [〈a, b〉1, 〈b, a〉99] and the stochastic pro-
cess model expressing the stochastic language [〈a, b〉0.99, 〈b, a〉0.01]. Even though
only 2% of the log and model’s stochastic language overlaps, any conformance
checking technique that does not take the stochastic perspective into account
will consider the log and model to have a perfect fitness and precision.

In this paper, we first propose an intuitive theoretical stochastic conformance
checking measure. This measure is based on the earth movers’ distance, that is,
given two distributions (piles of earth), the effort to transform one pile into the
other in terms of dirt that needs to be moved times the distance over which dirt
has to be moved. This measure is defined for stochastic languages with possi-
bly infinitely many traces (process models with loops may have infinitely many
possible behaviours), but challenging to compute automatically for the general
case. Therefore, second, we introduce an approximation and a simplification.
We provide algorithms and implementations for both these last two measures,
and illustrate their differences with conformance checking techniques that do not
take probabilities into account.

We apply the measures to several real-life logs and automatically discovered
stochastic process models to show their applicability.

In the remainder of this paper, we first explore related work in Sect. 2 and
introduce concepts in Sect. 3. In Sect. 4, we introduce the three measures, after
which we evaluate and analyse them in Sect. 5. Section 6 concludes the paper.

2 Related Work

Stochastic Process Formalisms. Several formalisms to describe stochastic lan-
guages have been proposed. Next to Stochastic Petri Nets (SPNs) and Gener-
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alised GSPNs which we will introduce in Sect. 3, several extensions have been
proposed. For instance, Markov regenerative SPNs [18] and generally distributed
transition SPNs [13] allow for the modelling of generally distributed timed events.
Fluid SPNs extend SPNs with continuous fluid quantities to model physical sys-
tems [19], and controlled SPNs extend SPNs for decision support purposes [11].
For a more elaborate overview, please refer to [5], in which several types of SPN
are discussed, as well as the feasibility to compute their case-duration distribu-
tion. Several of the SPN types support inhibitor arcs, but silent transitions are
not supported. Typically, stochastic Petri nets are used to express and compute
the temporal perspective of business processes, while we focus on the combina-
tion of the control flow and stochastic perspectives of the traces in the model.
However, none of these works considers SPNs with silent transitions.

An exception is [3], in which stochastic Petri nets with silent transitions are
considered. In [3], a method is proposed to, given an SPN, (a set of) initial
marking(s) and a trace, compute the possible markings the SPN can be in after
executing the trace, and how likely each marking is.

In Sect. 3, we introduce our formalisation of Generalised Stochastic Labelled
Petri Nets (GSLPN), which differs from the variants in the mentioned papers by
including silent transitions. Even though our implementation targets GSLPNs,
our measures work for any stochastic process model, as long as it represents a
stochastic language.

Stochastic Conformance Checking. Conformance checking on non-stochastic
process models has been addressed by many techniques (e.g. token-based replay
and alignments, for an overview please refer to [4]). Such techniques typically
consider two directions of inclusion: fitness (behaviour of the log is included in
the model) and precision (behaviour of the model is included in the log). How-
ever, these notions of language inclusion do not apply to stochastic behaviour,
as a stochastic language cannot include another stochastic language (for both
languages, the probabilities of traces sum to 1). Therefore, a single similarity
measure is more appropriate in a stochastic setting.

In [9], standard Petri nets are enriched with frequency information (that is,
each transition gets a probability corresponding to the frequency of its label in
the event log), and a most-probable alignment is computed in order to find the
root cause of deviations. However, this approach is not intended to cope with
arbitrary stochastic languages.

Hidden Markov Models (HMMs) have been used to model stochastic pro-
cesses and to check conformance, for instance in [14]. HMMs express that tran-
sitions between states and the execution of activities in states can happen with
certain probabilities. In Sect. 5.4.3 of [14], fitness and precision of non-stochastic
Petri nets without concurrency are computed by translating the net to an HMM
assuming that all transitions are equally likely. This approach might be applica-
ble to verify the conformance of general stochastic languages as well, as long as
the language can be expressed as an HMM.



130 S. J. J. Leemans et al.

3 Preliminaries

Stochastic Languages. Let Σ be a finite alphabet of activities (the different steps
executed in a process) and Σ∗ be the set of all possible sequences (traces) over
the alphabet Σ. A stochastic language is a collection of traces with attached
probabilities. Formally, a stochastic language is a function f : Σ∗ → [0, 1] that
maps each trace onto a probability such that

∑
t∈Σ∗ f(t) = 1. For instance,

[〈a, b, c〉 2
3 , 〈a, c, b〉 1

3 ] is a stochastic language consisting of 2 traces, the first of
which has a probability of 2

3 and for which first an activity a was executed,
followed by a b and a c. We denote the set of traces of a stochastic language M
that have a nonzero probability with M̃ = {t ∈ Σ∗ | M(t) > 0}.

Event Logs. An event log is a finite multiset of traces, which can be easily
transformed into a stochastic language by normalising the trace quantities by
dividing each trace’s occurrences by the total number of traces. For instance,
an event log consisting of 20 times 〈a, b, c〉 and 10 times 〈b, a, c〉 would have a
corresponding stochastic language [〈a, b, c〉 20

30 , 〈b, a, c〉 10
30 ]. In this paper, we will

use the term “event log” for the stochastic language belonging to an event log.

Earth Movers’ Distance. The Earth Movers’ Distance or Wasserstein distance
describes the distance between two distributions [16]. In an analogy, given two
piles of earth (the distributions), it expresses the effort required (in terms of
quantity of earth and the horizontal distance it needs to be moved) to transform
one pile into the other.

Stochastic Petri Nets. A labelled Petri net is a tuple (P , T , F , Σ, l), in which
P is a finite set of places, T is a finite set of transitions, F : (P × T ) → (T × P )
is a flow relation, Σ is a finite alphabet of activities and l : T → Σ ∪ {τ} is a
labelling function, such that P ∩ T = ∅ and τ /∈ Σ. A marking is a multiset
of places ∈ P , indicating the state of the net. A transition is enabled if each
of its incoming places contains a token. When a transition fires, it changes the
marking of the net by consuming and producing tokens to/from its connected
places. If a transition t ∈ T is labelled with an activity l(t) = a ∈ Σ, then a
is executed whenever t fires. Note that multiple transitions might share a. A
transition t′ ∈ T that is unlabelled (l(t′) = τ) is a silent transition: when t′ fires,
it may change the marking of the net but it does not correspond to the execution
of an activity. A path through the model is a sequence of transition firings that
starts in the initial marking and ends in a marking in which no transitions are
enabled (a deadlock). That is, we consider each deadlock to be a final marking.
The corresponding trace is the sequence of labelled transitions in a path.

A Generalised Stochastic Labelled Petri Net (GSLPN) is a tuple (P , T , F ,
Σ, l, Ti, Tt) where (P, T, F,Σ, l) is a labelled Petri net, Ti ⊆ T is a set of imme-
diate transitions and Tt ⊆ T is a set of timed transitions such that Ti ∩ Tt = ∅.
Immediate transitions t ∈ Ti take precedence over t′ ∈ Tt: timed transitions
cannot fire if an immediate transition is enabled. A transition t ∈ Ti is imme-
diate, it has a weight w(t) attached (this weight may depend on the marking)
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and if multiple transitions T ′ ⊆ Ti are enabled, a transition t is chosen to fire
with probability w(t)/

∑
t′∈T ′ w(t′). A timed transition t has an exponentially

distributed waiting/enabling time, with firing rate parameter λ(t). Due to the
memory-less property of the exponential distribution, given a set of enabled
timed transitions T ′ ⊆ Tt, the probability that a particular transition t will fire
first is λ(t)/

∑
t′∈T ′ λ(t′) [12].

The probability of a trace is defined as the sum of the probabilities over
all paths through the model that produce the trace. Given a trace and a path
through the model that produces the trace, then the probability of the trace is
the product of the probabilities of the choices made in the model along the path.
The stochastic language of an GSLPN is the weighted set of all traces through
the model.

For instance, Fig. 1 contains a GSLPN in which all transitions are immediate.
The stochastic language of this model consists of two traces, 〈a, b〉 and 〈a, c〉. In
the model, there are infinitely many paths resulting in these traces, and their
probabilities are geometric series. For 〈a, b〉:
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This example illustrates that for GSLPNs, it might be challenging to establish
the stochastic language.1 To the best of our knowledge, this challenge has not
been solved yet for our GSLPNs (in particular, for silent transitions) [3,15],
however an in-depth discussion is outside the scope of this paper.

a
1

1
2

1
2

b

1
2

c

1
2

Fig. 1. Example of a generalised stochastic Petri net. All transitions are immediate.

Please note that livelocks, that is the inability to reach a final marking with
nonzero probability, invalidate the stochastic language, as paths that enter the
1 Notice that in case of duplicated labels, there might be exponentially, but finitely,

many paths through the model for a particular trace.
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livelock with a certain probability p cannot terminate, thus the total probability
of the corresponding stochastic language will be at most 1 − p rather than 1.
Therefore, in this paper, we assume that GSLPNs do not have livelocks.

The firing of transitions in GSLPNs only depends on the current state of the
model: immediate transitions are randomly chosen by weight and timed tran-
sition are exponentially distributed and hence memoryless. Therefore, GSLPNs
satisfy the Markov property and can be translated to Markov chains.

4 Method

In this section, we introduce our measure for stochastic conformance checking.
We first introduce the theoretical measure and illustrate it with a running exam-
ple. Second, we provide a method to compute the measure.

4.1 Earth Movers’ Stochastic Conformance

In this section, we transform the analogy of the Earth Movers’ Distance to
stochastic languages: our measure expresses the cost of transforming the distri-
bution of traces of one language into the distribution of the other language.

First, we introduce the concept of reallocation functions, which indicate how
a stochastic language is transformed into another stochastic language. Second,
we introduce a distance function, which expresses the cost of transforming one
trace into another trace. Third, we introduce a cost function that expresses the
cost of a particular reallocation function. Finally, we define the measure and we
give a variant that considers unit trace distances.

Reallocation. We first introduce a function that indicates the movement of
probability mass between two stochastic languages. Let L and M be stochastic
languages, then a reallocation function r : L̃ × M̃ → [0, 1] describes how L can
be transformed into M . That is, r(t, t′) describes the probability mass of t ∈ L̃

that should be moved to t′ ∈ M̃ . The function r(t, t) indicates the probability
mass of t ∈ L̃ that remains at t ∈ M̃ .

To ensure that a reallocation function properly transforms L into M the
probability mass of each t ∈ L̃ should be accounted for. Hence, the row for t
should sum up to L(t).

∀t∈˜L L(t) =
∑

t′∈˜M

r(t, t′) (1)

Similarly, the mass of traces t′ ∈ M should be preserved:

∀
t′∈˜M

M(t′) =
∑

t∈˜L

r(t, t′) (2)
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We refer to the set of all reallocation functions r that adhere to Eqs. (1) and
(2) as R (note that R depends on L and M).

For instance, consider the stochastic languages Le = [〈a〉 1
4 , 〈a, a〉 3

4 ] and Me =
[〈a〉 1

2 , 〈a, a〉 1
4 , 〈a, a, a〉 1

8 , 〈a, a, a, a〉 1
16 . . .]. An example reallocation function re is:

re 〈a〉 〈a, a〉 〈a, a, a〉 〈a, a, a, a〉 〈a, a, a, a, a〉 . . .

〈a〉 1
4

0 0 0 0 . . .

〈a, a〉 1
4

1
4

1
8

1
16

1
32

. . .

In this tabular visualisation, Eq. (1) states that each row should sum up to
the corresponding value in language Le (e.g. the first row sums up to 1

4 as
Le(〈a〉) = 1

4 ). Similarly, Eq. (2) expresses that each column should sum up to
the corresponding mass in Me.

Trace Distance. Second, a trace distance function d expresses the “distance”
between traces: d : Σ∗ × Σ∗ → [0, 1]. This function is 0 if and only if two traces
are equal: d(t, t′) = 0 ⇔ t = t′. Furthermore, this function is required to be
symmetrical, that is d(t, t′) = d(t′, t).

For example, we can use the normalised string edit (Levenshtein) distance.
The Levenshtein distance expresses the minimum number of edit operations
required to transform a trace into another trace using the event insertion, dele-
tion and substitution operations [10]. As this distance has an upper bound in
the number of events in the longest of the two traces, it can be normalised: we
choose dl(t, t′) to be the Levenshtein distance divided by the maximum length
of t and t′.

For instance, consider our two stochastic languages Le and Me again. Then,
the normalised Levenshtein distance dl is:

〈a〉 〈a, a〉 〈a, a, a〉 〈a, a, a, a〉 〈a, a, a, a, a〉 . . .

〈a〉 0 1
2

2
3

3
4

4
5

. . .

〈a, a〉 1
2

0 1
3

2
4

3
5

. . .

Cost. Given two stochastic languages, several reallocation functions might exist.
However, the Earth Movers’ Distance problem aims to express the shortest dis-
tance between the two languages, that is, the least probability mass movement
over the least distance between traces.

Therefore, the cost to transform a stochastic language L into a stochastic
language M using a reallocation function r is the inner product of reallocation
and distance:

cost(r, L,M) = r · d =
∑

t∈˜L

∑

t′∈˜M

r(t, t′)d(t, t′) (3)

By construction, d returns values between 0 and 1, hence 0 ≤ cost(r, L,M) ≤
1 for any r, L and M .
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For instance, considering our example with Le, Me and re again, the cost of
re given Le and Me is computed as follows:

cost(re, Le,Me) =
1
4

· 0 + 0 · 1
2

+ 0 · 2
3

+ 0 · 3
4

+ 0 · 4
5

+ . . .

1
4

· 1
2

+
1
4

· 0 +
1
8

· 1
3

+
1
16

· 2
4

+
1
32

· 3
5

+ . . .

=
1
8

+
∞∑

n=3

n − 2
2n · n

=
13
8

− log 4

≈ 0.238706

Earth Movers’ Stochastic Conformance. Finally, the Earth Movers’
Stochastic Conformance (EMSC) measure is defined as the lowest cost for any
reallocation function r and given L and M . To align EMSC with existing con-
formance checking measures, it is mirrored such that 1 indicates perfect confor-
mance and 0 indicates the worst conformance.

EMSC(L,M) = 1 − min
r∈R

cost(r, L,M) (4)

In our running example, re is an optimal reallocation function, thus
EMSC(Le,Me) ≈ 0.761294.

Unit Distances. If we choose the trace distance function d differently, another
version of EMSC appears: this function can also be chosen such that each pair
of traces is either classified as equal with value 0 or as unequal with value 1.
Intuitively, the Earth Movers’ Distance expresses the amount of earth that has
to be moved times the (possibly normalised) distance it has to be moved. The
new choice for unit distances takes the distance out of the equation: the earth
(traces) is either moved or not, but the distance over which it is moved is not
taken into account.

Hence, in our conformance measure with unit distances, we only need to take
into account how much probability mass of L is to be moved, and not where this
probability mass will be put in M . This simplifies the reallocation function r
considerably and removes the need for the minimisation step of Eq. (4), yielding
a much simpler measure for unit trace distances uEMSC:

uEMSC(L,M) = 1 −
∑

t∈˜L

max(L(t) − M(t), 0) (5)

Intuitively, the unit distance measure expresses the mass probability (“amount”)
of behaviour in L that is not supported or in surplus of the behaviour in M ,
without considering distances between traces.

If L̃ is finite, for instance if L is an event log, then this sum is finite and can
be computed without constructing the full stochastic language of M explicitly;
M only needs to be queried for probabilities of traces that appear in L (which
might still be challenging for GSLPNs as shown in Sect. 3).
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4.2 Truncated Earth Movers’ Stochastic Conformance

Computing EMSC measure in the previous section poses several challenges: the
stochastic language might have infinitely many traces and many reallocation
functions r might apply and need to be evaluated.

To address these challenges, we introduce a derivative measure truncated
EMSC (tEMSC) that truncates infinite languages and searches for an optimal
reallocation function. In the remainder of this section, we discuss how tEMSC
addresses the two challenges, we analyse the new measure and we discuss its
implementation.

Handling Models with Infinite Languages. If the stochastic language M has
infinitely many traces, then Eq. (3) has infinitely many terms, making EMSC
challenging to compute in practice. To handle such a process model, we truncate
its language to only contain a certain user-chosen mass of probability (m). We
chose to do this in a breadth-first prioritised fashion, consequently shorter likely
traces tend to be included before longer unlikely traces.

As a side effect, Eq. (2) does not hold for truncated stochastic languages, as
the probabilities of traces in such a language do not sum up to 1. Therefore, this
equation is weakened to:

∀
t′∈˜M

M(t′) ≤
∑

t∈˜L

r(t, t′) (6)

Let R′ denote the set of all reallocation functions that adhere to Eqs. (1)
and (6). Furthermore, let Mm denote a truncated stochastic language of M such
that at least m of M ’s probability mass is included:

∑
t∈Mm

Mm(t) ≥ m and
∀t∈Mm

Mm(t) ≤ M(t). Then:

tEMSC(L,M,m) = 1 − min
r∈R′

cost(r, L,Mm) (7)

Then, by construction:

Corollary 1. Let L and M be stochastic languages. Then, for m approaching
1, tEMSC and EMSC coincide: EMSC(L,M) = limm→1 tEMSC(L,M,m).

In a model-model comparison context, L might have infinitely many traces
as well. Then, a symmetric argument applies, but an extra requirement on the
reallocation function is necessary, that is, the sum of this function should be 1.

An alternative to weakening the equation is to normalise the probability mass
of the model after truncation. However, as this alters the stochastic language
which is an input for the conformance calculation, we discard this option.

Another option to determine the point of truncation could be to unfold the
model until we included all traces that have the same length as the longest
trace of the event log. For the included traces of the model, we calculate the
reallocation cost as defined before. All traces part of the excluded probability
mass are longer than all traces of the event log. Based on this, we assume all
excluded traces of the model to be unfitting with distance 1. Therefore, this
measure gives a lower bound to EMSC. However, we leave this option for future
work.
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Efficient Minimisation. Given a trace distance function different from the
described unit costs, the goal is to obtain an optimal reallocation function that
yields minimal costs. This can be achieved by solving a linear programming
problem.

Linear programming is a technique that optimises a given linear function,
the objective function, with respect to given linear constraints. Based on this
objective function the linear programming algorithm finds the minimal/maximal
value in the region of feasible solutions defined by the constraints [17].

To find the optimal reallocation function with minimal cost, we chose Eq. (3)
as our objective function. The constraints of the optimisation problem are defined
by Eqs. (1) and (6). Hence, only reallocation functions that preserve the proba-
bility mass of each t ∈ L̃ as well as the mass of t′ ∈ M̃ are valid. To complete
the construction of the solution space, we define the reallocation r(t, t′) to be
non-negative.

Considering our two stochastic languages Le and Me, and the distances given
by the normalised Levenshtein distance function, the linear programming prob-
lem is constructed as follows:

Minimise r(t1, t′1) · 0 + r(t1, t′2) · 1
2

+ r(t1, t′3) · 2
3

+ . . . ,

Subject to
1
4

≤ r(t1, t′1) + r(t1, t′2) + r(t1, t′3) + . . . ,

. . .

1
2

≤ r(t1, t′1) + r(t2, t′1),

1
4

≤ r(t1, t′2) + r(t2, t′2),

. . .

0 ≤ r(t1, t′1), r(t1, t
′
2), r(t1, t

′
3) . . .

4.3 Example and Implementation

Example. Consider the following event logs: L1 = [〈a, b, c, e〉0.25, 〈a, c, b, e〉0.25,
〈a, d, e〉0.5] and L2 = [〈a, b, c, e〉0.45, 〈a, c, b, e〉0.45, 〈a, d, e〉0.1]. Furthermore, con-
sider the GSLPNs shown in Fig. 2, and the corresponding tEMSC and uEMSC
measures in Table 1. Model M1 is a model that supports any behaviour (a flower
model), with uniform probabilities of the individual activities and ending the
trace. Intuitively, this model differs considerably from both logs L1 and L2, which
is reflected in the low measures. Models M2 and M3 have the same language, but
their stochastic perspective differs markedly. A conformance checking technique
that is not stochastic aware would consider these models to be equivalent, result-
ing in equivalent measures, even though their behaviour is very different from
a stochastic perspective: d is much less likely in M3. Intuitively, M2 is closer to
L1 than to M3, (which is closer to L2) and this is reflected in all our measures.
Finally, from M4 the trace 〈a, d, e〉 is missing, and, accordingly, the measures
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being lower for L1 than for L2 indicates that this trace had a higher probability
in L1.

With respect to tEMSC and uEMSC, observe that both measures are con-
sistent in their ranking of the logs and models.
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Fig. 2. Four example GSLPNs, in which all transitions are immediate.

Table 1. Our measures on the example logs and models.

Model tEMSC (m = 0.8) uEMSC

L1 L2 L1 L2

M1 0.46 0.45 0.0010288065843622 0.0010288065843621

M2 1 0.8 1 0.6

M3 0.8 1.0 0.6 1.0

M4 0.75 0.95 0.5 0.9

Implementation. Both tEMSC and uEMSC have been implemented as plug-ins
of the ProM framework [7]. The plug-in of tEMSC takes an event log and an
GSLPN (as returned by a stochastic process discovery technique [12]), and con-
structs the full stochastic language of the log, as well as the truncated stochastic
language of the GSLPN, with a user-specified m. Second, a linear programming
problem is constructed and solved using the LpSolve library [2]. For uEMSC, the
GSLPN is not allowed to have executable loops of silent transitions (see Sect. 3).
The source code of both plug-ins is available at https://svn.win.tue.nl/repos/
prom/Packages/EarthMoversStochasticConformanceChecking/Trunk/.

https://svn.win.tue.nl/repos/prom/Packages/EarthMoversStochasticConformanceChecking/Trunk/
https://svn.win.tue.nl/repos/prom/Packages/EarthMoversStochasticConformanceChecking/Trunk/
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5 Evaluation

In this section, we evaluate the newly introduced measures: the theoretical
EMSC, the truncated tEMSC and the unit-distance uEMSC. First, we illus-
trate these on our running example. Second, we apply the measures to real-life
logs to show their applicability.

Example. For illustrative purposes, we apply tEMSC and uEMSC to our run-
ning example consisting of the stochastic languages Le = [〈a〉 1

4 , 〈a, a〉 3
4 ] and

Me = [〈a〉 1
2 , 〈a, a〉 1

4 , 〈a, a, a〉 1
8 , 〈a, a, a, a〉 1

16 . . .] to show the influence of truncat-
ing on a simple loop. We apply tEMSC to Le and Me for increasing m.
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(a) varying parameter (m).
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(b) varying number of traces with in-
creasing loop unfoldings.

Fig. 3. tEMSC measured over our example Le and Me. The dashed lines indicate the
EMSC values.

Figure 3a shows the results, as well as the theoretical EMSC value for Le and
Me. After an initial climb when the two traces of the log are not represented by
the truncated model, tEMSC temporarily stabilises at 0.875. This stable range
of m indicates that the truncation includes more probability mass than m, that
is, if we choose m = 52% then the truncation nevertheless includes 74% of the
probability mass. Only at m = 76%, another trace is included in the truncated
language. After this point, the truncation includes more and more traces that are
not in the event log, thus tEMSC drops and seems to approach the theoretical
EMSC value shown in Sect. 4.

To illustrate the convergence to EMSC, we repeat the experiment where we
manually create stochastic languages for Le and Me, where we unfold the loop
of Me an increasing number of times. Figure 3b shows these results. From this
graph, it is clear that tEMSC quickly converges to the theoretical EMSC value
with every trace and loop unfolding added. At 6 traces, which corresponds to
m = 98%, the difference is a negligible 0.01.

The run time for these examples was too small to warrant any conclusion.
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Real-Life Event Logs. In this experiment, we evaluate the applicability of
tEMSC and uEMSC to 16 publicly available real-life logs and stochastic process
models. First, we apply the Stochastic Miner (SM) [12] to these logs to obtain
stochastic Petri nets. As these nets contain silent transitions, they can be seen
as GSLPNs (Sect. 3). Table 2 shows the logs and their complexity. Furthermore,
it shows that a GSLPN was discovered for only 6 logs in the 24 BGB of RAM
we had available, which illustrates the need for more research into stochastic
process discovery techniques and their implementations.

Table 2. Real-life event logs used in the evaluation.

Activities Traces Events Discovery [12] uEMSC Rank

BPIC12 36 13087 262200 Out of memory

BPIC15-1 398 1199 52217 Out of memory

BPIC15-2 410 832 44354 Out of memory

BPIC15-3 383 1409 59681 Out of memory

BPIC15-4 356 1053 47293 Out of memory

BPIC15-5 389 1156 59083 Out of memory

BPIC18 Control summary 7 43808 161296 ✓ 0.599 1

BPIC18 Department control 6 29297 46669 ✓ 0.120 2

BPIC18 Entitlement application 20 15620 293245 Out of memory

BPIC18 Geo parcel documents 16 29059 569209 Out of memory

BPIC18 Inspection 15 5485 197717 Out of memory

BPIC18 Parcel document 10 14750 132963 ✓ 1.15 · 10-4 5

BPIC18 Payment application 24 43809 984613 Out of memory

BPIC18 Reference alignment 6 43802 128554 ✓ 0.22 · 10-2 3

Road Traffic Fines 11 150370 561470 ✓ 2.88 · 10-4 4

Sepsis 16 1050 15214 ✓ 1.52 · 10-14 6

Second, we apply our new measures to the logs and the six discovered
GSLPNs. For tEMSC, we use various parameters m (see Eq. (7)) to study how
the inclusion of mass influences the returned values. In the remainder of this
section, we first discuss run times, then the results of tEMSC followed by the
results of uEMSC.

Run Time. The run times of uEMSC were negligible: all measures finished within
a second. For tEMSC, run times are shown in Fig. 4. Please note that y-axis is
logarithmic, and that due to the inherent nondeterministic nature of tEMSC
and the multithreadedness of the implementation, these measures are indicative
only, especially for lower m.

Some of the values could not be obtained: for BPIC18 Parcel Document
with m = 80, the linear programming optimisation ran out of memory, while for
Sepsis with any m, the explicit creation and truncation of the stochastic lan-
guage ran out of memory. For 4 out of 6 logs, computation took less than a few
seconds, which was considerably less than the discovery technique, which could
take hours on these logs. However, a general trend towards longer run times
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Fig. 4. Run time of tEMSC for several real-life logs.

is visible as m approaches 100%. For BPIC18 Parcel document and BPIC18
Reference alignment, computation could take up to little over an hour. A man-
ual inspection revealed that this is caused by the size of the language described
in the stochastic models: especially in models that combine concurrency with
looping behaviour.

In such models, the probability mass per trace decreases and more traces are
necessary to cover a certain probability mass, which makes it very challenging
to obtain a high probability mass m. This is a clear limitation of the current
technique, which might be addressed in future work.

Truncated EMSC ( tEMSC). Second, we discuss the returned values of tEMSC,
which are shown in Fig. 5 for m (that is, the minimum probability mass covered
in the truncation step) varying from 2% to 98%.
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Fig. 5. tEMSC with varying mass truncation parameter (m).

Most measures show expected behaviour with increasing m: due to nondeter-
minism of the truncation, for lower m they vary considerably, but stabilise with
m approaching 100%. An exception is BPIC18 Reference alignment, which
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increases to 0.98 for m = 52, after which it decreases almost linearly. A man-
ual inspection revealed that the GSLPN contains many loops, while most of the
event log’s traces do not exhibit repeating activities. As m increases, more traces
are added by unfolding loops and, as these new traces are not in the log, the
measured tEMSC drops.

Unit-distance EMSC (uEMSC). The results for uEMSC are shown in Table 2.
As identified in Sect. 3, loops of silent transitions challenge the computation of
the probability of a trace in an GSLPN (M(t) in Eq. (5)). A manual inspection
revealed that none of the discovered models contained such loops. However, most
models contained lots of concurrency, which makes the state space of the model
huge and thus the probability of individual traces in the model is very low,
leading to low uEMSC measures.

If the use case at hand involves choosing a stochastic process model that
best represents a given event log, then uEMSC and tEMSC mostly agree: of the
10 possible pairs of models (out of which the model closest to the log is to be
chosen), 8 times uEMSC and tEMSC agree on which model is the closest.

Reproducibility. The experiments were performed on a single machine with
3.5 GHz quadcore CPU and 24 GB RAM available for each experiment process,
running fully patched Windows 7 in January 2019. The source code is available.

6 Conclusion

Recently the interest in stochastic-aware conformance checking increased within
the process mining community. Despite a larger awareness about the importance
of a stochastic view on the process model, to this day there are only a few
conformance checking techniques that consider the stochastic characteristics of
both event log and model. This paper, however, presents conformance checking
measures that compare the stochastic languages of event logs and process models.
In essence, this is achieved by measuring “how much probability mass that has
to be moved how far” to transform one language into the other. We introduced
three variations of the measure: a theoretical and two adapted versions, which
are also feasible on process models with an infinite set of traces.

These adapted variants were implemented and their practical relevance was
illustrated on real-life event logs. The experiments showed the influence of the
probability mass parameter on the run time and the results of the measure. The
evaluation showed the trade-offs between run time and memory usage, and accu-
racy, and it would be interesting for future work to inspect different strategies of
choosing this parameter. Additionally, it would be interesting to investigate the
influence of different distance functions, since the current work only compares
the Levenshtein distance to a simple unit distance. However, the measure could
easily be extended to use other distance functions as well.

Although EMSC simply requires two stochastic languages, its implementa-
tion starts from an event log and a stochastic Petri net. Currently, it is challeng-
ing to establish the language of a GSLPN as well as calculating the probability
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of a single trace in the net. Especially loops of silent transitions are shown to
be problematic. Extending the technique with a new method which solves this
problem will improve the reliability of the measure. Furthermore, for models
with a large state space where each trace only has a low probability, the tech-
nique would benefit from a more efficient truncation implementation. Searching
the model until the required probability mass has been collected is a time critical
part of the measure.

In [9], a technique to calculate the most probable alignment between a model
and a log is proposed, based on the probabilities of behaviour observed in the
event log. For future work, it would be interesting to incorporate their technique
in our reallocation function. Instead of achieving the result with the lowest cost,
the algorithm would aim for the most probable reallocation.

In general, with this paper we want to stress the importance of stochastic-
aware process mining and hope to inspire more discussion and contributions on
this topic, for instance on the need for dual (recall/precision) measures vs. single
measures or on dependencies of choices in models.
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11. de Meer, H., Düsterhöft, O.: Controlled stochastic Petri nets. In: SRDS, pp. 18–25
(1997)

12. Rogge-Solti, A., van der Aalst, W.M.P., Weske, M.: Discovering stochastic Petri
nets with arbitrary delay distributions from event logs. In: Lohmann, N., Song, M.,
Wohed, P. (eds.) BPM 2013. LNBIP, vol. 171, pp. 15–27. Springer, Cham (2014).
https://doi.org/10.1007/978-3-319-06257-0 2

https://doi.org/10.1007/978-3-662-49851-4
https://doi.org/10.1007/978-3-319-99414-7
https://doi.org/10.1007/978-3-319-99414-7
https://doi.org/10.1007/11494744_25
https://doi.org/10.1007/978-3-319-19069-3_19
https://doi.org/10.1007/978-3-319-19069-3_19
https://doi.org/10.1007/978-3-319-06257-0_2


Earth Movers’ Stochastic Conformance Checking 143

13. Rogge-Solti, A., Weske, M.: Prediction of business process durations using non-
Markovian stochastic Petri nets. Inf. Syst. 54, 1–14 (2015)

14. Rozinat, A.: Process mining: conformance and extension. Ph.D. thesis, Eindhoven
University of Technology (2010)

15. Ru, Y., Hadjicostis, C.N.: Bounds on the number of markings consistent with label
observations in Petri nets. IEEE Trans. Autom. Sci. Eng. 6(2), 334–344 (2009)
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Abstract. The complexity and rigidity of legacy applications in large
organizations engender situations where workers need to perform repet-
itive routines to transfer data from one application to another via their
user interfaces, e.g. moving data from a spreadsheet to a Web applica-
tion or vice-versa. Discovering and automating such routines can help
to eliminate tedious work, reduce cycle times, and improve data qual-
ity. Advances in Robotic Process Automation (RPA) technology make
it possible to automate such routines, but not to discover them in the
first place. This paper presents a method to analyse user interactions in
order to discover routines that are fully deterministic and thus amenable
to automation. The proposed method identifies sequences of actions that
are always triggered when a given activation condition holds and such
that the parameters of each action can be deterministically derived from
data produced by previous actions. To this end, the method combines a
technique for compressing a set of sequences into an acyclic automaton,
with techniques for rule mining and for discovering data transformations.
An initial evaluation shows that the method can discover automatable
routines from user interaction logs with acceptable execution times, par-
ticularly when there are one-to-one correspondences between parameters
of an action and those of previous actions, which is the case of copy-
pasting routines.

1 Introduction

The complexity and rigidity of legacy application landscapes in large organi-
zations engender situations where workers need to perform repetitive routines
to transfer data from one application to another via their user interfaces, e.g.
moving data from a spreadsheet application to a Web application or vice-versa.
Discovering and automating such routines can not only lead to the elimination
of tedious work, but it can also reduce cycle times and improve data quality by
ensuring that all data are transferred correctly.
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Robotic Process Automation (RPA) tools [1] allow us to automate such rou-
tines by recording scripts that encode sequences of interactions with Web and
desktop applications, such as opening a file, selecting a field in a form or a cell in
a spreadsheet, and copy-pasting data across fields/cells. While these tools allow
us to automate a range of routines, they do not allow us to determine which
routines to automate in the first place.

This paper presents a method to analyse User Interaction logs (UI logs)
in order to discover sequences of actions (herein called routines) that are fully
deterministic are hence automatable using RPA tools. In this context, we say that
a routine is automatable if its first action is always triggered when a condition
is met (the routine’s activation condition) and the value of each parameter of
each action can be computed from the values of parameters of previous actions
(i.e. all actions are deterministic).

The proposed method takes as input a UI log consisting of a set of user
interaction sessions (herein called routine traces). Each routine trace consists
of a sequence of interactions (herein called actions for short). Each action has
a type (e.g. select, copy, paste, etc.) and a set of parameters (e.g. the identi-
fier of the UI element upon which the action is performed, and the inputs and
outputs of the action). Given a UI log, our method outputs a set of routine spec-
ifications. A routine specification is a tuple consisting of an activation condition
and a sequence of action specifications. An action specification, in turn, is a
tuple consisting of an action type and a set of functions to compute the action’s
parameters from the parameters of previous actions.

The method starts by compressing the UI log into a Deterministic Acyclic
Finite State Automaton (DAFSA). It then applies an algorithm to decompose
biconnected graphs (of which a DAFSA is an exemplar) into Single-Entry Single-
Exit (SESE) regions. Some of these regions correspond to sequences of actions.
For each such sequence, the method checks if every action is deterministic. If
so, it tries to discover an activation condition using a rule mining technique. If,
on the other hand, an action in the middle of the sequence is not deterministic,
the sequence is split into subsequences for which the method tries to discover
activation conditions separately. A routine specification is generated for each
(sub)sequence for which an activation condition is found.

The paper reports on a synthetic evaluation aimed at testing if the method
can extract automatable routines with acceptable execution times.

The rest of the paper is structured as follows. Section 2 introduces a running
example. Next, Sect. 3 describes our proposed approach, while Sect. 4 discusses
its evaluation. Finally, Sect. 5 discusses related work while Sect. 6 summarizes
the contributions and outlines directions for future work.

2 Running Example

Below, we introduce a real-life scenario to illustrate our approach. The example is
inspired by work performed by the Service Improvement Team at the University
of Melbourne, which applies RPA to automate various student-facing processes
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such as student admission. We specifically consider the task of updating the stu-
dent residential data, manually performed by a university officer. Students’ data
is stored both in a student management system (accessible via Web interface)
and on local Excel files for backup purposes. We assume that the university’s
student admission office is not interested in recording on its backup files the
residential address of international students.

Table 1. Routine trace from the UIL, domestic student scenario.

Action type Action parameters

Param-1 Param-2 Param-3 Param-4

1 Click button Target:Web Label:

STUDENTS

2 Fill the text

field

Target:Web Label: ID

Student

Value: 010234

3 Press key Target:Web Label: ENTER

4 Click button in

row

Target:Web Label: Update ID Row: 010234

5 Fill the text

field

Target:Web Label: Address Value: 19 Parkville St,

Burnley VIC 3121

6 Fill the text

field

Target:Web Label: Country Value: Australia

7 Open file Target:Excel Name: 010234 Path:

C:/Students/Australia/

Extension: .xls

8 Copy (Ctrl+C) Target:Web From: Address Value: 19 Parkville St

9 Paste (Ctrl+V) Target:Excel Row: 5 Column: A Value: 19 Parkville St

10 Save file

(Ctrl+S)

Target:Excel

11 Click button Target:Web Label: Confirm

Backup

Table 1 shows an extract of an UI log of this task in the format generated by
a UI logger we have developed.1 The extract in Table 1 captures the sequence of
actions performed by one employee to complete the task for a domestic student.
The employee is already logged into the student management system, and she
starts the task by clicking on the students button on the Web interface. Then,
she enters the student ID in the ID student text field and presses the enter key to
confirm. The Web interface displays a list of students, including the one searched
(see Fig. 1). Next to each student entry, two options are available: update and
open. The employee clicks on the update button, since she intends to update the
residential data of the student. A new window opens with the student details,
including the residential data, i.e. address and country. The employee types the
new address and the country and, in the case of a domestic student (i.e. country
is Australia), she opens the corresponding backup Excel file to copy part of the
address (the street only) from the Web interface to the Excel file. She then saves

1 Available at: https://github.com/apromore/RPA UILogger.

https://github.com/apromore/RPA_UILogger
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the file changes and confirms the update on the Web interface by clicking button
confirm backup.

In the case of an international student (Table 2), the update of the residential
address on the student management system follows the same sequence of actions,
but no backup is required. Thus, after the update on the Web interface, the
employee clicks on the No Backup button, a dialogue box pops up to double check
the selection, she clicks on the ok button, and finally clicks on the “Confirm”
button to apply the update.

Fig. 1. Web interface of the student management system.

This example shows that a given task (e.g. updating the student residential
data) may be performed via different sequences of actions (routines). In this
case, there is one routine for the domestic students and another for international
ones. The automation of a task requires one to identify the boundaries of each
routine from the UI log, and within these routines to determine which actions
are deterministic and can thus be automated.

3 Approach

In this section, we give a detailed description of the three steps composing our
approach (see Fig. 2). Given as input a UI log, as first step, we parse the UI log
into a DAFSA, and we extract from this latter the flat-polygons (the candidate
automatable routines), which represent actions sequences of different length. In
the second step, each of the candidate automatable routines is analysed by check-
ing whether each of its actions is deterministic or not, i.e. the action could be
executed in a systematic way by an RPA script (e.g. a software bot). The output
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Table 2. Routine trace from the UIL, international student scenario.

Action type Action parameters

Param-1 Param-2 Param-3

1 Click button Target:Web Label: STUDENTS

2 Fill the text field Target:Web Label: ID Student Value: 010236

3 Press Key Target:Web Label: ENTER

4 Click button in Row Target:Web Label: Update ID Row: 010236

5 Fill the text field Target:Web Label: Address Value: 106 Tantau Ave,
Cupertino CA 95014

6 Fill the text field Target:Web Label: Country Value: USA

7 Click button Target:Web Label: No Backup

8 Click button Target:Web Label: Ok

9 Click button Target:Web Label: Confirm

of the second step is a set of action specifications. An action specification is a
tuple consisting of: an action; and a set of functions to automatically determine
all the action parameters values. Last, in the third step we extract from the can-
didate automatable routines, the maximal sequences of deterministic actions,
and for each of them we discover the activation condition of the first action.
The final output of our approach is a set of routine specifications. Each routine
specification being a tuple consisting of: an activation condition to automate the
routine; and a sequence of action specifications.

Fig. 2. Approach overview.

3.1 Definitions

The proposed approach takes as input UI logs that record multiple executions
of a routine by one or several users. A UI log consists of routine traces, each one
corresponding to the recording of one execution of the routine by a user. Each
routine trace consists of actions that a given user performs sequentially using
one or more applications (e.g. a browser and a spreadsheet application). These
concepts are formalized below.

Definition 1 [Action]. An action a is defined as a = (τ, P, V, φ), where: τ
is the action type (e.g. click button, open file, press key, etc.); P is the set of
action parameters (e.g. button name, file name, key name, etc.); V is the set of
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the values assigned to the action parameters; φ : P → V is the function matching
each action parameter to its value. Given two actions a1 = (τ1, P1, V1, φ1) and
a2 = (τ2, P2, V2, φ2), a1 and a2 are equal if and only if (iff) they are of the same
type and have the same set of parameters, i.e. a1 = a2 ⇐⇒ τ1 = τ2 ∧ P1 =
P2. Note that, two actions having the same set of parameters but with different
assigned values are still considered equal.

Definition 2 [Routine Trace and User Interaction Log]. A Routine Trace
ρ is a sequence of actions ρ = 〈a1, a2, . . . , an〉, we define the operator ∈ for
routine traces such that given an action â, â ∈ ρ iff ∃i ∈ [1, n] | ai = â. Also,
we refer to ai ∈ ρ = 〈a1, a2, . . . , an〉, 0 < i < n as ρ[i]. Given two routine
traces ρ1 = 〈a1, a2, . . . , an〉 and ρ2 = 〈â1, â2, . . . , ân〉, ρ1 and ρ2 are equal iff
∀i ∈ [1, n]ai = âi. An User Interaction Log (UI log) L is a multiset of routine
traces.

In the proposed approach, we will sometimes reason in terms of fragments of
a routine, in particular prefixes and suffixes as defined below.

Definition 3 [Routine Trace Prefix and Suffix]. Given a routine trace ρ =
〈a1, a2, . . . , an〉 we define its ith prefix as ρ→i = 〈a1, a2, . . . , ai〉 ∧ 1 < i < n; and
its ith suffix as ρi→ = 〈ai, ai+1, . . . , an〉 ∧ 1 < i < n. Note that, prefixes and
suffixes of routine traces (and sub-traces of routine traces) are routine traces
themselves.

Given a UI log, the goal of our proposed approach is to discover automatable
routines, i.e. sets of routine traces having the parameters’ values of each of their
actions derivable from previous actions parameters’ values.

Definition 4 [Deterministic Action]. Given an action â = (τ, P, V, φ), a UI
log L , and the set of the routine traces R = {ρ ∈ L | ρ→i[i] = â∨ρj→[1] = â}, â
is deterministic in L , iff ∀p̂ ∈ P one of the following holds: (i) φ(p̂) is constant,
∀(ρ, ax) | ρ ∈ R ∧ ax = (τ, P, Vx, φx) ∈ ρ ∧ â = ax ⇒ φx(p̂) = φ(p̂); (ii)
φ(p̂) depends on the parameters values of the actions preceding â in the routine
trace, formally, ∀(ρ, ax) | ρ ∈ R ∧ ax = (τ, P, Vx, φx) ∈ ρ ∧ â = ax ⇒ φ(p̂) =
ω(V1, V2, . . . , Vx−1), where Vi, i ∈ [1, x − 1] is the set of parameters values of
the action ρ[i]. Function ω is called a dependency function, or dependency for
short.2

Definition 5 [Automatable Routine (Trace)]. A Routine Trace ρ =
〈a1, a2, . . . , an〉 is automatable iff ∀ai = (τi, Pi, Vi, φi), i ∈ [1, n], ai is deter-
ministic.

Beyond identifying automatable routine, we seek to produce specifications
thereof for their automation. Hence, we define an automatable routine specifica-
tion as follows.

2 In general, ω can be any function.
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Definition 6 [(Automatable) Routine Specification]. A routine specifica-
tion is a tuple (C, 〈AS〉) where C is an activation condition and 〈AS〉 is a
sequence of action specifications. An activation condition is a Boolean func-
tion over a set of actions, which can be evaluated at any point in a routine of
a UI log, and such that when this condition is true, an instance of the routine
specification is observed. An action specification is a tuple (a,Ω) such that a
is an action (τ, P, V, φ), and Ω is a set of parameter mappings. A parameter
mapping is a tuple (p̂, ω) such that p̂ ∈ P , and ω is a dependency function which
computes the value of p̂ from the previous actions parameters’ values.

3.2 Flat-Polygons Detection

The first step of our approach consists of detecting the flat-polygons, to do so, we
execute Algorithm 1. Given as input a UI log, first, we build its DAFSA (line 1).

The DAFSA of a UI log is an acyclic automaton obtained by prefix-
compressing and suffix-compressing the routine traces in the UI log. In other
words, if multiple traces share the same prefix, this prefix is represented as one
single sequence of states in the DAFSA, and conversely, if multiple traces share
the same suffix, this suffix is represented as one single sequence of states. For
details on how a DAFSA can be constructed from a set of routine traces, we refer
to [13]. We observe that the DAFSA is a lossless representation of the UI log (it
does not add nor remove any behavior), where each path of the DAFSA cap-
tures a different routine trace of the UI log, and each edge of a path captures an
action of the routine trace, meaning that the set of all the paths in the DAFSA
is exactly equal to the UI log. The prefix and suffix compression as well as the
lossless feature of the DAFSA are the reasons why we chose it to represent the
UI log. Indeed, capturing the UI log behavior in a lossless manner is necessary
to detect and analyse the deterministic behavior recorded in the UI log. While
the prefix and suffix compression allow us to easily identify each routine trace
variant and where the variants start or end. Indeed, each decision point of the
DAFSA (i.e. a DAFSA state with multiple outgoing edges) matches a routine
variant starting point.

Once we generate the DAFSA, we compute its RPST [12] (line 2).
The RPST of a DAFSA is a tree where: the nodes are the single-entry single-

exit (SESE) regions of the DAFSA; and the edges of the tree denote the contain-
ment relations between the SESE regions. Specifically, the children of a SESE
region in the tree are the SESE regions that it directly contains. Regions at the
same level of the tree represent a sequence of SESE regions in the DAFSA. Each
SESE region is represented by a set of DAFSA edges, depending on how these
edges are related, a SESE region can be of one of four types. A trivial region
consists of a single DAFSA edge (i.e. a routine trace action). A polygon is a
sequence of regions (e.g. a sequence of trivial regions). A bond is a region where
all the child regions share two common DAFSA states, one being the entry state
and the other being the exit state of the bond. Any other region is a rigid.

The RPST allows us to detect straightforward the flat-polygons. A flat-
polygon is a polygon region where all its children are trivial regions. It fol-
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Algorithm 1. Flat-Polygon Detection
input : UIL L

1 DAFSA D ← generateDAFSA(L );
2 RPST R ← generateRPST(D);
3 Set F ← ∅;

4 for b ∈ getBonds(R) do F ← extractTrivialChildren(R, b);
5 for r ∈ getRigids(R) do F ← extractTrivialChildren(R, r);
6 for p ∈ getPolygons(R) do F ← extractFlatPolygons(b);

7 return F ;

lows that a flat-polygon represents a sequence of actions (DAFSA edges), these
sequences are the candidate automatable routines.3 Therefore, for each bond b in
the RPST we extract the trivials that are direct children of b (see line 4), and we
add each of these trivial children to the set of flat-polygons. We do the same for
each rigid r in the RPST (see line 5). Whilst, for each polygon (p, see line 6) in
the RPST we extract the flat-polygons as follows. If all the children of p are triv-
ials, p is a single flat-polygon, otherwise, we split p into sub-polygons that have
either: only rigids and/or bonds children (i.e. sub-polygons being sequences of
rigids and/or bonds); or only trivial children (i.e. sub-polygons being sequences
of trivials), these latter are the flat-polygons. Figure 3 shows the output of Algo-
rithm1 when the input UI log contains recordings of the two routine variants
described in the running example. Note that we have multiple recordings of the
two variants (i.e. UI log does not contain only the two routine traces pictured
in Tables 1 and 2). The graph captured in the figure is the DAFSA of the UI
log, whilst in blue, orange, green, and red the four flat-polygons detected and
extracted.

Fig. 3. Flat-polygon detection in the working example.

3.3 Automatable Actions Detection

The second step of our approach focus on the discovery of the deterministic
actions, i.e. the actions that can be automated. To do so, we execute Algorithm 2.
This latter receives as input the DAFSA D and the set of flat-polygons detected
in the previous step (F ). For each flat-polygon f in the set F , we analyse each of
its actions (a = (τ, P, V, φ)), see line 3 and 4. We retrieve all the values assigned to
the parameters of the action a (for all the instances of a), and we create a map Π

3 Note that, a single action (a single DAFSA edge) is the simplest candidate automat-
able routine.
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that associate to each parameter p ∈ P all the values that the parameter assume
in all the different routine traces containing the action a, (p, V̂ ) (see line 6).4

We need to collect all the values that each parameter p can assume because a is
deterministic iff it is always possible to determine systematically its parameters
values, this means that we must be able to compute the parameters values using
constant or deterministic functions. The goal of Algorithm2 is to identify, for
each action of each flat-polygon, one function per action’s parameter that allow
us to deterministically compute the parameter value. A constant function is a
function that assigns to a parameter always the same value, i.e. the parameter
value is constant in all the instances of a. Whilst, for deterministic function,
we mean a function that assigns the value to a parameter depending on the
parameter values of actions executed before a. In particular, the deterministic
functions we can discover are either based on data transformation or substitution
mappings. We iterate on all the elements in Π, (p, V̂ ), to identify these functions.
First, we determine if the value of the parameter p is a constant function (see
line 9), by checking if all values in V̂ are equal.

Every time we discover a function for determining a parameter values, we add
it to the list of the functions associated to the action (Ω) and we eliminate the
parameter from Π (see lines 11–12, 18–19, 28–29). Doing so, if after analyzing
each parameter of a, Π is empty, it means that we found for each parameter at
least one function that computes its values deterministically, and therefore a is
deterministic. In such case, we add a and the set of the functions to determine
its parameters’ values (i.e. the action specification of a) to the map α, the output
of Algorithm 2.

In our running example, an action with a constant parameter is Press Key
(see Tables 1 and 2, action #3), where regardless of the routine trace the value
of the parameter Label is always ENTER. On the other hand, if the parame-
ter p is not a constant, we check if each of its values in V̂ is function of the
previously executed actions’ parameters’ values. To do this, we collect all the
routine traces prefixes ending with the action a (line 14). Each of these rou-
tine traces prefixes represents a routine trace variant that led to the execution
of the action a, for each of this variants we try to discover the data transfor-
mation functions that allow us to compute the values of p. To discover these
functions (line 15), we rely on the following two methods: (i) we look for sim-
ple value-to-value dependencies (i.e. when the value of p always matches the
value of a parameter of a previously executed action); (ii) we apply Foofah, a
data transfomation-by-example technique [10]; With the first method we can
discover only value-to-value dependencies (the most common dependencies in
RPA), hence, the deterministic function assigning a value to p would simply
return the value of the matching action parameter. The second method, instead,
can be used when no value-to-value dependencies are found, since Foofah can
discover more complex data transformations. Foofah takes two series of data
values, one called input and one called output. The input data series is the array
containing all the values of one parameter of an action executed before a, whilst,

4 Note that V̂ is a list of values and not a set, i.e. it can contain duplicates.
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Algorithm 2. Automatable Actions Detection
input : DAFSA D, Flat-Polygons F

1 Map α ← ∅;
2 Set R ← ∅;
3 for f ∈ F do
4 for a ∈ f do
5 Boolean transformation ← TRUE;
6 Map Π ← getParametersValues(a);
7 Set Ω ← ∅;

8 for (p, V̂ ) ∈ Π do

9 Function ω ← identifyAndGetConstantFunction(p,V̂ );
10 if r �= null then

11 Π ← Π \ (p, V̂ );
12 Ω ← Ω ∪ ω;

13 else
14 for ρ→i ∈ getPrefixRoutines(a,D) do

15 R ← discoverDataTransformationFunctions(p, V̂ , ρ→i);
16 if R = ∅ then transformation← FALSE;

17 if transformation then

18 Π ← Π \ (p, V̂ );
19 Ω ← Ω ∪ R;

20 else
21 Matrix X ← ∅;

22 for ρ→i ∈ getPrefixRoutines(a, D) do

23 add rows generateMatrixRows(getActions(ρ→i), V̂ ) to X;

24 Set R ← findRipperRules(X, 1.0);
25 Decimal support ← 0;
26 for r ∈ R do support ← support + getSupport(r);
27 if support = 1.0 then

28 Π ← Π \ (p, V̂ );
29 Ω ← Ω ∪ R;

30 if Π = ∅ then
31 α ← α∪ (a, Ω);

32 return α;

the output data series is V̂ . Foofah tries to detect functions that can determine
the output from the input. Consequently, Foofah allow us to discover data trans-
formations where: each element in the output is equal to an element in the input;
or equal to a sub-string thereof; or equal to a concatenation of multiple elements
in the input. Despite Foofah allow us to discover more complex data transfor-
mation functions, and detect more deterministic actions, its performance greatly
affects the performance of our entire approach because: (i) it does not scale well
for large input data series; and (ii) we need to use Foofah for each parameter
of a and each parameter of each action executed before a (until we find a data
transformation function). To partially address Foofah scalability limitation, we
perform a random sampling on the input and output data series, and input these
latter to Foofah. Indeed, if Foofah cannot identify a data transformation over the
subsets of the complete input and output data series, it means that it could not
identify any data transformation also for the complete input and output data
series.
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As an example of the benefits brought by Foofah, in our running example,
for the routine in Table 1, the action #8 that copies only part of the student
address to the Excel file can be detected as deterministic only by using Foofah.

Finally, if no data transformation functions are found for the parameter p,
we try to discover functions based on substitution mappings (line 21 to 26). A
function based on substitution mappings is a function that maps a set of values
to another (different) set of values. For instance, a substitution mapping function
can assign the value vx to p every time that a parameter value of another action
(executed before a) is equal to vy.

To find these substitution mapping functions we use Ripper [4], an implemen-
tation of a propositional rule learner. Ripper takes as input a matrix where each
row is an array of data values and a label. In our case, the data values in each
row corresponds to all the values of all the parameters of all the actions executed
before a in a given routine trace, whilst the label in each row matches the value
of p (in the given routine trace). Ripper analyses the matrix and returns the set
of rules, of which we retain those having confidence 1.0 (set R, see line 24), since
such rules are the only that can be considered deterministic. Each of this rules
allow us to deterministically assign a value to the parameter p during a given
routine execution (captured in one or more rows of the matrix). Therefore, if all
the rules with confidence 1.0 can cover all the routine executions captured as the
matrix rows, it means that we can use this set of rules to deterministically assign
a value to the parameter p in all the possible routine executions. To verify that
the set of rules with confidence 1.0 cover all the routine executions captured in
the matrix rows, we check that the sum of the rules’ supports is equal to 1.0 (see
lines 26 and 27).

In our running example, a substitution mapping function is detected to deter-
mine the value of the parameter Label in the last Click Button action (in both
Tables 1 and 2). Indeed, every time the country value is equal to Australia the
Label value of the last Click Button action is confirm backup. Whilst, every time
the country value is not Australia the Label value of the last Click Button action
is confirm.

3.4 Routine Specifications Detection

In the last step we identify, by applying Algorithm3, the set of routine specifi-
cations. The algorithm receives as input the DAFSA D, the set of flat-polygons
F , and the map α containing the actions specifications that we discovered with
Algorithm 2. First, we extract the automatable routines from the flat-polygons,
line 2. Precisely, given each flat-polygon, we check that each of its actions is deter-
ministic (i.e. the action is in α), and we extract all the sequences of deterministic
actions not interrupted by non-deterministic ones. This means that from a flat-
polygon we can extract one or more automatable routines. Once detected the
automatable routines (set S), we have to discover for each of them the activation
condition. An activation condition of an automatable routine in S is the trigger
that determines the start of the routine execution. It consists of: (i) a triggering
action, i.e. an action executed just before the first action of the automatable
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Algorithm 3. Routine Specifications Detection
input : Map α, Flat-Polygons F , DAFSA D

1 Set Ξ ← ∅;
2 Set S ← extractAutomatableFlatPolygons(α, F );
3 for ρ ∈ S do
4 Set B ← ∅;
5 Action a1 ← ρ[1];

6 for ρ→i ∈ getPrefixRoutines(a1,D) do B ← B∪ getActions(ρ→i−1);
7 Matrix X ← ∅;
8 for ρ̂ ∈ getPaths(D) do
9 Set Q ← getActions(ρ̂) ∩B;

10 if Q �= ∅ then
11 Boolean label ← ρ ⊆ ρ̂;
12 add rows generateMatrixRows(Q, label) to X;

13 Set R ← findJripRules(X, 1.0);
14 Boolean activationConditionFound ← TRUE;
15 for r̂ ∈ getRowsWithLabel(X, TRUE) do
16 if ¬ existRule(R, r̂) then activationConditionFound ← FALSE;

17 if activationConditionFound then
18 Ξ ← Ξ∪ (ρ, R);
19

20 else
21 if hasTrivialCondition(ρ) then
22 R ← generateTrivialCondition(ρ);
23 Ξ ← Ξ∪ (ρ, R);

24 else
25 if |ρ| > 1 then
26 R ← generateTrivialCondition(ρ2→);

27 Ξ ← Ξ∪ (ρ2→, R);

28 return Ξ;

routine; and (ii) a boolean condition that must be valid at the completion of
the triggering action. The boolean condition can be: (i) a function of parame-
ter values of the actions executed before the triggering action (this included);
or (ii) can be based only on the completion of the triggering action, i.e. the
boolean condition is the completion of the triggering action. We call the first
case a data-based activation condition, whilst the second case a trivial activation
condition.

We discover each automatable routine (ρ) activation condition as follows.
First, we collect all the routine traces prefixes ending with the action a1, being
this latter the first action of the automatable routine (line 5). Then, for each
of these prefixes, we collect its actions into the set B (excluding a1, see line 6),
B will contain all the actions that can be executed before a1. We note that
the execution of any of these routine traces prefixes is not a sufficient condition
for the execution of a1 (and the automatable routine thereof), because any of
these prefixes could also lead to the execution of an action different than a1

(i.e. a1 is an outgoing edge of a decision point of the DAFSA). To analyse for
what prefixes actions’ parameters values a1 is executed or not, we can use again
Ripper, similarly to Algorithm 2. In this case the Ripper input is a matrix X
where: each row is the array containing all the parameters values of all the
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actions executed before a1 in a given routine trace, plus a boolean label set to
true if the automatable routine was executed within the given routine trace,
false otherwise. To build the matrix X, we collect all the paths of the DAFSA5

(see line 8) and, for each of them (ρ̂), we take the actions that are contained
in B (see set Q, line 9). If the set Q is not empty, we add to the matrix X a
row containing all the parameters values of all the actions in Q and we set the
boolean label in the row as true, if the automatable routine ρ is contained in ρ̂,
otherwise as false (see lines 11 and 12).

Once we built the matrix X, we input it to Ripper, which outputs the set of
rules, of which we retain those having confidence 1.0 (set R, see line 13) Each of
these rules tell us which parameters values of all the actions in B triggered the
automatable routine. Then, we filter the matrix X retaining only the rows having
the boolean label true and, similarly to Algorithm2, we check that the rules
discovered with Ripper can cover all the rows of this filtered matrix, line 16. To
perform this check, we cannot rely on the support of the rules, like in Algorithm2,
because we are not interested in covering all the rows of the matrix X, but only
those having the boolean label true (i.e. we used the full matrix to discover
the rules, but we want the rules to cover only the cases when the automatable
routine ρ is executed). If the rules discovered by Ripper cover all the rows of
X capturing an execution of ρ (line 17), it means that we found a data-based
activation condition, which is represented by the set of rules discovered with
Ripper.6 When we find an activation condition for an automatable routine, we
create the routine specification (the tuple: automatable routine and activation
condition) and we add it to the set of routine specifications Ξ, see line 19. On the
other hand, if a data-based activation condition cannot be found with Ripper
(line 22), we check if exists a trivial activation condition, i.e. if ρ can be triggered
by the completion of an action preceding a1. If we find such a trivial activation
condition, we use it to create the routine specification for ρ (lines 22 and 23).
Otherwise, if ρ is not a single-action routine (line 25), we can always use a1 to
generate a trivial activation condition for the subroutine ρ2→. Indeed being ρ a
sequence of deterministic actions, it follows that after the execution of its first
action (a1), the successive actions will be executed as well.

4 Evaluation

We conducted an experiment to assess the ability of our approach to correctly
discover all the automatable (sub)routines recorded in a set of UI logs. To this
end, we generated nine artificial UI logs (from Coloured Petri Nets, CPNs),
each log containing a different number of automatable (sub)routines of varying
complexity,7 and used the characteristics of these routines (position and actions
within) as a ground truth for our experiment. These logs emulate a controlled
5 We remind that a path of the DAFSA corresponds to a routine trace in the UI log.
6 Note that, the set of rules take into account also the triggering action.
7 The CPNs and the logs used for our evaluation are available at https://doi.org/10.

6084/m9.figshare.7850918.v1.

https://doi.org/10.6084/m9.figshare.7850918.v1
https://doi.org/10.6084/m9.figshare.7850918.v1
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recording environment where user tasks are performed without noise (i.e. events
that capture actions that are irrelevant to the task are not present).

For testing purposes, we packaged the implementation of our method as a
Java command-line application,8 and executed it on a PC with Intel Core i7-
6600U@2.60 GHz CPU with 12 GB RAM, running Ubuntu 16.04 LTS (64-bit)
with 8 GB RAM and JVM 11 (4 GB RAM). We conducted all tests using both
methods to discover data-transformation functions, i.e. with and without Foofah.

4.1 Test Case Generation

We generated nine artificial UI logs by simulating nine CPNs designed with the
CPN Tool [9]. The first six CPNs are simple and represent common real-life sce-
narios, capturing clear routines with a specific goal. CPN1 represents the follow-
ing sequence of actions: the user opens a random file, opens a specific webpage,
logs in with his credentials (assumed to be always the same and correct), awaits
the response from the server, and then begins to copy data from the Web page to
the opened file. All these actions are automatable, except the first one, since the
input file is chosen randomly. CPN2 is a variant of CPN1 and it includes the han-
dling of an error during the login action, i.e. the user enters wrong credentials.
CPN3 is a further extension of the task captured in CPN2, where the user unsuc-
cessfully repeats the login actions until they decide to quit the procedure. CPN4
is derived from CPN1, but in this task we injected non-deterministic actions
among the automatable ones. We used these non-deterministic actions to per-
turb the fully automatable task in CPN1. These are: random button clicks (i.e.
non data-driven clicks) and user data inputs (i.e. the login credentials are differ-
ent in each routine trace). The number of non-deterministic actions increases in
CPN5, where only 16% of the total actions is automatable, and no automatable
routines are captured, i.e. there are no two consecutive automatable actions.
CPN6 is the running example presented in Sect. 2, which has a balanced number
of automatable and non-automatable actions.

The last three CPNs have the highest complexity and the routines they rep-
resent are not easily interpretable (e.g. they do not follow a routine goal). We
decided to include these latter CPNs to evaluate the robustness of our approach
in the case of complex scenarios. CPN7 has only 25% of automatable actions,
which are intertwined with the non-automatable actions. CPN8 extends CPN7
by adding a long deterministic subroutine to be executed when a specific con-
dition is met. CPN9 is the most complex case; it merges CPN5 and CPN6 and
captures the situation in which a user first inputs several data and then decides
the sequence of actions to perform based on the input data. Using this latter
CPN we can assess our approach’s ability to discover activation rules based on
long-dependencies, i.e. dependencies between non sequential actions.

Table 3 reports the structural complexity of each CPN in terms of size, con-
trol flow complexity, and structuredness, as well as the statistics of the UI logs
8 The software is available at http://apromore.org/platform/tools, Automatable Rou-
tines Discoverer package. The source code can be found at https://github.com/
apromore/RPA AutomatableRoutinesDiscoverer.

http://apromore.org/platform/tools
https://github.com/apromore/RPA_AutomatableRoutinesDiscoverer
https://github.com/apromore/RPA_AutomatableRoutinesDiscoverer
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simulated from the CPNs. Precisely, we reported for each UI log the number
of routine variants, the number of distinct routine traces, and the number of
actions recorded.

Table 3. Characteristics of the CPNs and UI Logs.

ID CPN UI logs

Size CFC Struct. #Routines #Traces #Actions

1 15 0 1.00 1 100 1400

2 20 2 1.00 2 1000 14804

3 20 3 1.00 6 1000 14583

4 18 4 1.00 1 100 1400

5 18 11 1.00 12 1000 8775

6 16 2 1.00 2 1000 9998

7 24 10 0.29 7 1500 14950

8 39 11 0.56 8 1500 17582

9 65 24 0.83 18 2000 28358

4.2 Results

Table 4 shows the results of our experiment. For each log generated from the
corresponding CPN, we report the number of distinct automatable actions (AA)
recorded, their percentage on the total number of distinct actions, the length
of the longest sequence of AA (i.e. longest autom. routine length, LRL), the
number of distinct AA discovered and the LRL discovered with our approach
(both with and without Foofah). We note that w/ Foofah, our approach could
discover all the AA as well as the LRL, except for log L3, which we discuss later.
However, when disabling Foofah, we could not detect some data transformations
(i.e. the non value-to-value transformations), which were necessary to identify
some AA. Consequently, our approach w/o Foofah could not identify all the AA
(as per L3, L6, L8, and L9), and in some cases (see L4, L6 and L9) the LRLs
were shorter than those discovered w/ Foofah. Despite the Foofah variant of our
approach allow us to detect more complex data transformations, and therefore
discover more AA and longest autom. routines, Foofah brings an overhead in the
execution time. Indeed, when enabling Foofah, our approach becomes up to 50x
slower (see L9). This is due to how Foofah looks up for data transformations:
its heuristics search explores a large number of possible combinations of data
transformations before declaring that no data transformation occurred.

The only log where the approach failed to discover two routines is log L3,
which contains loops. The reason for this limitation is that the approach takes a
DAFSA (which is acyclic) as a starting point and the DAFSA does not capture
the notion of loop. Repetition in a DAFSA shows up in the form of a polygon
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Table 4. Experimental results on the artficially generated UI logs.

Recorded AA discovered LRL discovered Exec. time (s)

UIL AA(#) AA(%) LRL (w/
Foofah)

(w/o
Foofah)

(w/
Foofah)

(w/o
Foofah)

(w/
Foofah)

(w/o
Foofah)

L1 13 92.9 13 13 13 13 13 3.0 2.8

L2 16 84.2 5 16 16 5 5 61.1 5.2

L3 17 94.4 7 15 15 6 6 224.8 7.6

L4 8 47.1 4 8 7 4 3 79.2 2.7

L5 2 16.7 1 2 2 1 1 49.6 9.4

L6 9 69.2 4 9 8 4 2 80.0 4.5

L7 4 25.0 2 4 4 2 2 279.7 8.2

L8 18 60.0 13 18 15 13 13 282.2 10.9

L9 24 68.6 5 24 22 4 3 935.2 19.3

followed by a branching in which one of the polygons is identical to the previous
polygon (and this pattern can be repeated multiple times). Our approach does
detect that the polygon inside the body of the loop is a routine and it discovers
its activation condition, but it fails to discover the activation condition of the
task that follows the exit point of the loop, particularly when this condition
depends on the number of times the loop has been executed.

5 Related Work

There are resemblances between the discovery of automatable routines from UI
logs and Automated Process Discovery (APD) from event logs [3], stemming from
the fact that the inputs have similar structure. However, APD focuses on discov-
ering control-flow models, without data flow. Some approaches enhance discov-
ered process models with branching conditions [5], but we are not aware of any
work on APD that discovers data transformations. Moreover, APD approaches
are not suitable for automable routine discovery because they generalize the
behavior in the log, i.e. they produce models that generate traces not observed
in the log. Most of these algorithms also under-approximate the log’s behav-
ior, i.e. they intentionally produce models that do not perfectly fit the log. In
contrast, we seek to discover only sequences of actions that have been observed
in a UI log. Automating a sequence of actions that has never been observed is
risky, because the cost of letting a software bot do something that should not be
done is high (e.g. it may introduce spurious data into a system leading to costly
mistakes and time-consuming corrective actions). This is the reason why our
approach uses a lossless representation of event logs (DAFSAs) to discover can-
didate automatable routines, as opposed to an automatically discovered process
model.
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Recent related work in APD deals with the problem of discovering process
models from low-level event logs [8]. In this context, a low-level event log is one
where each event refers to a step of a task in a process, e.g. a task “Contact
customer” is captured via several events corresponding to steps “Retrieve the
customer’s contact details from CRM system”, “call customer”, etc. The goal
of [8] and related studies is to group low-level events into coarser-grained ones
in order to discover conceptual models, as opposed to automatable routines as
we do.

Another related family of techniques is sequence mining [2], where the goal is
to discover frequent patterns in collections of sequences. In contrast to sequence
mining, automatable routine discovery takes as input UI logs consisting of actions
with parameters, as opposed to sequences of symbols.

Automatable routine discovery is also related to Web usage mining and UI
log mining. Web usage mining seeks to discover and analyze sequential patterns
in Web data, such as Web server logs capturing user interactions with Web
apps [16]. Analyzing such data can help to optimize the functionality of Web
apps, optimize their navigation structure, and provide personalized content to
users [11].

Research proposals in UI log mining, such as TaskTracer and TaskPredictor,
have tackled the problem of analyzing UI logs generated by desktop applications
to identify the current task performed by a user and to detect switches between
tasks [7,14,15]. These techniques do not deal with the problem of identifying
routines. More closely related is the work in [6], which proposes a technique to
extract frequent sequences of actions from noisy UI logs. However, this tech-
nique does not extract automatable routines because it does not discover data
transformations nor activation conditions.

6 Conclusion

We introduced an approach to discover automatable routines from UI logs.
Each such automatable routine is characterized by an activation condition and
a sequence of action specifications, each associated with data transformations
that compute an action’s parameters values from those of previously observed
actions. An experimental evaluation allowed us to validate that the approach can
re-discover repetitive routines synthetically injected in a UI log. The evaluation
also allowed us to compare two alternative methods to discover data transfor-
mations: one based on an algorithm to discover one-to-one dependencies and the
other based on Foofah, which can discover complex (1-to-N, N-to-1, and N-to-N)
dependencies. The evaluation showed that the one-to-one dependency discovery
method scales up to relatively large logs, while putting into evidence scalability
limitations of the Foofah alternative.

The evaluation highlighted one of the limitations of the approach: its inability
to discover activation conditions of routines that immediately follow the exit
point of a loop, particularly when this condition depends on the number of
executions of the loop. This is due to the fact that DAFSAs do not capture
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loops. A possible approach to address this limitation is to extend the DAFSA
with explicit loops. This would require us to detect those loops in the first place,
for example using tandem repeat detection algorithms. This extension should
be such that it allows us to reason about the number of occurrences of a loop
in a routine trace, so that this information can be used when discovering the
activation condition (i.e. the condition under which the loop is exited).

Another limitation of the approach is its inability to deal with noise. The
presence of an event in a routine trace that is not related to the trace (e.g. an
error) leads to the polygon capturing that routine being broken down into two
flat-polygons. As a result, our approach will either discover only sub-routines
of an otherwise automatable routine, or not discover the routine at all. Some
of the noise could be removed via simplification rules that take advantage of
the idempotence of some UI operations (e.g. if a user mistakenly clicks twice the
same cell consecutively, this can be reduced to a single click). But more generally,
it may require tailor-made noise filtering techniques. Designing such techniques
is an avenue for future work.

In the embodiment of the approach presented in this paper, we used RIPPER
to discover activation conditions and Foofah to discover complex data transfor-
mations. Experimenting with alternative methods to discover activation condi-
tions and data transformations is another direction for future work.
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Abstract. The often used notion of ‘best practice’ can be hard to nail
down, especially when a process involves multiple stakeholders with con-
flicting interests, as is common in healthcare, banking, and insurance
domains. This exploratory paper presents a novel method that lever-
ages both domain knowledge and historical precedence as recorded in IT
systems to derive relevant dimensions, measures and behaviours repre-
senting best practice. To test our approach, we explored best practice in
the area of injury compensation claims management involving multiple
stakeholders. We evidence that best practice can be identified by semi-
structured interviews with stakeholders (a qualitative method) allowing
their perspectives to guide the application of various forms of analytics
on historical data (a quantitative method). This led to the identification
of four best practice dimensions: process fairness, process quality, pro-
cess cost, and process timeliness and their respective measures, which are
then used to assess the performance of compensation claim cases (i.e.,
‘which claims are the best performing cases?’). By analysing the process
behaviours of those cases through historical data together with addi-
tional stakeholder input, we propose to identify potential best practice
behaviours.

Keywords: Best practice · Process data analytics · Interviews ·
Insurance claims

1 Introduction

Within the business process management community, the use of process data
analytics (process mining [1]) to extract valuable insights about as-is processes
for the purposes of facilitating well-targeted process improvement initiatives has
seen process mining being increasingly adopted in today’s organisations. One
approach to improving one’s processes is to adapt best practices that are rele-
vant for the domain the processes belong (e.g., APQC Knowledge Base). In this
paper, we regard ‘best practices’ as behaviours that lead to favourable process
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outcomes for one or more parties involved in the process. While best practices
may be well-studied in certain domains (such as reference models in supply
chain management), in other domains, there are no known best practice stan-
dards, apart from domain experts’ knowledge. In cases such as insurance claims
processing where multiple stakeholders possess conflicting interests (e.g., insur-
ers, claimants, law firms, and health providers), identifying best practice can be
very challenging. In this situation, one needs to first unpack the meaning of a
‘best practice’ process from the perspectives of different stakeholders.

From a process mining point of view, certain ‘tangible performance mea-
sures of processes’ (e.g., time and cost) can be readily extracted from histori-
cal data [26]. However, other equally important dimensions that are intangible
and/or domain-specific, are difficult to analyse using out-of-the-box process min-
ing techniques. For example, the notion of an ‘equitable outcome’ in a process
involving participants with unequal power distribution (e.g., an insurer deciding
payouts for an unemployed claimant), perceived or otherwise, can be translated
into various context-dependent variables that are often not readily measurable.
Even for ‘quantifiable’ variables, competing interests may complicate the way
one identifies best practice processes. Understanding the implications of these
insights for best practice cannot be garnered purely from quantitative data rather
qualitative data is also required.

The main contribution of this paper is a mixed-method approach to iden-
tify best practices, combining qualitative (i.e., interviews with stakeholders) and
quantitative analysis (i.e., historical data), we propose a three-stage approach
that derives best practice for processes of a specific domain by:

– defining and extracting dimensions, variables and measures of best practice
from stakeholder interviews,

– automatically discovering cases satisfying the measures related to the notion
of ‘best practice’ from historical data, and

– extracting insights from historical data into how those cases are executed
with a view of deriving best practices in collaboration with stakeholders.

To demonstrate our approach, we use a case study of injury compensation
claims processing. This paper is organised as follows. Section 2 discusses prior
work on best practices and the need for mixed-method approaches. Section 3
details the proposed approach. Section 4 applies the approach to injury compen-
sation claims processing. Section 5 concludes the paper.

2 Related Work

Best practices – defined as behaviours that lead to favourable process outcomes
for one or more parties involved in the process – are proffered to be associ-
ated with improvements in process efficiency, effectiveness, and quality [8,22].
As such, they are a fundamental topic across a number of domains, including:
business process management. To explore best practices, scholars have predom-
inantly used either quantitative (e.g., [18]) or qualitative (e.g., [22]) techniques
in isolation.
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From a quantitative perspective, historical data has been used to identify
deviations from best practices, however the degree to which a data-driven app-
roach is used for deriving best practices differ. For instance, in [29], the authors
developed a tool to quantitatively measure performance indicators specified by
the IT department, but no comprehensive qualitative methods and analysis tech-
niques were used. Alternatively, others derive best practices from literature and
only quantitatively assess there impacts on organizational performance [9]. Sev-
eral process mining methodologies have been proposed [1,12], where the need
for stakeholder’s input is recognised. However, these methodologies are generic,
targeting any process mining analysis. To the best of our knowledge, there is
no data-driven approach for deriving aspects of best practice from process data
utilising process mining.

From a qualitative perspective, literature reviews, interviews, and focus
groups have been used to identify best practice. In [28], the authors review
business process redesign literature to ascertain the best practice. In [22], the
authors extended this work using a descriptive survey to identify 10 best prac-
tices, mapping them to the Devil’s Quadrangle of cost, quality, time, and flexibil-
ity. However, these studies identify best practices they are based on perceptual
data, objective data of how the process unfolds are not examined.

While each perspective provides insights into best practice, a more complete
understanding can be ascertained through adopting a mixed method design [31].
In regards to process mining, quantitative techniques are limited to data con-
tained within event logs, with typically only a surface level understanding of what
the attributes represent. These data sets often contain data quality issues leading
to spurious findings [6]. A qualitative approach can help mitigate these limita-
tions through (i) providing contextual understanding which is necessary when
exploring domain specific settings (e.g., best practice claims management); (ii)
providing deeper insights into representations underlying data sets (e.g., identi-
fying best practice dimensions).

Despite the importance of mixed methods for establishing completeness,
developing inferences, and corroborating findings, there is a dearth of mixed
methods research both in the process mining community and the broader Infor-
mation Systems field [3,31]. This is also reflected within our specific context of
injury compensation claims processing, where existing studies have been built
based on either qualitative or quantitative approaches. In [17], the authors con-
sider fundamental aspects of best practices for accident compensation claims
management and state that “This paper reviewed the lessons learned from best
practice case management research” [17]. Conversely, in [5], the authors used
data mining and process mining techniques to identify key factors contribut-
ing to delays in claims processing, but did not explore how qualitative methods
can complement their studies to identify best practices. In this paper, we pro-
pose a mixed-method approach to address the identification and analysis of best
practice cases and demonstrate our approach for injury compensation claims
management.
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3 Approach

In many domains the notion of best practice is concerned with more than just
processing cases as quickly or as cheaply as possible. Therefore, we propose to use
both quantitative and qualitative techniques to capture additional dimensions of
best practice relevant to the target domain. We involve multiple stakeholders to
derive a well-rounded view of the notion of ‘best practice’. Furthermore, due to
the complexity and different interpretation of what constitutes ‘best practice’, we
stress the need to involve stakeholders in the validation of findings. Broadly, we
use the term ‘best practice’ to describe process behaviour that leads to outcomes
desired by one or more stakeholders involved in the process. Since, ‘best practice’
is linked to outcomes of the process, we can more specifically define ‘best practice’
as the behavioural difference between cases achieving these outcomes and cases
not achieving these outcomes (or achieving them to a lesser degree).

We propose a three-stage approach, depicted in Fig. 1, to determine best
practice for processes of a specific domain. First, we gather dimensions and
variables that indicate cases with desirable outcomes and develop performance
measures for these outcomes. Second, we apply these measures to historical event
log data to identify best performing cases for these measures. It is critical at this
stage to untangle behavioural, contextual and compositional effects impacting
performance measures, so that one compares apples to apples. To achieve this,
the cases that should behave similarly are clustered. Third, we analyse cases
classified as best performing to determine behaviour and context factors that
distinguish them from similar cases that were not.

Fig. 1. A mixed-method approach to uncovering a best practice process

3.1 Stage 1: Identifying Dimensions of Best Performance

Our approach starts with forming a contextual understanding of a domain-
specific ‘best practice’ process (e.g., injury compensation claims processing), with
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the goal of (1) unpacking key dimensions underlying best performing cases; and
(2) identifying potential variables, observed or latent, that can be used to assess
the dimensions. We detail the data collection and analysis procedures below.

Design qualitative data collection procedures. To identify domain-specific dimen-
sions of best performing cases, qualitative data is necessary as it provides a
deeper understanding of the context. There are three key considerations in
designing the qualitative component: the data collection method, protocol, and
sample. A variety of qualitative methods, including observations, focus groups,
and interviews, have the potential to aid in identifying the dimensions. We opt for
one-on-one semi-structured interviews [24] as when integrated within a mixed-
method study they enable researchers to delve deeper into core concepts [15].

For the semi-structured interviews, an interview protocol is developed and
structured into three sections. The first section seeks to understand how the par-
ticipant is embedded within the process. The second section asks broad questions
about best performing cases allowing for inductive analysis and then narrows the
focus to key performance dimensions that are either present in literature or iden-
tified during previous interviews enabling constant comparative and deductive
analysis [13]. The third section attempts to uncover contextual factors where
the evaluation of best performing cases may ultimately differ (e.g., claimant
complexity, legal representation).

With a process often involving multiple stakeholders with conflicting inter-
ests, purposeful sampling [14] is performed to ensure diverse roles and levels of
seniority are accounted for. During data analysis, the sampling procedure shifts
to theoretical sampling, which “is the process of data collection for generating
theory whereby the analyst jointly collects, codes, and analyses his data and
decides what data to collect next and where to find them, in order to develop
his theory as it emerges” [16].

Identify dimensions through qualitative analysis. To analyse qualitative data,
techniques from grounded theory are used. Grounded theory is an “inductive
theory discovery methodology that allows the research to develop a theoretical
account of the general features of the topic while simultaneously grounding the
account in empirical observations of data” [23]. This technique enables novel
findings to be obtained [30]. In applying grounded theory techniques, open cod-
ing is first used to identify salient concepts [13]. Next, the emergent concepts are
constantly compared to each other until a refined set are defined. Subsequently,
theoretical coding is performed [16] to identify dimensions, variables, antecedents
or consequences of best practice. This process of open coding, constant compar-
ison, and theoretical coding is performed until theoretical saturation is reached
(i.e., when no new dimensions, variables or relationships are observed [16]).

Continuously validate outputs. During each stage of our mixed method approach,
the findings are validated with stakeholders, primarily by performing member
checking. Member checking is performed through providing results in the form of
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reports and presentation to both participants of the study and other stakehold-
ers involved in the process so they can provide feedback [10]. Based on feedback,
continual refinements to dimensions, variables, and measures can occur. This
is essential for ensuring credibility [10]. Moreover, central to the mixed-method
nature of the approach, triangulation of data from different sources (i.e., inter-
views, event logs) facilitates accurate definitions of the findings [31]. In addition,
transitioning to theoretical sampling enables different participants not previously
sampled to provide perspectives, which can be used to corroborate findings [7].

3.2 Stage 2: Recognising and Isolating Best Performing Cases

In the second stage, analysis is performed on historical data related to the pro-
cess. The historical data extract could be event logs (i.e., recorded traces of activ-
ities performed by various resources - manual or automated - in the execution of
the process), case attributes (e.g., the severity of injury suffered by claimants), as
well as contextual data pertaining to the process (e.g., claimants demographics,
changes in legislation governing insurance processes, etc). The goal of this stage
is to assess the extent to which performance variables identified from Stage 1 can
be measured using historical data to identify cases representing best practice.
This stage consists of four steps.

Define performance measures. Firstly, we identify appropriate measures for each
performance variable identified in Stage 1. For example, two performance vari-
ables related to the time dimension could include (i) whether or not a particular
activity has been executed within a legislated time frame, and (ii) the overall
duration of cases. For the first variable, the relevant measure could be the num-
ber of days or hours a particular case was late in meeting the deadline, while
for the second variable, the relevant measure could include the number of days
between two milestones signifying the start and end of a process (e.g. accident
notification date in an injury compensation claim to settlement date).

Cluster similar cases. Cases vary from each other in terms of: behaviour, context
and performance. These features also influence one another as, for example, both
behaviour and context are likely to affect performance of a case. In claim pro-
cessing, performance can be affected by injury severity. To remove confounding
effects of cases that are (expected to be) dissimilar in context and/or behaviour,
we first split cases into clusters that are expected to behave in a similar way and
then classify the performance of cases within the same cluster.

Calculate and aggregate performance measures. Next, performance measures are
calculated for each case. Because each dimension can have multiple variables (and
hence multiple measures), we aggregate the values for all measures (pertaining
to the same dimension). Different measures for a particular dimension can have
different units of measurement and therefore, we normalise the values of each
measure to make them comparable. Aggregation of measures per dimension can
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then be done by taking the statistical average or median together with config-
urable weights. For each case in the data, an aggregated value (normalised to
lie between 0 and 1) is computed for each dimension. Then another aggrega-
tion (using a weighted average) is performed across all normalised values for
each dimension such that each case is now represented by one aggregated value.
Using this final value, the cases are ranked.

Identify best performing cases. Using the aggregated measure, we identify, from
historical data, cases that result in desirable outcomes. As we are using measure-
ment values to differentiate a best practice case from other cases, a threshold is
needed to separate cases. That is, those cases that meet a certain threshold can
be considered as best performing cases. Such a threshold could be, for example,
the top 10% or 25% of cases, ranked using the aggregated measurement value. In
order to achieve actionable insights, the threshold value should be configurable
and derived in consultation with stakeholders.

3.3 Stage 3: Learning Best Practice from Best Performing Cases

The last stage of our approach involves the use of various analytics to extract best
practice behaviours from best performing cases, i.e. what are the characteristics
and behaviours of cases that make them produce the desired outcomes? To do
so, various data mining and process mining techniques can be used. As discussed
previously, member checking is also used to validate the findings to ensure that
best practice behaviours are appropriately derived.

Conduct Process mining and Data mining. In order to identify differences in
process-related behaviours, various classes of process mining techniques exist [1].
One could discover the process models for best practice cases and non-best prac-
tice cases, and compare the discovered process models to extract differences in
the process behaviours [2]. One could also apply comparative process analysis
tools to extract the behavioural differences between best practice and non-best
practice cases visually [32]. Since cases are labeled based on their performance
during Stage 2, one could also apply classic supervised machine learning tech-
niques [19] to gain further insights into characteristics and context of cases which
are classified as best practice cases or otherwise. For example, one could use
classification analysis, regression analysis or contrast set learning to understand
whether some case attributes are correlated with best performing cases.

4 Case Study

We applied the approach detailed in Sect. 3 in a case study involving injury
compensation claims in Queensland, Australia. Processing injury compensa-
tion claims is complex, as it involves negotiations among multiple parties (e.g.,
claimants, insurers, law firms, and health providers). In Queensland, the injury-
compensation claims scheme, known as the Compulsory Third Party (CTP)
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scheme, is governed by the Motor Accident Insurance (MAI) Act 1994 and is
underwritten by four licensed, commercial insurers who accept applications for
insurance and manage claims on behalf of policyholders. The scheme is overseen
by the Motor Accident Insurance Commission (MAIC) with Nominal Defen-
dant (ND), a statutory body, responsible for managing claims where the ‘at
fault’ vehicle is unregistered or unidentified. Despite legislation mandating cer-
tain milestones for claims processing and providing various pathways for claims
to be progressed and finalised, MAIC see significant behavioural and perfor-
mance variations in CTP claims processing and variations in costs and duration
of claims. The variations indicate best-practice guidelines may be needed to
ensure consistent and fair outcomes. We therefore focused our data collection
efforts on both MAIC and ND as MAIC ensures claims are effectively handled
and ND represents an exemplar case as they typically handle more complex
claims than other CTP insurers.

4.1 Identifying Dimensions of Best Performance for CTP Claims
(Stage 1)

Qualitative data collection. As outlined in Sect. 3.1, semi-structured interviews
were used to identify the best performing dimensions for CTP insurance claims.
Using purposeful sampling, we identified two participants from the legislator
(MAIC) and three from the insurer (ND) with differing roles and levels of expe-
rience. This enabled a more complete understanding of best practice claims man-
agement to emerge from the legislator and insurer viewpoints. During interviews,
the influence lawyers had on claims was salient. As such, we progressed to the-
oretical sampling and conducted two interviews with defendant lawyers. Their
insights were consistent with the legislator and insurer. The interviews were
recorded, transcribed and uploaded in NVivo.

Qualitative analysis. Through open coding, constant comparison, and theoretical
coding, we identified four dimensions of best performing claims: process fairness,
process quality, process costs, and process timeliness (Table 1).

Foundational to these dimensions is that ND is a model litigant who needs to
“do the right thing and whatever is fair and appropriate” (Participant 2), which
means supporting legitimate claimants in such a way that the public levy for
CTP insurance remains affordable. Accordingly, the process fairness dimension
recognises the outcomes of the claims process should return legitimate claimants
to the state they were in, where possible, prior to the accident by providing
an appropriate settlement with timely access to rehabilitation. As such pro-
cess fairness consists of two variables compensation fairness and rehabilitation
appropriateness. It is important to note that fair compensation recognises all
claimants are unique and should be duly compensated.

While process fairness is the most salient dimension and focused on the out-
comes of the process, many respondents also emphasised the importance of pro-
cess quality. Process quality takes into account equitable treatment of claimants
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Table 1. Defining the dimensions of best practice CTP claims management

Item Dimension Definition

PF Process fairness The extent to which the outcome of a
legitimate claim is perceived as fair in terms
of both compensation and access to
rehabilitation

PF1 Compensation fairness The extent to which a claimant’s settlement
is appropriate based on injury severity and
economic loss

PF2 Rehabilitation appropriateness The extent to which a claimant receives
rehabilitation in a timely manner

PQ Process quality The extent to which the claims management
process is handled in an equitable manner
with transparent communication

PQ1 Equitable treatment The extent to which all claimants are
treated equally regardless of demographic
differences or legal representation

PQ2 Communication transparency The extent to which the insurer clearly
explains the claims process and outcomes to
the claimant

PQ3 Liability determination The extent to which the necessary evidence
is collected to reasonably determine whether
the insurer is responsible for handling the
claim

PQ4 Investigation appropriateness The extent to which the necessary evidence
has been collected to justify the settlement.

PC Process costs The sum of the costs associated with claims
handling

PT Process timeliness The extent to which the stages within the
claims management process meet legislative
requirements

and the need to transparently communicate with claimants. Process quality con-
sists of four variables equitable treatment, communication transparency, investi-
gation inappropriateness, and liability determination timeliness.

Process timeliness and Process costs were also considered to be core dimen-
sions. The Process timeliness consists of two variables to capture whether dead-
lines imposed by legislation are met, and whether the overall claim (from start to
finish) is handled in a timely manner. Process costs included all costs associated
with handling the claim (e.g., legal, investigations related to liability determina-
tion and investigation appropriateness, and rehabilitation handling) excluding
settlement and rehabilitation. No specific thresholds were discussed for process
costs. However, participants acknowledged the need to minimise costs to ensure
CTP remains feasible.
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4.2 Recognising and Isolating Best Performing Cases (Stage 2)

This section elaborates on how we conducted Stage 2 of our approach using data
sets provided by MAIC.

Identifying quantifiable performance measures. We analysed 31570 claims
finalised between 2013 and 2018 by five CTP insurers. For each claim, there
are up to 58 attributes relating to milestone dates, costs, injury, claimant and
solicitor, enabling us to quantify six of the identified variables.

Two measures for Process Timeliness were determined. There are three leg-
islative provisions relating to processing times of a CTP insurer: (i) assess the
compliance of a claim notification and respond within 14 days, (ii) determine
appropriate rehabilitation measures for the claimant within 14 days and (iii)
determine liability within 6 months. As the relevant dates for notification, com-
pliance determination, rehab decision and liability decision are present in the
data set, the first measure of timeliness is computed by summing the number of
days a claim takes over given thresholds (PT1). As the legislation only covers
part of the CTP claims process, another time measure related to the overall
duration of a claim is also computed (PT2).

The cost of a claim for an insurer can be divided into processing cost and
the payout. The Processing Costs (PC) include the cost of investigations for
the determination of liability and appropriateness of payout, the legal costs and
various other operational costs for the insurer. It is computed by the sum of
these cost items from the data set. A measure of fairness should capture whether
the claimant was awarded the appropriate amount of money to cover economic
loss, medical care and rehab required as well as general damages relating to
the severity of their injuries. The amount of general damages based on injury
severity is scheduled in the Civil Liability Regulation of 2014. As both injury
severity (ISV) and general damages paid are available in the data set, a measure
for Compensation Fairness (PF1) can be computed to determine the difference
between paid amount and amount scheduled in the legislation. A measure for
Rehabilitation Appropriateness (PF2) can be derived from the number of days
between claim notification date and rehab decision date.

Equitable Treatment (PQ1) relates to how claimants are treated across dif-
ferent claims. We use a method of measuring similarity that is, for example, used
in cluster analysis (e.g. [27]), which is the standardisation of measures and use
of squared Euclidian distance from each cluster’s median. Other variables are
conceptually more complex and the three remaining Process Quality variables
could not be operationalised with the given data set.

Calculating performance measures. We first computed the measures and then
computed the normalised values of all measures for each dimension. Figure 2
illustrates the decomposition and measurement of CTP best performing dimen-
sions. The first Process Timeliness measure (PT1) relates to legislative guidelines
as described previously. The second Process Timeliness measure (PT2) is cal-
culated as the difference of days between the notification and finalised dates to
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Fig. 2. Illustration of the decomposition of our best performance dimensions.

measure overall processing duration. Processing cost (PC) summarises the pro-
cessing costs for a claim. The Compensation Fairness measure (PF1) is calculated
as the difference between general damages scheduled for an ISV according to the
Civil Liability Regulation 2014, and the actual amount paid. The Rehabilitation
Fairness measure (PF2) is computed as number of days until access to rehabili-
tation is provided to a claimant. The most complex measure is that of Equitable
Treatment (PQ1). Firstly, we computed the median across (normalised values
of) PT1, PT2, PC, PF1 and PF2 for all cases. The value of PQ1 for a particular
case is then the difference between the vector of measurements for this case and
the vector of medians.

Identifying best performing cases. An overall ranking of claims by “goodness”
of practice can be achieved by using a weighted average of the values of all
dimensions. In this study we use equal weights for all dimensions, but depending
on the domain, stakeholders can use the weights to prioritise certain dimensions.
Using this value, cases were binned into different categories and labeled as such
(i.e., the top 25% of cases as high-performing cases; the middle 50% as medium-
performing and the bottom 25% as low-performing cases). Figure 3 shows how
cases are distributed among five CTP insurers: Insurer 4 has the highest number
of best performing cases and Insurer 3 has the smallest number.

4.3 Learning CTP Best Practice from Best Performing Cases
(Stage 3)

We analysed data from one of the insurers shown in Fig. 3, the Nominal Defen-
dant (ND) insurer, recorded for claims finalised between 2012 and 2018. In the
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Fig. 3. Distribution of high/medium/low-performing cases among five insurers.

analysis, we used an open source process mining framework ProM1, which pro-
vides functionality to load, filter and transform event logs and has many plugins
to enable all kinds of process analysis.

As per the organisation’s request, we first grouped claims based on values
of several attributes which are known to affect claim performance (age, injury
severity, legal representation and vehicle category). The majority of the result-
ing clusters only included few cases (ranging from 3 to 39); hence, they were
not used for further analysis. Case performance was separately evaluated for
four largest clusters which included 279, 238, 218 and 105 claims. The insurer
changed the information system which supports the process in 2014 and com-
plete process execution data is only available for claims that started after the
system change. We selected cases that started after the system change and are
finalised and used them to discover process differences between high-performing
and low-performing cases. The selected cases included 147 high-performing cases,
176 cases with medium performance and 42 low-performing cases.

The process data contained 51 activities and all claims followed unique pro-
cess paths. We applied decision tree classification (using activity executions in
cases as descriptive variables) and identified activities that were associated with
high-performing or low-performing cases. The event log was filtered to include
four such activities (shown in Fig. 4) and also activities “Upload new claim”
and “Finalised” which are performed in all cases. We then selected cases that
follow five most frequent process paths for high-performing cases (117 out of
147 high-performing cases (i.e., 80%)) and cases that follow five most frequent
process paths for low-performing cases (36 out of 42 low-performing cases (i.e.,
86%)) and discovered a process model from the resulting event log using the
“Inductive miner” [20] ProM plug-in. The selected high-performing and low-
performing cases were replayed (separately) on the discovered process model
using the “Multi-perspective Process Explorer” [21] ProM plug-in; the results
are depicted in Fig. 4.

1 www.promtools.org.

http://www.promtools.org/
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Fig. 4. Main process differences between (a) high-performing and (b) low-performing
cases.

Figure 4a demonstrates that in high-performing cases activity “Appoint Legal
Panel” was not performed and conference was held in only 6.8% of cases; while
Fig. 4b shows that both activities were performed in most low-performing cases.
We can see that settlement was performed in all low-performing cases and was
not performed in 43.6% of high-performing cases; while activity “S37(4) Notice”
is more frequently performed in high-performing cases (57.3%) than in low-
performing cases (33.3%). These findings were presented to some Nominal Defen-
dant stakeholders and they commented that the findings are consistent with their
expectations: the conference and the appointment of the legal panel in a claim
indicate a higher complexity of the claim, which is expected to have a higher cost
and a longer processing time and cases without settlement are expected to be
faster and cheaper. The stakeholders noted that our initial findings explain time
and cost dimensions well; in future, we plan to focus on fairness and quality to
determine if we can identify specific process behaviours that explain performance
differences for these dimensions.

4.4 Discussion

In this section, we reflect on the exploratory case study conducted to determine
the feasibility of the proposed approach. In line with requirements of many data
analysis techniques, our approach requires sufficient, high-quality historical data
to gain reliable insights. This requirement is particularly pertinent when the data
needs to be split into multiple clusters in order to eliminate confounding effects.
For instance, we were provided with claims data for all CTP claims completed
by Nominal Defendant (ND) insurer over a seven-year period. However, in the
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case study described in Sect. 4.3, we chose not to analyse claims from small
clusters as best performance labelling based on a small number of cases can yield
unreliable results. Furthermore, if data is collected from long periods of time, one
should also consider possible changes in the process or systems supporting the
process. In the ND case study, we analysed claims that started after the system
supporting the process was changed (as complete process execution data was not
available for claims lodged before the system change). Such observations from
the exploratory study conducted with the ND data set enable us to fine-tune
our approach to analyse data sets from other insurers.

The use of methodological triangulation with the intent of overcoming
“intrinsic bias that comes from a single-method” is well-known in the qualitative
research community [11]. Yet, in the process mining community, qualitative and
quantitative methods are seldom combined. There is limited emphasis on ‘how’
and ‘when’ to engage stakeholders to obtain actionable insights during various
stages of a process mining study. Without clear methodological guidance, quan-
titative process data is susceptible to the fallibility of the data set (especially
with respect of incompleteness and inaccuracy of data), potentially resulting in
content validity issues. The importance of content validity cannot be understated
and is purported to be the most important type of validity as it is “the extent
to which a measurement reflects the specific intended domain of content.” [25].

Our methodology (c.f. Fig. 1) enhances the content validity of the process
mining findings through methodological triangulation. The qualitative data col-
lection at the commencement of the study aids in improving content validity
ensuring domain specific insights are leveraged. Moreover, iterative member
checking improves the credibility of our findings.

While our methodology can overcome several limitations apparent with
purely objective or subjective data collection, there are still some limitations
present. Where possible we tried to mitigate these. For instance, there is an
inherent risk in qualitative interviews that interviewees can be biased and satis-
ficing [4]. We mitigated this risk through voluntary participation, guaranteeing
confidentiality, and diverse participants who had different roles and responsibil-
ity allowing for cross comparisons. Moreover, the objective data minimised this
risk through triangulation. Another limitation of this approach is it captures
perceptions of what the best practice dimensions are at a point in time, yet
changes over time could change the dimensions present. We argue, that when
an organization is evaluating best practices they want it to be based on current
policies and ideologies, and important changes over time would be raised during
interviewing or member checking.

In this paper, we demonstrated the value of complementing data-driven
insights gained from process mining analysis with domain knowledge extracted
from stakeholders through the use of interviews, demonstrations, and member
checking in the context of uncovering a best-practice CTP claims process. In
regards to generalisability, the purpose of this research is not to generalise our
findings to all domains, rather it is to provide an example of a mix-method app-
roach that other scholars can employ to identify domain specific best practice.
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5 Conclusions

This paper proposes a mixed-method approach to derive a best practice pro-
cess by combining qualitative data collection techniques (i.e., interviews/focus
groups with stakeholders) and data-driven analysis techniques (i.e., data mining
and process mining techniques). The proposed approach is illustrated through an
injury compensation claims management scenario where interviews with stake-
holders were conducted and claims data from multiple insurers were analysed.
This paper presents the results from the first iteration where we have asked mul-
tiple stakeholders to identify dimensions of interest, measures and thresholds and
then conducted the analysis of the data sets provided to determine the overall
feasibility of the approach. We have shown how the dimensions of best prac-
tice described by stakeholders such as process fairness, process quality, process
cost, and process timeliness can be linked to measures that are computed from
the data sets. Future work will focus on a detailed analysis of historical data
including context data together with member checking to derive best practice
guidelines across all four dimensions.
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Abstract. Business process mining algorithms discover processes from event
logs that record sequences of events or actions. Typical event logs may or may
not contain information about the attributes of the actions, such as the particular
workstations used to carry out an action or the identity of the person performing
the action. In this paper, we test the effect of action attributes on action sequence
using data from electronic medical records at five dermatology clinics. We
demonstrate that action sequence is influenced by attributes such as actors (who
does what) and workstations (what is done where) that are not typically con-
sidered relevant to process flow control. We introduce a new metric – attribute
alignment – that summarizes the extent to which actions are carried out with the
same attributes throughout a process instance. If each action is always per-
formed with the same attributes, attribute alignment is 100%. We discuss the
implications and limitations of this finding for research and practice.

Keywords: Attribute alignment � Action sequence � Electronic medical records

1 Introduction

In process mining [1–3], processes are discovered from event logs that contain a stream
of time-stamped actions or events [1, 4]. In a standard XES event log [5], actions may
be associated with a set of attributes, such as an actor, machine, or location, but the
discovered process is represented in terms of the actions. This makes sense because a
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process is a coherent, chronological sequence of interdependent events or actions [1, 4,
6].

In this paper, we investigate the effects of attributes such as actor and location on
observed sequences of action in dermatology clinics. Using data from five dermatology
clinics at the University of Rochester Medical Center (URMC), we examine the effects
of attribute alignment on the sequences of action in clinical record keeping. Attribute
alignment is a new construct that indicates the extent to which particular actions are
consistently performed by the same actor in the same location. Here, we use attribute
alignment as an indicator of the extent to which organizational roles (who does what)
are consistently defined and carried out. When alignment is low, anyone can do any-
thing, anywhere.

Contrary to our expectations, we find that attribute alignment has a stronger effect
on action sequence than the clinic organization or the service performed in the par-
ticular visit. We use this finding as a basis for theorizing about how attributes can
influence organizational processes.

While the contribution of the findings we report here is primarily theoretical, this
research has an important practical motivation: the increasing cost and complexity of
healthcare. This paper is part of a three-year research project that seeks to identify the
antecedents of complexity in healthcare routines (NSF SES-1734237). Among other
things, the research examines managerial factors such as clinical roles and organization.
Preliminary results indicate that differences in how clinical roles are defined has a
significant effect on process complexity [23]. In particular, clinics with “team docu-
menters” (nursing staff who are responsible for maintaining patient records) have lower
complexity than clinics where that responsibility is shared). Here, we dive into the
underlying mechanisms that may help explain this phenomenon.

2 Theory

Research on organizational processes and routines naturally tends to focus on actions
and patterns of action, because processes are described and defined in this way [6]. The
focus is on the actions. In this section, we consider how the business process man-
agement incorporates (or excludes) context and attributes.

2.1 Layers of Context in Business Process Management (BPM)

In the BPM literature, there is interest in the role of context and in context-aware
processes [7–12]. To help sort out the effect of context, Rosemann, Recker, and Flender
[9] offer the “onion model”, which consists of four layers of context: immediate,
internal, external, and environmental.

Layers of the contextual onion tend to have different time scales relative to the
cycle time of the focal process. Inner layers vary more quickly, while outer layers vary
more slowly. Action attributes from the XES event log, such as the specific actor or
workstation associated with an action, can be thought of as part of the immediate
context of process execution [9]. Because action attributes (such as actor or work-
station) can potentially vary with each action, immediate context can vary the fastest.
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The internal context of a process might include the sequential relationship of actions
within a sequence, as in [10]. Because internal context is relative to other parts of a
process, it can also vary during each process instance (i.e., during each patient visit). In
contrast, external context might vary by weekday/weekend, and environmental context
might vary by time of year. External and environmental context tend to remain constant
during any single process instance.

There is increasing interest in the analysis and design of context-aware processes
[7, 10]. The effects of external and environmental context on process execution can be
conceptualized and modeled using flow-control variables. For example, the execution
of a car rental process may be based on location (airport vs. city pickup), season (winter
vs. summer), and other contextual factors. Generally speaking, however, immediate
contextual attributes such as who is performing an action, or which workstation is
being used, are not considered relevant to flow control. These contextual details may or
may not be present in the event log, and may not be included in the process model. The
result is an action-only model that conforms the conceptual definition of a process [1, 4,
6], but leaves out the immediate context of process execution.

2.2 Task Design: Task Qua Task

Action-only models are entirely consistent with research on task design, where tasks
are defined separately from the actor performing the task [13–15]. The phrase task qua
task refers to the abstract idea of the task, separate from the execution of the task [15].
Research in this tradition advocates separating task from context as an explicit
methodological principle [15] to avoid conflating properties of the task with properties
of the people performing the task.

2.3 Action in Context

In contrast to the action-only approach, there are well established research traditions
that emphasize the importance of context in the definition and interpretation of actions.
For example, the pragmatic force of speech acts [16, 17] always depends on context.
Expressions such as “here” and “now” mean something different depending on where
and when they are uttered. More recently, theories of situated action [18, 19] make a
strong argument for the importance of understanding the immediate context of an
action. This leads us to expect that action attributes should not be overlooked when
analyzing patterns of action.

In summary, there are theoretical reasons to expect that immediate context matters,
but established theory in task design and current process mining methods generally do
not consider action attributes when describing a process or a task.

3 Investigating the Effect of Attributes on Action Sequence

Event log data from an electronic medical record system provides an opportunity to
explore the effects of immediate context empirically. We are particularly interested in
understanding how action attributes, such as actors and locations, might influence the
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sequence of action in clinical work. To address this question, we need simple indicators
that can be computed and compared using event logs with millions of observations. In
the analysis that follows, we operationalize each of these constructs at the level of the
process instance (one patient visit to one of the dermatology clinics).

Operationalizing Action Sequence. The most basic unit of sequential information is
the 2-gram. In our usage, 2-grams represent pairs of sequentially adjacent actions in an
event log. The number of unique 2-grams in a corpus of sequential data, such as a
patient visit, is an indicator of how much sequential variety is present. If there are more
unique 2-grams, there is more variety. Note that in principle, the number of unique 2-
grams is independent of sequence length, because a sequence could consist of a single
2-gram repeated many times: a, a, a, a, a, a, a. In practice, we expect that longer
sequences will have a larger number of unique 2-grams because greater length provides
greater opportunity for variation. In the analysis that follows, the dependent variable is
the number of unique 2-grams observed in an action sequence.

Operationalizing Attributes. To operationalize the role of attributes, we introduce a
new construct that we call attribute alignment. It expresses the extent to which attri-
butes add information to the description of an action. If the same actor always does the
same action at the same workstation, then attribute alignment = 1. In this idealized
case, knowing the action (or the actor, or the location) would give perfect information
about the other attributes. The other attributes would be irrelevant.

In contrast, if multiple actors can perform a given action in multiple locations, then
attribute alignment is low. Knowing the action does not determine the actor or the
location (or vice versa). Attribute alignment provides a single number that encompasses
the diversity of attributes associated with each action. The more diversity of attributes
observed, the lower the alignment. Attribute alignment can be computed as follows:

Attribute Alignment =
Number of unique actions

Number of unique action � attribute n� tuples
ð1Þ

In the data we analyze here, we computed attribute alignment using action, role and
workstation. To gain intuition for how this index works, consider a hypothetical
example with three actions, three roles and three workstations. In the perfect alignment
case, each unique action is performed by a single role at a specific workstation. The
attribute alignment would be the maximum (1.0). In the low alignment case, there
might be 27 distinct combinations of action-role-workstation (3 � 3 � 3). In that case,
the alignment would be 3/27 = 0.11.

Using these constructs, we can state a simple null hypothesis that we test in the
following sections. We state this hypothesis in terms of correlation, rather than
causality, because the constructs are operationalized within each process instance, so
we cannot establish a definitive causal direction.

H0: Attribute alignment is not correlated with action sequence.
This hypothesis reflects the idea that action sequences should be independent of the

immediate context of task performance [7] and the influence of non-control flow
variables. Stated in more theoretical terms, it reflects the idea that the task qua task
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exists independently of the actors performing the task and other attributes in the
immediate context.

4 Methodology

4.1 Source of Data

Data was extracted from the EPIC Electronic Medical Record (EMR) audit trail at the
University of Rochester Medical Center (URMC). This data traces actions in the EMR
record keeping process. The data included two full years of patient visits from five
dermatology clinics (over 7.7 million time-stamped records that provide a trace of
actions for 57,836 patient visits, from January 2016 through December 2017).
Descriptive features of the data are shown in Table 2 (below).

4.2 Example of Data

Table 1 provides an example of the data from the first five minutes of one visit. In
addition to the time-stamped action, it contains a number of contextual factors: the role
(e.g., admin tech), the workstation, the diagnosis and clinic ID. The role and work-
station can be interpreted as immediate context. Note that some actions (e.g.,
MR_REPORTS) can be performed by any role at any workstation, so the attribute
alignment for this visit will be less than perfect. The rows in Table 1 are shaded to
show how the immediate contextual factors change throughout a visit, even at the level
of individual actions. In contrast, Diagnosis and Clinic ID could be interpreted as
external contextual factors. They remain the same throughout the visit.

4.3 Measurement of Variables

Unique 2-grams. The dependent variable in our analysis is the number of unique pairs
of sequentially adjacent actions in a patient visit. To count unique 2-grams, we treated
each patient visit as a sequence of actions. We identified 2-grams in each visit using the
R package n-gram. We then counted the number of 2-grams that are unique. In any
given visit, some 2-grams appear more than once, so the number of unique 2-grams is
always lower than the length of the sequence.

Attribute Alignment. Attribute alignment is the number of unique actions in a visit
divided by the number of unique action-role-workstation 3-tuples in the same visit.
Each quantity is counted for each visit, so each visit has a value for attribute alignment.

Control Variables. We also control for a number of other factors that we expect to
influence action sequences in the clinical record-keeping process.

• Length of sequence. Visits with more actions are likely to have more unique pairs of
action, so we control for visit sequence length.

• Clinic ID. We know that each clinic has somewhat different procedures, so we
include a dummy variable for Clinic.
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• Level of service. The Level of Service is a measure of the complexity of the service
provided to the patient. It is used for billing and insurance, so it is based on
auditable, objective factors about the patient visit.

• Number of procedures. This is the number of medical procedures performed during
the visit. A typical procedure in a dermatology clinic would be freezing a wart.

Table 1. Example data

Time Action Role
Work-
Station Diagnosis

Clinic 
ID

2/2/15 8:53 CHECKIN TIME Admin Tech W1 Neoplasm A
2/2/15 8:53 MR_SNAPSHOT Admin Tech W1 Neoplasm A
2/2/15 8:53 MR_REPORTS Admin Tech W1 Neoplasm A
2/2/15 8:53 MR_SNAPSHOT Admin Tech W1 Neoplasm A
2/2/15 8:53 MR_REPORTS Admin Tech W1 Neoplasm A
2/2/15 8:55 MR_SNAPSHOT Admin Tech W1 Neoplasm A
2/2/15 8:55 MR_REPORTS Admin Tech W1 Neoplasm A
2/2/15 8:56 MR_SNAPSHOT Admin Tech W1 Neoplasm A
2/2/15 8:56 MR_REPORTS Admin Tech W1 Neoplasm A

2/2/15 8:56
AC_VISIT_NAVIGAT

OR Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_HISTORIES Lic.Nurse W3 Neoplasm A

2/2/15 8:56
MR_ENC_ENCOUNTE

R Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_VN_VITALS Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_REPORTS Lic.Nurse W3 Neoplasm A
2/2/15 8:56 FLOWSHEET Lic.Nurse W3 Neoplasm A

2/2/15 8:56
MR_VN_CHIEF_COM

PLAINT Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_REPORTS Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_SNAPSHOT Lic.Nurse W3 Neoplasm A
2/2/15 8:56 MR_REPORTS Lic.Nurse W3 Neoplasm A
2/2/15 8:57 MR_REPORTS Admin Tech W1 Neoplasm A
2/2/15 8:57 MR_SNAPSHOT Admin Tech W1 Neoplasm A
2/2/15 8:58 MR_REPORTS Lic.Nurse W2 Neoplasm A

2/2/15 8:58
AC_VISIT_NAVIGAT

OR Lic.Nurse W2 Neoplasm A

2/2/15 8:58
MR_ENC_ENCOUNTE

R Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_HISTORIES Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_REPORTS Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_VN_VITALS Lic.Nurse W2 Neoplasm A
2/2/15 8:58 FLOWSHEET Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_REPORTS Physician W4 Neoplasm A
2/2/15 8:58 MR_VN_VITALS Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_HISTORIES Lic.Nurse W2 Neoplasm A
2/2/15 8:58 MR_HISTORIES Lic.Nurse W2 Neoplasm A

... ... ... ... ... ...
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• Number of actions. Number of distinct actions during the visit. In the data set as a
whole, there are 300 possible actions.

• Number of roles. Number of distinct actions during the visit. In the data set as a
whole, there are 8 roles.

• Number of workstations. Number of distinct workstations during the visit. Across
all four clinics, there were 118 workstations.

5 Findings

Table 3 shows the results of four regression models. In each model, the number of
unique 2-grams is the dependent variable. To correct for heteroskedasticity, we ran our
analysis with robust standard error. Due to the large sample size, all of the effects are
statistically significant. To facilitate interpretation of the results, we report standardized
coefficients and introduce the variables in groups. Note that our findings do not depend
on whether the incremental R2 from one model to the next is significant. Rather, we are
interested in the relative size of the effects in the full model, as indicated by the
magnitude of the standardized coefficients in model (4). In particular, we are concerned
with the effect of attribute alignment, after controlling for everything else.

Model (1) shows the effect of attribute alignment, controlling for the length of the
sequence. As expected, the length of the visit sequence is the dominant effect on the
number of distinct 2-grams. The length of the visit alone accounts for 88% of the
variance (adjusted R2 = 0.887). Longer visits have many more unique 2-grams than
short visits. Together with attribute alignment, the length of the visit accounts for
nearly 90% of the variance in the number of unique 2-grams.

Model (2) controls for the effect of clinic organization and work practices by adding
dummy variables for each clinic. We know that some clinics had dedicated staff that
enter EMR data. In other clinics, residents and physicians do more of the recordkeeping
work. As expected, clinic organization has a significant impact on action sequence.

Model (3) controls for the effect of the medical work as indicated by the level of
service and the number of procedures. Some clinical visits are simple follow-ups to check
if a condition is improving. Other clinical visits involve multiple procedures and tests.

Table 2. Descriptive statistics

Variables N Mean St. Dev.

Unique 2-grams 57,784 89.27 23.75
Length of sequence 57,784 133.75 45.00
Level of service 55,294 3.05 0.38
Number of actions 57,784 36.70 7.64
Number of roles 57,784 3.33 1.01
Number of workstations 57,784 4.30 1.45
Number procedures 57,784 0.67 1.29
Attribute alignment 57,784 0.65 0.11
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These effects are statistically significant, but the magnitude is quite small. This
appears to be because the recordkeeping work is not directly proportional to the actual
clinical work.

Model (4) controls for the number of actions, roles and workstations observed in
each visit, in addition to all of the prior effects. We add these controls to check if the
mere number of actions, roles or workstations can account for the effect of attribute
alignment. As expected, visits with more actions have more unique pairs of actions.
Interestingly, visits with more roles and workstations have slightly fewer unique pairs
of actions.

Across all of these models, we find a common result: as the attribute alignment goes
down, the number of unique 2-grams increases. In other words, in visits where the
attribute alignment is lower, the variation in sequence is higher. We have checked this
result in many different ways (adding and removing other control variables, and
aggregating the data in various ways). The result is robust. This leads us to reject the
null hypothesis that action attributes do not affect action sequences.

Table 3. Number of unique 2-grams per visit (standardized coefficients)

Variables (1) (2) (3) (4)

Intercept 0.000 ***
(0.376)

0.000 ***
(0.415)

0.000 ***
(0.480)

0.000 ***
(0.403)

Attribute alignment −0.101 ***
(0.418)

−0.098 ***
(0.444)

−0.098 ***
(0.458)

−0.171 ***
(0.388)

Length of sequence 0.873 ***
(0.001)

0.873 ***
(0.001)

0.870 ***
(0.001)

0.690 ***
(0.001)

Clinic 1 0.011 ***
(0.218)

0.014 ***
(0.230)

0.006 ***
(0.180)

Clinic 2 0.009 ***
(0.116)

0.016 ***
(0.121)

0.007 ***
(0.096)

Clinic 3 0.010 ***
(0.099)

0.019 ***
(0.103)

0.021 ***
(0.082)

Clinic 4 0.012 ***
(0.103)

0.020 ***
(0.107)

0.012 ***
(0.089)

Level of service −0.006 ***
(0.089)

−0.008 ***
(0.069)

# of procedures 0.008 ***
(0.026)

0.001 ***
(0.020)

# of actions 0.282 ***
(0.005)

# of roles −0.007 ***
(0.032)

# of workstations −0.070 ***
(0.026)

R2 0.892 0.892 0.892 0.934
Adjusted R2 0.892 0.892 0.892 0.934

* p < 0.05, ** p < 0.01, *** p < 0.001
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6 Discussion

Who does what, and where they do it, has a substantial effect on the sequence of actions
in these dermatology clinics. When clinical record keeping is carried out with greater
alignment, it has less sequence variety. When alignment is lower, there is more
sequence variety. After controlling for sequence length, attribute alignment is the single
largest influence on sequence variety. Its effect is larger than clinic organization or the
complexity of the work.

This finding is interesting because the dependent variable – the number of unique
pairs of actions – is based only on the sequences of actions, regardless of who performs
them or where they are performed. This leads us to suspect that the idealized task qua
task [20], independent of who and where it is performed, does not exist in these
dermatology clinics.

The influence of workstation is interesting because when a user logs in to the EPIC
system, the screen is configured for that user. From the point of view of the users, every
workstation is identical. Thus, we interpret the workstation as indicating the location of
the work (e.g., in the examination room, at the nurses’ station in the hall, in the front
office, etc.). However, although personalization of user interface makes the workstation
digitally identical, the effect of workstation may not be surprising because the physical
environment of hospital could determine its influence. A busy hallway is different than
a private office. Of course, these contextual differences are not generally conceptualized
as relevant to process execution, but our study suggests that they can be.

The implication is that taking a particular action (e.g., check_meds) takes on a
different meaning depending on who performs it and where it is performed. The office
staff can check_meds at the workstation in the front office. This might be in response to
a patient question (e.g., can I refill this prescription?). This might occur as the patient is
checking in or checking out. Alternatively, a nurse, resident or doctor might check_-
meds in the examination room, or outside the examination room, in order to confirm the
dosage, look for conflicts, or write a new prescription. The point is obvious once we
point it out: When the physician checks the patient’s medication, it has a different
significance than when the office staff does so. It looks like the same action in the event
log, but it is not, because the immediate context is different.

6.1 Why Do Action Attributes Influence Action Sequence?

Intuitively, we did not expect action attributes and immediate context to influence
action sequence. We expected that the structure of the work would determine the
sequence of actions in the event log. In retrospect, we realize the error in our thinking:
the “actions” in the event log are not fully defined by the action code. The logic here is
simple. If check_meds(physican, exam room) is different than check_meds(staff, front
office), then the lexicon of actions in the real work is larger than the lexicon of actions
in the event log. If the lexicon is larger, the number of unique 2-grams could be larger,
as well. By omitting aspects of the immediate context, we are masking valid signals
about the nature of the work.
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6.2 Including Attributes in the Definition of Actions

Abstracting away contextual details can produce cleaner, more general models, but our
findings suggest that this may be a mistake in some cases. Rather than suppressing the
immediate context, perhaps we should find ways to include it in our models?

Towards that end, Pentland et al. introduced ThreadNet, a simple tool for visual-
izing and analyzing routines and processes [21, 22]. ThreadNet is an R package that
can be downloaded from GitHub (https://github.com/ThreadNet/ThreadNet). Thread-
Net provides a convenient interface for defining nodes in the graph in terms of any
number of attributes. Thus, action attributes become part of the model. When attribute
alignment is low, this does tend to result in a proliferation of nodes. However, our
results here indicate that the additional complexity may provide empirical insights that
an action-only perspective would miss. For example, a process model that includes
roles and workstations may help us understand the effect of clinic organization on
outcomes such as process complexity and patient satisfaction [23].

6.3 Limitations

This is, in effect, a case study of EMR record-keeping in five dermatology clinics, all
operating in the same hospital network. Thus, we should not over-generalize from these
findings. In other contexts, the sequential structure of the task qua task may be
impervious to who is doing the work, where it is performed, or other action attributes.

Using the number of unique 2-grams as the basis for comparison is simple, but two
different process instances might have the same number of unique 2-grams. As a result,
we believe this metric tends to understate the phenomenon it is intended to measure. It
might be more informative to use optimal matching or some other methodology to
measure sequential variety [10, 22].

Finally, our contribution at this stage is primarily theoretical. We have shown that
attribute alignment can have an unexpected effect on process execution, but we have
not yet connected this theoretical insight to practical outcomes, such as cost, quality, or
satisfaction.

7 Conclusion

This research demonstrates that, at least in these dermatology clinics, action attributes
that are not normally considered relevant to process execution can influence observed
sequences of action. To demonstrate this effect, we have introduced a novel measure
that we call attribute alignment. We suggest that future research should capture more
detailed, event-level contextual information so that the managerial implications of these
effects can be investigated more broadly.
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Abstract. On the example of the current health-care reform in Ukraine, the
impact of process changes on the level of individual providers of care is ana-
lyzed. The empirical study focuses on the question of how much effective
Business Process Management (BPM) and openness to change can help health-
care providers like family doctors to keep their performance during a structural
transformation. The theoretical framework of the study is based on an innovative
human-centric approach to BPM. The results show that openness to change
reduces the risk of burnout and reduces cooperation issues with other doctors
and hospital departments. At the same time, burnout and cooperation issues
increase the number of errors and the time span of diagnosing patients
significantly.

Keywords: Business Process Management � Process change �
Job demands–resources model � Health-care management

1 Introduction

Nowadays, organizations are confronted with permanent change such as globalization,
political realignments, and the rapid advance of information technology. In the health-
care sector, due to demographic trends, medical and technological progress, as well as
regulatory and economic pressure, change is of crucial importance for all groups of
stakeholders. This includes in particular those who are employed in this sector and
those who are the receivers of health-care services – the patients [1–3]. From the
viewpoint of Business Process Management (BPM) a reform can have many faces: it
can appear as a number of relatively simple process improvements or can be concerned
with structural process innovation, leading to a drastic shift in roles, responsibilities,
and the way processes are conducted. If processes have to be changed completely, one
can assume a higher degree of resource investment on the side of the health-care
provider and from its personnel. The health-care provider has to develop new pro-
cesses, adapt its organizational structure, provide training and seminars, and support
employees in their acceptance of change (e.g., [4]). The personnel also have to con-
tribute, as they have to invest their psychological and physical resources [5].
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One of these change domains can be found when a health-care reform is performed,
for instance a recent comprehensive reform in Ukraine. According to a World Health
Organization report [6], the reform of the Ukrainian National Health Service has to be
accompanied by a decentralized structure of service delivery, a new way of financing,
and so on. In such an event, one can observe a series of substantial changes or even
process innovations [7]. First, by separation of the providers for primary and secondary
health care, the areas of responsibility shift – family doctors or general practitioners
receive more responsibility, since they become the first line of inquiry. In addition, their
interaction extends beyond specific episodes of illness or disease and thus is based on a
long-term care approach [8, 9]. Second, usually primary and secondary health care
require different forms of financing, which cause different physician–patient relation-
ships (e.g., [10]). Third, family doctors need to have special education allowing them to
diagnose even complex illnesses at the first line of patient–doctor interaction. Indeed,
several studies show that there are ways to diagnose eating disorders [11], risk of
suicide [12], or depression [13], which, if introduced to primary care, could unburden
the health-care system.

In this work, we focus on publicly owned and operated health-care providers in
Ukraine. The decisions concerning organizational transformation are mostly made on
the governmental level (e.g., Ministry of Health Care). For instance, hospitals might
not be able to freely decide on the usage of resources. Moreover, they have a set of
requirements, legal regulations, and standards conferred upon them. Indeed, the gov-
ernment becomes the entity responsible for, first, the evaluation of opportunities;
second, the direction of transformation; and, third, the control of implementation.

Reforming the health-care system through the introduction of primary health care
reduces costs and improves health equity [14, 15]. However, the introduction of pri-
mary care is a complex endeavor. In order to cope with such a transition, health-care
providers need to learn how to manage organizational processes in an efficient and
effective manner. Several established routines, processes, and procedures will remain
unchanged (e.g., blood tests, drugs prescribing, illness registration), whereas other
processes (e.g., interaction with patients, health data analysis, internal communication)
will change. Moreover, the administrative framework (e.g., financing), resources (e.g.,
requirements for personnel), and roles (e.g., who performs a blood test) will also shift.

Since investments can be made on the organizational (e.g., health-care provider)
and the individual (e.g., employees) level, both parties are responsible for the efficiency
and effectiveness of coping with the transition. But it is the health-care provider who
has to deliver the framework for the transition. Therefore, we postulate the following
research question: How much can effective process management and openness to
change help health-care providers perform better during a structural change?

In order to answer this question, we apply the Job Demands–Resources (JD-R)
model and test it in the domain of a structural reform – the separation into primary and
secondary health-care systems. We root our theory in Business Process Management
(BPM) and expand the most ignored part of it – the individuals – by means of a well-
established theoretical framework from the field of work and organizational psychol-
ogy. Further, we develop a new human-centric approach to BPM and support it with
empirical data from a hard-to-access sample.
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2 Theoretical Framework

2.1 Managing Process Change

All industries are confronted with massive changes. Therefore, companies and other
organizations, heterogeneous in their resources, need to adapt their strategies and
business processes in order to maintain or develop competitive advantage [16, 17]. It is
against this background that the field of BPM gained wide attention in practice and
theory (e.g., [18–20]). BPM does not only aim at improving some existing processes,
but is a form of organizational change which is characterized by the strategic trans-
formation of interrelated organizational subsystems, producing varied levels of impact
[21].

During a structural reform, many processes need to be changed as well as new
processes developed. This leads to huge resource investments. These investments
happen at the organizational and the individual levels of an organization. The indi-
vidual level is particularly important because the people (respectively the workers’
council) must consent to process changes. If an organization provides sufficient
information on change and allows for the participation of employees in decision
making, the personnel show a higher degree of acceptance as well as job satisfaction,
less work irritation, and less intention to quit [22]. Although BPM recognizes various
components critical for BPM success, two of which are culture and people, the indi-
vidual level is still largely neglected in the BPM literature [20, 23].

In their attempt to explain the issues of motivation, physiological (fatigue), and
psychological (burnout) strain, psychologists proposed a framework incorporating
different types of resources required from or offered to an employee [24, 25]. The
model was called the Job Demands–Resources model, since it looked at the balance
between the resources required and resources offered.

The JD-R model assumes that individuals have a set of psychological and physi-
ological resources which they expend for various job demands. These resources stem
from physical, psychological, social, or organizational aspects of the job and are
associated with certain physiological or psychological costs [26]. Examples of orga-
nizational demands are unfavorable working environments, work pressure, and emo-
tional demands. In order to meet these demands, an employee has to invest effort, for
instance provide emotional labor in the form of deep (feeling emotions) or surface
(showing emotions) acting [27]. An organization can help employees to meet these job
demands by providing job resources, such as autonomy, more flexibility in work
design, supervisor’s support, and so on. Employees try to spend their psychological
and physiological resources wisely and even tend to accumulate them [28]. If a process
is poorly designed, it can exhaust the mental and physical resources of employees,
resulting in disengagement, underperformance, or even burnout [26].

2.2 Structural Reform and Openness to Change

Process management in the highly centralized and regulated domain of health care is
difficult to perform [29]. Nonetheless, the change is of crucial importance, since the
lives of people are at stake.

From Openness to Change to Patients’ Satisfaction: A BPM Approach 197



A health-care reform is an example of drastic changes: the way of financing, the
way of interaction with patients, as well as the way of internal communication and
cooperation are objects of the transformation. At the same time, the extant system
cannot disappear and be altered overnight. Thus, the patients have to be treated and the
doctors have to keep working while their roles, tasks, and responsibilities are being
changed. Such a transition produces enormous workloads and psychological stress.
Indeed, organizational change becomes an antecedent to the affective states of
employees [30]. For example, Dahl [31] shows that organizational change evokes
stress, causing significant risks for employees’ health. Wanberg and Banas [22] argue
that coping with change for employees might be a difficult task, because employees
might feel a loss of territory, and become uncertain concerning their future roles and the
tasks they may face.

In practice, due to an external event (decision of the parliament or ministry) the
existing path has to be abandoned, whereby path-dependency theory assumes the high
costs of such changes. The theory assumes the investment of financial resources in the
event of a radical change. We argue, however, that it is also about other types of
investment an organization has to make.

Different types of process change are associated with different job demands. Fig-
ure 1 depicts four quadrants resulting from two dimensions – job demands (low/high)
and job resources (low/high). We added a ‘Degree of change’ axis below the ‘Job
demands’ axis. The higher the degree of change (e.g., process innovation), the higher
the job demands. For instance, if employees experience substantial changes in their
processes, they have to deal with a set of new job demands:

Job demands, 
e.g., work pressure

Job resources,
e.g., openness to change

Health care reform

Low strain
High motivation

Average-high strain
High motivation

Low strain
Low-average motivation

High strain
Low motivation

Degree of change

Fig. 1. Human-centric process change framework (developed based on [26]).
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– new roles and responsibilities,
– additional time for training and mastering new skills, and
– accepting new technologies taking away their previous job contents.

A health-care reform would be associated with high job demands close to those of
process innovation. Knowing this, process managers can identify the quadrants on the
right of Fig. 1 they will need to deal with. If they do not offer sufficient job resources,
they will end up in high strain (burnout) and low motivation of their staff members.
However, if they offer more job resources (e.g., social support), they can reduce strain
and even increase job motivation.

Indeed, social support is known as one of the buffers against job strain (e.g., [32]),
which is apparently concerned with new processes. Without social support, organiza-
tions might face resistance to change from their employees, hampering the transition.
Resistance can result in negative outcomes such as absenteeism, decreased satisfaction,
or low productivity [33].

An organization’s openness to change, we define, is a construct incorporating
social, organizational, physiological, and psychological support of employees during
the transition from the current state to the aspired state. Organizational openness to
change relies on the policy an organization follows when (a) sharing information with
its employees, (b) letting employees participate in decision making, and (c) helping
employees cope with the change. Our definition is backed up by the work of Wanberg
and Banas [22], who show that these three components are crucial for employees to
accept change and its psychological (e.g., job satisfaction, work irritation) and
behavioral (e.g., intent to quit) consequences.

In the case of a structural change such as a health-care reform, BPM scholars and
practitioners would typically suggest applying operational excellence initiatives such as
Total Quality Management, Theory of Constraints, Six Sigma, and Lean Management.
By incorporating the JD-R model, we expand this approach. We argue that in order to
deal with a structural transformation, an organization has to make additional invest-
ments of a rather psychological nature.

3 Research Model

As our theory suggests, by providing organizational support for change, employees
receive additional job resources with which they can balance the high job demands
during a structural reform. Indeed, Wanberg and Banas [22] show that sharing infor-
mation on change, self-efficacy of employees in coping with change, and participation
in decision making are positively associated with a higher level of change acceptance.
Allen et al. [34] emphasize the role of trust and communication of information.
Communication reduces uncertainty and therefore lowers stress predictors. Openness to
change would allow for better communication, whereas organizational “saving on this
resource” would undermine the acceptance of change by employees.

The explanation for the lack of acceptance of change by employees can be found in
Hobfoll [28], who proposes the notion of resource conservation by employees; that is,
employees tend to obtain, retain, and protect material, social, personal, or energetic
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resources they value. Consequently, if an organization is not open to change and thus
does not provide additional job resources to its employees, these employees would start
saving their psychological (e.g., less emotional involvement) or physiological (e.g.,
longer breaks or sleep at work) resources. For instance, emotional labor is one of the
main predictors of burnout [27]; or, put differently, if an employee is required to show
certain emotions, s/he might start saving this valuable resource and behave cynically.
Schaufeli [5, p. 121] argues: “when job demands […] are chronically high and are not
compensated by job resources […], employee’s energy is progressively drained. This
may finally result in a state of mental exhaustion (‘burnout’), which, in its turn, may
lead to negative outcomes for the individual (e.g., poor health) as well as for the
organization (e.g., poor performance).”

The JD-R model, therefore, does not only explain the direct influence of a job
resource such as openness to change on communication and cooperation, but also the
indirect influence via burnout. This influence is expected to be inconsistent, since
openness to change might reduce burnout. At the same time, burnout might increase
the cooperation issues. Therefore, we hypothesize:1

Hypothesis 1. Openness to Change has a negative influence on Cooperation Issues.
Hypothesis 2. Openness to Change has an indirect inconsistent effect (via Burnout)
on Cooperation Issues.

An interesting side effect of the JD-R model, combined with Hobfoll’s [28] theory,
is the notion of “gain” and “loss spirals.” During the process change, employees need
to invest their resources in order to prevent a loss of resources. Thus, those employees
who have fewer resources (e.g., less support from their organization) cannot withstand
turbulent environments and lose even more of their resources (“loss spiral”). On the
contrary, those who have more resources will seek opportunities to invest them in order
to increase their resource gains (“gain spiral”). Accordingly, those employees who have
lost resources due to burnout or who have fewer resources due to a lack of organi-
zational support will not be able to use cooperation in order to be more effective.
Missing resources will result in an effect on the employees’ performance: the number of
errors in their work will increase which, hence, will lead to more time needed to
accomplish their tasks.

In our research, we look at process management of health-care providers while they
face a structural reform. In this regard, we focus on the core process of “diagnosing.”
This process is strongly impacted by the transformation. The separation into primary
and secondary care means that the roles of doctors and their responsibilities in this
process will shift: a family doctor receives more responsibilities and, thus, has higher
job demands. If our theory is correct, cooperation issues (caused by lack of organi-
zational support and burnout) will lead to an increased number of errors while diag-
nosing. A higher number of errors leads to longer pathways of communication (e.g.,
due to internal conflicts) and thus processing times. One of the reasons for these issues
might also be burnout. The latter might lead to unwillingness of doctors to engage in

1 Henceforth the names of the constructs are capitalized.
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cooperation activities that might cause further errors in diagnosing due to a lower
quality of information. Consequently, we hypothesize:

Hypothesis 3. Cooperation Issues increase Time Span of Diagnosing.
Hypothesis 4. The impact of Cooperation Issues on Time Span of Diagnosing is
mediated by Errors in Diagnosing.
Hypothesis 5. Burnout increases Errors in Diagnosing.
Hypothesis 6. The impact of Burnout on Errors in Diagnosing is mediated by
Cooperation Issues.

Our hypotheses are depicted in Fig. 2.

4 Methodology

4.1 Sample

In order to test our hypotheses, we collected data in two Ukrainian cities from the same
region: Alpha (population approx. 650,000) and Bravo (population approx. 20,000).
Data collection started in October and ended in November 2017. A total of 145 family
doctors from the city of Alpha participated in our study, resulting in 71% of the
population (the actual population in Alpha is 204 family doctors). Bravo is a small city
with a population of 36 family doctors. We collected answers from 33 family doctors,
resulting in 92% of the population. The fact that the family doctors participated in such
big numbers indicates the high relevance of the topic and willingness to cooperate.

The overall sample comprises 179 family doctors, 141 of whom are female and 37
are male. The average age is 43.9 years (standard deviation [SD] = 13.83). The average
working experience is 20.6 years (SD = 14.60), whereas the average working expe-
rience in the current hospital is 7.9 years (SD = 8.43).

Note: 
* stands for inconsistent mediation.

H6: +

H4: +

Openness to 
Change

Burnout

Cooperation 
Issues

Errors in 
Diagnosing

Time Span of 
Diagnosing

direct effect
mediated effect

-

H1: -

+

H3: +

+ +

H5: +

H2: *

Fig. 2. Research model.
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4.2 Measures

Independent Variables. The independent variables in our study were Openness to
Change (OTC) and Burnout. For burnout we used the Copenhagen Burnout Inventory
(CBI, [35]). All items were assessed using a 7-point Likert-type scale, ranging from
“(Almost) never/To a very small extent” to “(Almost) always/To a very high extent.”
We developed a construct of OTC, whereby we used a 7-point Likert scale, ranging
from “Completely disagree” to “Completely agree.” It is important to notice that our
construct represents OTC as felt by the recipients.

Dependent and Mediating Variables. We developed a set of variables to capture the
quality of processes in hospitals. All items were assessed using 7-point Likert scales,
ranging from “Is decreasing” to “Is increasing.” The construct Cooperation Issues was
concerned with struggles family doctors encounter when cooperating with other doc-
tors or hospital departments. It was measured with three items (Table 1). Errors in
Diagnosing were also treated as a perceived measure. We used three reflective items to
capture the construct. Time Span of Diagnosing was measured using four items. All
items were reflective.

Table 1. Constructs with related items and factor loadings

Construct Item# Item Loading

Burnouta Personal Burnout .920b

Work-related Burnout .960b

Client-related Burnout .847b

Openness to
change

Item 1 My hospital is open to process change .839
Item 2 Personnel involved in the process change feel like an

integral part of the hospital
.848

Item 3 Members (doctors and administrative personnel) of
the process change team(s) feel rewarded for
innovations or ideas they have implemented

.765

Item 4 The organizational structure of the hospital assists
process change

.818

Cooperation
issues

Item 1 Number of misunderstandings among departments .867
Item 2 Number of patients “ping-ponged” between

departments
.828

Item 3 Number of internal conflicts due to a shift in
responsibilities

.848

Errors in
diagnosing

Item 1 Number of patients with a wrong diagnosis .744
Item 2 Number of patients sent (back) by specialists because

the diagnosis should be done on the primary level
.745

Item 3 Number of patients with redundant treatment(s) .808

(continued)
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Control Variables. In our study we controlled for several effects. First, we controlled
for the influence of age and gender on Burnout (e.g., [36, 37]). We also controlled for
their influence on OTC. We assumed that age as well as experience might reduce OTC
and Cooperation Issues. Additionally, we included measures on experience in the
specific hospital, assuming that it might have an effect on the quality of cooperation,
resulting in a lower Time Span for Diagnosing as well as in fewer Cooperation Issues.
We also controlled for the influence of the number of employees and the number of
family doctors in the hospital.

4.3 Reliability and Validity

Since we developed a set of items, we needed to perform a Confirmatory Factor
Analysis (CFA). Moreover, we needed to ensure discriminant and convergent validity
as well as the internal consistency of our constructs. We calculated Cronbach’s ɑ,
Composite Reliability (CR), Average Variance Extracted (AVE), Maximum Shared
Variance (MSV), and Maximum Reliability H (MaxR(H)), as well as average factor
loadings. All indicators showed a high quality of the constructs [38] and can be found

Table 2. Reliability and validity statistics.

a CR AVE MSV MaxR(H) CBI TSD ED CI OTC

CBI .954 .935 .828 .160 .952 .910a

TSD .792 .866 .618 .228 .964 .093 .786a

ED .649 .810 .587 .264 .969 .295 .478 .766a

CI .805 .885 .719 .264 .975 .400 .363 .514 .848a

OTC .832 .894 .678 .098 .979 −.244 −.095 −.111 −.313 .823a

Note: a Indicates average factor loadings, CBI – Burnout (Copenhagen Burnout
Inventory), TSD – Time Span of Diagnosing, ED – Errors in Diagnosing, CI –
Cooperation Issues, and OTC – Openness to Change.

Table 1. (continued)

Construct Item# Item Loading

Time span of
diagnosing

Item 1 Time for diagnosing common illnesses (allergy, cold
and flu, conjunctivitis, diarrhea, headache, stomach
ache, etc.)

.710

Item 2 Time for diagnosing other (less common) illnesses .802
Item 3 Time for diagnosing patients requiring basic medical

tests
.794

Item 4 Time for diagnosing patients requiring advanced
medical tests

.832

Note: a We used items from Kristensen et al. [35], whereas the item #10 (“Do you have enough
energy for family and friends during leisure time,” reverse scored) was deleted due to its low
factor loading of .047.
b Indicates loading of the first-order construct on the second-order construct of Burnout.

From Openness to Change to Patients’ Satisfaction: A BPM Approach 203



in Table 2. Although Errors in Diagnosing showed a relatively low but acceptable
Cronbach’s a, according to Churchill’s guideline [39], the additionally calculated CR
did not indicate any problem and largely exceeded the common cut-off value.

We calculated a series of model fit indicators which confirmed a good model fit: v2/
df is 1.751 (v2 = 754.645, df = 431), Comparative Fit Index (CFI) is .911, Root Mean
Square of Approximation (RMSEA) is .065, Standardized Root Mean Square Residual
(SRMR) is .0647 [40]. The variance explained by a common latent factor is 5.29%,
confirming that common method bias can be neglected.

5 Results

In order to test our model, we applied the partial least squares algorithm (PLS) using
SmartPLS™ software. As a second-generation structural equation modeling technique,
it can estimate the loadings and weights of indicators on constructs (therefore esti-
mating construct validity) and the causal relationships among constructs in a model
[41]. In addition, PLS is most suitable for models with second-order constructs (in our
case, Burnout) and relatively small samples [38].

We ran the full model with all mediating constructs and control variables. The R2

for Cooperation Issues is .23, R2 for Errors in Diagnosing is .28, and R2 for Time Span
of Diagnosing is .25, indicating an appropriate model fit [42]. The lowest R2 of .10 is
shown for Burnout, which we hold acceptable since the main predictors of Burnout are
usually psychological factors such as emotional labor, surface action (e.g., [27, 43]),
workload [e.g., 44], and stress [45].

All our control variables apart from age did not show significant relationships. Age,
on the contrary, produced a weakly significant impact on Burnout (b = −.192,

Table 3. Results.

IV MV DV b t p Sobel test, p

OTC CBI −.244 2.116 .035
OTC – CI −.314 2.811 .006
CBI CI .333 3.196 .001
OTC CBI CI −.226 2.048 .041 .069
CBI – ED .279 2.723 .007
CI ED .451 4.341 <.001
CBI CI ED .104 1.049 n.s. .008
CI – TD .371 3.871 <.001
ED TD .393 3.342 <.001
CI ED TD .163 1.332 n.s. .004

Note: IV – independent variable, MV – mediating
variable, DV – dependent variable, CBI – Burnout,
TSD – Time Span of Diagnosing, ED – Errors in
Diagnosing, CI – Cooperation Issues, OTC – Openness
to Change, n.s. – non-significant.
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t = 1.765, p = .078) and a significant impact on Cooperation Issues (b = −.129,
t = 1.982, p < .048). We refer to this finding in the discussion section of our work. In
the further analysis we focus on the main effects, whereby all control variables remain
in all further model calculations. The results can be found in Table 3.

In the full model, we found a statistically significant influence of Openness to
Change on Burnout. As predicted in our hypothesis, OTC reduces Burnout of family
doctors. At the same time, OTC reduces Cooperation Issues. With regard to Burnout,
our findings reveal the following. First, Burnout has a strong and high impact on
Cooperation Issues. As expected, Burnout of family doctors increases problems in their
cooperation with other doctors and departments of the health-care provider. Second, in
order to test the indirect effect of Openness to Change on Cooperation Issues (via
Burnout) we performed a Sobel test [46], which supports our hypothesis 2, although on
a p < .1 significance level. Since Openness to Change reduces Burnout, which
increases Cooperation Issues, we assume an inconsistent mediation [47], and since the
effect in the model with the mediator remains significant, the mediation is partial. Thus,
our hypothesis 1 is partially supported.

Cooperation Issues increase the number of errors while diagnosing patients.
Interestingly, in the full model Burnout did not produce a significant impact on Errors
in Diagnosing. Since we assumed a mediation in this relationship, we ran the same
model without the Cooperation Issue construct. The result became strongly significant.
Therefore, hypothesis 5 is confirmed. A Sobel test supported the mediation: we found a
statistically significant relationship. As can be seen from the previous tests, the impact
of Burnout without Cooperation Issues as mediator increases by more than twice
(b = .104 - > b = .279). Therefore, our hypothesis 6 is supported.

Then, we looked at the relationship between Cooperation Issues, Errors in Diag-
nosing, and Time Span of Diagnosing. Errors in Diagnosing show that more time is
needed to diagnose patients. At the same time, Cooperation Issues does not show a
significant effect on Time Span of Diagnosing. Since we assumed a mediation, we ran
the same model without the construct Errors in Diagnosing. Indeed, Cooperation Issues
increased Time Span of Diagnosing on a statistically significant level. Consequently,
we ran the Sobel test to examine the significance of mediation effects. The test sup-
ported our expectations. As can be seen in previous tests, when introducing a mediator,
the effect drops from b = .371 to b = .163; that is, more than twice. Consequently, our
hypotheses 4 and 5 are supported.

The R2 values reflect variance explained in the specific variable, but not the ability
of parameter estimates to match the sample covariances [48]. To reassure us on the
robustness of our model with regard to the quality of our latent variables, we used the
covariance-based software IBM AMOS. We added all latent constructs and calculated
the model fit indicators, which confirmed a very good model fit for the model:
v2/df = 1.764 (v2 = 767.301, df = 435), CFI = .909, RMSEA = .065, SRMR = .0693
[40].
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6 Discussion

At the beginning of this work, we asked ourselves the question: How much can an
effective process management and openness to change help health-care providers
perform better during a structural change? Our empirical data demonstrates that the
influence is both complex and significant. We show that openness to change, which can
also be referred to as the ability of an organization to involve employees in the process
of transformation, has an effect on the process’s outcome via a comprehensive set of
relations. It appears that the openness to change of a hospital supports cooperation,
which, in turn, helps reduce the number of errors or, put differently, fosters process
quality. The reader has to bear in mind that our measurement of openness to change
referred to the broader readiness of organizations to support change, and not to a
specific process. This brings us to the conclusion that an open organizational culture,
supporting and promoting change, has a positive effect on process quality [49]. One of
the possible explanations we found is the level of strain, which is lower in open-to-
change organizations. Since we have found only a partial mediation, a search for
further explanatory variables is necessary. Furthermore, not only the quality of pro-
cesses but also throughput times (here: time span of diagnosis) become shorter.
Practically, we show that openness to change allows for expanding the “magic trian-
gle”: with constant costs (the number of family doctors and, thus, related employment
costs are constant), the time and quality of processes improve.

While developing the paper we noticed that the introduction of the JD-R model into
BPM has a much deeper impact on theory than we initially expected. The JD-R model
is not only helping to incorporate the hitherto neglected psychological and physio-
logical resources into process management, it also appears commensurable with BPM.
Finding the balance between job demands and resources with regard to the specific
individual resources might help create motivation, increase the success of projects, and
reduce burnout and other types of psychological and physiological strain. The imbal-
anced job demands and resources might result in low quality or a time-delayed output –
a result that does not appear from the regular BPM approach. The (negative) outcome
might result in additional organizational costs or, as we show in our study, errors in
diagnosing. Moreover, motivation, which is acknowledged by BPM [50, 51], should
not be taken for granted but be understood as the outcome of an appropriate balance of
job demands and resources. BPM, expanded by the results of our study, is hence of
crucial importance.

For practitioners, our study implies the need to consider individual resources
thoroughly in the context of BPM. Managers should acknowledge that processes need
to be managed through the provision of specific job resources, such as moral support
(psychological, social), flexible work schedules (physiological), or shorter decision
paths due to less hierarchy (organizational job resources). Markos and Sridevi [52]
analyze the two-way relationship between employee and employer and find that
engaged employees are not only emotionally attached to their organization, but also
willing to go the extra mile when needed. This “extra mile,” according to our theory,
reflects the motivation/strain balance and allows for inclusion of the latter into BPM.
Process managers ignoring the role of individuals will increase strain that might cause
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burnout, disengagement, and other health problems [5]. Thus, the management of job
resources, such as psychological, physiological, social, and organizational job demands
caused by business processes, we argue, should be incorporated into all levels of
process maturity models.

7 Limitations and Further Research

Several limitations of our study must be acknowledged. First, data on errors in diag-
nosing and time span of diagnosing are subjective assessments. Due to ethical reasons
as well as legal limitations, we were not allowed to collect direct data on the time span
of diagnosing or on the number of errors. Moreover, we do not think that doctors would
report this data. We decided to go for a reflective measure of the doctors’ perception of
the overall diagnosing and interaction process. We were fascinated with the trust the
doctors conferred upon our team when answering these questions.

Second, the reader has to bear in mind that we found only a partial inconsistent
mediation between openness to change and cooperation issues (via burnout). We
interpret this as follows: there might be other mediators that explain why openness to
change reduces issues in cooperation between family doctors and other departments of
the respective hospital. Additionally, we would like to stress the role of burnout in
BPM. Our model produced a relatively low R2 for burnout. However, this is not an
issue, since we did not argue that openness to change is the main predictor of burnout.
As the literature shows, the main predictors of burnout are emotional labor, surface
action (e.g., [27, 43]), workload (e.g., [44]), red tape, interaction partners, and internal
doubts [53]. An additional model fit test reassured us of a good model fit with regard to
all the latent constructs used.

Third, generalizability can be seen as a limitation of our work. Indeed, we tested
our hypotheses in Ukraine in the domain of an ongoing structural reform. Would the
hypothesized relationships be the same in other countries? Would the effects remain
when the process change has achieved its goals and the new system has become
established? We do not know the answer yet. We see, however, that health care reforms
are run regularly all over the world. Thus, the results might be of great interest;
however, also the local conditions, for instance the financial and political situation,
have to be taken into account.

8 Conclusions

With this work, we propose to integrate the JD-R model into BPM. Such integration
allows for the inclusion of the physiological and psychological resources of individuals
and, thus, helps make BPM human-centric. We developed a model with a set of direct
and indirect effects of human-related constructs and showed that they are statistically
significant for BPM-related aspects such as time (time span of diagnosing) and quality
(errors in diagnosing). Openness to change showed a direct and partially mediated
effect on cooperation issues of family doctors; burnout had a direct and mediated effect
on errors in diagnosing; and, finally, cooperation issues had a direct and mediated effect
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on time span of diagnosing. Our paper suggests that appropriate process management
would allow for the balancing of physiological and psychological job demands and
resources.
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Abstract. With the proliferation of business process reforms in organizations,
the need for process-centric performance measurement systems is discussed in
several studies. However, although there is considerable research on Perfor-
mance Measurement Systems (PMSs) in general business contexts, research on
performance measurement in process-centric contexts (e.g. within the BPM
field) is scarce, and the characteristics of such process performance measure-
ment systems (PPMSs) still remain poorly conceptualized, hindering their
design and implementation. PPMSs are different from traditional performance
measurement systems as the data gathered, and the information generated and
disseminated are focused on processes, rather than on functions. This paper
presents a PPMS characteristics framework, resulting from a multi-staged study
design. Initially 38 PPMS characteristics were identified through a structured
literature review which were then re-specified and confirmed with two in-depth
case studies. The study findings resulted in an empirically supported PPMS
characteristics framework, consisting of 30 PPMS characteristics grouped within
7 core themes, namely; (1) Quality characteristics; (2) Measurement Scope;
(3) Contextual features considered in designing PPMS; (4) Relationship to
organizational systems and structures; (5) Efficiency of information gathering
and use; (6) Feedback and reporting; and (7) Potential uses of feedback gen-
erated. This is the first evidence-based synthesis of PPMSs characteristics and it
provides a clear conceptualization and an understanding of what aspects a PPMS
should comprise. The resulting framework will assist practitioners in designing
and redesigning measurement systems in process centric contexts, which could
in turn better support processes such as identifying improvement needs, mea-
suring improved processes, benchmarking and controlling the processes, process
maturity assessments, and benefits realization. The findings will also facilitate
future research on PPMSs.
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1 Introduction

Performance measurement (PM) has been recognized as significant in many fields and
process performance measurement is a well-established critical success factor for
business process management (BPM) [1–3]. A process performance measurement
system (PPMS) is expected to provide a systematic measurement of business processes
[4] and it is a system that gathers process performance relevant data; compares the
performance related values with other historical and target results/values and dissem-
inates the results to the relevant process actors [5].

As stated by Tregear [6] “if you don’t measure process performance, you can’t do
process management - and you won’t know if you are doing process improvement”
(p. 5). The ‘measurement’ aspect of process performance has therefore gained attention
both in BPM practice [7] and as a significant and growing research area [8, 9]. It is
important for the measures to be ‘process-centric’ in order to mitigate the risks faced in
achieving the expected results of the process changes [10].

Substantial benefits can be gained in strategic and operational management through
the use of effective process performance measures [11]. PPMSs provide evidence for
the value/impact of efficient and effective processes, enabling these improved processes
to be better embedded in daily operations [12]. The BPM literature recognizes the
importance of process-centric performance measurements to enable better BPM
adoption outcomes [4, 12]. However, organizations tend to adopt different elements of
PPMSs, and measure processes ‘ad-hoc’ and not continuously [13, p. 615], and the
measurement of the impact of process improvements is often lacking [e.g. 4, 5, 8, 9].
Moreover, process improvements are more likely to have a positive impact on overall
organizational performance when the performance measurement system (PMS) is
designed or redesigned and deployed appropriately [14]. Likewise, inadequate mea-
surement generates uncertainties regarding the impact of process improvement initia-
tives [15]. Thus, a well-designed process performance measurement system is needed
for planning, designing and controlling business processes from the early stages of the
process change/improvement initiatives [16, 17].

Traditional performance measures that focus on individual organizational functions
do not cater well to contemporary business needs [18, 19] and the measurement needs
of process improvement initiatives [20]. How to construct such process focused per-
formance measures that do cater to the measurement needs of process improvement
initiatives is not yet well understood. While there is considerable research on PMSs in
general business contexts, research on performance measurement in process-centric
contexts (e.g. within the BPM field) is scarce. For any field to develop and be more
relevant to theory and practice, the characteristics of a system under consideration need
to be made specific and explicit [21]. Explication of characteristics also facilitates
consistent measurement and effective comparisons with other PMSs [22]. Thus, to
develop and deploy relevant PPMSs or to redesign existing PMSs to better suit process-
centric contexts, it is essential to identify the required characteristics of a PPMS; but
such is not available in the current body of knowledge.

The research question driving this study is: What are the characteristics of a
process performance measurement system? The aim of this work is to derive a
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comprehensive list of PPMS characteristics which are essential to consider when
designing and deploying a PPMS. The framework with its evidence supported struc-
tured set of characteristics, can serve as a useful reference point for PPMS practice and
future research. In the context of this study, ‘characteristics’ are the key features (or
attributes) that form and describe a PPMS (i.e. the ‘what’ aspects). Note that we do not
consider the PPMS design-steps (the ‘how’ aspects) when aiming to characterize
PPMSs. While the PPMS characteristics could have specific design implications across
the diverse stages of developing a PPMS, the focus of this paper is solely on deriving
the PPMS characteristics (the design guidelines will be part of future research that
follows).

A critical synthesis of the existing literature on PPMS characteristics is presented
next (Sect. 2), to further justify the motivation for this work. The study comprised a
multi-staged design as outlined in Sect. 3, with a structured literature review
(SLR) (Sect. 3.1) followed by two in-depth case studies (Sect. 3.2). The study findings
resulted in an empirically supported PPMS characteristics framework, consisting of 30
PPMS characteristics grouped within 7 core themes (Sect. 4).

2 Overview of the Existing Literature on PPMS
Characteristics

A review of the literature on performance measurements in process-centric contexts
confirms the limited research on PPMS characteristics. However, considerable research
relating to other aspects of PMSs in process-centric contexts does exist. For instance,
many scholars discuss the need for the adaptation of the traditional PMSs to BPM
contexts [5, 6, 9, 12, 23, 24] including the need for methods to depict the
financial/economic consequences of the process improvement efforts [17, 25, 26] as
well as the importance of measuring process orientation [27]. Some refer to managerial
issues, such as the role of process performance measurement in BPM adoption out-
comes [4]; example cases of benefits obtained by tracking process performance [28];
the value of PPMSs [29]; factors influencing the ineffectiveness of PPMSs [29]; pro-
cess performance measurement as a component of maturity assessment [30, 31]; pro-
cess owner role and process performance measurement [32]; having a strategic
approach within the organization for BPM and its impact on process performance
measurement [11]. Others present certain PPMS attributes - defining process perfor-
mance indicators [33]; review on the current state of research on PPMSs [34] and
specific PPMS indicators and metrics [35].

Even though the need for a clearer conceptualization of PPMSs is often mentioned,
detailed discussions on PPMS characteristics are still very limited. A systematic lit-
erature search (see Sect. 3) conducted on PPMSs revealed only eight papers that
proposed potential characteristics for process-centric contexts. Three papers concerned
PPMS characteristics in general and the other five discussed performance measurement
characteristics in specific process improvement contexts; such as Just-in-Time
(JIT) and Total Quality Management (TQM) environments.

With regard to the three papers focusing specifically on PPMS characteristics,
Kueng and Krahn [24, p. 153] mention only one characteristic. i.e. “PPMS should
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present an integral and holistic view of the performance of business processes”. Kueng
[5] suggests three characteristics for a PPMS. It should be: focused on processes;
evaluate performance holistically; and designate responsible parties (to each indicator
to be measured). As suggested by Wieland et al. [36], this paper also argues that these
characteristics are incomplete and too vague to operationalize. Wieland et al. [36]
discuss PPMS characteristics essential for successful customer-orientation and identi-
fied customer demands and design features of PPMSs through a literature review. The
limitations of the Wieland et al. [36] framework are; the ‘customer only’ focus, and
how they mix the characteristics and design-steps to be considered when designing a
PPMS etc. (as presenting them all together does not assist in the delineation of the
precise characteristics of a fully developed PPMS).

The other five papers discussed PMS but did not focus on PPMS explicitly. Two
papers discussed the characteristics of a PMS in a Just-in-Time environment [37, 38].
Schalkwyk [39] discussed what the PMS should consist of, within a TQM environ-
ment. The use of the PMS framework to enable and guide sound process re-engineering
endeavours in maintenance was presented by Kutucuoglu et al. [40]. Bond [41] dis-
cussed PMS within a kaizen and re-engineering context and proposed that the char-
acteristics of the different stages of process life cycles need to be considered when
determining the performance metrics and when designing approaches for monitoring
and controlling the processes. All the characteristics proposed in these eight papers are
considered in our analysis and included within the preliminary set of 38 characteristics.

It was evident from the review that the PPMS literature to date is lacking a com-
prehensive synthesis. We also noted that the existing discourses often only addressed
specific process-centric aspects and did not cover some of the essential characteristics
that should be found in any performance measurement system (e.g. controls to mini-
mize the opportunity for manipulation of the measures and results etc.). With the
underlying assumption that the PPMS is a type of PMS, we argue that for a charac-
terization of PPMS to be complete, it should not only focus on process centric
specificities, but also have all essential features that any PMS should have. We
maintained this view in our research design and the development of our framework.

3 Methodology

This study followed a multi-phased approach, using a structured literature review to
identify potential PPMS characteristics and two in-depth case studies to provide
empirical validation. The phases are summarized in Sects. 3.1 and 3.2.

3.1 A Structured Literature Review (SLR) to Synthesize PPMS
Characteristics

The authors aimed to collate and synthesize the scattered knowledge on the charac-
teristics of PPMSs (for the specific process-centric features) and characteristics of
PMSs in literature (based on the assumption that PPMS is a type of PMS and hence
should include the basic features of a PMS adapted to a process-centric context).
The SLR applied in this study followed the guidelines proposed by Bandara et al. [42].
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After a background search on the topic areas, the main keywords - ‘performance
measurement system’ and ‘process performance measurement system’ were selected.
A search string combining these two terms was used to search in ABI/INFORM,
EBSCOhost and Emerald Insight in August 2017, resulting in 665 potentially relevant
papers. A relevance check was carried out by two of the authors at several iterations
with the primary rule being; ‘the paper must directly discuss characteristics of PMSs or
PPMSs’. Conceptual papers (i.e. those without supporting empirical evidence) were
included for completeness purposes. 38 papers resulted from this relevancy screening.
Most of the papers were removed from the analysis as they either discussed other
aspects of PMS/PPMS such as measurement system design stages or did not discuss the
characteristics in a collective manner. Backward and forward searches were carried out
to identify further relevant papers, and 15 peer-reviewed papers and 3 book chapters
were added. The 3 book chapters were not peer-reviewed but were included as many
other papers referred to them and it is recognized that this sort of ‘grey literature’ can
add value, especially to under-researched areas [43].

The 56 sources1 were then exposed to a detailed coding protocol- with coding
guidelines [44] that were specifically designed and pre-tested. PMS/PPMS character-
istics were inductively extracted and recorded using an Excel Spreadsheet [42],
resulting in a total of 418 open codes. These were tabulated separately as PMSs and
PPMSs characteristics. Iterative reviews by the research team of these open codes
resulted in some of the characteristics being broken down into further elements (to
represent atomic sub-themes) and some (those that were very similar) being merged
together, resulting in 473 total re-specified open codes. In the next round, axial coding
was applied by forming coding families (following [45, 46]); resulting in the open
codes being synthesized into 38 discrete PPMS characteristics (C1–C38). Appendix A
lists and describes the 38 PPMS characteristics, and shows the sources supporting each.
These characteristics were validated through two case studies as described in the next
section.

3.2 In-depth Case Studies to Validate a-Priori PPMS Characteristics

Multiple-case designs are desirable when the intent of the research is description,
theory building, or theory testing [47] and multiple case studies enable researchers to
explore differences within and between cases and to replicate the findings across cases
[48]. Thus, two case studies are conducted to validate the PPMS characteristics instead
of a single case study.

The cases were selected based on a pre-defined case selection criterion (recom-
mended in other studies (i.e. [49, 50])). A qualifying case had to be an improvement
initiative implemented in a core business process in an organization that had imple-
mented multiple process improvement initiatives and have a PPMS and/or PMS in
place within the organization). Two cases in two large scale multinational manufac-
turers in Sri Lanka were studied. One was an apparel manufacturer (subsequently

1 See References provided in Appendix A.
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referred to as AMC) and the other was a tyre manufacturer (subsequently referred to as
TCC). The unit of analysis was the process improvement initiative).

In AMC, the process improvement initiative concerned an improvement to one of
their core business processes – ‘sewing process’ was studied in depth. AMC is the first
apparel manufacturer in Sri Lanka, to introduce this kind of a process improvement
initiative (subsequently referred to as the ‘Dancing module’). They planned and tested
it for one and a half years. Implementation was carried out in stages, where firstly 60
team members who worked in 2 lines were divided into 3 lines of 20 members each to
increase productivity. Thereafter all the lines in the plant were converted. The team
members were the lowest level employees in the plant and prior to the dancing module,
they were always seated when sewing the garments. With the change, they stand and
stitch the whole day and rotate to at least 3 machines. Most of the team members were
only exposed to the seated mode of working, in this 30-year-old manufacturing plant.
Thus, introducing the dancing module was a major transformation.

In TCC, the unit of analysis studied was an improvement to the mould operation
(subsequently referred to as ‘change in mould operation’) - one of the core and critical
processes in their tyre manufacturing process. TCC is the largest multinational tyre
manufacturer in Sri Lanka with eleven plants. This was a unique case, in the following
regard; that the initiative took place after a set of failed initiatives introduced by the
Centre of Excellence for BPM in the organization, together with external consultants.
According to the study respondents, the main reason for the failure in the earlier
initiatives had been the lack of properly aligned measures. They planned and tested the
new change initiative between 6–12 months in one plant prior to implementing to the
full factory floor, which was implemented next within three plants and later expanded
to the other eight plants.

Interviews and document analysis were used as the primary data collection
mechanisms. Semi-structured interview protocols were used to guide the interview
process which was conducted in two stages; for primary data collection, and for results
confirmation. 12 interviews were conducted at AMC (with - Manager Lean Enterprise
- BPM Centre of excellence, Deputy General Manager – HR, Group Head of Finance,
Management Accountant, Operations Manager, Production Control Unit Manager,
Head/Manager Lean Enterprise, Project Champion cum Industrial Engineering
Executive, Lean Implementation Executive and three Sewing Machine Operators) and
10 interviews at TCC; with - Program Manager (Strategic Supply Chain Process
Improvements), Plant Director, Industrial Engineering Senior Manager, Product and
Process Senior Engineer, Product and Process, IE & Lean Senior Executive Engineer
and two Shift in-charges). The duration of interviews varied between 30–90 min, and
some respondents were approached twice for further clarifications. See Table B.1 of
Appendix B for further details. NVivo tool was used as a data/evidence management
tool for managing and coding the interview transcripts. A coding rule book and a pre-
defined node structure were used for the analysis. For instance, a statement such as:
“The measures will be defined in detail very clearly so that we know what we are
measuring and how and for what objective they will be introduced” is coded under C1-
Performance measures being clearly defined, with an explicit purpose. See Appendix
B, for detailed case evidence pertaining to the 38 characteristics. A summary of case
study results is presented next.
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4 Summary Case Study Results

The a-priori 38 PPMS characteristics derived from the literature review (see Sect. 3.1
and Appendix A) were re-specified and confirmed through two case studies and
adjusted (based on case evidence) to derive the final PPMS characteristics framework.
Two new PPMS characteristics were identified and added to the list of characteristics
(Sect. 4.1), and some characteristics with weak supporting evidence were still taken
forward (Sect. 4.2), and some characteristics were merged due to clear similarities
observed through the case data (Sect. 4.3). They were then categorized into the seven
core themes as discussed in Fig. 1 in Sect. 5.

4.1 Newly Added Characteristics

Two characteristics that were not covered in the initial 38 characteristics (see C1–C38
Appendix A) were added and are explained further below.

(New-1) - Performance measures should provide the ability to challenge the jobs
and encourage employees to work at a higher scale. [This was taken as a characteristic
due to statements such as: “our PMS is always challenging the job roles. We try to
make the job challenging to employees so that they will stretch towards higher targets.
That is an expectation from the employees too” - Production Control Unit Manager
(AMC) and “in the first six months we didn’t have proper measurements/KPIs, it was
only basic things like monitoring within 24 h. We tightened the KPIs step by step …
They did the same work, but the measures were getting tight and they had to work at a
higher speed” - Industrial Engineering Manager (TCC)].

(New-2) - Performance measurements should be able to guide the employees on
how to perform the expected tasks and to what extent they should be performed. [This
was taken as a characteristic due to statements such as: “people should know the
guideline to perform. More than pushing the people, KPIs are like guidelines for them.
When you take a job description it is very broad. It doesn’t show the KPIs. This is
important. When you work you should know what the goals are. This is guidelines for
them to work and also for us to have as a rewards base” - Deputy General Manager -
HR (AMC) and “together we define the KPIs and they get the index cards and they will
make their staff work on them. Then they know where they should reach and what they
need to reach there” - Plant Director (TCC)].

4.2 A-Priori Characteristics with Conflicting Empirical Support

While the a-priori 38 characteristics were instantiated across the two cases (see
Appendix B for supporting case evidence), two (C6 and C15) were subject to
conflicting views and were only weakly confirmed; but were still included in the final
list.

C6 (The set of performance measures should be few but complete and critical). C6
was not instantiated with evidence from current practice by both cases. But, AMC
respondents believed that it is important to have few measures and they were
attempting to reduce the number of measures and KPIs. TCC respondents did not
believe in having few measures but did believe in having the most important set of
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measures to cover all important aspects that need to be measured for decision making
related to the process improvement initiatives. With C15 (Linked to critical success
factors and key business drivers) the respondents of both cases saw value in this
characteristic but stated that it is not consistently required for all process improvement
initiatives. Critical success factors (CSFs) are identified and measured only when a
process improvement initiative is costly and/or complex. Some CSFs were considered
in the AMC initiative studied but none were considered in the TCC initiative.

4.3 Merging of Characteristics

Certain characteristics were deemed best to be merged as the respondents were
attributing the same meaning to them, even though they were discussed separately in
the literature. Some were further refined to better represent the attributed meaning.
A summary of the characteristics that were merged after the analysis is presented
below.

• C3 [Performance measures being relevant to the business process, the people who
are accountable for the process; and the output of the process]. ‘Relevant to the
business process’ has a similar meaning to C19 - [performance measures integrated
with process execution and connected to the KPI and the process steps]. Therefore,
C19 was absorbed into C3.

• C9 [All-inclusive/balanced/multi-dimensional set of measures] and C11 [Use of
Both Financial, non-financial/Objective, subjective/quantitative, qualitative mea-
sures] were discussed by the respondents as having similar meanings.

• C10 [Performance measures should take both long-term and short-term views into
account] and C17 [Performance measures should track the past and present per-
formance and performance that influences on future activities/performance] were
merged as the ‘present’ and ‘short-term’, and the ‘future’ and ‘long-term’ were
taken by respondents to mean the same.

• C12 [Use of trend and ratio-based performance measures] and C28 [Visuals can
make more impact than numbers] are merged because the respondents mentioned
that they visualize through ratios and trend lines etc. in graphs.

• C13 [Performance measures should change dynamically and be consistent or
coherent with the organizational strategy to support strategy realization] and C14
[Performance measures linked to targets, goals, and objectives] were discussed as
meaning the same by respondents.

Fig. 1. The resulting PPMS Characteristics framework.
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• C20 [Performance measures consider the organization as a whole, to minimize
conflict] and C21 [Focus on processes and integration of functions]; especially the
‘Integration of functions’ in C21, was deemed similar to considering ‘measures as a
whole’ in C20.

• C25 [Performance measures should be cost effective to use] was considered a sub
part of C24 [Use of automatically collected data and the existing sources of data], as
further developments to PPMSs were conducted with the expectation of getting
higher benefits from the PPMS in future as per the respondents.

• In C31 [Reports should be made in a simple, frequent and regular manner,
available constantly for review/use, and not used as a replacement for review
meetings]. The aspect of ‘Not used as a replacement for review meetings’ was not
mentioned by respondents and they mentioned that they always review the gener-
ated reports. Therefore, C31 was adjusted by adding ‘reviewed’ to it – [Reports
should be made in a simple, frequent and regular manner, available constantly for
review/use, and be reviewed regularly].

Further C27 [Maintain consistency over time and in reporting] and C31 were
merged, as ‘consistency’ in ‘reporting’ in C27 was deemed similar in meaning by
respondents to ‘reports should be made in a … frequent and regular manner’ in C31.

• C33 […provide comprehensive information to users with easily identifiable and
useful relationships…] and C36 […provide information for actionable results.
Remedial action …] were merged as respondents did not differentiate between these
two ideas. Therefore, C36 was positioned as a subpart of C33.

• C34 [Performance measurement results - Enable consistent
benchmarking/comparisons…] and C35 […focus on improvements and inspire and
permit employees to monitor, control and further improve …] were merged, as
many of the respondents indicated that continuous improvement had been done by
benchmarking and through comparisons. Therefore, C34 was positioned as a sub-
part of C35.

5 PPMS Characteristics Framework and Summary
Discussion

With the additions and mergers, 30 PPMS characteristics were derived as the confirmed
set of PPMS characteristics. Codes for the confirmed characteristics (column 3), codes
for the original and merged characteristics (column 1) together with the number of
literature sources for each of the 38 original characteristics (column 2) and sources
excluding overlaps related to merged characteristics (column 4) and the finalized
characteristics (column 5) are presented in Table 1.
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Table 1. The confirmed 30 PPMS characteristics.
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Using the literature review and case data as the evidence base, these 30 PPMS
characteristics were inductively analyzed (through multiple iterations supported by
multi-coder corroboration sessions) to identify higher-level themes in which to group
them. This resulted in 7 themes, summarized in Fig. 1:

1. Quality characteristics of the PPMS: the designers of PPMSs should take these
quality characteristics into account as they influence efficiency and effectiveness, to
assure that the PPMS is of high quality.
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2. Measurement scope of the PPMS: are the characteristics that ensure the provision of
an overall assessment of the performance of the processes within an organization.
The measurements should include financial and non-financial measures, as well as
short and long term measures.

3. Contextual features considered in designing the PPMS: refers to characteristics
relating to critical success factors, key business drivers, the organizational strategy,
targets and goals, and the stakeholder needs.

4. Relationship to organizational systems and structures: characteristics regarding the
importance of linking PPMSs to other systems and structures in the organization
such as linking PPMS to rewards systems.

5. Efficiency of information gathering and use: characteristics that stress the need for
PPMSs to be cost effective while using the existing sources of data and formally
training the employees in the use of PPMS.

6. Feedback and reporting: characteristics of how the PPMS should conduct reporting
and provide feedback. Consistency and transparency of generated information and
frequent reporting cycles are emphasized.

7. Potential uses of the feedback generated through the PPMS: The list is not
exhaustive but shows the characteristics referring to potential use cases of PPMSs.

The PPMS Characteristics (NC1–NC30 – see Table 1 for further supporting detail)
mapped against these seven themes are presented in Fig. 1, forming the final PPMS
Characteristics framework. Even though some characteristics were mentioned only in
relation to PMS (e.g. C6, C8 etc.) or PPMS (C5), most of the others were mentioned
related to both PMS and PPMS in literature (these details are depicted in the last three
columns in Table 1). But based on the respondents of the two case studies, we argue
that all 30 characteristics should be embedded into a PPMS as they serve different
purposes (indicated by the names of the themes into which they are grouped).

Measuring process performance is a precondition for analyzing and subsequently
improving business processes [51], and process performance measurement is a critical
phase of any process improvement lifecycle [52]. As described by Hernaus, [11] sig-
nificant benefits can be gained in strategic and operational management through the use
of effective process performance measures. However, having the ‘right’ measurement
system and the supporting process-centric data has been a long-term challenge in the
field [51], due to the lack of PPMSs. This lack of effective measurement systems and
accurate and easily obtainable process data (past and present) hinders process
improvement initiatives [53, 54], the ability to accurately identify pain points, and
benchmark or show the impact of process improvements efforts.

The study results presented here provide the necessary evidence-based guidelines to
address this gap of developing a PPMS, in order to measure process performance data
by identifying the characteristics necessary for a PPMS. These characteristics become a
useful checklist for practitioners designing and/or evaluating PPMSs. While recent
developments in Business Process Management Systems (BPMSs), especially data-
centric enhancements, have improved access to process-centric data, more holistic
guidance on how such access to process-centric data should be designed and integrated
within organizational contexts is still lacking. This empirically confirmed framework
with the seven themes and 30 characteristics provides a holistic overview,
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complimenting such technical developments in BPMSs; it points to how process
performance measurement should contribute towards quality assurance, cost manage-
ment, integration to different systems and structures, and how process performance
measures need to dynamically evolve within diverse contexts. It also captures how the
feedback loops and reporting resulting from PPMS outcomes should be set up and how
to best operationalize the insights obtained from deploying a PPMS. This framework
guides organizations on how to move away from current ‘ad-hoc’ [13] process mea-
surement efforts, reduce existing uncertainties [15], and (re-) design PPMSs appro-
priately [14] with a holistic and long-term view.

6 Conclusion

Conceptualizing PPMSs is a critical gap that is unaddressed, and this study attempts to
fill that gap by presenting an empirically supported PPMS characteristics framework
that identifies what characteristics a PPMS should contain. A multi-staged study design
was followed where 38 PPMS characteristics identified through a structured literature
review were re-specified and confirmed with two in-depth case studies resulting in 30
PPMS characteristics, which were then categorized into 7 themes. This empirically
confirmed PPMS framework (the first of its kind) can serve as a useful reference point
for PPMS practice and future research. Compared to the available studies on
PMS/PPMS characteristics (within the identified fifty-six papers) this is a complete
collection of characteristics synthesized to make the scattered knowledge on charac-
teristics to a single place. The list of characteristics can be used as a complete check list
for practitioners to design PPMSs and to review and adapt traditional PMSs. The
collection and synthesis were done in a rigorous manner. The method followed in
building the themes as well as the characteristics is tracked through Excel spread sheets
and Nvivo data management tool. Thus, having a trail of evidence between initial
extracts from the papers and meta themes. The identified list facilitates in making sense
and have eased the attempts of taking actions on PPMS. Themes provide a clearer
simplified and actionable set of areas that needs to be addressed when designing
PPMSs or reviewing or adapting traditional PMSs to suit process-centric settings.

While a rigorous literature and case study-based approach was followed, the results
may have some limitations. While a literature based a priori models provide guidance
for empirical work, they can also influence ‘what is sought for’ in the empirical
settings; hence introduce some bias. The framework may also be affected by usual
limitations of qualitative research such as; selection- and researcher-bias, despite the
protocols followed to minimize these. Furthermore, we acknowledge that the PPMS
characteristics can be dynamic in nature (i.e. evolve and change in diverse contexts and
over time). Given that the cases studied here were from the manufacturing sector, we
recommend future research that investigates and validates the PPMS characteristics
framework in other sectors. Future research can also focus on identifying the PPMS
characteristics that are differently relevant to diverse process improvement project types
[49]; and better understand which characteristics are essential for all project types and
which are important for only some, as well as how they change in diverse contexts and
over time. Future research can also investigate evolving PPMS design-steps (i.e.
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Blasini et al. 2018), in particular to better understand when and how the identified
PPMS characteristics should be integrated into the PPMS design process.

Appendix A

PPMS characteristics extracted from the Structured Literature Review, available at;
http://www.workflowpatterns.com/janitha/Appendix%20A.pdf

Appendix B

Case study evidence supporting the changes made to the a priori PPMS Characteristics,
available at; http://www.workflowpatterns.com/janitha/Appendix%20B.pdf
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