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Abstract

In today’s world of digitization and the emer-
gence of large amounts of data, it is extremely
important that we know how to extract the
information that this data captures and that
represents foundations we need in
organizations for efficient decision-making.
Therefore, for graduates, regardless of the
field of study, the knowledge of quantitative
methods and the ability of “statistical think-
ing” is extremely important. Quantitative
methods and quantitative approach to research
and analysis of data imply important
advantages over qualitative approach, but
their combination can certainly in many areas
mean an effective approach to obtaining infor-
mation that is hidden within data.

In this chapter, we first consider some
selected methodological approaches to data
analysis, in particular the basic principles of
inferential statistics, which enables us to gen-
eralize the results of a random sample, with a
certain degree of probability, to a statistical
population. We also show how to use the
logistic regression methodology on a case
that shows the importance of combining the
economic and geographic aspects of research,
i.e. the “spationomy” approach.

In the next part of the chapter the multi-
criteria decision-making is presented, that has
proven useful in solving spatial decision
problems. We develop and apply the multi-
criteria model for the protection of agricul-
tural land for food self-sufficiency. Based on
the literature review, the theoretical
backgrounds of multi-criteria decision-
making, together with the use of multi-criteria
decision making in land-use evaluation and
management are introduced. In addition, the
multi-criteria model for the protection of agri-
cultural land for food self-sufficiency is
developed, taking into account the
characteristics of the protection of agricul-
tural land and public data base information
in Slovenia. For this purpose, we followed the
frame procedure for multi-criteria decision
making by using the group of methods
based on assigning weights to criteria – in
this research, we used the Simplified Multi-
attribute Rating Technique and the Analytic
Hierarchy Process. Selected geographical and
economic factors were structured in the
criteria hierarchy. In synthesis, the additive
model was used in order to select the most
favorable solution. The aggregate values
obtained with an additive model were
completed by considering synergies and
redundancies among criteria by a fuzzy mea-
sure – discrete Choquet integral. The results
enable suggesting measures for the protection
of agricultural land for food self-sufficiency.
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2.1 Introduction

Due to rapid changes in the digitalization of
every-day life that results in the high velocity of
data generation, it becomes more and more
important that graduates, regardless the study
field, have competence in data and business anal-
ysis. Data analysis is the process of examining
data sets in order to draw conclusions about the
information they contain; increasingly with the
aid of specialized systems and software. Data
analysis technologies and techniques are widely
used in commercial industries to enable
organizations to make more-informed business
decisions and by scientists and researchers to
verify or disprove scientific models, theories and
hypotheses.

We are in the era of “big data”, which is
characterized by the high-volume, high-velocity
and high-variety information assets that demand
cost-effective, innovative forms of information
processing for enhanced insight and decision
making (Gartner IT Glossary 2018). Hidden
information in big data can help companies
unlock the strategic value of this information by
allowing a company to understand where, when
and why the company’s customers buy; to opti-
mize workforce planning and operations; to
improve inefficiencies in company’s supply
chain; to predict market trends and future needs
and to become more innovative and competitive;
to name just a few opportunities. It means that
data visualization increasingly becomes a
top-need for organizations that are data-driven.
There is a need today to develop data visualiza-
tion abilities within companies, as unique digital
assets in the business, for maximum impact and
consistent execution against strategic business
practices and goals, are implemented (Big Data

Quarterly 2016; Šebjan and Tominc 2015). These
abilities of organizations can be undoubtedly built
based on the competences of their employees.

Quantitative research competence and the so
called “statistical thinking” have become indis-
pensable for able citizenship, and for the
competences needed for successful placement in
the labour market.

Recent decades saw a great increase in the use
of quantitative research methods, not only in the
natural science, but particularly in the social
sciences. Although the research process itself is
in general the same, the quantitative and qualita-
tive researches differ in terms of methods for data
collection, the procedures and methodologies
used for data analysis and the style of communi-
cation of the findings (Kumar 2005).

There are some important characteristics and
advantages of using quantitative methods. An
important feature is that the variables that quanti-
tative methods include in the analysis are both
numerical and nominal; data analysis is, in prin-
ciple, quick, especially with the help of software;
the results can be generalized to a statistical pop-
ulation if the data base represents a random sam-
ple; very often, quantitative analysis-based
findings are also accepted as more credible by
policy and decision makers.

In this chapter we first introduce the selected
set of quantitative statistical methodologies, that
address the basic principle of inferential statistics
with the principles of generalizing sample statis-
tics to the parameters of the statistical population
– thus, to show how to use sample data to estimate
population parameters. In the next section of the
chapter we present the use of the binary logistic
regression. The goal of logistic regression is to
explain categorical variable, divided into two
groups, on the interval of explanatory variables
(interval scaled, ratio scaled, categorical)
(Janssens et al. 2008).

In the third part of this chapter the multi-
criteria decision-making is presented; it has
proven useful in solving spatial decision
problems. The main goal of the third section of
this chapter is to develop and apply the multi-
criteria model for the protection of agricultural
land for food self-sufficiency. The issue of food
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self-sufficiency (i.e. covering domestic food
needs with domestic production) and related
food security is namely becoming increasingly
important both in the world and in the European
Union and, of course, in individual European
Union Member States, including Slovenia
(Court of Audit 2013).

Based on the literature review, the theoretical
backgrounds of multi-criteria decision-making,
together with its’ use in land-use evaluation and
management are introduced. In continuation of
this chapter, the multi-criteria model for the pro-
tection of agricultural land for food self-
sufficiency is developed, taking into account the
characteristics of the protection of agricultural
land and public data base information in Slovenia.
For this purpose, we followed the frame proce-
dure for multi-criteria decision making by using
the group of methods based on assigning weights
to criteria (Čančer and Mulej 2013) – in this
research, we used the Simplified Multi-attribute
Rating Technique and the Analytic Hierarchy
Process. Selected geographical and economic
factors were structured in the criteria hierarchy.
In synthesis, the additive model was used in order
to select the most favorable solution. The aggre-
gate values obtained with an additive model were
completed by considering synergies and
redundancies among criteria by a fuzzy measure
– discrete Choquet integral. The results enable
suggesting measures for the protection of agricul-
tural land for food self-sufficiency.

2.2 Multivariate and Univariate
Statistics

Multivariate statistical methods are extremely
popular in contemporary research, both in busi-
ness, economics and management studies, as well
as in the geoinformatics and spatial studies in
general. Multivariate statistics provides analytical
tools when complex research models are
addressed, with many independent and dependent
variables, all or majority of them being associated
with each other to varying degree. The domains
of multivariate and univariate statistics can be
characterized by the number of dependent and

independent variables involved in the research,
which are defined as follows (Tabachnick and
Fidell 2013):

– Independent variables are the conditions that
differ, and to which the subjects or objects of
analysis are exposed; or are the characteristics
that the subjects or objects of the analysis
bring into the research.

– Dependent variables are predicted by indepen-
dent variables. That is why independent
variables are sometimes called predictor
variables, while the dependent variables are
sometimes called response or outcome
variables.

The dependent and independent variables are
defined within the context of an individual
research, therefore the dependent variable in one
research may be in the role of independent vari-
able in the other.

Univariate, bivariate and multivariate statisti-
cal methods are usually used simultaneously,
especially in the interdisciplinary research
(Hu and Zhang 2017) - in several situations, the
cross-disciplinary scientific approach, which
combines management sciences and natural
sciences, is important. Examples can be found in
natural resources management (Robinson et al.
2012), in the context of real-estate markets
(Benson et al. 2000), or when performing
decision-making on the basis of geo-analysis
models (Yue et al. 2015).

Univariate statistics refer to the research situa-
tion, where single dependent variable is involved,
but there may be several independent variables
involved (for example testing the difference
between the sample mean and population mean,
testing the difference between population means
in k different groups, that may represent indepen-
dent or paired groups, one-way analysis of vari-
ance and several others). Bivariate statistics
usually refers to the analysis of relationship
between two variables, usually by Pearson corre-
lation coefficient, Spearman rank correlation
coefficient or Chi-square analysis. Multivariate
statistical methods are the extension of univariate
and bivariate statistics. Within multivariate
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methodological approach several dependent and
independent variables are simultaneously
analysed and complex interrelationship among
variables are revealed and assessed in statistical
inference (Tabachnick and Fidell 2013).

2.3 Descriptive and Inferential
Statistics

Inferential statistical methods use sample statis-
tics to make predictions about the population
parameters (Agresti and Finlay 2009), with the
quality of the inference being dependent on how
well the sample represents the population
characteristics. In general, sampling is a process
of selecting a few units (a sample) from a bigger
group (a sampling population), to become a basis
for estimating or predicting the prevalence of an
unknown piece of information, situation or out-
come regarding the sampling population (Kumar
2005). Ideally samples are selected by some ran-
dom process, so that they represent the population
of interest; two main factors that affect the
inferences drawn from a sample are the size of a
sample and the extent of variation in the sampling
population.

While the descriptive statistics describes
samples of subjects or objects of the research in
terms of variables or combination of variables,
inferential statistical techniques test hypotheses
about differences in populations on the basis of
measurements made on samples. If differences
are reliable, descriptive statistics (sample statis-
tics) can be used to provide estimations of statis-
tical parameters in the population. Descriptive
and inferential statistics are rarely an either-or
proposition, since we are usually interested in
both describing and making inferences about the
data, but the restrictions and constraints that
should be taken into account are different. For
example, if simple description of the sample is
the major goal, many assumptions which are nec-
essary for inference within the multivariate statis-
tical methods, may be relaxed (Tabachnick and
Fidell 2013).

2.4 Statistical Inference:
Estimation

A single number calculated from a sample, is
called a point estimate (a sample statistic):

Y – a sample mean value
p – a sample proportion

A sample mean value (statistic) is used to
estimate the population mean value (parameter)
of the variable analysed, μ, while the sample
proportion (statistic) is used to estimate the popu-
lation proportion (parameter), π (the proportion of
statistical units with a certain characteristics).

The sampling distribution of a sample statistic
is the probability distribution that specifies
probabilities for the possible values the statistic
can take (Agresti and Finlay 2009). Each sample
statistic has a sampling distribution (sample
mean, sample proportion, sample median and so
forth). A sampling distribution speciefies
probabilities not for individual observations but
for possible values of a statistic computed from
the observations; it is important in inferential
statistics for predicting how close a statistic falls
to the parameter it estimates – sampling distribu-
tion describes how statistic varies (ibid).

According to the central limit theorem
(McClave et al. 2011), the sampling distribution
of the random sample mean for large samples is
approximately a normal distribution1. The approx-
imate normality of the sampling distribution
applies no matter what the shape of the population
distribution of the observed variable – for large
random samples the sampling distribution of Y is
approximately normal even if the population dis-
tribution is highely skewed, U shaped or highely
discrete (such as binary distribution) (ibid).

How large the sample size must be to make the
above conclusion of the central limit theorem,
largly depends on the skewness of the population
distribution of the observed variable – if the

1 The normal distribution, characterized by the bell-shaped
curve, is the most important probability distribution for
statistical analysis. It is described in details for example in
Agresti and Finlay (2009, p. 78).
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population distribution is bell shaped, the sam-
pling distribution is bell shaped as well for all
sample sizes. More skewed distributions require
larger sample sizes, but for more cases the
sample size of 30 is sufficient, although it may
not be large enough to make precise inference
(ibid). The result applies also to proportions,
since a sample proportion is a special case of the
sample mean, for observations coded as 0 and
1 (ibid).

The mean of sampling distribution equals mean
of the sampled population (Y is the unbiased esti-
mate of μ) and the standard deviation of sampling
distribution equals standard error of the mean:

seY ¼ stand:dev:of sampled population
square root of sample size

If the sample size, n, is large, the sample stan-
dard deviation, s, is a good estimator of a standard
deviation of sampled population, σ:

s ¼ 1
n� 1

Xn
i¼1

yi � Y
� �2

A large samples confidence interval for μ, with
the confidence level (1 – α) %, equals

Y� zα=2seY, ð2:1Þ

where zα/2 is the adequate z-value of a
standardized normal distribution.

Commonly used confidence levels are (Tol
2009; Bathelt et al. 2004):

90% ) zα=2 ¼ 1:645

95% ) zα=2 ¼ 1:96

99% ) zα=2 ¼ 2:56

Similarly holds for the population proportion.
If the sample size is large (the condition is
satisfied if np � 15 and n(1 � p) � 15) and a
random sample is selected from the target popula-
tion, the sampling distribution of sample propor-
tion is approximately normal (McClave et al.
2011). The mean of sampling distribution equals
population proportion (p is the unbiased estimate

of π) and the standard deviation of sampling dis-
tribution equals standard error of the proportion:

seπ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p 1� pð Þ

n

r

A large samples confidence interval for π, with
the confidence level (1 – α) %, equals

p� zα=2seπ

where zα/2 is the adequate z-value of a
standardized normal distribution.

Example 2.1: Some Characteristics of the Real
Estate Market
In the city of Maribor, the real estate agency
wanted to estimate the market value of the
apartments, available on the market, based on
the past transactions and characteristics of
apartments that were sold in the past. Among
the influential factors having an impact on the
market value (price in EUR/s.m) also the distance
from the city centre was considered. The sample
of 1117 past transactions was analysed; the sam-
ple was obtained in years 2013 and 2014
(Živkovič and Tominc 2016). The descriptive
statistics of the sample data for variables “price
per sq. m” and “the distance from the city centre”
is as follows (Table 2.1).

The frequency histogram, presented at Fig. 2.1
shows the frequency distribution for variable
describing the distance of the real estate from
the city centre. This Figure also presents the nor-
mal distribution, adjusted to the empirical fre-
quency distribution, showing the differences
among the empirical distribution (sample data)
and theoretical distribution (adjusted normal dis-
tribution). Fig. 2.2 presents the frequency histo-
gram for variable describing the price of the real
estate (in EUR per sq.m.; frequency distribution
and adjusted normal distribution exhibit a higher
degree of similarity. The statistical tests for test-
ing the hypothesis about the normal distribution
of variables in the population (Kolmogorov-
Smirnov and Shapiro-Wilk test) exceed the
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Table 2.1 Sample descriptive statistic for real estate data

The distance from the city centre (m) Price in EUR/sq. m

Sample size 1116 1116
Sample mean 1646.16 857.81
Median 1510.00 863.96
Mode 1160.00 1000
Sample standard deviation 917.88 195.10
Sample variance 842,509.78 38,064.74
Range 6740 1033.50
Min 40.00 348.08
Max 6780.00 1381.58

Fig. 2.1 Frequency distribution for the “Distance from the city centre” (in m)

scope of this chapter, and the reader can get
acquainted with them in the literature (Tabachnick
and Fidell 2013).

Using the above mentioned procedure and
Eq. (2.1), the 95% confidence interval for the
population mean value for variable “distance
from the city centre” is calculated:

Y� zα=2seY ¼ 1:80� 1:96 � 5:36ffiffiffiffiffiffiffiffiffiffi
1117

p

¼ 1:80� 0:314

Therefore, we can be 95% confident, that the
population mean value for mean distance from
the city centre for the apartments sold in the
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market in 2013 and 2014 in Maribor, lies between
the lower bound of 1.486 km and the upper bound
of 2.114 km.

Similarly, we can calculate the 95% confi-
dence interval for the population mean value for
variable “price in EUR per sq. m”. We can be
95% confident, that the population mean value for
mean price in EUR per sq. m, for the apartments
sold in the market in 2013 and 2014 in Maribor,
lies between the lower bound of 846.385 EUR per
sq. m and the upper bound of 868.935 EUR per
sq. m.

2.4.1 The t-distribution

For obtaining a confidence interval for any sam-
ple size (also less than 30), the assumption of
normal population distribution must be fulfilled
– in this case the sampling distribution of Y is
normal even for small sample sizes (Agresti
and Finlay 2009). If the population standard

deviation, σ, is known, the exact standard error
of the sample mean is known as well:

seY ¼ σ
square root of sample size

and the following equation can be used also when
n < 30:

Y� zα=2seY

But in practice, the population standard devia-
tion and therefore the exact standard error of mean,
are not known. Substituting the sample standard
error, s, for σ, to get the estimated standard error,
then introduces extra error. To account for this
increased error, the t-distribution2 for obtaining
confidence intervals, is used. T-distribution is
robust against violation of the normal population
distribution assumption (a statistical method is
called robust with respect to particular assumption

Fig. 2.2 Frequency distribution for the “Price” (in EUR/sq.m)

2 T-distribution is described in details for example in
Agresti and Finlay (2009, p.118).
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if it performs adequately even when the assump-
tion is violated (ibid)). Even if the population
distribution is not normal, the confidence interval
with the confidence level (1 – α) %, still works
quite well (especially if n > 15):

Y� tn�1;α=2seY, ð2:2Þ

where tn � 1; α/2 represents the t-score of the
t-distribution with (n–1) degrees of freedom, df.

As the sample size gets larger, the normal
population distribution becomes less important
because of the central limit theorem (ibid).

Example 2.2: Mean Price per sq. m
for Apartments with a View to the Lake
In August 2017, it was reported, that Zurich
remains the most expensive location for Swiss
property at CHF12,250 per square metre. How-
ever, houses in Lucerne have gained the most in
value over the past decade, with one square metre
costing CHF 8500, up 82% on 2007. In particular
demand are homes in lake regions, according to a
report published on August 17, 2017 by the federal
institute of technology ETH Zurich. The area with
the second-highest increase in property prices over
the past 10 years was Horgen, overlooking Lake
Zurich, where a square metre has climbed by 80%
to CHF 11,000 (Swissinfo 2017).

Suppose, that a random sample of
20 apartments that have a view to the lake were
obtained. The sample mean value for price per
sq. m equals 11,110 EUR, with the sample stan-
dard deviation that equals 3250.25 EUR.

Using the above described procedure and
Eq. (2.2), the 95% confidence interval for the
population mean value for variable “price per
sq. m” for apartments with the view to the lake,
is calculated:

Y� tn�1;α2seY ¼
¼ 11, 110� t19;0:025 � 3, 250:25ffiffiffiffiffi

20
p

¼ 11, 110 � 2.093 � 726.78

Therefore, we can be 95% confident, that the
population mean value for mean price per sq.m
for the apartments sold in the market, lies between

the lower bound of 9588.85 EUR and the upper
bound of 12,631.15 EUR.

2.5 Multivariate Statistical
Methods: Binary Logistic
Regression

A logistic regression method allows one to pre-
dict a discrete outcome, such as group member-
ship from a set of variables, that may be
continuous, discrete, dichotomous or a mix.
Although the logistic regression answers the
same questions as other methods for classification
(for example as the discriminant analysis), it is
much more flexible regarding any other multivar-
iate method: unlike discriminant analysis, logistic
regression has no assumptions about the distribu-
tion of the predictor variables, predictor variables
do not have to be normally distributed and line-
arly related to the dependent (grouping) variable,
or of equal variance within each group
(Tabachnick and Fidell 2013). Unlike a multiple
regression method, logistic regression does not
require a linear relationship between the depen-
dent and independent variables. Also the error
terms (residuals) do not need to be normally
distributed and homoscedasticity is not required.
As already mentioned, the dependent variable in
logistic regression is not measured on an interval
or ratio scale.

But some other assumptions still apply. The
dependent variable may have two or more
categories – binary or multinomial logistic regres-
sion analysis may be employed. Binary logistic
regression, that is presented in this chapter,
requires the dependent variable to be binary.
Logistic regression also requires the observations
to be independent of each other (the observations
should not come from repeated measurements or
matched data). Logistic regression also requires
there to be little or no multicollinearity among the
independent variables. This means that the inde-
pendent variables should not be too highly
correlated with each other. Although this analysis
does not require the dependent and independent
variables to be related linearly, it requires that the
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independent variables are linearly related to the
logit or log odds (defined later by Eq. 2.3). Logis-
tic regression typically requires a large sample
size as well. A general guideline is that one
needs at minimum of 10 cases with the least
frequent outcome for each independent variable
in the model. For example, if you have 5 indepen-
dent variables and the expected probability of
your least frequent outcome is 0.10, then you
would need a minimum sample size of
500 (10�5/0.10) (ibod).

Logistic regression is often used in analyses
that use data of geographic location in different
fields of research (for example Rodrigues et al.
2014; Bhat et al. 2009).

In the binary logistic regression model, the
outcome variable, Y, is the probability of having
one outcome or another based on a nonlinear
function of the best linear combination of
predictors; with two outcomes (ibid):

Yi ¼ eu

1þ eu

where Yi is the estimated probability that the i-th
case (i¼ 1,2, . . .,n) is in one of the categories and
u is the linear regression equation:

u ¼ Aþ B1X1 þ B2X2 þ � � � þ BkXk

with constant A, coefficients Bj and predictors Xj

for k predictors ( j ¼ 1,2, . . ., k).
Taking the logarithm leads to the logit or log

odds in the form

ln
Y

1� Y

� �
¼ Aþ

X
BjXj, ð2:3Þ

For estimating the coefficients of the logit
function the maximum likelihood procedure is
used. This is an iterative procedure that starts
with the arbitrary values of coefficients and
determines the direction and size of change in
coefficients that will maximize the likelihood of
obtaining the observed frequencies. Then
residuals of the predictive model nased on those
coefficients are tested and another determination
of direction and size of change in coefficients
is made. The procedure continues until the

coefficients change very little. Maximum likeli-
hood estimates are then those parameter estimates
that maximize the probability of obtaining the
observed outcome frequencies (Hox 2002).

The procedure od applying the binary logistic
procedure is presented in the following example,
where the suitability of the model is assessed,
using the model Chi-square, Cox and Snell R
square, Nagelkerke R square and Classification
table (Janssens et al. 2008); the meaning and the
significance of the logistic regression coefficients
is assessed as well.

Example 2.3: Characteristics of NUTS-2
Regions in Slovenia
We would like to find out whether several
indicators associated with spatial, economic and
social view-points are characteristical for the
NUTS-2 regions in Slovenia. In the NUTS
(Nomenclature of Territorial Units for Statistics)
codes of Slovenia (SI), the three levels are:

– NUTS 1, no subdivisions
– NUTS 2, Macro regions (two)
– NUTS 3, Statistical regions (12)

The data for 212 municipalities of Slovenia
was obtained from the Statistical Office of
Slovenia (Statistical office RS 2017) for the fol-
lowing indicators:

– Population density (population per sq. km, 2nd
half of 2016)

– Natural change (natural increase per 1000 pop-
ulation, 2016)

– Net migration (total net migration per 1000
population, 2016)

– Registered unemployment rate, 2016
– Tertiary education (number of students per

1000 population, 2015/2016)
– Convicted adults and juveniles per 1000 pop-

ulation (2015)
– Waste (in kg per capita, 2016)
– Persons employed per enterprise in the munic-

ipality, 2015
– Number of dwellings per 1000 population
– Average monthly net earnings (in EUR, 2016)
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Municipalities were grouped according to the
NUTS 2 macro regions in Eastern region
(139 municipalities, value 1) and Western region
(73 municipalities, value 0).

The descriptive statistics for variables included
into the analysis is presented by Table 2.2.

The descriptive statistics in Table 2.2 shows,
that in the municipalities of the Eastern region
there is on average lower population density,
lower (negative) natural increase of population,
higher registered unemployment rate, lower net
migrations, lower number of students, higher
number of convicted adults and juveniles per
1000 inhabitants, lower generated waste, almost
equal number of persons employed by enterprises
in the municipality and number of dwellings per
1000 inhabitants and on average lower monthly
net earnings, as compared with the Western
region of Slovenia.

The logistic regression results are presented in
the Tables 2.3, 2.4, 2.5, 2.6, 2.7 and 2.8 below
(discriminant classification technique, that could
be useful in such research, cannot be used, since
the data significantly differ from the multivariate
normal distribution).

The model has been estimated on the basis of
200 cases, due to 12 missing cases, as presented
by Table 2.3.

Table 2.2 Mean values and standards deviations for selected indicators of spatial, social and economic characteristics of
municipalities in NUTS-2 regions of Slovenia

Indicators Region N Mean Std. Dev.

Population density Western region 73 142.60 166.57
Eastern region 139 100.39 97.06

Natural increase per 1000 population Western region 73 0.85 3.94
Eastern region 139 �1.04 4.64

Total net migration per 1000 population Western region 73 1.36 7.08
Eastern region 139 0.88 9.94

Registered unemployment rate Western region 73 8.26 1.83
Eastern region 139 12.12 3.73

Number of students per 1000 population Western region 73 40.05 5.42
Eastern region 139 36.65 6.35

Convicted adults and juveniles per 1000 population Western region 71 2.00 0.85
Eastern region 129 3.28 1.86

Generated municipal waste (kg per capita) Western region 73 473.86 121.65
Eastern region 139 399.19 172.96

Persons employed per enterprise in the municipality Western region 73 3.38 1.31
Eastern region 139 3.30 1.58

Number of dwellings per 1000 population Western region 73 411.86 92.97
Eastern region 139 410.55 71.95

Average monthly net earnings Western region 73 960.60 86.99
Eastern region 139 909.43 73.05

Table 2.3 Case processing summary

Unweighted Cases N Percent

Selected Cases Included in Analysis 200 94.3
Missing Cases 12 5.7
Total 212 100.0

Unselected Cases 0 .0
Total 212 100.0

Table 2.4 Dependent variable encoding

Original Value Internal Value

Western region 0
Eastern region 1

Table 2.5 Omnibus tests of model coefficients

Chi-square df Sig.

Step 1 Step 117.631 10 .000
Block 117.631 10 .000
Model 117.631 10 .000
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The Dependent variable encoding table
(Table 2.4) is linked to the coding of the “region”
variable, with 0 for Western region and 1 for
Eastern region. It is important, that the dichoto-
mous dependent variable is encoded by 0 and
1, in order to be able to perform the logistic
regression and to answer the relevant research
question, namely, what is the contribution of a
selected independent variable to the differences
among both regions.

The output is comprised of two blocks, “Block
0” corresponds to the zero-model (the model is
initial model, created only on the basis of con-
stant) and “Block 1” is related to the full-model
(that includes all independent variables). Here the
tables of the “Block 100 results are presented.

With the purpose to determine the suitability
of the model, the results for the model Chi-square,

Cox and Snell R square, Nagelkerke R square and
Classification table, are presented in Tables 2.5,
2.6 and 2.7.

The model Chi-square which may be found in
Table 2.5, suggests that the full-model is more
suitable than the zero-model, with at least one of
the regression coefficients of the independent
variables is significantly different from zero. The
number 10 for degrees of freedom corresponds to
the number of estimates in the full-model as com-
pared to the zero-model (regression coefficients for
10 independent variables). Also the Step, Block
and the Model Chi-squares are all equal in the
current application (blocks of variables are
included within the stepwise method).

Cox & Snell R square in Table 2.6 is compara-
ble to R square in the linear regression, in a sense
that a higher value corresponds to a better fit of the

Table 2.6 Model summary

Step �2 Log likelihood Cox & Snell R Square Nagelkerke R Square

1 142.564a .445 .611
a. Estimation terminated at iteration number 6 because parameter estimates changed by less than .001.

Table 2.7 Classification table

Observed

Predicted

region

% CorrectWestern region Eastern region

Step 1 region Western region 51 20 71.8
Eastern region 14 115 89.1

Overall Percentage 83.0
a. The cut value is .500

Table 2.8 Variables in the logistic regression equation

B S.E. Wald df Sig.
Exp
(B)

Step 1 X1 - Population density �0.007 0.002 8.910 1 0.003 0.993
X2 - Natural increase per 1000 population �0.012 0.058 0.041 1 0.839 0.988
X3 - Total net migration per 1000 population 0.019 0.026 0.522 1 0.470 1.019
X4 - Registered unemployment rate 0.677 0.140 23.434 1 0.000 1.968
X5 - Number of students per 1000 population �0.028 0.043 0.417 1 0.519 0.973
X6 - Convicted adults and juveniles per 1000 population 0.831 0.223 13.816 1 0.000 2.295
X7 - Generated municipal waste (kg per capita) �0.001 0.001 0.609 1 0.435 0.999
X8 - Persons employed per enterprise in the municipality 0.063 0.132 0.227 1 0.634 1.065
X9 - Number of dwellings per 1000 population �0.005 0.003 2.466 1 0.116 0.995
X10 - Average monthly net earnings �0.007 0.003 4.259 1 0.039 0.993
Constant 2.096 4.293 0.238 1 0.625 8.131
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model, but the Cox & Snell R square cannot accept
the maximum value of 1. Nagelkerke R square in
Table 2.6 does meet this requirement, since it falls
within a range from 0 to 1. This criterion is 0.611,
which is on the high side and points to the quite
high suitability of the full-model.

In the classification table, presented in
Table 2.7, it appears that the full-model classifies
115 + 51 units as being correct (83%), whereas
14 municipalities were incorrectly included into
the Western region based on the values of inde-
pendent variables, and similarly, 20 were
incorrectly included into the Eastern region. The
score of 83% of correct classification points to the
quite high suitability of the full-model, as well.

The next step consists of the assessment of the
logistic regression coefficients. On the basis of
the Table 2.8, the probability of response variable
(Eastern region), using the Eq. (2.3), is:

u ¼ 2:096� 0:007X1 � 0:012X2 þ 0:019X3þ
þ0:677X4 � 0:028X5 þ 0:831X6 � 0:001X7þ
þ0:063X8 � 0:005X9 � 0:007X10

The Wald statistics, which is Chi-square
distributed, and the p-values linked to it, are
used to determine whether the regression coeffi-
cient differs significantly from zero or not.
Results in Table 2.8 reveal, that regression
coefficients linked to Population density,
Registered unemployment rate, Convicted adults
and juveniles per 1000 population and Average
monthly net earnings, differ significantly from
zero. The interpretation of the regression
coefficients is examined in terms of “odds” and
“log odds”.

The “log odds” is defined as follows:

(In our case the probability that the municipality
belongs to the Eastern region.)

The regression coefficient B shows the change
in the “log odds” for a change in the independent
variable X by one unit. The above equation may
be transformed into the function of “odds”:

Odds ¼ Probability Eventð Þ
Probability No eventð Þ

¼ eAþB1X1þB2X2þ���þBkXk

The Exp(B), sometimes called “odds ratio”,
reveals that the change of an independent variable
for one unit, will result in decrease (in the case of
negative B) or in the increase (in the case of
positive B) of the “odds”, by a factor expressed
by Exp(B).

Therefore, the explanation of the significant
regression coefficients is as follows.

– The negative and significant regression coeffi-
cient B linked to the Population density, that
equals �0.007 and the “odds ratio” that equals
0.993 indicate, that for the unit increase in the
Population density we see the 0.7% decrease
in “odds” of being in the Eastern region.
Municipalities with the higher Population den-
sity are less likely to be a part of the Eastern
region.

– The positive and significant regression coeffi-
cient B linked to the Registered unemployment
rate, that equals 0.677 and the “odds ratio” that
equals 1.968 indicate, that for a unit increase in
the Registered unemployment rate we see the
96.8% increase in “odds” of being in the East-
ern region. Municipalities with higher
Registered unemployment rate are more likely
to be a part of the Eastern region.

– The positive and significant regression coeffi-
cient B linked to the Convicted adults and
juveniles per 1000 population, that equals
0.831 and the “odds ratio” that equals 2.295
indicate, that for a unit increase in the rate of

Convicted adults and juveniles per 1000 pop-
ulation, we see the 129.5% increase in “odds”
of being in the Eastern region. Municipalities
with higher rate of Convicted adults and
juveniles per 1000 population, are more likely
to be a part of the Eastern region.

u ¼ Aþ B1X1 þ B2X2 þ � � � þ BkXk ¼ Logit ¼ Log odds ¼ Log
Probability Eventð Þ

Probability No eventð Þ
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– The negative and significant regression coeffi-
cient B linked to the Average monthly net
earnings, that equals �0.007 and the “odds
ratio” that equals 0.993 indicate, that for the
unit increase in the Average monthly net earn-
ings, we see the 0.7% decrease in “odds” of
being in the Eastern region. Municipalities
with the higher Average monthly net earnings,
are less likely to be a part of the Eastern region.

The analysis leads to the conclusion that the
Eastern region is scored lower regarding several
spatial, economic and social indicators, with sig-
nificantly lower results especially regarding the
population density and average monthly net
income of inhabitants, while significantly higher
rates of registered unemployment and convicted
adults and juveniles per 1000 population.

2.6 Multi-criteria Decision Making

Multi-criteria decision making (MCDM) based
on assigning weights, describes the set of
approaches for making decisions with respect to
several, more or less conflicting criteria. They
should be used when intuitive decision making
is not enough for several reasons: e.g. conflicting
criteria or disagreement between decision makers
about what criteria are relevant or more important
and what alternatives and preferences are
acceptable.

The approach used in this chapter follows a
prescriptive approach to decision-making (Raiffa
1994): instead of regarding people as perfect
rational individuals, we develop systematic
decision-making procedures supportive of
decision-making. Based on Belton and Stewart’s
(2012) process of MCDM:

• From problem identification and structuring,
• Through model building and its application for

informing and thinking,
• To the action plan for problem solving,

It follows the frame procedure for MCDM
based on assigning weights that has already

been introduced and well-verified in practice
(Čančer and Mulej 2013):

Problem definition and structuring. We identify
the problem, describe it thoroughly and deter-
mine criteria and alternatives. An MCDM
problem can be structured in the form of the
hierarchy of criteria and alternatives.

Criteria weighting and measuring local
alternatives’ values. Weights express the relative
importance of criteria. Their values are from 0 to
1.As decisionmakersmay have difficultieswhen
determining the weights of criteria directly,
expressing the importance of criteria can be
supported with several methods. By using the
computer support, the criteria’s importance can
be expressed by using the methods based on:

• ordinal (e.g. SMARTER),
• interval (e.g. SWING and SMART) and
• ratio scale (e.g. AHP), or
• by direct weighting.

When using the SMARTER method
(Edwards and Barron 1994), we rank the
attributes in the order of importance for the attri-
bute changes from their worst level to the best
level. We start from the most important attribute.
The weights can be obtained by the centroid
method. In SMART (Edwards 1977), we assign
10 points to the least important attribute change
from the worst criterion level to its best level,
and then give points (more than or equal to
10, but less than or equal to 100) to reflect the
importance of the attribute change from the
worst criterion level to the best level relative to
the least important attribute change. When using
the SWING method (Von Winterfeldt and
Edwards 1986) for expressing the criteria’s
importance, we assign 100 points to the most
important attribute change from the worst crite-
rion level to the best level, and then assign points
(less than or equal to 100, but more than or equal
to 10) to reflect the importance of the attribute
change from the worst criterion level to the best
level relative to the most important attribute
change. In SMART and SWING, the weight of
the jth criterion, wj, is obtained by:
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wj ¼ tjPm
j¼1tj

, ð2:4Þ

where tj – the points given to the jth criterion, and
m – the number of criteria. When the criteria are
structured in two levels, the weight of the sth

attribute of the jth criterion, wjs, is obtained in
SMART and SWING by:

wjs ¼ tjsPpj
s¼1tjs

, ð2:5Þ

where tjs – the points given to the sth attribute of
the jth criterion, and pj – the number of the jth

criterion sub-criteria.
The AHP method is based on pairwise

comparisons of criteria’s importance. Expressing
judgments on criteria’s importance is based on the
9-point scale: 1 – a criterion is equally important
as the compared criterion, 3 – a criterion is mod-
erately more important than the compared crite-
rion, 5 – a criterion is strongly more important
than the compared criterion, 7 – a criterion is very
strongly more important than the compared crite-
rion, and 9 – a criterion is extremely more impor-
tant than the compared criterion. Even numbers
are interpreted by means of odds: 2 means from
equally to moderately more, 4 from moderately
more to strongly more etc. The local weights of
criteria are calculated by using eigen vectors and
eigen values (for details see Saaty 1999).

The values of alternatives with respect to
criteria on the lowest hierarchy level (attributes)
can be measured by:

• Value functions,
• Pairwise comparisons, and
• Directly.

When using value functions, the lower and
upper bounds should be defined, and then appro-
priate formula (for example, for linear, piecewise
linear or exponential value function) should be
applied to obtain the local values of alternatives.

Pairwise comparisons of alternatives’ values
with respect to the criterion on the lowest hierar-
chy level is one of major advantages of the AHP
method, especially when nominal data are

available. Expressing preferences to alternatives
is based on the 9-point scale; the strengths of
preferences can be described as follows: 1 – an
alternative is equally preferred as the compared
alternative, 3 – an alternative is moderately more
preferred than the compared alternative, 5 – an
alternative is strongly more preferred than the
compared alternative, 7 – an alternative is very
strongly more preferred than the compared alter-
native, and 9 – an alternative is extremely more
preferred than the compared alternative. The pro-
cedure for calculating the local values of
alternatives is equal to calculating the criteria
weights.

Synthesis, ranking and sensitivity analysis. In
the Multi -Attribute Value (or Utility) Theory
(MAVT or MAUT) and the methodologies that
were developed on its bases (e.g., SMART,
AHP), the additive model is used in synthesis:
the aggregate (final) value of each alternative is
the sum of the weighted values of the alternative
with respect to criteria:

v Xið Þ ¼
Xm
j¼1

wjvj Xið Þ, ð2:6Þ

for each i ¼ 1, 2, . . ., n,

where v(Xi) is the value of the i
th alternative, wj is

the weight of the jth criterion and vj(Xi) is the local
value of the ith alternative with respect to the jth

criterion.
When the criteria are structured in two levels,

the aggregate alternatives’ values are obtained by

v Xið Þ ¼
Xm
j¼1

wj

Xpj
s¼1

wjsvjs Xið Þ
 !

, ð2:7Þ

for each i ¼ 1, 2, . . ., n,

where pj is the number of the jth criterion
sub-criteria, wjs is the weight of the sth attribute
of the jth criterion and vjs(Xi) is the local value of
the ith alternative with respect to the sth attribute
of the jth criterion.

The use of the additive model (2.6) or (2.7) is
not appropriate when there is an interaction
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among the criteria. If the criteria can interact with
each other, not only the weights of each criterion
but also weighting on subsets of criteria should be
considered (Moaven et al. 2008; Sridhar et al.
2008). Marichal (2000) defines and describes
three kinds of interaction among criteria that
could exist in the decision-making problem: cor-
relation, complementary, and preferential
dependency.

The aggregate values obtained with an addi-
tive model can be completed by considering
synergies and redundancies among criteria by a
fuzzy measure – discrete Choquet integral. Let us
consider a finite set of alternatives X and a finite
set of criteria K in an MCDM problem. In order to
have a flexible representation of complex interac-
tion phenomena between criteria, it is useful to
substitute to the weight vector w a non-additive
set function on K allowing to define a weight not
only on each criterion, but also on each subset of
criteria. For this purpose, the concept of fuzzy
measure has been introduced. A suitable aggrega-
tion operator, which generalizes the weighted
arithmetic mean, is the discrete Choquet integral.

Proposed in capacity theory (Choquet 1953),
the concept of the Choquet integral was used in
various contexts, among them in non-additive
utility (value) theory (Grabisch 1995; Marichal
2000). Let us adapt its definition to the MAVT.
Following (Grabisch 1995) and (Marichal 2000),
this integral is viewed here as an m-variable
aggregation function; let us adopt a function-like
notation instead of the usual integral form,
where the integrand is a set of m real values,
denoted v ¼ (v1, . . ., vm) 2 ℜn. The (discrete)
Choquet integral of v 2 ℜn with respect to w is
defined by

Cw vð Þ ¼
Xm
j¼1

v jð Þ w K jð Þ
� �� w K jþ1ð Þ

� �� �
, ð2:8Þ

where (.) is a permutation on K – the set of
criteria, such that v(1) � . . . � v(m), where
K( j ) ¼ {( j), . . ., (m)}. Similarly, to consider the
interactions among the second-level criteria, the
alternative’s value with respect to the jth first level
criterion can be substituted with the Choquet
integral

Cw vj
� � ¼Xpj

s¼1

v jsð Þ w K jsð Þ
� �� w K jsþ1ð Þ

� �� �
:

ð2:9Þ
With ranking, we can select the most appropri-

ate alternative(s), eliminate the alternative(s) with
the lowest aggregate value, or compare the
alternatives with respect to their aggregate values.

Several types of sensitivity analysis enable
decision makers to investigate the sensitivity of
the goal fulfilment to changes in the criteria’s
weights (e.g. gradient and dynamic sensitivity),
and to detect the key success or failure factors for
the goal fulfilment (e.g. performance sensitivity).
Jankowski (1995) addressed another advantage of
performing sensitivity analysis, namely the
problems of imprecision, uncertainty and inaccu-
rate determination of decision makers’ preferences
are addressed in MCDM techniques by sensitivity
analysis of decision recommendations.

2.7 Use of Multi-criteria Decision
Making in Land-Use Evaluation
and Management

Many spatial decision making problems, such as
location or site selection, the selection of optimal
utility routes in urban or rural areas, and land use
decision making, are complex problems and thus
require considering multiple, more or less
conflicting criteria when choosing the best alter-
native(s). From 1980s onwards, multi-criteria
evaluation methods were introduced to spatial
decision making and Geographical Information
Systems (GIS) (Malczewski 1999; Massam
1980; Voogd 1983), together with file exchange
modules and computer programs (see, e.g.,
Jankowski 1995).

As Burian et al. (2012) exposed, new methods
and approaches were developed and applied in
spatial planning in the last 15 years (for example,
GIS, Global Positioning Systems (GPS), and
remote sensing techniques). In addition, Burian
et al. (2015) presented a new approach to auto-
matic optimal land use scenario modelling using
the developed ArcGIS Urban Planner extension,

2 Quantitative Methods 53



functional in the assessment of land suitability
and the detection of optimal areas suitable for
urban development. The land suitability was
assessed with respect to physico-geographical
factors and socioeconomic factors with the
weights, set at modelling final scenarios.

GIS based multi-criteria analysis has been
used for supporting decisions about several
problems. Rikalovic et al. (2014) applied it in
industrial site selection. Ogryzek and Rzasa
(2017) used it in the revitalization of space,
applied on a local revitalization program. To
assess revitalization projects of various types of
urban public space, Palicki (2015) created valua-
tion models of different types of public space
based on multi-criteria analysis methodology
taken into account the multidimensionality of
assessment criteria (space and economic, social,
economic, urban and cultural indicators); the
PROMETHEE method with the software
D-sight was used. In addition, Torrieri and Batà
(2017) used the Integrated Spatial Multi-criteria
Decision Support System (ISMDSS), i.e., the
integration of GIS and multi-criteria analysis, in
strategic environmental assessment, to support
the preparation of environmental assessment
reports and the construction of scenarios for the
adoption of urban plans. The table of effects
included the agriculture, forestry, tourism, indus-
try, noise, waste, and atmosphere and water
indicators.

Moreover, Rinner (2007) proposed to use
principles of geographic visualization in conjunc-
tion with multi-criteria evaluation methods to
support expert-level spatial decision making and
presented a case study where the AHP was used
to calculate composite measures of urban quality
of life for neighborhoods. The study of land anal-
ysis for urban extension presented by Chen
(2014) introduces the multi-criteria decision anal-
ysis based on the additive model. Due to data
limitations, this study was based on simplified
factors, such as population, employment and
average income. The lowest weight was assigned
to average income, and the highest to population
(Chen 2014). Yang et al. (2008) combined suit-
ability modeling with remote sensing, landscape
ecological analysis and GIS to develop a spatial
analyzing system for urban expansion land

management; to address the uncertainties during
the evaluation process, grey relational analysis
(GRA) was combined with the AHP. Land evalu-
ation was done with respect to the indicators of
biological and water resources, soil resources,
and society and economy. Among the first level
criteria, the lowest weight was assigned to society
and economy, and the highest to soil resources.

Javadian et al. (2011) focused on environmen-
tal suitability analysis of educational land use by
using AHP and GIS. The criteria were access
range, compatibility and slope. A GIS-based
MCDM using pairwise comparisons of the AHP
was also applied in investigating suitable
locations for a new recreational park (Lawal
et al. 2011). Along with the criteria academic
area buildings, student residential zone and
pedestrian paths, the model included also the
criteria road networks, slope and land use
(Lawal et al. 2011).

The research of Nyeko (2012) explores appli-
cation of MCDM and GIS to find the best spatial
allocation of land to future agriculture and forest
development. Factors concerning allocation to
agriculture were rainfall, road, settlement, popu-
lation, water, normalized difference vegetation
index, and land use. The AHP was used to deter-
mine the criteria’s weights. Nyeko (2012) stated
that the objectives of land allocation to agriculture
are to increase productivity of land and the scale
of farming and to protect the environmental
including controlling soil erosion and soil degra-
dation. The biophysical parameters used in suit-
ability analyses of land for agriculture land use
were the Normalized Difference Vegetation
Index (NDVI) used as measurement of biomass
density and soil fertility, settlement and road net-
work maps used in determining accessibility,
rainfall map used in assessing adequacy of rain-
fall received, and reference land use map used in
setting the constraints. The most important crite-
rion was rainfall, and the least important criteria
were NDVI and land use.

Pažek et al. (2018) presented a multi-criteria
DEXi model for the assessment of individual less
favored areas and farming systems with respect to
criteria of sustainability and farming potential.
The criteria were as follows: farm description,
social structure, amount of natural handicap
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payment, amount of agri-environment payments,
amount of direct payments (Pažek et al. 2018).
This multi-attribute DEXi model can be applied
to a smaller number of farms, emphasizing the
qualitative aspects of decision making based on
judgments when measuring values of alternatives,
which is proven suitable when there is a lack of
numeric data.

Besides the multi-criteria applications in spa-
tial decision making based on the approaches of
multi-criteria decision making, the literature
review offers also the applications based on
multi-criteria optimization. Baja et al. (2007)
developed spatial modelling procedures for agri-
cultural land suitability analysis using compro-
mise programming and fuzzy set approach
within a GIS environment. However, GIS is not
needed in each spatial decision making decision
support. For example, the Multi-criteria Analysis
Shell for Spatial Decision Support (MCAS-S)
(Australian Government, Department of Agricul-
ture and Water Resources ABARES 2017) is a
software tool that enables support of multi-criteria
analysis in spatial decision making without GIS
programming, removing the technical obstacles
to non-GIS users.

2.8 The Development of the Multi-
criteria Model
for the Protection
of Agricultural Land for Food
Self-Sufficiency

2.8.1 Problem Definition
and Structuring

Protection of agricultural land and food self-
sufficiency are indispensable in reducing the risk
associated with climate change, increasing
demand for ecological goods and services, the
threats of natural and social catastrophes, and
economic crisis.

Since 2000, the European Landscape Conven-
tion (Council of Europe 2000) has been develop-
ing a new perspective for the perception of a
landscape socio-ecological system where people
become a crucial part of this system, providing

services and benefits to human well-being due to
sustainable transformations and ecological
resource preservation (Mele and Poli 2017).

As stated in the Resolution on the strategic
orientations for the development of Slovenian
agriculture and food industry by 2020 (UL RS
2011), the basic task of agriculture is to ensure
adequate supply of safe food. According to the
United Nations, the countries in the climate zone
which includes Slovenia need about 3000 square
meters of farmland (fields, meadows and
orchards) per habitant for the required amount of
food, which amounts to approximately 600,000
hectares (UL RS 2011). Court of Audit of the
Republic of Slovenia found that in 2010 the com-
petent authorities in Slovenia were not successful
in protecting agricultural land (Court of Audit
2013), which reflects in food self-sufficiency.

The multi-criteria model for the protection of
agricultural land for food self-sufficiency should
thus include selected geographical and economic
factors, structured in the criteria hierarchy.
Because of the geographical and economic diver-
sity of statistical regions in Slovenia, the global
goal is to measure the capacity of alternatives –
statistical regions for food self-sufficiency with
respect to geographical and economic factors.

As the heterogeneity of the public, private, and
voluntary dataset entails different standards,
formats and scattered sources (Mele and Poli
2017), we limited on the latest available official
data sources of the Statistical Office of the Repub-
lic of Slovenia (SURS). To include the data about
the agricultural land in overgrowing (Glavan et al.
2017), we also used the available data of the
ministry, responsible for agriculture and food
(MKGP). The multi-criteria model for the protec-
tion of agricultural land for food self-sufficiency
includes the first level criteria that are geographi-
cal and economic factors, second level criteria or
attributes, and alternatives. The alternatives in the
model are statistical regions, according to the
Nomenclature of Territorial Units for Statistics,
the so-called the NUTS 3 level, as follows:
Pomurska (X1), Podravska (X2), Koroška (X3),
Savinjska (X4), Zasavska (X5), Posavska (X6),
Jugovzhodna Slovenija (X7), Osrednjeslovenska
(X8), Gorenjska (X9), Primorsko-notranjska (X10),
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Goriška (X11), Obalno-kraška (X12). The hierar-
chy of the selected relevant criteria for which data
can be obtained in the data sources of SURS and
MKGP is presented in Table 2.9.

2.8.2 Criteria Weighting
and Measuring Local
Alternatives’ Values

The weights of the first-level and then of the
second-level criteria were determined
hierarchically, so that the sum of the weights on
the lower level with respect to the criterion on the
higher level was one. Following the importance
attributed to the geographical and socioeconomic
factors in several studies (e.g., Burian et al. 2015;
Pažek et al. 2018; Yang et al. 2008) we made the
following pairwise comparison of the importance
of the first level criteria with respect to the global

goal: the geographical factor is twice3 as impor-
tant as the economic one. The weights of the
second-level criteria of the geographical factor
were determined directly, i.e. considering the
available data of utilized agricultural area, agri-
cultural land with limited opportunities for farm-
ing taking into account the evaluation that only
30% of agricultural land with limited
opportunities for farming is arable land (Pažek
et al. 2018) and agricultural land in overgrowing
in Slovenia. The importance of the second-level
criteria of the economic factor was expressed by
using the SWING method (see Fig. 2.3), by fol-
lowing the results of several studies about the
importance of socioeconomic factors to food
self-sufficiency, and characteristics in Slovenia.
According to Chen (2014) and Rikalovic et al.
(2014), employment is the most important

Table 2.9 Relevant criteria

First-level criteria Second level criteria

SourceName Symbol Name and description Symbol

Geographical
factor

z1 Utilized agricultural areaa (ha, 2016) z11 SURS
(2018a)

Agricultural land with limited opportunities for farming (% of
utilized agricultural area, both in ha, 2016)

z12 SURS
(2018a)

Agricultural land in overgrowing (ha, 2011) z13 MKGP
(2011)

Economic
factor

z2 Number of agricultural holdings (2016) z21 SURS
(2018a)

Annual working unitsb (2016) z22 SURS
(2018a)

Economic size of an agricultural holdingc (ESU, 2016) z23 SURS
(2018a)

Number of agricultural holdings with economic size >100.000 EUR z24 SURS
(2018a)

Employment in agriculture, forestry and fisheries (number of
employment, 2016)

z25 SURS
(2018b)

Average monthly net earnings per employee in agriculture, forestry
and fisheries (EUR, 2017)

z26 SURS
(2018b)

aUtilised agricultural area (UAA) consists of arable land, kitchen gardens, grassland, orchards (intensive, extensive),
olive plantations, vineyards and nurseries, used for agricultural production (irrespective of their ownership). Common
grassland is not included. (SURS 2017)
bAnnual working units (AWU): Expressing the extent of (AWU) is based on the ratio between the number of hours
worked on the farm in one year and the extent of work done by one fully employed person in one year (1800 hours),
which is being used by the national labor force statistics. (SURS 2018a)
cThe economic size of an agricultural holding is assessed by summing up the products of standard gross margin (SGM)
values of individual cost 10/11 items and the extent of their production. The economic size is expressed in ESU
(European Size Unit), which equals EUR 1200. (SURS 2018a)

3 According to the AHP scale: 2 – from equally important
to moderately more important.
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attribute, therefore 100 points were given to the
change from the lowest to the highest level. Simi-
larly, 100 points were given to the change of the
annual working units. Furthermore, 30 points
less, i.e. 70 points, was given to the average
monthly net earnings per employee in agriculture,
forestry and fisheries.4 Because insufficient size
of agricultural holdings presents a serious prob-
lem in Slovenia (UL RS 2011), 100 point were
given to the change from the lowest to the highest
level of the economic size of an agricultural hold-
ing.5 From this point of view, the change from the
lowest to the highest level of the number of agri-
cultural holdings is 20 points less important, and
the change from the lowest to the highest level of
the number of agricultural holdings with eco-
nomic size >100,000 EUR is 50 points less

important.6 The weights in Fig. 2.3 were calcu-
lated by following (2.5). The obtained weights of
criteria are presented in Table 2.10.

The latest public available data with respect
to the second-level criteria (attributes) in the
official data sources of SURS in 2018, together
with the latest available data for the agricultural
land in overgrowing of MGZT were considered
when measuring the local alternatives’ values –
for this purpose, value functions were used.
Decreasing linear value functions were used to
measure alternatives’ values with respect to
agricultural land with limited opportunities for
farming, in percentage of utilized agricultural
area, and agricultural land in overgrowing, and
increasing linear value functions were used to
measure alternatives’ values with respect to
other second-level criteria: utilized agricultural
area, number of agricultural holdings, annual
working units, economic size of an agricultural

Fig. 2.3 Expressing the importance of the second-level
criteria of the economic factor by using the SWING
method. (Note: NAH – number of agricultural holdings,
AWU – annual working units, ES AH – economic size of
an agricultural holding, ES AH 100,000 – number of

agricultural holdings with economic size >100,000 EUR,
EMPLOYMENT – employment in agriculture, forestry
and fisheries, NET EARNINGS – average monthly net
earnings per employee in agriculture, forestry and
fisheries)

4 The given points correspond to the ones of employment
and payment presented in Chen (2014).
5 This is also supported by the results of studies conducted
in other countries (see, e.g., Mannaf and Uddin 2012).

6 The sensitivity analysis was made to verify how changes
in criteria’ weights influence the aggregate alternatives’
values.
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holding, number of agricultural holdings with
economic size >100,000 EUR, employment in
agriculture, forestry and fisheries, and average
monthly net earnings per employee in agricul-
ture, forestry and fisheries. In order to ensure
the greatest distinction between the alternatives,
the lower bound is equal to the lowest datum
and the upper bound is equal to the highest
datum for each second-level criterion. The
obtained local alternatives’ values are presented
in Table 2.11.

2.8.3 Synthesis, Ranking
and Sensitivity Analysis

To obtain the alternatives’ values with respect to
geographical factor, to economic factor and the
aggregate alternatives’ values with respect to all
criteria included in the criteria hierarchy
(Table 2.9), the additive model was used. For
instance, the aggregate value of Pomurska (X1)
is calculated by (2.7), considering the weights in
Table 2.10 and the local alternative’s values in
Table 2.11:

v X1ð Þ ¼ w1 w11v11 X1ð Þ þ w12v12 X1ð Þð þ
þw13v13 X1ð ÞÞ þ w2 w21v21 X1ð Þ þ w22v22 X1ð Þð þ
þw23v23 X1ð Þ þ w24v24 X1ð Þ þ w25v25 X1ð Þþ
þw26v26 X1ð ÞÞ

The results in Table 2.12 show that the highest
aggregate value with respect to all criteria and

Table 2.10 Weights of criteria

First-level criteria Second level criteria

Name Weight Name Weight

Geographical
factor

w1 ¼ 0.667 Utilized agricultural area w11 ¼ 0.787
Agricultural land with limited opportunities for farming w12 ¼ 0.173
Agricultural land in overgrowing w13 ¼ 0.040

Economic factor w2 ¼ 0.333 Number of agricultural holdings w21 ¼ 0.160
Annual working units w22 ¼ 0.200
Economic size of an agricultural holding w23 ¼ 0.200
Number of agricultural holdings with economic size >100.000 EUR w24 ¼ 0.100
Employment in agriculture, forestry and fisheries w25 ¼ 0.200
Average monthly net earnings per employee in agriculture, forestry
and fisheries

w26 ¼ 0.140

Table 2.11 Local alternatives’ values

Part 1
X1 X2 X3 X4 X5 X6

v11 0.846 1.000 0.164 0.773 0.000 0.285
v12 1.000 0.640 0.000 0.222 0.003 0.537
v13 0.144 0.019 0.848 0.535 1.000 0.738
v21 0.670 1.000 0.125 0.923 0.000 0.377
v22 0.583 0.992 0.163 1.000 0.000 0.396
v23 0.641 1.000 0.146 0.646 0.000 0.256
v24 0.536 1.000 0.062 0.430 0.000 0.185
v25 0.560 0.974 0.178 1.000 0.000 0.384
v26 0.637 0.592 0.395 0.616 0.000 0.577
Part 2

X7 X8 X9 X10 X11 X12

v11 0.562 0.709 0.309 0.158 0.303 0.074
v12 0.218 0.369 0.527 0.000 0.054 0.140
v13 0.227 0.308 0.664 0.689 0.000 0.160
v21 0.694 0.638 0.292 0.081 0.390 0.156
v22 0.598 0.651 0.269 0.019 0.338 0.080
v23 0.357 0.513 0.272 0.038 0.280 0.089
v24 0.244 0.422 0.319 0.010 0.202 0.064
v25 0.655 0.707 0.317 0.098 0.393 0.093
v26 1.000 0.781 0.801 0.774 0.892 0.418

Note: alternative’s value with respect to: utilized agricul-
tural area (v11), agricultural land with limited opportunities
for farming (v12), agricultural land in overgrowing (v13),
number of agricultural holdings (v21), annual working
units (v22), economic size of an agricultural holding (v23),
number of agricultural holdings with economic size
>100.000 EUR (v24), employment in agriculture, forestry
and fisheries (v25), average monthly net earnings per
employee in agriculture, forestry and fisheries (v26);
alternatives: Pomurska (X1), Podravska (X2), Koroška
(X3), Savinjska (X4), Zasavska (X5), Posavska (X6),
Jugovzhodna Slovenija (X7), Osrednjeslovenska (X8),
Gorenjska (X9), Primorsko-notranjska (X10), Goriška
(X11), Obalno-kraška (X12)
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with respect to geographical factor was obtained
by Podravska (X2), followed by Pomurska (X1),
and the lowest aggregate value with respect to all
criteria and with respect to geographical factor
was obtained by Zasavska (X5). With respect to
economic factor, the highest value was obtained
by Podravska (X2), followed by Savinjska (X4),

and the lowest level was obtained by Zasavska
(X5). Sensitivity analysis (see Fig. 2.4) showed
that changes of the first-level criteria does not
influence the ranking of the alternative with the
highest aggregate value Podravska (X2); if the
weight of geographical factors decreased for
more than 0.14 (if it would be less than 0.53),

Fig. 2.4 The results of the sensitivity analysis with respect to the geographical factor – additive model

Table 2.12 The alternatives’ values, obtained with the additive model

Value with respect to
geographical factor v1

Value with respect to economic
factor v2

Aggregate
value v Rank

Pomurska (X1) 0.845 0.607 0.766 2
Podravska (X2) 0.899 0.936 0.911 1
Koroška (X3) 0.163 0.179 0.169 9
Savinjska (X4) 0.668 0.806 0.714 3
Zasavska (X5) 0.041 0.000 0.027 12
Posavska (X6) 0.346 0.367 0.353 7
Jugovzhodna
Slovenija (X7)

0.489 0.597 0.525 5

Osrednjeslovenska
(X8)

0.634 0.628 0.632 4

Gorenjska (X9) 0.361 0.363 0.361 6
Primorsko-notranjska
(X10)

0.152 0.153 0.153 10

Goriška (X11) 0.248 0.410 0.302 8
Obalno-kraška (X12) 0.089 0.142 0.107 11
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Savinjska (X4) region would have ranking
2 instead of Pomurska (X1). The results of the
gradient sensitivity analysis showed that the rank-
ing results are not sensitive to changes in the
second-level criteria weights.

The aggregate values obtained with an additive
model were completed by considering an interac-
tion among criteria by a fuzzy measure – discrete
Choquet integral. The results of correlation analy-
sis let us report that there is positive correlation
between utilized agricultural area and agricultural
land with limited opportunities for farming, where
correlation coefficient is 0.807, p < 0.01. Positive
correlation can be overcome by using a weight on
a subset of criteria w11,12 < w11 + w12, note that
w11 + w12 ¼ 0.960 (Table 2.10), w11,12 ¼ 0.807.
For instance, for Pomurska (X1), where
v13 < v11 < v12 (Table 2.11), we have

Cw v11, v12, v13ð Þ ¼ v13 w13, 11, 12 � w11, 12½ �þ
þv11 w11, 12 � w12

� �þ v12w12,

ð2:10Þ
where w13,11,12¼ 1. Following (2.9), the Choquet
integral for other alternatives can be expressed.
However, as the ranking of the alternatives’
values with respect to the geographical factor in
Table 2.11 differs for each of the considered
alternatives, we cannot use (2.10) as the common

formula for calculating the Choquet integral in the
example case; it should be expressed for each
alternative by considering (2.9).

The values of the Choquet integral with respect
to geographical factor are presented in Table 2.13.

The redundancy factor between utilized agri-
cultural area and agricultural land with limited
opportunities for farming decreased the aggregate
values of Pomurska (X1), Podravska (X2),
Osrednjeslovenska (X8) and Goriška (X11) region
and changed the ranking of Pomurska (X1) and
Savinjska (X4) region.

2.9 Conclusions

Quantitative methods in analyzing and processing
data in order to obtain the information that
organizations need for effective business
decision-making, have a number of advantages,
which are illustrated by cases of the use of these
methods in the field of spationomy. On the other
hand, they also have a range of restrictions.

An important practical limitation in the use of
inferential statistics is the fact that it is based on a
random sample; obtaining a random sample (i.e. a
sample where each statistical units from a popu-
lation, has an equal and independent chance
(probability) of selection into the sample and
even more, this probability can be calculated) is

Table 2.13 The alternatives’ values, obtained by considering an interaction between criteria with the Choquet integral

Alternative
Choquet integral C with respect to geographical
factor

Aggregate alternative value
v Rank

Pomurska (X1) 0.737 0.694 3
Podravska (X2) 0.803 0.847 1
Koroška (X3) 0.163 0.169 9
Savinjska (X4) 0.668 0.714 2
Zasavska (X5) 0.041 0.027 12
Posavska (X6) 0.346 0.353 7
Jugovzhodna Slovenija
(X7)

0.489 0.525 5

Osrednjeslovenska (X8) 0.625 0.626 4
Gorenjska (X9) 0.361 0.361 6
Primorsko-notranjska
(X10)

0.152 0.153 10

Goriška (X11) 0.240 0.297 8
Obalno-kraška (X12) 0.089 0.107 11
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in most cases expensive, measured in both time as
in money. On the other hand, only a random
sample of statistical units provides a reliable
bases for generalization of sample statistics to
the parameters of the statistical population.

The logistic regression, which we present in
the second part of the chapter, is a very useful
method for analyzing relations between variables
since the assumptions upon which logistic regres-
sion is based can in principle be easy to ensure.
However, the limitation of logistic regression is
that it does not provide information about the
influence of the selected variables on the response
variable (as the results of logistic regression are
often misinterpreted) but the odds ratio is a mea-
sure of the nature and the strength of an associa-
tion (Agresti and Finlay 2009).

The results of the application of MCDM
methods presented in the third part of this chapter
enable suggesting measures for the protection of
agricultural land for food self-sufficiency.

Based on the literature overview it can be
concluded that the majority of multi-criteria
applications in spatial decision making are based
on the additive model assuming no interactions
between criteria. Thus, aggregate alternatives’
values are obtained as weighted arithmetic
means (the sum of the weighted values of the
alternative with respect to criteria). Pairwise
comparisons within the AHP method are com-
monly used for criteria weighting and measuring
local alternatives’ values.

The crucial limitation is the availability of
the up-to-date data in public data sources
for the attributes of the geographical and
economic factors delineated by statistical regions.
This limitation influenced the selection of the
second-level criteria, structured in the criteria
hierarchy.

Further research possibilities are to extend the
criteria hierarchy to sustainable development,
which will result in interdisciplinary cooperation
of several stakeholders when making decisions
for the protection of agricultural land for food
self-efficiency. Another improvement of the
presented model is to include the criteria about
which the data can be obtained with on-site anal-
ysis and questionnaires. A promising possibility
is to connect the GIS and MCDM. Further

research possibilities include also the use of
MCDM for solving other complex decision
making problems of spatial economy, such as
location or site selection, the selection of optimal
utility routes in urban or rural areas, the assess-
ment of LFAs, the evaluation of urban or rural
quality of life, landscape services, public space
from different perspectives, and in the environ-
mental assessment.
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