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Abstract. Theorem proving is a widely used approach to the verifica-
tion of computer systems, and its theoretical basis is generally a proof
system for formal derivation of logic formulas. In this paper, we propose a
proof system for Propositional Projection Temporal Logic (PPTL) with
indexed expressions, which is a unified temporal logic that subsumes the
well-used Linear Temporal Logic (LTL). First, the syntax, semantics and
logic laws of PPTL that allows indexed expressions are introduced, and
the representation of LTL constructs by PPTL formulas is shown. Then,
the proof system for the logic is presented which consists of axioms and
inference rules for the derivation of both basic constructs and indexed
expressions of PPTL. To show the capability of the proof system, several
examples of formal proofs are provided. Finally, the soundness of the
proof system is demonstrated.

Keywords: Theorem proving - Proof system - Temporal Logic -
Indexed expression + Soundness

1 Introduction

Projection Temporal Logic (PTL) [3] is an extension of Interval Temporal Logic
(ITL) [13] by introducing a new projection construct and supporting both finite
and infinite timeline. Within the PTL framework, Propositional PTL (PPTL)
is proved to have the full regular expressiveness [18], and its decision problem
has been solved [5]. Further, Modeling, Simulation and Verification Language
(MSVL) [7], an executable subset of PTL armed with a framing technique, is
defined as the language for system modeling. Based on these theoretical work, a
unified model checking [2] approach with PTL is developed for formal verification
of computer systems [4,20].
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The advantage of the model checking approach is that verification can be
done automatically. However, it suffer from the state explosion problem and
thus less suitable to verify data intensive applications. Another approach to
system verification widely used in practice is theorem proving [10], in which a
proof system for a specific logic, usually a temporal logic, is constructed in terms
of axioms and inference rules. To verify whether a computer system satisfies a
desired property, both the system and the property are characterized by formulas
S and P of the logic, respectively. Then, the problem is to check whether S — P
can be proved formally by the axioms and inference rules of the proof system.
Generally, such a verification process involves human assistance and can be done
semi-automatically. The advantage of theorem proving is that it avoids the state
explosion problem and can verify both finite-state and infinite-state systems,
including data intensive applications.

In the past three decades, a number of proof systems for Liner Temporal
Logic (LTL), Computing Tree Logic (CTL) and other temporal logics have
emerged [9,11,12]. However, the expressive power of these logics is weaker than
ITL or PPTL. Within the ITL community, several researchers have investigated
axiomatic systems with different extensions. Rosner and Pnueli [16] present a
proof system for a propositional choppy logic with chop, next and until opera-
tors. Bowman and Thompson provide a completeness proof and a tableau-based
decision procedure for PITL with projection over finite intervals [1]. Moszkowski
proposes an axiom system over finite intervals for PITL, and later extends the
work to infinite intervals [14]. Besides, two proof systems are formalized for
PPTL [8] and PTL [17], respectively.

A recent study [6] extends PPTL with indezed expressions that take the form
of \/, e R[i]. Although indexed expressions are obtained by applying the syntax
rules countably infinitely many times, they have definite semantics and certain
good properties. Especially, they can equivalently represent the strong until U
and weak until W constructs of LTL. As a result, PPTL with indexed expressions
is a unified temporal logic that involves LTL as one of its subsets.

To employ PPTL and the indexed-expression technique to system verification
in the theorem proving approach, we develop a proof system II for the unified
logic in this paper. Specifically, II consists of two sub-systems of axioms and
inference rules. The first sub-system is provided for formal proof of basic PPTL
constructs, such as next, projection, always and chop plus. The second sub-
system is designed especially for formal derivation of formulas with indexed
expressions. We provide a few examples to show how the proof system II works,
and demonstrate its soundness that every formula proved by IT is valid.

The paper is organized as follows. The next section introduces PPTL, includ-
ing indexed expressions and their capability of representing LTL. Then, Sect. 3
presents our proof system in terms of axioms and inference rules and Sect. 4 pro-
vides examples of formal proofs with the proof system. In Sect. 5, the soundness
of the proof system is demonstrated. Finally, conclusions are drawn in Sect. 6
with a discussion on potential future work.
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2 Propositional Projection Temporal Logic

We first introduce basic notions of Propositional Projection Temporal Logic
(PPTL) [3]. Let P be a countable set of atomic propositions and B = {tt, ff }
the boolean domain. Usually, we use small letters, possibly with subscripts, like
p,q, 71, to denote atomic propositions in P and capital letters, possibly with sub-
scripts, like P, @, Ry, to represent general PPTL formulas. Formally, the formulas
of PPTL are inductively defined by the following syntax:

P u:=q|-P|PAP| QP]|(PHhprP
pPHl .= p| p,PH]

where P! represents a finite sequence of PPTL formulas separated by commas.
For simplicity, some previous publications of PPTL, such as [3, 18], use the syntax
defined as follows.

Pu=q|-P|PANP| OP]|(P,...,Pn)pr] P

Tt is trivial to prove that the two definitions are equivalent. Notice that () (next),
and prj (projection) are temporal operators, while = and A are defined as they
are in classical propositional logic. A formula is called a state formula if it does
not contain any temporal operators.

In the semantics of PTL, formulas are interpreted upon intervals. An interval
o = (sg, $1, - . .) is a non-empty sequence of states, finite or infinite, while a state
s is a mapping from P to B. The length of an interval o, denoted as |o|, is the
number of states in ¢ minus one if o is finite; or the smallest infinite ordinal
w if o is infinite. Let N denote the set of natural numbers. To have a uniform
notation for both finite and infinite intervals, we use extended natural numbers
as indices, that is N, = NU{w}, and extend the comparison operators, =, <, <,
to N, by considering w = w and for all ¢ € N, ¢ < w. Moreover, we write < as

< —{(w,w)}. To simplify definitions, we denote o by (so,- - , 8/5|), Where s/, is
undefined if ¢ is infinite. With such a notation, o(; ;) (0 <i = j < |o[) denotes
a sub-interval (s;,--- ,s;).

To formalize the semantics of the projection construct prj, we define an aux-
iliary operator | to get rid of singleton points. For an interval o and natural
numbers ig < ... < iy, (m €N), o | (ig,...,%mn) denotes the interval obtained
from o by preserving only states with non-repeated indices from ¢; (0 <1 < m).
For example, (s, s1, 82, $3,84) | (0,0,2,2,2,3) = (s, $2, 3). In addtion, we use
o -0’ to denote the concatenation of two intervals o and o', provided o is finite.

An interpretation is a tuple T = (o, k, j), where o = (sq, $1, - . .) is an interval,
ke Nand j € N, with 0 <k < j <|o|. For a PPTL formula P, T = P denotes
that Z is an interpretation of P, defined inductively as follows. Intuitively, it
means that P is interpreted over the subinterval o ;) of o with the current
state being sy.
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IED iff sp(p) = tt

IkE-P iff 7P

I'Zpl/\Pz iffI':]DlandI|=P2
IZEQP iff k<jand (0,k+1,j) P

T E (Pr,...,P»)prj Q iff there exist (extended) natural numbers k =io < ... < ipm_1
= im < j such that (o,4-1,4) E P forall1 <l <m
and (0/,0,|0'|) | Q for o’ given by either
(1) o = Ul(i07~~-,im)'0(im+1 7777 ) if i < j,or
(2) o' is a prefix of o | (i0,-..,%m) if i = J.

0 e ————
s s: Y 5 >
50 L Slz T3 ?0 St $2
1 1 1 1 1 1 1
Py 1 Py Py 1 Py 1 P, 1 Py
50 S1 52 53 S4 55 56 57 50 S1 S9 53 Sq S5 S6 S7
(a) : @ and P; terminates at the same time (b) : @ terminates before Py

S0 S1 8o 83 S84 S5 S6 S7

(c): @ terminates after Ps

Fig. 1. Possible interpretations of (P1, P2, Ps) prj @

The projection construct (P, ..., Py) prj Q is a key operator of PPTL, which
has potential applications for compositional reasoning about concurrent systems.
The construct allows formulas Py, ..., P,,, () to be autonomous, each interpreted
in its own interval. Specifically, two different time scales exist, where P, ..., Py,
are interpreted over a series of fine-grained intervals while @ is interpreted over a
coarse-grained projected interval. In particular, the sequence of Py,..., P, and
() may terminate at different time points. The intuition of (Py, P2, P3) prj @ is
shown in Fig. 1.

A formula P is satisfied by an interval o, denoted by o |= P, if (0,0, |o|) = P.
A formula P is satisfiable if o |= P for some o while a formula P is valid, denoted by
= P,if o |= P for all intervals o. The abbreviations such as t¢, ff, V, — and < are
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defined as usual. Some derived formulas of PPTL are shown below. They are useful
in characterizing various temporal properties.

£ -0 P;Q E (PQ)prc

OP e y.p op ¥ _o-p

Pt Pypie Pt Loy pt

halt(P) % O « P) final(P) ¥ O(e — P)

keep(P) & OO —P) rem(P) ¥ O0OH® — OP)

fin def Qe In(n) def ) %fnzO
Ohl(n—-1)ifn>1

inf Y oou PlQ “PA@Q;tt)vQA(P;H)

The empty formula € means that the current state is the last one of the interval,
and the chop construct P;() means the sequential composition of P and Q.
Besides, the sometimes construct QP (resp. always construct OP) indicates P
holds at some state (resp. every state) from the current state on. The meaning
of the chop plus construct P+ (resp. chop star construct P*) is as usual, i.e.,
P holds repeatedly for one or more (resp. zero or more) times. Then, halt(P)
and final(P) say that P holds at the last state of the interval, while halt(P)
also requires P holds only at the last state. The formula keep(P) (resp. rem(P))
means that P holds at every state that has a next (resp. previous) state in the
interval. In addition, fin (resp. inf) indicates the interval is finite (resp. infinite),
and In(n) claims that the length of the remaining interval is exactly n. Finally,
the parallel construct P || @ means that P and ) are interpreted in parallel.

We denote = P < @ by P = Q (equivalence), and = P — Q by P C Q
(strong implication). Some logic laws of PPTL are provided as follows, whose
proofs can be found in [3].

OP = PVvOOP Op =PAevVPAQOP

P =PV (P;PT) Q;(PVEP)=(Q;P)V(Q;R)
0-Q =-0Q keep(P) =eV P A QOkeep(P)
OpPvOQR cOPVQ) halt(P) =P AeV P AQOhalt(P)
OPAQ) =0OPATQ final(P) = P Ae Vv Ofinal(P)

it = fin Vinf rem(P) =eVOPAQOrem(P)

OPve)=0OPVOQ OP AQ) =P A0O0OWPAQI)
OPAQ)=0OPANOQ OP—-Q) cOP-—-0Q
O-P =0Qun-QP Py (P P3) = (P 3 Py) 5 Ps

2.1 Indexed Expression

Generally, a well-formed formula of PPTL is constructed by applying the syntax
rules finitely many times. However, some formulas formed by applying the syntax
rules countably infinitely many times, such as \/,_ O P, have definite semantics
and good properties.

i€N
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A recent work [6] studies a kind of such formulas, namely indexed expressions,
which are of the form \/,_ R[] where R[i] is a well-formed formula with an index
i € N. Specifically, R[i] may contain sub-formulas such as O P, P* and P(*). For
i € N, O'P is the application of the next operator to P for i times, P’ means
P holds repeatedly for i times, while P®*) means P holds at the consecutive i
states from the current state on. Formally, they are defined as follows.

ip ol ifi=0 idef e if i =0
OF = {OOi‘lPifz'21 pPt= {Pi_lgpi“21
it ifi=0
P = P ifi=1

PAQPUD ifi>1
The semantics of an indexed expression is clear. Let Z be an interpretation.
TE= \/ RJi] iff there exists ¢ € N such that 7 = RJ[]
i€N

Intuitively, \/, .y R[i] means some R[i] holds for ¢ € N. From now on, we consider
PPTL with indexed expressions in that a formula may contain indexed expres-
sion(s) as its sub-formula(s). Nevertheless, it is good that indexed expressions
do not occur nested, since R[i] in \/, y R[d] is a well-formed formula.

To avoid excessive use of parentheses, we specify the precedence of operators
as: 1.+, %3 2. =, O, O, O, prj; 3. A; 4. Viens 5. V5 6. 55 7. |5 8. —; 9. «», where
1 = highest and 9 = lowest.

PA-G pA-qg pA-q g PADG pAN=q pA=qg pA=g PATG pA g
S0 51 59 S3 84 S5 S0 51 S2 S3 54 85

(@) ()

Fig. 2. Intuitive meaning of p U ¢ (see (a)) and p W ¢ (see (a) or (b))

Indexed expressions of the form \/, g P A O'Q are closely related to the
recursive equation X = Q V P A OX [6], shown by the following lemmas.

Lemma 1. The recursive equation X = QV P A OX has exactly two solutions:
Vien PO AO'Q and ey PD A O'Q vV O(P A Ott).

Lemma 2. Let X be a formula satisfying X = QV P AN(OX, then

1. X COQ iff X = V,;en PP AO'Q, and
2. O(PAOH) C X iff X =V, PO AO'Q v OP A Ott).

Many cases of indexed expressions are intrinsically well-formed in that they
are equivalent to well-formed formulas. Specifically, we have the following logic
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laws. Most of the laws are proved using the above lemmas, the others are proved
by the fixed-point induction approach [19].

VienO'Q =90Q Vien @ =Q*

Vien PPOAQUPAe) =0OPAOe Vien PO AQ'e = keep(P) A Qe
VienGPYD A QP Ae) =halt(P) A Oe ;e (OP)D A O'e = rem(P) A Qe
Vien PDAOQUP Ae) vOP AOt) =0pr

Vien P A Qe vO(P A Ot) = keep(P)

Vien(=P)D A QP Ae) vO(=P A Ott) = halt(P)

Vien(OP)? A Qe vO(OQP A Ott) = rem(P)

2.2 Representing Linear Temporal Logic

Linear Temporal Logic (LTL) [15] is a well-known temporal logic, which is based
on a linear-time perspective and defined over an infinite interval. Usually, LTL
refers to the propositional subset of LTL which has been widely used in practice.
In LTL, the most prominent operators are strong until U and weak until W,
which is a weak version of U. Their intuitive meanings are shown in Fig.2 and
more details can be found in [2].

We show that both the strong until and weak until operators can be rep-
resented as PPTL formulas with indexed expressions. Suppose (P UQ)p and
(PWQ)p are PPTL formulas that have the same meaning as PUQ and PW Q,
respectively. Then, both (PUQ)p and (PW Q)p satisfy the recursive equation
X =QANinfvPA-QAQOX. In addition, they satisfy (PUQ)p C O(Q A inf)
and O(P A =Q A Ott) C (PWQ)p. According to Lemma 2, we have

(PUQ)p =V,en(PA=Q)D ANOHQ Ainf) =inf AV, (P A-Q)P AO'Q, and
(PWQ)p =inf AV, (PA-Q)D AQO'QVIOP A-QAQtt).

Therefore, we can simply define the two operators in PPTL in the following way.

PUQ inf AV, (P A=Q)D AOQ, and
PWQ X inf AV, .y(PA=Q)D A OIQVOP A-Q A Ott).
On the other hand, except U and W, every construct of LTL has a direct
counterpart in PPTL. As a result, PPTL with indexed expressions is a unified
temporal logic that subsumes LTL.

3 Proof System

This section presents the proof system II for PPTL with indexed expressions,
consisting of a set of arioms and inference rules. Each axiom defines a formula
that can be directly derived by the system, and each inference rule defines a one-
step derivation of a conclusion formula from one or more hypothesis formulas.
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A formal proof (or formal derivation) of a formula P is a sequence of formulas
Py, ..., P, (n € N) such that P, = P and each P; (0 <4 < n) is either an axiom
or the conclusion formula of an inference rule, provided every hypothesis formula
of the rule has occurred in the preceding formulas Py, ..., P;_1. If such a formal
proof exists, we say that P is proved by II or P is a theorem of II, denoted as
7 P. When there is no confusion, we omit the subscript and simply write - P.

Specifically, the proof system IT is composed of two parts: axioms and infer-
ence rules I1g for basic constructs, such as next and projection, and those Iy
for indexed expressions, i.e. Il = IIg U II;.

3.1 Axioms and Inference Rules for Basic Constructs

A proof system for basic constructs of PPTL has been proposed in [8], which
adopts a relatively complex version of syntax that considers a projection-plus
construct (Py,...,(P;,...,P;)®,...,Py,)prj Q as a basic construct. Here, we
provide IIg, an equivalent but more concise presentation of the proof system,
based on the current version of syntax considering the projection construct
instead of the projection-plus construct.

Let S denote a state formula and {2 represent a finite sequence of formulas,
which is possible the empty sequence 7. For convenience, we define (7) prj P to
be P. The set of axioms of IIg are presented as follows.

TAU ¢  where % is an instance of a propositional tautology
POF (21, PV Py, $22) prj Q < (£21, P1, (22) prj Q V (21, P2, £22) prj Q

POB  (£2)prj (Q1V Q2) < (£2)prj Q1 V (£2) prj Q2

PEN (21, P1, P2, 22) prj Q < (21, P1 Afin, P2, £22) prj Q

PIN (2,P Ainf)prj Q <« (2, P Ainf) prj (Q A fin)

PSM (21,5 Ae, P, 25)prj Q < (21,5 A P, ) prj Q

PSF (SAP,2)pri Q«— SA(P,2)prjQ PSB (2)prj (SAQ)— SA(02)prj Q
PEF (£2,e)prj Q < (2)prj Q PEB (P)ptje < P

PNX (OP,2)pri OQ < O((P,2)prj Q) CPR P* < PV (PAOtt; PT)

NXN O-P < —(cVOP) NXA O(PAQ) — OPAOQ

CNX OP;Q « O(P;Q) CAS Pr;(P23Ps) < (PrsP2) 5P
STN P AO-P — O(PAO-P) ALR 0P < PA(evOOP)

Intuitively, an axiom is a formula that is supposed to be valid. Especially, the
validity of a formula P < ) means that P and @ are equivalent.
The set of inference rules of IIg are presented as follows.

P P—Q PQ) Q<@

MP —5 - SUB o)
P—-qQ P—-P Q—Q

WM 5P =00 PRM (@0 P ) i @ = (0. P ) i @
P P—Q

AW =5 CPM oo

REC P—>Q\/OP

P-oQvOOP
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The rule MP is the classic rule of modus ponens for propositional logic. And in
the rule SUB, P(Q) denotes a formula P with a sub-formula @, and P(Q’) is the
formula obtained from P(Q) by substituting @ with @’. Intuitively, an inference
rule means: if the hypothesis formulas are all valid, the conclusion formula is
also valid. More explanations of these axioms and inference rules can be found
in [8].

3.2 Axioms and Inference Rules for Indexed Expressions

We propose a proof (sub-)system II; to reason about PPTL formulas with
indexed expressions. The set of axioms of II; are presented as follows. Here,
P denotes a formula without any index.

IST V,en @' < QF

INS  Rli] — V,;cy R[] INR Ve Rli] < R[0] V Ve RBli + 1]
INA*V;cy PAR[i] < PAVicy Rli] INO -V (PV Rli]) < PV Vo R[]
INN Ve OR[i] < O Ve Rl INC V;en(P 5 Rli]) < P35 Vey Rl

Among the axioms, IST indicates that an indexed expression \/; @’ can always
be replaced by the star construct @*. In fact, both the formulas mean that P
holds repeatedly for zero or more times. Then, INS and INR reflect two standard
property of the infinite disjunction operator \/, . In addition, INA, INO, INN
and INC indicate that the and, or, next and chop operators are distributive over
the infinite disjunction operator, respectively.

The set of inference rules of II; are presented as follows.

R[i] — R'[1]
INM - -
\/ieN R[i] — ViGN R'[i]
REE R—QVPANQOR R — 0Q
VieN PO A O'QeR
RE| R—QVPANQOR OPAQ) — R

\/ieN PO A oQv OP AQtt) ~ R

Among the inference rules, INM indicates that the infinite disjunction operator is
monotonic. Besides, REF and REI are provided for solving R from the recursive
biconditional “equation” R <« Q V P A OR. The solution is in the form of
an indexed expression, possibly in disjunction with a specific always formula.
Intuitively, REF and REI are in accordance with the two cases of Lemma 2 that
the recursion is made for finitely many times and for possibly infinitely many
times, respectively.

The approach of theorem proving can be applied to verify properties of sys-
tems formally. First, both a system and a desired property are specified by PPTL
formulas S and P, respectively. Then, the system satisfies the property if and
only if we can find a formal proof of .S — P by the proof system I1.
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4 Examples of Formal Proofs

To show the capability of the proof system II, we provided a few examples of
formal proofs. Notice that once - P is proved, P is a theorem of the system and
can be used in the formal proof of other formulas.

Ezample 1. + keep(P) < ¢V P A Okeep(P). The theorem is denoted as T1,
whose formal proof is given as follows. Recall that ¢ = = O tt and keep(P) =
O(Ott — P).

(1) keep(P) « (Ott — P) A (e V QOkeep(P)) ALR
(2) (Ott — P)A (e V Okeep(P)) <> eV P A(Okeep(P) TAU
(3) keep(P) <> eV P A (Okeep(P) SUB (1) (2)

Example 2. & QP < PV QQP. The theorem is denoted as T2, whose formal
proof is given as follows. Recall that OP = —=0—P for any formula P.

(1) =0==P < =P A(eV(O~0-—P) ALR
(2) ~—~P < P TAU
(3) —OP — =P A (e vV O-0OP) SUB (1) (2)
(4) (=OP < =P A (e VO—=OP)) — (OP < PV =(e v O-0P)) TAU
(5) OP < PV —(cV(—=0P) MP (3) (4)
(6) O-—0OP < =(e vV O-OP) NXN
(7) —==OP < OP TAU
(8) QOP < =(evVO-OP) SUB (6) (7)
(9) OP < PV QOOP SUB (5) (8)

Ezample 3. = \/,cy O'Q + ¢Q. This theorem is denoted as T3, whose formal
proof is given as follows.

(1) 0Q=QVO0Q T2
(2) 0Q —0Q TAU
) VienO'Q < 0Q  REF (1) (2)

Intuitively, the indexed expression \/; (O!Q means @ must hold at some
state, which is equivalently characterized by the well-formed formula {@Q).

Ezample 4. + \/;ex P A O'Q — 0Q. This theorem is denoted as T4, whose
formal proof is given as follows.

(1) POAOQ — O'Q TAU

2) VienPO7NO'Q = V;en O'Q  INM

(3) V,enO'Q < 0Q T3

(4) VieN PO A O'Q—0Q SUB (2) (3)

The intuition of T4 is that the indexed expression \/, g PO A O!Q implies
@ must hold at some state.
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Ezample 5. = \/,cy POAQevO(PAQLt) — keep(P). This theorem is denoted
as T5, whose formal proof is given as follows. Recall that QP = tt ;P =
(tt, P) prj € for any formula P.

(1) keep(P) <> eV P A (Okeep(P) T1

(2) =(Ott — P) — (P AQOtt) TAU

3) e—e TAU

(4) O-(Ott = P) = O—=(P AOtt) PRM (2) (3)
(5) (O=(Oftt — P) — O=(PAQOIt)) — (O(P AQit) — keep(P)) TAU

(6) O(P AQOtt) — keep(P) MP (4) (5)
(7) View PP A O'e vO(P A Ott) < keep(P) REI (1) (6)

Intuitively, the formula \/, POAOevO(PAQL) with an indexed expres-
sion means that the current interval is either finite or infinite and P keeps holding
at every non-final state, which is equivalently characterized by the well-formed
formula keep(P).

Ezample 6. = PUQ < inf A/, oy PO A O'Q. This theorem is denoted as T6,
whose formal proof is given as follows. Recall that PUQ = inf A\, (P A

-Q) A O'Q.

(1) ViewnP97N0O'Q—=QVV,.(xPAOPOANOO'Q INR
2) VienPANOPOAOQO Q= PAV;egyOPDAOO'Q INA
3) VienPY9NOQ - QVPAV,.yOPYIANOO'Q SUB (1) (2)
4) OPYAOQ)—~OPYAOO Q NXA
(5) Vien PP AOQ = QVPAV,y O(PD AO'Q) SUB (3) (4)
6) Vien OPDAOQ) = OVien PP AO'Q INN
(1) Vien PPYNO'Q = QVPAOV,ey PP AOQ SUB (5) (6)
®) QVPAOV,enPY7OQ

= QVPA-QAOV;en PP AO'Q TAU
9 VienPPA0O'Q = QVPA-QANOV,ex PPAOQ  SUB(7) (8)
(10) VieN PO A OZQ - OQ ) ] T4
(11) Vien(PA=Q)D AN O'Q = Ve PP A O'Q REF (9) (10)
(12) (Vien(P A Q)W A O'Q - \/z’eN POANOQ)

— (PUQ < infAV,cy PO ANO'Q) TAU
(13) PUQ < inf AV,;cy PO AO'Q MP (11) (12)

T6 indicates that the representation of P U @ can be simplified by replacing
the indexed expression \/;cy(P A =Q)® A O'Q with a relatively concise one
Vien PO AO'Q. Intuitively, the former indexed expression means that P holds
until @ holds for the first time, and the latter indexed expression means that P
holds until sometimes @ holds. These meanings are actually equivalent.

5 Soundness

An observation about the examples presented in the previous section is that
many theorems of the proof system II coincide with the logic laws of PPTL.
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For instance, \/;,cy O'Q « 0Q is a theorem (T3), and there is a logic law
Vien O'Q = 0Q which means the formula \/;,.y O'Q « 0Q is valid.

In fact, this is a universal phenomenon. We are going to show that the proof
system II is sound, i.e., each theorem proved by II is valid.

For this, we first establish the soundness of axioms and inference rules of
II. On the one hand, each axiom is a valid formula. On the other hand, the
conclusion formula of each inference rule is valid, provided all the hypothesis
formulas are valid.

Theorem 1 (Soundness of Axioms and Inference Rules). Fach aziom or
inference rule of II is sound, in that

1. = P if P is an aziom of II, and
2. =P zf% is an inference rule of II (n > 1) and = P; for each
1<:<n.

The proof of Theorem 1 is presented in the Appendix of this paper.
As a natural deduction of Theorem 1, every formula proved by II is valid.
That is, the proof system II is sound.

Theorem 2 (Soundness ofIT). For each PPTL formula P, = P implies = P.

Proof. = P means there is a formal proof Pi,..., P, (n > 1) with P, = P.
According to Theorem 1, |= P; for each 1 < ¢ < n. This involves | P. m|

6 Conclusions

In this paper, we develop a proof system II for PPTL with indexed expressions,
which is a unified temporal logic that subsumes the well-used LTL. Specifically,
II consists of axioms and inference rules for formal derivation of both basic
PPTL constructs and indexed expressions. We provide a few examples to show
how the proof system works. In addition, we demonstrate IT is sound in that
every formula proved by IT is valid.

In the near future, we are going to prove the completeness of II, i.e., every
valid formula can also be proved formally by II. This may be achieved by study-
ing the normal form of indexed expressions and then making structural induction
based on the normal form. We also plan to explore more meaningful styles of
indexed expressions other than \/,y Q' and Vien PO A O!Q, including their
logic laws and relation with specific recursive equations. Which styles of indexed
expressions have equivalent well-formed formulas is still an open question.
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Appendix

This appendix presents the proof of Theorem 1.

Proof. We only need to prove the soundness of axioms and inference rules in I7;.
The soundness of axioms and inference rules in ITg has been proved in [8].
(IST) For any interval o, we have

O-)ZszeNQi
< o E Q" for some i € N
<= o corolQ for somei>1
“—okEecoroEQT

which indicates o |= \/,oy QF < Q*. Recall that Q* =e Vv Q™.
(INS) For any interval o, we have

o = RJi]

= o = RJi] for some i € N
<= 0 = Ven Rl

which indicates o |= R[i] — \/,cy Rl[i].
(INR) For any interval o, we have

o = Vien Bli]
<= o = RJi] for some i € N
<= o |= R[0] or ¢ = R[i + 1] for some i € N
<= o0 R[0]or o V,cy Rli +1]

which indicates o |= \/,cy R[] < R[0] V /oy R[i + 1]
(INA) For any interval o, we have

o = Vyen P A RIi

<= o = P A RJ[i] for some i € N
<= o0 = P and o = RJi] for somei € N
<o Pando =\, R[]

which indicates o = ;o P A R[i] < P A\, ¢y R[i]. The proofs of (INO), (INN)
and (INC) are similar.

(INM) Suppose = R[i] — R'[{]. Then, for any interval o, o |= RJ[i] implies
o = R'[i]. So, for any interval o, o = R]i] for some i € N implies o = R'[i] for
some i € N, which means o |= \/, .y R[i] implies o = \/,.y R'[i], or equivalently
o = Vien Blil = Vien R'[i].

(REF) Suppose = R~ QVPAQRand = R — 0Q. Then, R=QVPAQR
and R C 0Q. According to Lemma 2, \/, PO A O'Q = R, which means
E Vien P? A O'Q < R. The proof of (REI) is similar. 0
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