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Preface

The present book includes extended and revised versions of a set of selected papers
from the 20th International Conference on Enterprise Information Systems (ICEIS
2018), held in Funchal-Madeira, Portugal, during March 21–24, 2018.

ICEIS 2018 received 242 paper submissions from 46 countries, of which 8% are
included in this book. The papers were selected by the event chairs and their selection
is based on a number of criteria that include classifications and comments provided by
the Program Committee members, the session chairs’ assessment, and also the program
chairs’ global view of all the papers included in the technical program. The authors of
selected papers were then invited to submit revised and extended versions of their
papers having at least 30% innovative material.

The purpose of the 20th International Conference on Enterprise Information Systems
(ICEIS) was to bring together researchers, engineers, and practitioners interested in
advances and business applications of information systems. Six simultaneous tracks
were held, covering different aspects of enterprise information systems applications,
including enterprise database technology, systems integration, artificial intelligence,
decision support systems, information systems analysis and specification, internet
computing, electronic commerce, human factors, and enterprise architecture.

We are confident that the papers included in this book will strongly contribute to the
understanding of some current research trends in enterprise information systems. Such
systems require diverse approaches to answer challenges of contemporary enterprises.
Thus, this book covers such diverse but complementary areas as: data science and
databases, ontologies, social networks, knowledge management, software development,
human–computer interaction, and multimedia.

We would like to thank all the authors for their contributions and the reviewers for
their hard work, which helped ensure the quality of this publication.

March 2018 Slimane Hammoudi
Michał Śmiałek
Olivier Camp

Joaquim Filipe
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A Computer-Based Framework Supporting
Education in STEM Subjects

Georg Peters1,2, Tom Rückert1, and Jan Seruga2(B)

1 Department of Computer Science and Mathematics,
Munich University of Applied Sciences, Lothstrasse 34, 80335 Munich, Germany

{georg.peters,tom.rueckert}@hm.edu
2 Faculty of Education and Arts, Australian Catholic University, 25A Barker Road,

Strathfield, NSW 2135, Australia
jan.seruga@acu.edu

Abstract. Education is considered as a key factor for competitiveness
on micro- as well as on macro-economic levels, i.e., for a single person, a
company, or a country. Several industries have been identified with sig-
nificant current and/or future workforce shortages. They include diverse
areas, such as the health and the technology sectors. As a result, initia-
tives to foster STEM (science, technology, engineering and mathematics)
have emerged in many countries. In this paper, we report on a project
of Australian Catholic University and Munich University of Applied Sci-
ences. These universities have developed a framework to support STEM
education. The framework is based on R-Project, a leading free software
environment that has gained increasing attention particularly in the field
of data analysis (statistics, machine learning etc.) in the past decade. The
framework is intended to address the following three main challenges in
STEM education: mathematics and, in the field of technology, algorith-
mic programming and dynamic webpage development.

Keywords: Education · STEM subjects · R-Project

1 Introduction

We are currently experiencing a significant transformation of economic structures
worldwide, due to information technology. The digital revolution is considered
as a disruptive innovation which impacts the daily life of humans, companies,
and countries. The extent of this transformation can be demonstrated by the
fact that most of the six most valuable enterprises in the technology sector
today (Apple, Amazon, Alphabet, Microsoft, Facebook and Alibaba) [17] did
not even exist twenty years ago. However, even though virtually everybody is
aware of the significant impact of information technology, there seems to have
been little action to address these challenges in education. Let us briefly discuss
two paradoxes in this context:
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– Since the industrial revolution started approximately 250 years ago, technol-
ogy has influenced almost everybody’s life. The digital revolution is another
phase in this revolution which has significant impact on our daily life. How-
ever, this seems not to be correlated with an interest in the underlying tech-
nology. Many students seems to be more interested in using technology than
in developing or even understanding it.

– Education in STEM subjects has been identified as of strategic importance
for the competitiveness of employees, companies and countries, but it seems
that many countries offer only halfhearted support for STEM education. An
indicator of such half-heartedness is the often discussed discrepancy between
verbal and financial support for (STEM) education.

To help address these challenges in STEM education Australian Catholic
University and Munich University of Applied Sciences joined forces and set up a
project to develop a computer-based framework supporting education in STEM
subjects. In particular, the framework focuses on mathematics, algorithmic pro-
gramming and dynamic webpage development. The objective of this article is
to introduce this framework. It continues our work started in [29,30] and is an
extended and developed version of those papers. In the following section, we
identify and examine the needs, challenges and stakeholders in STEM educa-
tion. Then, in Sect. 3 we define our requirements for an optimal computer-based
framework supporting STEM education. Based on these requirements we also
analyze possible technologies (programming languages and numerical/scientific
platforms) for such a framework and select the most appropriate. In the subse-
quent section, we describe our framework and discuss its properties. The paper
ends with a conclusion in Sect. 6.

2 STEM Education: Needs, Challenges, and Stakeholders

While the need for STEM education and the needs of stakeholders [5] in STEM
education overlap, we have separated needs and stakeholders in the following
sections. In Sect. 2.1 we describe the general need for STEM education as often
addressed in public, which leads to our definition of a triangle of challenges
in Sect. 2.2. In Sect. 2.3 we identify the stakeholders and discuss them in more
detail.

2.1 The Need for STEM Education

The need to promote training in STEM subjects has been stressed by companies
and governments for many years. Mathematics is often considered to be of special
importance because of its catholicity and precision. In science, technology and
engineering, mathematics is equally important. Thus, engineering and technology
companies actively promote mathematics.

Dieter Zetscher, chairman of Daimler AG, for example, regards mathematics
as the royal discipline (cited at Neunzert and Prätzel-Wolters [23]): “As does no
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other science, mathematics helps us in our branch to solve the most varied sorts
of problems – and it is exactly this universal applicability that makes it the royal
discipline.” And Peter Löscher, chairman of Siemens from 2007–2013, describes
the role of mathematics as follows (cited at Neunzert and Prätzel-Wolters [23]):
“Mathematics – this is the language of science and technology. This makes it a
driving force behind all high technologies and, thus, a key discipline for industrial
nations. Without mathematics, there is no progress and technical innovation.”
But it is not only classic engineering companies, like Daimler and Siemens, that
rely on mathematics. Data and the analysis of data is considered as one of the
key competitive factors in virtually every industry. Today these activities are
often subsumed under the term data science [7].

Software programming, to a certain extent, is another context-free universally
applicable method. Programming skills are considered as important not only for
professional software developers but also for everybody else independently of the
profession. For example, Apple’s CEO Tom Cook told students (cited at Clifford
[4]): “If I were a French student and I were 10 years old, I think it would be more
important for me to learn coding than English. I’m not telling people not to
learn English in some form – but I think you understand what I am saying is
that this is a language that you can [use to] express yourself to 7 billion people
in the world. [. . . ] I think that coding should be required in every public school
in the world.” And German chancellor Angela Merkel pointed out in a panel
discussion (translated from Merkel [19]): “I am convinced [. . . ] that the ability
to program, the easy ways of programming, that children should learn to do this.
Because they will then have a basic understanding of how a robot works, how
certain things work, how an app is created.”

Although there is an obvious need for STEM subjects and STEM subjects
are promoted by leading companies and many governments there is still a gap
between demand and supply for experts in this field. It is a challenge to motivate
a sufficient number of young people to study these subjects at school and univer-
sities. In countries, like Germany, that are poor in natural resources, expertise
in STEM subjects is essential for a prosperous economy. However, mathematics
students in many of these countries performed at only an average level in the
recent PISA study of OECD countries. German school students, for example
performed only slightly above average in the PISA study [25]. This is in line
with many other European countries. Most countries on the American continent
performed under average, with the exception of Canada. According to a study by
Neuhauser and Cook the interest in STEM subjects generally improved except in
mathematics [22]: “The 2016 U.S. News/Raytheon STEM Index recorded a slight
rise in hiring, education and general interest in technology and engineering over
last year, while math education and general interest in science declined.” The
PISA study identifies students from eastern Asian countries like China, South
Korea and Singapore as top performers in mathematics (see Fig. 1).

Despite excellent job prospects, it is still a challenge to motivate a sufficient
number of students, particularly in so called western countries, to step into
these fields and secure a sound education in mathematics, computer science
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and information systems at schools and universities. This challenge is already
addressed in research, see, e.g., Ruthven and Hennessy [32] who proposed a
technology model to support mathematics education.

2.2 Triangle of Challenges

Since both mathematics and software programming are universally applica-
ble methods, they play pivotal roles within the STEM subjects. Therefore, we
address mathematics and software programming in our framework. In the field of
software programming we focus primarily on algorithmic programming, but we
also cover dynamic webpage development. We regard dynamic webpage develop-
ment as a beneficial side effect of the framework: it helps us generate web-based
tutorials; pedagogically, it supplements mathematics and algorithmic program-
ming; and it leads to illustrative results and, therefore, motivates students.

Fig. 1. PISA - performance in mathematics in selected countries in 2015 [26].

We summarize the subgroup within our framework (mathematics, algorith-
mic programming and webpage development within the STEM subjects) as a
triangle of challenges as depicted in Fig. 2.
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2.3 Stakeholders in STEM Education

Stakeholders are entities who have some kind of (economic) interest in a sub-
ject. When there is a scarcity of some kind there is competition for these scarce
resources. In our context, it could be competition between companies for cus-
tomers, or competition between graduates for a job. To discuss the implications
on this competitiveness we recall Friedman’s phases of globalization [6]:

Fig. 2. Triangle of challenges.

– Globalization 1.0 (from large to medium): In the first phase of globalization,
countries globalized. Friedman associates this with the so called discovery of
America by Christopher Columbus and assigns Globalization 1.0 a time frame
from 1492 to 1820.

– Globalization 2.0 (from medium to small): Globalization 2.0 is linked to the
globalization of companies in the beginning of the nineteenth century. This
is also associated with the emerging industrial revolution in the nineteenth
century and runs from 1820 to 2000.

– Globalization 3.0 (from small to tiny): In globalization 3.0, individuals are
globalized. The beginning of globalization 3.0 is related to the dot.com bubble
[16] around the year 2000 which marks the beginning of the breakthrough of
Internet technologies.

These phases of globalization are closely related to competition. In contrast to
globalization 1.0 when countries started to compete and globalization 2.0 when
companies started to compete internationally, in globalization 3.0 individuals
are also competing with each other globally. This means that, for example, an
American graduate not only competes with another American graduate for a
job but also with graduates from other countries. While the first two levels of
globalization are well-known, globalization 3.0 might still be not as obvious but
has a significant impact on students and employees in a wider context. It is no
longer sufficient to rely on, or hide behind, a country’s (strong) economy or its
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(highly) competitive industries. In globalization 3.0, individuals compete directly
with each other worldwide.

This leads to our first three stakeholders: countries, companies and students
(or more generally employees). As a fourth group of stakeholders we add teach-
ers and lecturers at schools and universities. This group might not have direct
economic interests from their professional point of view but, in their teaching
role, they are one of the main stakeholders in education. We briefly discuss the
stakeholders thus:

– Countries. We use the term country as synonymous with government and
society. The objectives of a country include fostering a competitive economy,
providing job opportunities and generating high tax revenues. Governments
support structural change. As governments administer taxes on a fiduciary
basis their objective is also to spend revenues economically and responsibly.

– Companies. To remain competitive companies need a highly-skilled workforce,
particularly in areas which show promise.

– Students. Education is a key asset. To maximize their ability to negotiate their
position in the labor market, students should strive for the best education in
areas where shortages are present or forecasted.

– Teachers. In contrast to countries, companies and students, teachers do not
have a direct economic interest. Their interests are more content-related, e.g.,
they find it rewarding to receive positive feedback and recognition for their
teaching. However, they need to be supported and prepared to teach STEM
subjects with technology [24].

Based on the stakeholders’ needs, we define the requirements for a computer-
based framework supporting STEM education and select an appropriate platform
for the framework.

3 Requirements for and Selection of a Computer-Based
Framework Supporting STEM Education

3.1 Requirements for a Computer-Based Framework

The requirements for a computer-based framework supporting STEM education
are derived from the needs of the stakeholders. We think it is essential to address
these needs if the framework is to be successful; the needs are summarized below
and are discussed in the subsequent paragraphs [29]:

– Cost efficiency
– Platform independence
– Size of the platform network
– Comprehensiveness of the mathematical implementations
– Support for possible levels of user experience.
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Criterion: Cost Efficiency. Education is strategically important for countries
since it helps to strengthen economies in a globalized world. It is a key factor in a
prosperous economy. Education is also an important strategy to diminish poverty
and inequality. However, in striking contrast to these benefits, educational sectors
seem to be subject to funding restrictions and cutbacks virtually worldwide (see,
for example [2,10,12]). One reason might be that the results of education are
often not directly attributed to education; another might be that the benefits of
education are often long term. Both these reasons make investment in education
less than appealing to government facing short term election cycles.

Funding is a challenge for many educational institutions in mature economies
and in developing countries it may face even bigger obstacles. Further, for many
students it is a challenge to purchase necessary teaching materials, including
books. Therefore, a core criterion for our framework is that it should be cost
efficient. Excluding hardware, this means that the framework should be easily
available and free.

Criterion: Platform Independence. In the discussion on the cost efficiency
criterion we excluded hardware since we do not think that free hardware is a
realistic goal. However, in our second criterion we require the framework to be as
platform-independent as possible. This would maximize the accessibility of the
framework. We identified two kinds of platform-independencies that are partly
overlapping:

– Independence from device platforms. The framework should run on a diverse
range of devices like personal computers and tablets but also on smartphones.
This would diminish the hardware requirements, particularly for students
when they want to run the framework on their private devices.

– Independence from operating systems. The arguments for independence from
a particular operating system are similar to our discussion on the need for
independence from device platforms. The framework should run on all major
operation systems for smartphones, tablets and personal computers.

This criterion of independence of devices and operating systems requires a
browser-based solution.

Criterion: Size of the Platform Network. Often the number of adopters
of a product increases its utility for a single user. Arthur [1] discussed this phe-
nomenon in the context of increasing returns to adoption. For example, positive
effects on learning can be observed since the support (blogs, books etc.) for a
popular product is normally better than support for a niche product. Today,
network effects are discussed with respect to the leading Internet companies.
This discussion is backed by the theory of network externalities [11]. For exam-
ple, the de facto standards of office document formats virtually force the user
to use certain office software to avoid compatibility issues when exchanging the
documents with colleagues.
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Obviously, a platform for STEM education is a product whose utility
increases when the number of users also increases. Therefore, we consider the
size of the supporting network behind the framework as an important criterion
for our platform.

Criterion: Comprehensiveness of the Mathematical Implementations.
Ideally, the platform should comprehensively cover the fields of mathematics that
are defined in the respective curricula of schools and universities. This would lead
to seamless and integrated learning experience for the students.

This prevents set-up times that would occur if the working environment,
i.e., the platform, were to be changed. Thus, comprehensive coverage of relevant
mathematical methods by the platform contributes to the optimal long-term
learning outcome of the students.

The comprehensiveness of the mathematical implementations can be consid-
ered as a horizontal criterion as it defines the range of different mathematical
methods. The criterion that we discuss in the next paragraph, “Criterion: Possi-
ble Levels of User Experience”, describes the depth of student understanding in
a particular area and it can be considered as a vertical criterion.

Criterion: Possible Levels of User Experience. Ideally, an educational
framework should address absolute beginners as well as advanced experts. This
means that a student can continue using the educational framework during the
whole “lifecycle” of learning. Hence, students can concentrate on content and
do not need to spend setup time when the learning environment needs to be
changed, e.g., when the students want to move forward to the next level of learn-
ing. This would minimize a possible break point where a student may consider
withdrawing from STEM subjects. Further, an integrated framework provides
a spirited and motivating environment where beginners can be supported by
experts and experts may learn from questions asked by beginners.

3.2 Evaluation of Possible Platforms for a Computer-Based
Framework

The framework supporting STEM education can be realized in different ways. For
example, it could be implemented from scratch in a multi-purpose programming
environment like C/C++ or Java. Another possibility would be to use apps
and webpages dedicated to mathematics teaching like MATH 42 or MalMath.
Alternatively one could leverage off a numerical computing environment like
Mathematica or MATLAB. We distinguish between these three alternatives in
our evaluation for the best platform for our framework:

– Multi-purpose programming languages
– Apps and webpages dedicated to mathematics teaching
– Numerical computing environments
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Multi-purpose Programming Languages. Multi-purpose programming lan-
guages like C/C++ and its derivatives or Java, are excellent platforms for the
development of a wide range of applications. Furthermore, many of the program-
ming languages are free and run on many operating systems.

For our purpose C/C++ is of special interest. Due to its efficiency, C/C++
has been a leading programming environment for mathematical/numerical tasks
in industry and academia. This has led to many corresponding libraries which
support the programming of mathematical/numerical tasks. However, we would
consider C/C++ as too challenging for newcomers to mathematics and program-
ming. This would possibly lead to frustration among the students and would,
therefore, be counterproductive to our objectives. In addition, most of the other
programming languages have their strength and main areas of applications in
fields other than mathematics. Therefore, they are not ideally suitable for our
purpose to teach mathematics.

The programming language Python has also attracted attention in the field of
data analysis over the past decade. One of Python’s objectives is that it should
be easy to learn and implement. In the field of data analysis, this has led to
many supportive libraries. Further, according to the TIOBE index of July 2018
that ranks the popularity of programming languages [34], Python is one of the
most popular at rank #4 with a strong growth rate of 2.81% in comparison to
the previous month. Regarding job postings, it is second just behind Java [20].
Python, therefore would be an excellent platform for our framework. As discussed
above, we consider the other programming environments are not optimal for our
framework.

Apps and Webpages Dedicated to Mathmatics Teaching. Over the past
decade, several excellent apps and webpages supporting mathematical educa-
tion have been developed. They include, Mathway (https://www.mathway.com),
MATH42(http://math-42.com),MalMath(http://www.malmath.com)andWol-
fram Alpha (http://www.wolframalpha.com).

Math 42 reports on its webpage that it is attracting more than 2 million
students worldwide. Wolfram Alpha (from the vendor Wolfram of the numerical
computing environment Mathematica) offers an impressive array of mathemat-
ical methods. Beyond mathematics Wolfram Alpha is also a search engine that
provides preprocessed and structured information in many subject fields, includ-
ing, e.g., country information and information on celebrities.

These apps and webpages focus on mathematics and provide exercises
and related explanations on mathematical theory and background. They do
not address (algorithmic) software programming that might be of interest for
advanced students whose goal is to develop their own programs addressing par-
ticular problems.

As already discussed, our framework should holistically address mathematics,
including (algorithmic) programming. These apps and webpages dedicated to
mathematics teaching do not meet this objective.

https://www.mathway.com
http://math-42.com
http://www.malmath.com
http://www.wolframalpha.com
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Numerical Computing Environments. Numerical computing tools provide
specialized environments for development and application in data analysis. Their
functionalities include an integrated development environment, a specialized pro-
gramming language, and extensive support for graphics. A basic numerical com-
puting environment can also be extended by several software libraries addressing
special fields in numerical computing.

The core features of these numerical computing environments include inte-
grated development environments, purpose-built programming languages, graph-
ing utilities and substantial libraries. Numerical computing environments, there-
fore, generally address our criterion about possible levels of user experience. All
these environments are excellent bases for the framework.

Interest in these numerical computing environments has increased in the
past decade due to the increasing needs and interest in data science. Lists of
statistical software packages for numerical computing environments can be found
at Wikipedia (https://www.wikipedia.org) under the keywords “list of statistical
packages” and “comparison of numerical analysis software”.

Leading commercial tools are, e.g., MATLAB (https://www.mathworks.
com) and Mathematica (http://www.wolfram.com/mathematica). MATLAB is
a leading numerical computing environment, particularly in natural science, engi-
neering and technology. It can be expanded by many libraries that address special
subjects in natural science, engineering and technology. Particular areas that are
mentioned on the webpage of MATLAB include deep learning, computer vision,
signal processing, quantitative finance and risk management, robotic and control
engineering.

Mathematica can also be applied in a wide range of areas and is frequently
used in industry. It also integrates mathematical symbolic computation function-
ality, i.e., it can be used to symbolically integrate or differentiate many other
symbolic computation functionalities. Its mathematical symbolic computation
functionality makes Mathematica a leading tool in the educational sector. So,
with regard to their functionality and quality, both leading commercial environ-
ments would be very well suited as a platform for our framework. However, our
criterion of cost efficiency requires that the framework should be easily accessible
and free of charge. As discussed above, we consider this criterion as essential.
Therefore, we need to exclude these commercial numerical computing environ-
ments as possible bases for our framework.

Popular free numerical computing environments include GNU Octave
(https://www.gnu.org/software/octave), R-Project (https://www.r-project.
org), and Scilab (http://www.scilab.org).

GNU Octave and Scilab position themselves as free alternatives to MATLAB
as they are more or less compatible (GNU Octave more so than Scilab). Accord-
ing to the TIOBE index [34] the MATLAB programming language ranks #15
and is, therefore, one of the leading special purpose languages in the field of data
analysis and mathematics. Hence, both GNU Octave and Scilab would be very
suitable platforms for our framework.

https://www.wikipedia.org
https://www.mathworks.com
https://www.mathworks.com
http://www.wolfram.com/mathematica
https://www.gnu.org/software/octave
https://www.r-project.org
https://www.r-project.org
http://www.scilab.org
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A further alternative is R-Project. R emerged as a free alternative to the
statistical programming language S [9] and has gained increasing attention in
academia as well as in industry [35]. In July 2018, TIOBE [34] ranks R as four-
teenth most popular programming language and, therefore, as the most popu-
lar special purpose programming language in the field of numerical computing.
Misirlakis [20] puts it into the group of “up and comers” in a survey and Heller
[8] describes R as “heating up”. At the time of writing it is at #11 in the rank-
ing of the most in-demand programming languages. Furthermore, it is the most
liked programming language in a recent survey [13]. Hence, regarding the current
momentum behind the free numerical computing environment, we regard R as
stronger as GNU Octave and Scilab.

3.3 Summary and Selection of the Platform

We consider classic general purpose programming languages like C/C++ or Java
as too complex for beginners and not focused enough on mathematics. In com-
parison, Python is easy to use and supports data analysis. Many of the apps and
webpages providing teaching support in mathematics are excellent but they lack
functionalities to support advanced students who are looking for programming
options. All the discussed numerical computing environments are suitable as
platforms for our framework. From its functionalities we consider Mathematica
as the optimal platform. However, since we think that it is essential that the
framework is free of (software) cost, we need to exclude commercial platforms
like Mathematica and MATLAB. The free numerical computing environments
are suitable as platforms for our framework. Beyond them, we favor R over GNU
Octave and Scilab since it seems to be the most popular.

Python and R, therefore, emerge as the most suitable platforms for the frame-
work. In the data analysis community the pros and cons of Python and R are
intensively discussed. Basically, Python was designed as a “real” programming
language that has been recently adopted in the data analysis community and
seems to have a higher computational performance than R.

R, however, originated from the statistical community which puts it closer
to mathematics. We regard this as an advantage in the context of our project.
Therefore, we decided to use R, rather than Python, as the platform for our
framework.

Table 1 summarized the evaluation of possible platforms. The circled plus
(⊕) indicated that a criterion is matched by the platform, while the circled dot
(�) shows that the criterion match is acceptable. The circled minus (�) leads to
exclusion of the platform; rendering further evaluation of the remaining criteria
unnecessary.

In the following section, we discuss important properties of R that are rele-
vant in the context of our framework.
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Table 1. Summary of the evaluation of possible platforms.

Cost efficiency Platform ind. Size of network Math. impl. Math.
Levels

General purpose programming languages
C, Java . . . �
Python ⊕ ⊕ ⊕ � ⊕
Mathematics apps and webpages
MATH 42 . . . �
Numerical computing environments
Mathematica �
MATLAB �
GNU Octave ⊕ ⊕ � � �
R-Project ⊕ ⊕ ⊕ � ⊕
Scilab ⊕ ⊕ � � �
Legend: ⊕ matched, � acceptable, � leads to exclusion.

4 Basic Properties of R-Project

4.1 Adoption of R in Academia and Industry

The R project was launched by the University of Auckland as an alternative to S
[9]. Initially, its main focus was on statistical methods. In the meantime it covers
a diverse range of mathematical methods and several areas of data analysis. A
reason for its rich portfolio of methods is that everybody can contribute packages
to R, e.g., in academia, many researchers not only use R for data analysis but
also contribute packages to R. Many R packages are written by the researchers
who actually developed the algorithms.

In recent years, R has gained momentum not only in academia but also in
industry [35]. Major information technology companies, like Microsoft or Oracle,
support R. Microsoft bought the R specialist Revolution Analytics in 2015 and
has enriched its product portfolio by Microsoft R Server. R can be used in
Microsoft’s Azure [27]. Further, Oracle [28] supports R through its Oracle R
Enterprise solution. Many other companies also support and or use R.

4.2 Basic Structure of R

R (https://www.r-project.org) is platform independent, i.e., it runs on Linux,
macOS and Windows. It is accessible by an integrated console or several inte-
grated development environments, with RStudio (https://www.rstudio.com)
probably the most popular (see Fig. 3 for a screenshot).

This allows a console based programming style as well as the opportunity
to develop programs and packages. Extensive support is available for R:. online
tutorials and blogs are available and several books have been published, e.g.,

https://www.r-project.org
https://www.rstudio.com
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Fig. 3. An example for RStudio IDE.

by Matloff [18] or Teetor [33]. There is also a fairly comprehensive introduction
available on R websites [36].

Besides it algorithmic core, it also provides extensive support for graphics [21]
and exporting/reporting functions. For instance Leisch developed the package
Sweave [14,15] that generates LATEX files. The Markdown package (see [31] and
the webpage https://rmarkdown.rstudio.com) helps to generate R reports for-
matted as Word, HMTL or LATEX/PDF documents. Its basic workflow is shown
in Fig. 4.

Fig. 4. R’s Markdown package workflow [31].

https://rmarkdown.rstudio.com
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R also has a package, the Shiny package [3], that backs the development
of dynamic webpages. Impressive examples for such dynamic webpages can be
found at https://www.shiny.rstudio.com/gallery.

5 A Framework Supporting Mathematics, Programming
and Dynamic Webpage Development

In this section, we show how our framework supports different level of mathemat-
ics education and also provides insights into programming and dynamic webpage
development. In mathematics education we distinguish between exercise-based
mathematics (see Sect. 5.1) and mathematics and programming tasks as we dis-
cuss in Sect. 5.2. Finally, in Sect. 5.3 we show how dynamic webpage development
can be integrated into our curriculum.

5.1 Exercise-Based Mathematics

By exercise-based mathematics we mean tasks that are designed to apply math-
ematics. Examples are:

– Solve the following rule of three . . .
– Determine in curve sketching the y-intercepts of the function . . .

Fig. 5. Example for a mathematics task on a personal computer.

This approach is similar to the app- and web-based tools like MATH 42
and MalMath. In R, we use the Shiny package to develop such corresponding

https://www.shiny.rstudio.com/gallery
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Fig. 6. Example for a mathematics task on a smartphone.

webpages. As they are HTML-based, they can be accessed universally, indepen-
dent of a particular operating system and a particular class of device (personal
computer, tablet or smartphone).

An example for a mathematical task on a personal computer is shown in
Fig. 5 while an example for an exercise accessed from a smartphone is depicted
in Fig. 6.
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[a] Integrated Messages 

[b] Tasks 

[c] No fica ons 

Fig. 7. Dashboard of the framework.

We intend to enrich our framework with an integrated dashboard with func-
tionalities like the progress/completion rate of a student’s tasks and basic social
media functions. See Fig. 7 for screenshots showing integrated messages (sub-
figure [a]) and boards for tasks (sub-figure [b]) and notifications (sub-figure [c]).

As we will discuss later, the development of these webpages is an integrated
part of our challenge “dynamic webpage development”. It serves two objectives,
the extension of the portfolio of mathematics tasks and training in dynamic
webpage development.

5.2 Programming Tasks in Mathematics

In contrast to exercise-based mathematics, programming tasks in mathematics
addresses two of our challenges, i.e.:

– Mathematics
– (Algorithmic) programming

We can cover the range from the application of mathematics to, let us call it,
algorithmic mathematics. As we need to develop programs, we use the console
of R or an IDE like RStudio.
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With respect to the state of knowledge of the students we can use different
levels of programming to formulate a mathematical problem, stretching from
the use of basic mathematical functions implemented in R to a more algorithmic
programming style.

Using Basic Mathematical Functions. As R has a rich portfolio of mathe-
matical functions, these functions can be directly used to solve a mathematical
problem. E.g., when the mean of the numbers 3, 4, 8, 9, 2 is to be determined
we simply have to enter:

x <- c(3, 4, 8, 9, 2)
mean(x)

or even just

mean(c(3, 4, 8, 9, 2))

This programming style would also be the preferred “R style” since it uses
the same features and functions that R offers.

Intermediate Mathematics and Programming. An intermediate approach
would be to resolve the mean() function by the sum divided by the number of
objects:

x <- c(3, 4, 8, 9, 2)
sum(x)/ length(x)

Advanced Education in Algorithmic Programming. An advanced rep-
resentation for calculating a mean would be the sum further resolved and pro-
grammed using the R’s for{} command:

x <- c(3, 4, 8, 9, 2)
sumVector <- 0
lengthVector <- length(x)
for(i in 1: lengthVector ){

sumData <- sumData + x[i]
}
sumData

Note, that the programs presented in the paragraphs “Intermediate Mathe-
matics and Programming” and “Advanced Education in Algorithmic Program-
ming” would not be considered a good R programming style since they neglect
convenient R functions. However, our objective here is to show the mathematical
background of the means and use algorithmic programming.
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5.3 Education in Dynamic Webpage Development

Finally, as discussed in Sect. 5.1 we can use the need to develop a portfolio of web-
based exercises in mathematics to offer training in the development of dynamic
webpages. This is a win-win situation since it addresses two of our challenges.

Fig. 8. Example for Shiny code.

As can be seen in the small example depicted in Fig. 8, Shiny code is intuitive
and easy to understand. Although the Shiny package is a highly specialized
environment, it provides a good starting point for the introduction of dynamic
webpage development.

6 Conclusion

In this paper, we presented a framework that supports selected facets of STEM
education, namely mathematics, software programming and dynamic webpage
development. After identifying the stakeholders and analyzing the requirements
for such a platform, we evaluated possible platforms for the framework and
selected R-Project as the most suitable. Then we introduced the framework.

The framework provides good support for STEM education and enriches
teaching in these fields. As the platform R is free, it provides unrestricted access
to educational institutions and students. Furthermore, the framework is open in
a sense that everybody can use, modify or extend it and, therefore, adapt it to
their personal needs. It covers the whole lifecycle of education, from web-based
simple mathematics tasks for beginners to sophisticated applications within the
R environment, a platform that is also used by professionals and senior aca-
demics. We consider the framework as a very useful tool within STEM education
and hope that it addresses users’ needs.
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Abstract. Social network websites are mainly constructed around the notion of
user identities, as set up on the bases of their profiles, and online generated contents
such as texts, videos, photos. Still, while some profiles gain an important position
in the network, others do not. Similarly, some online generated contents appear to
gain a great deal of attention from the part of users, whereas others are completely
ignored. In this context, the notion of profile and online content related popularity
has come to the forefront. Additionally, several studies turn out to be focused on
the area of popularity associated analysis and prediction. Noteworthy, however, is
that the popularity evaluative metrics prove to vary from a social network to
another. In this respect, the present work is conceived to deal with such challenges
through an advanced proposal whereby a unified presentation of popularity met-
rics related to each social entity, across several social networks, is put forward.
Accordingly, a hierarchical structure of popularity metrics, as enhanced with a
particular RDF presentation, is suggested, along with a brief summary of wide
range of methods used to analyze such entities related popularities.

Keywords: Popularity � Social networks � Social entity � Social features �
SPI � RDF

1 Introduction

The present work is an extension of the previously established study [21] in the 20th
International Conference on Enterprise Information Systems. It proposes a new pre-
sentation of social entities related metrics based on an RDF presentation along with
summary of the methods used for popularity quantification.

Over the last decade, online social media websites have noticed an exponential
growth in the number of active users, as no less than 313 million monthly users have
been recorded to be active1 on Twitter, over 1 billion users2 on YouTube and about

1 https://www.statista.com/statistics/282087/number-of-monthly-active-twitter-users/.
2 https://www.youtube.com/intl/fr/yt/about/press/.
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2.23 billion monthly active users3 con Facebook. These facts support well the explo-
sion of the amount of user-generated data on such websites. In fact, the relevant
statistics appear to reveal that about 95 million photos4 are shared every day on
Instagram, billion hours of videos watched every day5 on YouTube, and about 500
million tweets sent every day (See footnote 4) on Twitter.

This flux of data has not always acquired the same rate of attention from the part of
users, as mentioned by Lerman and Hogg [14], stating that among 1600 new stories
submitted on Digg, only a handful of them turn out to gather thousands of votes, while
others are completely ignored by users. It is actually such findings which helped
enhance the emergence of the popularity notion related to each social media content
entity such as videos, photos, and texts. In this regard, popularity represents the cor-
responding amount of attention as directed from users to the content [9, 20].

Studying the popularity of social entities is a beneficial task for both social media
data consumers and producers. Most efforts made on the popularity of social entities
focus on the analysis of popularity evolution and the prediction of popularity likely to
help avoid information overload. This could be achieved through providing users with
the most popular content and companies with the opportunity to boost their business
strategy. Through the study of social entities’ popularity, researchers try to find sat-
isfactory responses to such questions as: how the social items’ popularity could be
boosted? Would the studied items be popular or not? If, yes, to what extent would they
be popular in both of the short and long terms? Can an item’s popularity be quantified
prior to its creation?

For a social entity’s popularity to be thoroughly investigated, researchers have
identified three shared requirements: popularity measures, popularity features and
methods. However, for a specific type of social entity to be studied, the popularity
metrics appear to vary from an online social media website to another, particularly
corresponding to likes on Facebook, diggs on Digg, and views on YouTube. Even
within the same website, popularity can be measured in different ways, mainly through
the number of views or a combination of both of the views and comments corre-
sponding number. The previously established study [21] that is conceived to advance a
proposed hierarchical structure of the metrics. Additionally, a service provided inter-
face (SPI) is also put forward. The conceived SPI is intended to define services liable to
implementation via the social networks associated APIs, with the aim of gathering the
existing features, whereby the popularity degree could be quantified independently of
the social media websites. However, the present work is intended to provide a new
normalized view of popularity metrics, likely to help in handling the new social net-
works’ sourced metrics. Therefore a simple presentation of an RDF-based normal-
ization scheme is proposed for the normalization. An illustration of the study associated
problem and purposes is depicted in Fig. 1, below.

The remainder of this work is structured as follows. In a first place, the paper
applied terminology is thoroughly highlighted. In a second place, a review of the works

3 https://newsroom.fb.com/company-info/.
4 https://www.socialpilot.co/blog/social-media-statistics.
5 https://www.youtube.com/intl/fr/yt/about/press/.
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dealing with the notion of popularity is exposed, whereby a summary of the popularity
metrics related to each social entity is established. A discussion of the wide range of
popularity metrics available makes subject of Sect. 3. As for Sect. 4, it involves a
depiction of a hierarchical representation for the popularity metrics along with a pro-
posed RDF presentation of popularity across social networks. This section also
introduces a materialization attempt of the proposed normalization framework as
administered under an implemented Service Provider Interface (SPI). Concerning
Sect. 5, a summary of the popularity prediction methods relevant classification is
introduced. In a last stage, new research potential directions and perspective lines are
suggested.

2 Related Works: Social Media Popularity

This section is devoted to outline the notion of popularity and its relevant terminology,
as associated with social entities enabling to structure the content, as generated across
online social media websites.

2.1 Popularity Notion

In the relevant literature, several efforts have been focused on studying popularity as
closely associated with social entities. Some of them, mainly [5, 8, 15], are motivated
by the information overload as stemming from online social media data, attempting to
predict the social entities attached popularity in a bid to help users receive the most

Fig. 1. Illustration of the problematic corresponding to the variety of social entities’ popularity
metrics across different online social media websites and the necessity of popularity metrics
normalization [21]
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critical events and digital contents. While others, such as [3, 9, 10], are motivated by
the acts discovered to be popular on social media with a tendency of becoming
essential for companies and even for people. As such, they try to understand and figure
out the social items relating properties making an item stand as more popular than
another, with the intention of helping people boost the popularity of their content even
more. Other studies, such as [17], appear to concentrate on improving the marketing
strategies and developing the diffusion strategies by undertaking to predict the out-
comes that some real-world cases are likely to bring about. As it is the case, for
instance, with a movie revenue estimation [9], or predicting popular items, a useful
undertaking for websites owners, as stated by Quan et al. [20], for distinguishing the
most accurate of resources, as popular content leads to a remarkable increase in traffic
requiring early handling to prevent any possible technical problem from taking place.
In this regard, several studies appear to be focused on the popularity aspect of social
entities. Accordingly, Li et al. [15] have proposed to categorize such studies into two
major classes: the first includes those focusing on popularity prediction in microblogs
such as Twitter, while the second is devoted to predicting popularity in media-sharing
websites, such as YouTube. Concerning the first category, popularity is related to
textual entities, such as a tweet on Twitter, as for the second category, popularity is
relative to such media content as videos and photos.

With respect to the state-of-the-art research proves to reveal that the works related to
the social media content popularity appear to cover several social entities such as textual
content, as in [6, 8, 13, 17], videos, as in [3, 9], photos as it is the case with [10, 19], as
well as the users’ popularity in their social media websites as discussed in few relevant
works [4, 9]. As already stated, popularity identifies the amount of attention paid by the
user to the content. Hence, for an effective analysis and prediction of each social media
entity relating popularity, among the already cited ones (i.e., texts, videos, photos, and
users), it is necessary to identify the metrics of popularity, the features and establishing a
link binding such metrics by means of some quantification maintaining algorithms and
relevant methods.

2.2 Terminology

Popularity Measures: are popularity defining metrics that vary from a study to
another [10].

Popularity Features: represent different factors related to the target social entity, likely
to affect its popularity [8, 10]. In effect, measuring the social entities’ popularity
constitutes a difficult task owing mainly to the existence of a wide range of factors
likely to influence the quantification of popularity [2].

Methods: are processes used to figure out the correlation between popularity measures
and features, as factors influencing the social media entities’ popularity.

2.3 Social Entities

During the first age of social media, the users’ generated content appear to focus on the
texts themselves (blogs). Then, by integrating the web 2.0 technology, as a social
media website-constructing platform, the user-generated contents turn out to take extra
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forms such as videos, photos and audios, with each form being considered a social
entity in itself. Besides, the user is attributed a profile, considered as a social entity. As
several researchers consider to focus on studying popularity relative to each type of
user-generated data, we propose, in the next section, to classify the related works with
respect to the social entities studied (i.e., texts, videos, photos and users).

3 Social Entities: Popularity Quantification

The state of the art reveals that identifying a specific social entity’s relevant popularity
measures and features are discovered to vary within the same online social media
websites, in as much as they vary across different websites. These issues are presented
and discussed with regard to each social entity in the following sections.

3.1 Text

Among the relevant studies, several works appear to focus on treating the Twitter
messages attached popularity, considering them as textual entities. In this regard, Hong
et al. [8] propose to define the popularity measure as the number of textual entity
related re-tweets, while accounting for message content, temporal information features,
metadata of messages and users, as well as the structural properties of the users’ social
graph as influential features of the Twitter figuring messages’ popularity. Other studies,
however, prove to focus on specific textual entities as a hashtag on twitter messages. In
this respect, Ma et al. [17] suggest predicting the hashtag relating popularity by pre-
senting the number of users who post at least one tweet containing the hashtag within
the given time period as a popularity measure. They, then, specify two major categories
of popularity features: content features and contextual features. Accordingly, content
features refer to lexical data derived from the hashtag and the tweet containing it (e.g.,
the number of segment words in a hashtag). Concerning the contextual features, they
are related to data derived from the social graphs as formulated by Twitter users (e.g.,
the number of tweets containing the hashtag). On analyzing news as a textual entity,
Lerman and Hogg [14] try to predict the popularity degree of news through the Digg
website. They assess the news’ popularity in the form of the number of votes a story
accumulates on Digg. As for Wu and Shen [25], they use the number of re-tweets that
the news tweet gathers from the users on Twitter.

3.2 Image

On investigating the popularity of images on Flickr, McParlane et al. [19] define
several popularity measures as being the number of image related views. He considers
three main features associated with the image context (e.g., time, day, size, flash, and
orientation), visual appearance related to the image pixel extracted information (e.g.
color, faces, etc.) and user context (e.g. gender, account, contacts, etc.). Concerning
Khosla et al. [10], they undertake to study the photos relating popularity on Flickr by
considering the number of associated views as a measure of popularity. They combine
both of the image content features (e.g. color, number of objects described, vision,
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etc.), and social-context features (e.g., the user’s contact, users’ groups, mean view,
title, description, etc.) as features useful for studying image popularity. In turn, Gelli
et al. [7] propose to study the popularity prediction of images, as based on Flickr
photos, by considering the number of views expressed on Flickr as a popularity metric
including three main features: user related features (i.e. metadata related to the author
of the image), visual features (e.g. color), and context features (i.e. the image related
tags and description).

3.3 Video

Several related studies appear to concentrate on examining the YouTube figuring
videos’ popularity range. Worth citing among them are Chatzopoulou et al. [3], who
propose to define popularity on the basis of the number of views. They also consider
the number of comments, ratings and favorites as features whereby the evolution of the
YouTube appearing video sequences’ popularity could be recognized. Similarly, Fig-
ueiredo [5] considers the number of views as a popularity measure. He classifies the
features into three main classes, the first of these classes deals with the video content
(e.g. video category, upload date, etc.). The second class refers to the link associated
features (e.g., the referrer first date and referrer number of views). As for the third class,
it concerns the popularity features as measured throughout a well-defined time period
(e.g., number of views, number of comments, number of favorites, etc.). In this regard,
Jiang et al. [9] also exploit not only the number of views as a measure of popularity, but
also define different popularity features to study viral YouTube videos. More partic-
ularly, they account for such factors as the video metadata, (e.g. id, title, text
description, category, number of raters, number of likes, number of dislikes), the video
uploading user relevant metadata, (e.g. user ID, name, profile view count, etc.), the
view associated historic, (e.g. comments, likes and dislikes), the number of in-links in
other social media, along with the video related comments. With respect to Trzcinski
and Rokita [24] conducted study, it is axed on investigating the videos related popu-
larity prediction, following the examination of two datasets: a YouTube based set and a
Facebook based one. Regarding the YouTube video sequences, popularity metrics are
expressed via the number of views, comments, favorites and ratings, while the Face-
book videos’ popularity metrics correspond to the number of shares, likes and
comments.

3.4 User

On studying the popularity evolution of the online social media user as figuring in
MySpace, considered as a popular online social medium, Couronné et al. [4] identify
two popularity measures, namely, the contents’ audience and the user’s authority.
While the former is devoted to identifying the number of visits to the artist’s page, the
latter serves to determine the number of people recommending the artist by establishing
links with him/her. The authors take into account two main features: the music attached
features (e.g. the number of visits to the profile, number of comments the visitors have
left on the profile, etc.), and the search variables that determine the number of Twitter
posts bearing the artist’s name issued during the last month, as well as the number of
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the Yahoo! search engine scored results when searching the artist’s name. Zafarani and
Liu [27] discuss the variation marking the users’ popularity across sites, as the indi-
vidual joins multiple sites and quantifies the user’s popularity based on the number of
friends.

Table 1 categorizes the popularity factor related works as scored with respect to
each type of social entity. It also depicts the features and metrics as used in each study’s
relevant context.

Table 1. Categorization of popularity related works based on the type of social media entities
[21]

Social
entity

Reference Measures Features

Text [8] The number of re-tweets Message content, temporal information
features, metadata of messages and
users, structural properties of the users’
social graph

[17] The number of users who post at
least one tweet containing the
hashtag

The number of users who post at least
one tweet containing the hashtag

[14] The number of votes Story metadata, historic of votes, the
list of friends of the top-ranked users

[25] The number of re-tweets Metrics related to the topology of the
re-tweet propagation (e.g. date of
creation, number of direct followers
receiving update, number of followers
viewed the news, etc.)

[19] The number of views and
number of comments

Image’s context (e.g. time, day, size,
flash, orientation), Visual appearance
(e.g. color, faces, etc.) and user context
(e.g. gender, account, contacts, etc.)

Image [10] The number of views Image content features (e.g. color,
objects in the image, vision, etc.),
Social context features (e.g. user‘s
contact, users’ groups, mean view, title,
description, etc.)

[7] The number of views User features (i.e. metadata related to
the author of the image) and visual
features and Context features (i.e. tags
and description related to the image)

[3] The number of views The number of comments, ratings and
favorites

Video [5] The number of views Video content (e.g. video category,
upload date, etc.), Link features (e.g.
referrer first date and referrer number
of views) and Popularity features (e.g.

(continued)
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3.5 Discussion

The present study has brought about two major outcomes. In a first place, it highlights
well the lack of specifically reliable metrics whereby the popularity factor could be
overly expressed. In a second place, the popularity metrics turn out to be expressed
differently from a social medium to another.

Lack of Specific Metrics to Express Popularity Metrics. For a specific social entity
(i.e. text, video, photo, and user) to be effectively studied, a variety of metrics are used
by the researcher to express popularity. The variety of such metrics within the same
social entity type is reflected in the same online social media website. In the case of
studying the popularity of an image on Flickr, for instance, McParlane et al. [19] define
three main sets of image context related features, visual features and user context
features. As for Khosla et al. [10], they define other feature sets, namely, the image
content and social context features. It is worth mentioning, also, that despite the
apparent difference noticeable in the metric sets nomenclature as applied in both works,
some kind of overlap appears to persist between these sets. Indeed, as the user context
set considered by McParlane et al. [19] involves user metadata, the social context
features’ set, as considered by Khosla et al. [10], also account for such a dimension.

Table 1. (continued)

Social
entity

Reference Measures Features

number of views, number of
comments, number of favorites, etc.)

[9] The number of views Video metadata (e.g. id, title, text
description, category, number of raters,
etc.), user metadata (e.g. user ID, name,
profile views count, etc.), historic of
view (e.g. Comments, likes and
dislikes), the number of in-links and
the video comments

[24] YouTube: the number of views,
comments, favorites and ratings
Facebook: the number of shares,
likes and comments

Visual features (e.g. Video
characteristics, color, etc.),
Temporal features: refer to the number
of views and number of social
interactions (e.g. number of shares, likes
and comments)

User [4] The audience of the contents:
number of visits of the artist’s
page
User’s Authority: number of
people recommending the artist
by linking to him

Music variables (e.g. the number the
visits of the profile, the number of
comments visitors have left on the
profile)
Search variables the number of the
Twitter post containing the artist name
in the last month, the number of results
of the Yahoo! search engine when
searching the artist’s name
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A Variety of Popularity Metrics across Different Online Social Media Websites.
In this respect, Hong et al. [8] undertake to consider a textual entity application case. In
effect, the popularity of a Twitter figuring message as a textual entity is expressed on
the basis of the number of re-tweets, while the authors in [13] prove to measure the
popularity relative to a post made by a brand page on the basis of comments number as
gathered by the target post. Besides, Trzcinski and Rokita [24] consider measuring the
popularity of a YouTube displayed video by considering the number of views, com-
ments, favorites and ratings. As for Facebook, they count the number of shares, likes
and comments as popularity measures. In turn, Khosla et al. [10] highlight the variety
of popularity metrics, citing that for a certain image, popularity can correspond to “the
number of likes on Facebook, the number of pins on Pinterest or the number of diggs
on Digg“. Two main questions arise as to the variety of parameters used to analyze a
particular social entity’s relative popularity. The first question is that of how to evaluate
the popularity distinguishing parameters’ subjectivity, as advanced by Cappallo et al.
[2]. As for the second question, it relates to how to break away with the specific
parameters, associated with each social media website, to be able to express the
popularity range.

In this paper, we are mainly interested in answering the second question by
proposing a factorization of the different popularity metrics relative to each type of
online social entity, independently of the social media website source. This factor-
ization process will be expressed via a Service Provider Interface (SPI) as derived from
the conclusive services provided by the study, with respect to the already discussed
social entities: texts, videos, images and users.

4 Normalized Popularity Metrics and the Proposed Service
Provider Interface

In this section, a normalization of the different social entities’ popularity metrics is put
forward, as based on the previous section described state of the art, as well as the
various popularity metrics, as extracted from a number of online social media websites
(e.g. Twitter, Facebook, YouTube, Google+ and Flickr), relative to each social entity.

4.1 Normalization of Popularity Metrics Across Online Social
Media Websites

Based on the studies already cited in the previous section, we consider the popularity
related to the social entities: text, video, photo and user. We also consider distin-
guishing between the two main entity categories: user entity and media entity.

User: the variety of purposes lying behind using social network websites reveals an
identification of a wide range of self-presentations prevailing on those websites. Social
networks are used by simple individuals to establish social or business relationships, as
well as by organizations and companies to promote a marketing purpose, or by a
community of individuals to a group people with common social or professional
interests or by non-physical individuals such as the presentation of an event or a
channel. Hence, different entities persist, enabling to identify a large array of users
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across the network ranging from profiles, groups, pages and events. It is also worth
distinguishing between a popular type of user and a user of an influence type.
A popular user does not necessarily imply that he/she is influential. The difference
between popularity and influence is discussed in [12], where the authors adapt the
number of followers related to a Twitter user to stand as a popularity measure, while
proving its inefficiency regarding the quantification of the user’s influence.

Describing the user associated popularity is treated through three main categories
of metrics: user profile metadata, referring to metadata created during the profile’s
creation, (e.g. name, gender, age, member duration, etc.), user activities metadata,
which reflect the extent to which the user is active in his network (e.g. number of posts,
number of posted media), and the profile’s connectivity metadata, which reflects the
user’s relationships as established within the network (e.g. number of contacts, number
of friends, number of followers, etc.).

Media. This term refers to the different types of online social media user-generated
contents: texts, videos and photos.

Presentation: refers to image, video and textual entities. It is worth mentioning, in this
respect, is that the textual entity can refer to a tweet on Twitter, a Facebook post or an
activity posted on Google plus. Actually, a textual entity could well embed media
entities.

Normalization: based on the related works, it is clear that each social entity popularity
corresponding metrics help define two major categories of metrics: metrics related to
the target entity’s content, along with the target entity context related metrics.

The content metrics: correspond to parameters extracted from the target entities’
contents (i.e., videos, images, texts). These metrics are obtained based on such
advanced techniques as sentiment analysis, clustering and natural language processing
[10] applied to textual entities as devised by Ma et al. [17], to derive lexical parameters
from hashtag as content features. The task becomes even harder when the content
feature turns out to be derived from media objects [2, 10], case in which advanced
techniques, such as computer vision and machine learning, as implemented by Khosla
et al. [10], appear to be imposed for content features to be extracted from a particular
image. The media items relating content features (i.e. images and videos) correspond to
visual features, such as colors, objects in images (e.g. people faces) [10, 19], as well as
to visual sentiment features as set by Gelli et al. [7].

The contextual metrics: refer to the target social entity related parameters that do
not entail the application of complex algorithms and techniques to be reached. Actu-
ally, these metrics could be directly extracted from any online social networks, as a
category of social media (e.g. Facebook, Twitter, Google+, etc.), using the application
provided interface (API), as offered by such websites. These metrics vary from a social
network to another. Thus, the parameters associated with popularity metrics, as relating
to different social entities (e.g. textual entity from Twitter and Google plus, using the
Twitter Search API and Google plus REST API respectively, etc.), could be extracted.

The relevant results are depicted on Table 2, illustrating some social-entity
instances as derived from different social media websites and outlining the related
popularity metrics. We focus on the contextual metrics in a bid to normalize them
independently of the online social media websites. Accordingly, we distinguish
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between two main categories of contextual metrics: media contextual metrics and
media-author contextual metrics.

Media Contextual Metrics. Refer to the target media relating metadata, as divided
into media metadata and user feedback metadata. To note, media metadata refer to two
sets of data. A first set that describes the end users’ metadata as generated during the
media entity upload and devoted to describing the relevant entity (e.g., a video
description, tags, date of the upload, etc.). As for the second set of metadata, it is
generated following the media upload (e.g., accumulated comments, related media,
etc.). Then, the user relating feedback metadata refer to the user activities resulting
metrics as associated with the media. These metadata can either express a simple
feedback from the user’s part (i.e., do not require any explicit activity from the user), as
the number of views is counted as soon as the user visits the media, or it can refer to an
explicit feedback accumulated, following an explicit activity from the user’s part
(sharing media, rating a video, like or dislike a post etc.). Upon execution of such
activities, a number of popularity metrics can be generated (e.g., number of likes,
favorites, ratings, etc.). Noteworthy, also, is that the user generated feedback metrics
are characterized with their closely associated dynamics as they evolve through time.

Media Author Metrics. Several researchers, mainly [10, 20, 22], discuss the impact
of user connectivity who uploads the target entity relevant popularity, using the
metadata related to the media entity-formulating author. The author associated con-
textual metrics are those which help define the user relevant popularity, as discussed in
the paragraph above, and refer to the user’s profile metadata, e.g., the user’s gender,
that can be directly extracted using the social network API, or on the basis of their
names as figuring on the target social network, as stated in [19]. They also include both
of the user relating activities metadata and connectivity metadata.

Figure 2 defines the media entity popularity metrics, presented in a hierarchical
manner, highlighting the different factorization levels. It also illustrates the user entity
associated popularity as depicted via the media author popularity (the red framed part).

Table 2. Social entities instance and its related popularity metrics across different social media
websites [21]

Social
entity

Social
entity
instance

Social
Media

Measures Features

Text Tweet Twitter FavoriteCount, HashtagEntities, id,
retweetCount, text, user, CreatedAt,
etc.

Twitter
Search
APIa

Activity Google
Plus

Id, Activity author, Activity
publishedAT, Activity Title,
Activity URL, Activity content,
Activity replies, etc.

Google+
APIb

(continued)
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Table 2. (continued)

Social
entity

Social
entity
instance

Social
Media

Measures Features

Comment YouTube AuthorChannelUrl, AuthorName,
ViewerRating, LikeCount, Text,
publishedAt

YouTube
APIc

Post Facebook Id, shares, admin_creator,
created_time, description, link,
message, place, picture, source, etc.

Facebook
Graph
APId

Video Video YouTube ChannelId, description, PublishedAt,
title, Url, ViewCount, CommentCount,
DislikeCount, FavoriteCount, etc.

YouTube
API

Embedded
video

Twitter URL, id, sizes (e.g large, medium,
etc.), duration_millis, Video formats,
video aspect ratios, updated_at, title,
etc.

Twitter
Search
API

Video Facebook ad_breaks, backdated_time,
created_time, id, description, from,
length, place, source, title

Facebook
Graph
API

Photo Photo Flickr Owner (id, name, etc.), title,
description, number of comments, tags,
URL, number of favorites

Flickr
APIe

Embedded
photo

Twitter URL, id, sizes (e.g large, medium, etc.) Twitter
Search
API

Photo Facebook Id, album, backdated_time,
created_time, from, icon, height, link,
name, place, etc.

Facebook
Graph
API

User Page Facebook About, created time, number of likes,
number of fans, name, picture, id, and
category

Facebook
Graph
API

Profile Twitter Id, Name, Screenname, createdAT,
StatusesCount, Description
FavoritesCount FollowersCount,
FriendsCount, User Tweets: list of
tweets

Twitter
Search
API

ahttps://developer.twitter.com/en/docs
bhttps://developers.google.com/+/web/api/rest/
chttps://developers.google.com/youtube/v3/docs
dhttps://developers.facebook.com/docs/graph-api
ehttps://www.flickr.com/services/api/misc.overview.html
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This hierarchy is materialized through implementation of an extensible application
that provides its users with a set of unified services allowing to determine the popularity
instances related to social entities, independently of online social media websites.

4.2 RDF-Based Normalization

The major requirement necessary to fulfill for the normalization of popularity metrics to
take place can be summed up into two major points:

• Extensibility: deals with the support of popularity metrics as stemming from new
online social networks.

• Variety: refers to the variety of popularity metrics’ structure (e.g. likes on Facebook
and digs on Digg).

Hence, for the above requirements to be maintained, an appeal is made to the Resource
Description Framework RDF, as a data representation scheme on the web. The RDF
enables the encoding, exchange and reuse of structured metadata [1]. Additionally, it
provides a platform for publishing both human-readable and machine-treatable-
vocabularies, designed to enhance the reuse and extension of metadata semantics
among disparate information communities [18]. To note, an RDF based expression
rests on a collection of triples. Each triple designs a subject, object and predicate, and a
set of such triples is dubbed an RDF graph. This structure mode is applied for the
purpose of modeling the popularity metrics across social networks. An excerpt of the
result is illustrated on Fig. 3, with 15 classes being set up to design the subjects, objects
and predicates under the headings “has data type” and “subClassOf”, to designate the
relationship binding the different classes.

Fig. 2. Hierarchical presentation of the media entity popularity metrics with common metrics
across online social media websites [21]

34 H. Sebei et al.



4.3 Proposed Service Provider Interface

Based on the previous sections cited studies, we aim to implement the proposed nor-
malization of popularity metrics relevant to each social entity, independently of online
social media websites.

In this context, we put forward a normalization procedure in the form a Service
Provider Interface (SPI). The SPI is considered as a contractual charter binding users,
for a unified definition (kind of standardization, or normalization) of the popularity
metrics, corresponding to the different social entities (i.e., texts, videos, photos and
users), to take place independently of the online social media they belong to. In
addition, the SPI allows users to create extensible applications, through determining a
set of public interfaces and abstract classes that a service defines.

These interfaces are implemented to allow the creation of extensible applications,
as based on the social media entities’ popularity. By means of example, one could well
cite the prediction and detection of online trending topic that helps define the most
trending topic across the online community independently of the social network, the
detection of most popular brand sales in online communities and the identification of
the most popular users on their corresponding networks. The whole of these applica-
tions requires identifying the most popular social items across several social media.
Thus, to avoid the heterogeneity of metrics across social networks, the SPI helps
provide the end-users with the opportunity to define the popularity metrics of each
social entity by simply implementing the abstract provided method. The creation of the
contract of the social entities’ popularity normalization is achieved through imple-
mentation of an SPI composed of two main interfaces: the media popularity interface
and the user popularity interface.

• Media popularity interface: helps define the SPI specification of the media popu-
larity service. It includes methods that define the media entity metadata, the media’s
author metadata and the user feedback metrics, as based on the social entity relevant
URL.

Fig. 3. Popularity metrics based an excerpt RDF presentation

Online Content’s Popularity Metrics: RDF-Based Normalization 35



• User popularity interface: refers to the user popularity service associated SPI. It
provides methods whereby the user’ metadata, activities and connectivity, as used
to study popularity, could be determined.

Moreover, the proposed normalization solution helps offer a set of service provider
classes that display the implementation of services offered by the media and user
popularity interfaces. These services offer to store the social entities corresponding
URLs and their related popularity information. It is also worth citing that the proposed
solution implements a service loader class, as introduced by the class Popularity
ServiceLoader that follows the Singleton design pattern and works as a template for the
relationships and interactions among classes and ensures that only a single class
instance is ever created.

Figure 4 presents an excerpt from the whole implemented model. It focuses on the
case of video entity, but it is worth stating that the definition of other media entities
popularity (i.e., text and photo) implements a user popularity interface, as already
introduced. The SPI consumer extends the popularity interfaces and implements its
services to instantiate his/her own popularity according to the application needs and data
availability. The architecture of the SPI consumption is described in Fig. 4. The Client
application identifies a task related to a specific social entity (e.g. predict video

Fig. 4. Integration of the proposed SPI in the applications based on the analysis of social entities
popularity [21]
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popularity). He identifies the target social media websites from which he could define
his/her popularity metrics (e.g. YouTube videos and Facebook videos). The client
implements the services relative to the target entity popularity. Hence, the invocation of
the specific services (e.g. in video popularity interface) and the instantiation of popularity
is based on the metrics extracted from the target social media. The developed SPI is
available on GitHub under the link https://github.com/SebeiHiba/SocEntPopularitySPI.
The details that do not figure clear in Fig. 4 can be viewed within the previous link
figuring code.

5 Popularity Prediction Methods

Following the normalization based RDF, users can tackle one of the various approaches
used to measure the social entities relevant popularity. In fact, several popularity-
predicting methods are proposed to detect online content, with respect to its impact on
wide range of areas, such as economic trends, recommendation systems, brand
advertising, etc. In this respect, the popularity predicting methods have been widely
evolved, moving from methods that focus just focus on textual contents, such as tweets,
to those predicting multi-media online content popularity, such as online videos [16]
and images [7, 10], along with those relevant to predicting the user’s popularity [27].
Several classifications of prediction methods are also proposed. In this regard, Li et al.
[15] propose to categorize these approaches into three major groups: regression-based
approaches, classification-based approaches and the model-based ones. In turn, Kong
et al. [11] classify these methods into two main categories, specifically, the feature-
based discriminative methods and the generative model based ones. Another classifi-
cation mode is based on the type and granulity of metrics as used for prediction
purposes, as proposed mainly by Tatar et al. [23]. It consists in considering methods
belonging to a single domain category and methods that belong to a cross-domain
category. Table 3 provides a summary of the proposed classification of popularity
prediction methods according to the previously cited works.

Table 3. Popularity prediction method categorizations

Reference Categories Definition Methods

[15] Regression based
approach

Defines methods that are
based on the exploitation
of the historical
popularity of the target
entity

State/patterns, SVR
[10], Multivariate

Classification-based
approach

Considers the popularity
prediction process as a
classification task

Logistic regression [9],
Linguistic classifier,
Trend discovery [5],
Concept drift-based
popularity [15]

(continued)
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Table 3. (continued)

Reference Categories Definition Methods

Model-based approach Defines methods that are
based on the designs of
models (e.g. survival
analysis, content
propagation, hidden
Markov model, etc.)

Modified hidden
Markov model
(HMM) [10]

[11] Feature-based
discriminative methods

Defines methods that are
based on classification
and regression
algorithms after an
identification of
popularity related
features

Classification and
regression algorithms

Generative model
based methods

Designs popularity
prediction methods
based on the description
of generative process of
the dynamic popularity
evolution

Stochastic models of
user behavior [14]

[23] Single
domain
category

Before
publication

Methods based on the
exploitation of the
information about the
item metadata and the
connection of user who
published this item. The
considered information
belong to the website in
which the item is
published

Support Vector
Machine [24], Naive
Bayes [26], Decision
Trees, Random Forests

After
publication

Defines methods that are
based on information
about the attention paid
to the target item and
belongs to one target
web site

Log-linear, Linear
regression,
Multivariate linear
regression, logistic
regression [9]

Cross domain category Defines methods that use
information about the
target entity across web
sites

Linear regression,
logistic regression [27]
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6 Conclusion and Potential Research Trends

The present work is designed to investigate the popularity metrics as related to clas-
sifying and categorizing the online flowing social contents, namely, texts, images,
videos and users, across the social network sites. Based on the reached results, the
paper ends up with reaching some significantly noticeable conclusions, drawn on the
basis of major state of the art schemes. In the first place, the study of social items
popularity requires the presence of three main components: the features, measures, and
methods. In a second place, popularity metrics turn out to vary across social networks,
and even within the same social network, for a specified target type of social items. In a
third place, the related works dealing with popularity appear to converge as to the
popularity prediction process. In this respect, the present work is intended to tackle the
problem of the of popularity metrics variety as predominant across social networks,
through advancing a unified presentation of the popularity metrics by relying on the
RDF scheme. The proposed presentation is founded after metrics available in the state
of the art frameworks, along with those extracted from the social networks APIs. In
addition, the paper presents a peculiar SPI likely to serve as a unified contract or charter
among the concerned users, whereby the social entities’ attached popularity could be
overly expressed independently of the other different online social media. Made
available to researchers, the SPI scheme is intended to provide a platform of basic
services, liable to extension, through which social entities popularity could be well
defined.

Noteworthy, also, is that the present research draws on a global view about the
methods used for popularity prediction. As a future research line, field specialists could
well lay greater focus on injecting the RDF presentation as a layer in the proposed SPI
framework for an easier, and rather effective, access and extension of popularity
metrics to take place.
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Abstract. Gamification is the application of game-design elements and game
principles in non-game contexts. Gamification is being successfully applied in a
diverse set of areas such as Education, Business, Human Resources, Health, and
Entertainment. In general, gamified systems are designed and implemented for
specific contexts. There is not a multipurpose approach that can be applied to
many contexts. Informal groups are composed of members who come together
online to perform work or social activities, fostering engagement, commitment
and participation. We propose a framework to support the design of gamified
experiences in general scenarios for collaborative informal groups. We built a
context agnostic tool, called Gamefy, to evaluate the framework. We then
evaluated motivation and flexibility enabled by the tool. We also employed the
framework to assess the perceived usefulness of gamification features in two
particular contexts. We then were able to identify key features to gamified
experiences, and the possibility of differences in features’ importance depending
on context.

Keywords: Gamification � Collaboration � Framework � Technology �
Gamified experience

1 Introduction

There is a need for motivational tools for many challenges found in society. Gamifi-
cation is the application of game-design elements and game principles in non-game
contexts. It uses games’ elements to produce engagement and increase productivity in
contexts where human motivation plays an important role. The technique is based on
the motivational incentives to tasks that are aligned with the group’s goal. It aims to
encourage people to overcome obstacles towards the desired behavior [9, 12].

Gamification has proved its efficacy throughout several cases and studies. Gami-
fication is being applied in a diverse set of areas such as Education, Business, Human
Resources, Health, and Entertainment. The increasing use of gamification can be
associated with both the success of games in engagement and the technology
advancements, especially those connected to the software development. The advent of
better development and design tools enables the creation of gamified platforms that
seek to increase engagement by leveraging the social interaction between their users.
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In the design, rewards are used for players who accomplish desired tasks (or
challenges) and competition is applied to engage players. Types of rewards include
points, achievement badges or levels, the filling of a progress bar, or providing the user
with virtual currency. Making the rewards for accomplishing tasks visible to other
players or providing leader boards are ways of encouraging players to compete. In
general, gamified systems are designed and implemented for specific scenarios; they
are not flexible enough to support general scenarios.

Informal groups are composed of members who come together online to perform
work or social activities, fostering engagement, commitment and participation [7, 10,
23]. Informal groups are self-organized, in a way that they require no external coor-
dination to fluidly engage in the gamified experience. In such groups, users are
responsible for deciding what is important for the group, following their own rules. For
instance, users have the power to define a set of activities to be accomplished by the
group, either in an individual or in a collective level. These groups are usually built on
top of the trust relationship between their members; so they are expected to be small.
We consider that the members of the informal groups interact in a collaborative way.

Motivated by the nonexistence of a simple and multipurpose approach that can be
applied to many contexts; we propose a framework to support the design of gamified
experiences in general scenarios for collaborative informal groups. The framework has
seven main guidelines to aid the definition and development of gamified experiences.
The framework indicates directives about how to setup the group; how to promote
creation, rating and achievement of challenges; how to provide visibility of the gam-
ified experience and to stimulate it; and how to monitor users’ experience aiming to
keep it operational and successful.

In order to evaluate the framework, we build a context agnostic tool, called Gamefy,
and experiment it. The tool provides a set of features, driven from the framework, for
creating gamified experiences in diverse environments. It is based on a simplified
process and an easy to use platform that makes available a set of predefined game
elements, giving the users the ability to create their own gamified experiences from
scratch. We apply the framework, together with Technology Acceptance Model
(TAM) [8], to evaluate perceived usefulness of gamification features in two particular
contexts. The objective is to be able to identify functionalities and their relative
importance in a way to develop a more customized system later.

The paper is organized as follows. Section 2 presents the background of our work.
Section 3 describes the proposed framework to support the design of gamified expe-
riences. Section 4 details the tool, whose implementation is driven from the proposed
framework. Section 5 presents the use of the framework to identify features to a
gamified experience considering perceived usefulness of participants. Finally, con-
clusions and future work are presented in Sect. 6.

2 Background

There has still been a lot of debate on the exact definition of gamification [9]. As
indicated above, here, we consider gamification as the use of game elements and game
design techniques in non-game contexts. Successful applications of gamification can be
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attributed to the careful choice of game elements and game design techniques, taking
into consideration the peculiarities of each context. Game elements are the set of
tangible artifacts usually found inside games. They represent the toolbox one has to
work with in order to build a gamified experience. Between the most common game
elements, we can list score, badges, rewards, resources, powers, items, leaderboard,
quests, levels, progression, and avatars.

Game design techniques comprise heuristics and principles that a game designer
has accumulated through experience that are used to address design problems found in
the development of a game. This knowledge is deeply related to a broad range of areas
such as Engineering, Design, and Psychology. The game design techniques can also be
seen as general guidelines on how game elements should be used to produce a desired
behavior inside the game. Some game design techniques are balance, competition,
community, challenge, chance, choices, feedback, fun, learning, and fairness. By non-
game contexts, we mean real-life scenarios that are not intrinsically related to games
such as Business, Education, Health, and Entertainment. Gamification is related to non-
game contexts as the users who engage on a gamified system are not doing so by the
sole purpose of having fun, but rather to contribute with a goal they have in that given
context such as learning, social impact, personal improvement, and sales increasing [5,
16, 18].

Gamification has been used in distinct contexts. In the context of organizations,
applications of gamification are outlined in [3, 6, 14] and [22]. For instance, Aziz and
Mushtaq [3] use gamification to enhance productivity and motivation of employees,
and to promote engagement in new initiatives of the company. Gamification has been
applied in the context of smart environments [15, 16, 20, 24]. For example, Syah [24]
focus on making employees contribute to energy saving using mobile applications;
while Kazhamiakin et al. [15] aim to facilitate and foster positive voluntary attitudes of
citizens.

In the education context, gamification is in general used to provide fun and chal-
lenging atmosphere to students [4, 13, 15, 19, 21]. In the area of Health, gamification is
used to make rehabilitation or reeducation process more effective and motivating for
patients [1, 2, 26]. For example, Alimanova et al. [2] focus on hand rehabilitation,
while Adaji and Vassileva [1] treat obesity. Most applications of gamification are
commonly systems specialized in a given goal or area. Therefore, those systems are
hardly replicable in other areas. Kazhamiakin et al. [15] deal with the possibility of
replication by proposing a way to design gamification in smart cities. García et al. [11]
provides a solution for applying gamification but it is specific to Software Engineering
development. There is a lack of a multipurpose framework for aiding the design of
gamified experiences in distinct contexts.

In a previous work [25], we proposed a system for gamified experiences in mul-
tipurpose contexts. We extend this work by structuring a framework. The framework is
composed of seven guidelines. For each guideline, we add directives to make it more
objective and detail how it can be accomplished. We also discuss how to use the
framework to identify key features in gamified experiences for given contexts using
perceived usefulness. In the next section, we present our proposal.
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3 A Framework to Support the Design of Gamified
Experiences

We structure a framework with seven guidelines. We structure the guidelines in three
main groups, according to Fig. 1: initialization, core and supporting. The initialization
is mainly regarding the creation of the gamified experience. The core guidelines include
the creation, rating and achievement of challenges, which are the essence of a gamified
experience. The supporting guidelines include visibility and stimulation of the expe-
rience, as well as the monitoring the experience evolution. Below we detail each
guideline by providing directives about how it can be accomplished.

3.1 Guideline G1: Setup the Group

Any individual can create a gamified experience by describing its name and its purpose
according to its context. For instance, the group can be called “Fit in” with the
objective of collaboratively help each other to have a healthier life. The way the group
is defined should be an agreement among its users. The group creator assumes the
administrator role, having as main responsibility the maintenance of a flourishing
experience. The group creator then invites individuals to participate of the
group. Individuals who accept the invitation become group’s members. Any member
can at any time invite new members to the group.

In case of informal collaborative teams, it is expected that all members have the
same permissions to participate in the gamified experience, since the essence is aligned
to allow all users to contribute in the same way. An additional feature can be con-
sidered to large teams with the need to have two kinds of roles: general members and
administrator members. General members only participate in the gamified experience.

Fig. 1. Framework guidelines.
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Administrator members also have the responsibility to configure the experience, for
instance by performing activities as inviting members, creating and rating challenges.
The best configuration for each group depends on the group’s setup. In case of “Fit In”
group, it can be defined as a completely collaborative group, where every user has the
full access to content creation, being able to create challenges, rating and assigning
trophies on free will.

3.2 Guideline G2: Establish the Scheme of Challenges

A challenge is a task that if accomplished helps the group to fulfill the group goal.
Challenges are the core game element of the system mechanics. They represent tasks
designed to help the user to do his/her part on the group’s goal. The goal of a challenge
creation is to define it in a way it motivates the users (or a set of target users) to perform
the underlying task. An example of challenge in the “Fit in” group could be “No
chocolate: Resisting chocolate for two months”.

An important directive to define a challenge is that it should not be a regular and
trivial activity of the group. It should be an activity that addresses strategy and moti-
vation, enabling members to contribute to the group goal. In an informal collaborative
group, it is recommended that any member can create a challenge. One member can
perform a given challenge only once; in order to keep the motivating factor associated to
the challenge. Challenge should be opened to all members, so anyone is able to take it.

In the challenge creation, the number of times that the challenge can be performed
by distinct members can be defined, in a way to stimulate members to take the chal-
lenge promptly. There can be two types of challenges: challenges to be performed
individually, and challenges to be performed in team. The idea of a team challenge is to
stimulate collaboration and team support when developing tasks. In case of team
challenge, mechanisms should be created to support the invitation of members to
compound a specific team. Different types of requirements can be set to complete a
team challenge, for instance it could suffice that only one member of the team com-
pletes the challenge. Another type is that all members in team must complete the
challenge so that the challenge is considered achieved.

3.3 Guideline G3: Establish the Rating Scheme

Rating represents the action of giving an evaluation to a challenge. It is a way to indicate
the importance of the challenge. Rating should be a compromise between the perceived
difficulty of a challenge and its importance for the group goal. Members can be moved to
take challenges with high rates in a way to contribute more to the group and to conquer
more relevant challenges. So rating is also associated to members’ motivation.

Different schemes can be established to rate challenges in informal collaborative
groups, but they need to be an agreement between the members. Experience can only
ask the challenge creator to indicate a rating value. The experience can allow any
member to contribute with a rating value to existent challenges. Experience can also
require a rating value to members who desire to perform a given challenge. Finally, the
experience should provide a final rating value associated with the challenge. The final
rating can be, for instance, the mean of received ratings or the maximum among them.
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3.4 Guideline G4: Establish Evidence and Reward to Challenges

Members can freely choose challenges to perform. Members can provide evidences
about the accomplishment of a given challenge, for instance a photo or a document that
exemplifies the achievement. The main idea is to promote involvement of members,
making the gamified experience more social and involving to the group. Other
important aspect of evidence is to allow members to remember and revive his/her
experience.

A member that reaches a challenge collects a trophy associated to that challenge.
Trophies are the representation of achievement inside the system’s gamified experi-
ence. They are tokens intended to be collected by the group’s players. Once a user
performs the task proposed on a challenge, he is able to “win” the respective trophy,
adding the correspondent rating value to his/her own total score.

Therefore, the administrator members have to define how to provide evidence of
challenges completed and how to reward them.

3.5 Guideline G5: Provide Visibility of the Gamified Experience

Any member should be informed about news and changes in the experience. For
instance, when a challenge is created, or when a challenge reaches the maximum rate.
Therefore, the member knows that there is room to contribute. A general concern about
notifications is the possible overloads of messages to members, which in turn can
negatively affect their motivation. A way to deal with this problem is to allow members
to configure notifications that they desire to receive. A communication channel can be
established for a specific purpose, for example, to support members to debate regarding
a specific challenge. Groups use communication technologies generally available in
social media. The idea is to integrate the gamified experience with existent social media.

Any member should be able to check his/her achievements, by accessing the list of
conquered challenges and associated trophies. A member can also visualize achieve-
ments of other members, aiming to verify others’ performance and compare with
his/her own. Additional features can be created to provide access to results of teams, in
case of existence of team challenges. To have a leaderboard is other interesting
directive. Leaderboard is basically an area that presents members’ scores in an ordered
list, aiming to provide recognition of engaged member and to create an environment of
competition inside the group.

3.6 Guideline G6: Stimulate the Gamified Experience

In order to promote the gamified experience, it is important to stimulate members to
participate and contribute. The goal is to provide awareness of the gamified experience.
A directive is to have an invitation mechanism for taking actions, for instance to a
member invite other to propose a challenge, or to take an existent challenge. A feature
can use statistical information about the gamified experience to inform members where
they can contribute, for instance challenges that members can take, challenges still
without any accomplishments, or challenges without rating values. Additional scores
can be attributed to members that perform such specific actions. Experience can also
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allow creating challenges related to the promotion of the gamified experience itself.
Examples of these challenges are “Create two challenges” or “Promote a face-to-face
meeting of the group”. One possible concern with the strategies chosen to stimulate the
gamified experience is not to disrupt the group’s main objective by focusing solely on
fun of the games.

3.7 Guideline G7: Monitor the Gamified Experience

Monitoring the gamified experience is especially important to group creator and other
members concerned about the evolution of the gamified experience. A directive is to
have a timeline to show actions of each member, including for instance the created and
conquered challenges. Other directive is a dashboard with metrics and indicators about
the usage of the gamified experience, for example the quantity of created challenges,
and the quantity of members participating recently. Therefore, it can be possible to
keep up with the members’ behavior and later identify actions to improve the gamified
experience.

4 Developing a Tool to Gamified Experience in Distinct
Contexts

We developed a web application named Gamefy to provide the infrastructure for users
to create collaborative gamified experiences. The focus is on initialization and core
guidelines of the proposed framework. The following features were implemented:
create a group; edit a group; leave a group; add members; change members’ privileges;
remove members; add a challenge; view a challenge; edit a challenge; rate a challenge;
remove a challenge; add a trophy (win a challenge); remove a trophy; check challenges
tab; check trophies tab; and check leaderboard tab.

Figure 2 shows the main interface of the tool. On the left, there is the list of groups
to which the user belongs. There are three tabs: challenges, trophies and leaderboard.
The challenge tab is in evidence with the challenges of group “Top Coders”, whose
goal is to enhance programming abilities. Each challenge has a name, an icon and a
number (points to conquer if the user “wins” the challenge). Figure 3 shows a specific
challenge called “Give it a chance!”, whose purpose is to “Learn the basics of PHP”.

Fig. 2. Challenges tab of the tool [25].
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The stars represent the assessment of the challenge by the user. If the user
accomplishes such challenge, he clicks on “Win” and receives a trophy associated to it.
All trophies are accessed in the respective task. The points associated to the challenge
are added in the user score, which can be accessed in the leaderboard tab in Fig. 2.

We design an experiment to assess two main aspects of the tool: motivation and
flexibility. By motivation, we mean the tool features are seen as motivating aspects. By
flexibility, we mean the possibility to use the tool in different contexts. In the exper-
iment, we had fourteen voluntary participants, who were undergraduate students in an
engineering program. Participants had to perform a set of tasks and later to respond an
evaluation. Participants should perform core tasks in the system: create a new group
based on a chosen context and goal; add challenges; rate challenges they created based
on their difficulty; and be rewarded of challenges completed. During the operation of
the gamified experience, members win (add it to their trophies) one of the available
challenges; check up their trophies; and check up the leaderboard.

Later, participants evaluated sentences with respect to motivation and flexibility
enabled by the tool features, using a five-point Likert scale (from 1 - strongly disagree,
2 - disagree, 3 - neutral, 4 - agree, and 5 - strongly agree). The sentences are: moti-
vation to create new groups (M1), motivation to add new challenges (M2), motivation
to rate the challenges (M3), motivation to see trophies (M4), motivation to see the
leaderboard (M5), motivation to have in the experience challenges created of other
members (M6), and motivation to check trophies acquired by other members (M7). The
participants also evaluated these aspects related to tool flexibility: the tool ability to
cope with the given group (Fx1), the tool ability to increase engagement of members
with group goal (Fx2), and the possibility of application of the tool to other groups
(Fx3). Results are shown in Fig. 4.

Regarding motivation, we observed that the main stimulating features for the
contexts used in the experiment were trophies (M4) and leaderboard (M5). It was
interesting to confirm that in gamified experiences, users are stimulated by conquering
challenges and the associated points. Such achievements are important for personal

Fig. 3. Visualization of a challenge in the tool [25].
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pleasure (by acquiring trophies) or for comparison with other users (by checking status
in leaderboard). Other well-evaluated aspects are the possibility to create challenges
(M2) and to accept challenges created by others (M6). It in turn indicates the essential
aspect of the gamification in informal groups, where users are up to develop content in
a self-organizing structure. The creation of groups (M1) was well evaluated, but it is
important to mention that it is a single step moved by the need in a given context. A not
so well evaluated aspect was to see trophies of others (M7), which is interesting
because users are interested in their ranking but not in the others’ achievements in
detail. The lowest evaluation was assigned to rating challenges (M3), maybe because,
in the current tool, all users were obliged to evaluate challenges that intend to conquer.
In term of flexibility, the tool was considered flexible in supporting distinct contexts in
the experiment, since it was adequate to groups (Fx1) and it has a potential in
increasing engagement (Fx2). Moreover, participants acknowledge that it can be
employed to other groups (Fx3).

5 Identifying Key Features to Gamified Experiences
in Specific Contexts

The Technology Acceptance Model (TAM) [8] is a theoretical model of the effect of
system characteristics on user acceptance of computer-based information systems.
According to TAM, the user’s attitude towards using a system is a major determinant
of whether he/she actually uses it. In turn, the attitude towards using a system depends
on both ‘perceived usefulness’ and ‘perceived ease of use’. ‘Perceived usefulness’ is
defined as “the degree to which an individual believes that using a particular system
would enhance his/her job performance”. ‘Perceived ease of use’ refers to “the degree
to which a person believes that using a particular system would be free from effort” [8].

Fig. 4. Tool evaluation.
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One application of such model is to enable system designers to evaluate proposed new
systems before their implementation [17].

We focus on ‘perceived usefulness’ to identify important features of a given
gamified experience. We worked with two contexts in parallel. The first context con-
siders a group of engineering students with a learning goal. The second context con-
siders a group of female undergrad students that work in the ‘Women in STEM2D’
program, whose goal is to attract and develop women in STEM2D (Science, Tech-
nology, Engineering, Mathematics, Manufacturing, and Design) areas. The creation of
a gamified experience in the educational group intends to promote learning and
involvement. The STEM2D context can benefit from the gamified experience by
stimulating participants to take more effective and extended actions to meet group goal.
Here we call the first context as “Education”, and the second context as “STEM2D”.

We developed a questionnaire to assess the perceived usefulness of features related
to a gamified experience in both contexts. Features were driven from guidelines of the
proposed framework. Table 1 presents features and their relation with guidelines. For
evaluating features, participants use the following scale: ‘very important’, ‘important’,
‘less important’ and ‘not important’. In the beginning of the questionnaire, participants
should inform their previous knowledge about gamification (using the scale: ‘none’,
‘poor’, ‘good’, ‘very good’ and ‘excellent’). A brief introduction about gamification
was provided for participants, presenting definition, advantages and examples. At the
end, participants should also inform if they believe it is interesting to create the
gamified experience in that context (using the scale: ‘strongly agree’, ‘agree’, ‘dis-
agree’ and ‘strongly disagree’).

There were five respondents in the Education context, and eight respondents in
STEM2D context. In the Education context, four participants declared to have ‘none’
previous knowledge about gamification, followed by one participants with ‘good’
knowledge. In the STEM2D context, seven had ‘none’ and one has ‘good’ knowledge
about gamification. In Education context, two participants strongly agree and four
participants agree to apply gamification in their contexts. In STEM2D context, five
participants strongly agree, two participants agree, and one disagrees that gamification
can be applied in their contexts.

Table 1. Features driven from framework guidelines.

Guideline
Id

Feature
Id

Feature description

G1 F1 Any member can invite new members to the group
G2 F2 Any member can create a challenge
G2 F3 Any member can perform any challenge
G2 F4 There can be defined the number of times a challenge can be

performed by distinct members
G2 F5 A challenge can also be performed in teams
G3 F6 A challenge should have an associated rating value to indicate its

importance

(continued)
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Figure 5 presents the evaluation of gamification features regarding their usefulness
in the Education context. Interesting results can be observed regarding the importance
of features related to each framework guideline. Regarding guideline G1 (Setup the
Group), the possibility of members invite others was not well evaluated, probably
because the fix and pre-defined number of students in the course. Considering guideline
G2 (Establish the Scheme of Challenges), more important features were considered to
allow members to perform any challenge and to have team challenges.

Table 1. (continued)

Guideline
Id

Feature
Id

Feature description

G3 F7 The challenge creator should indicate a rating value
G3 F8 A member can rate any challenge
G3 F9 A member, who performs a challenge, should assign a rating value

to it
G4 F10 Members can freely choose challenges to perform
G4 F11 Members can provide evidences about the accomplishment of a

given challenge
G4 F12 A member, who reaches a challenge, collects a trophy associated to

that challenge
G4 F13 A member, who reaches a challenge, adds its rating value to his/her

own total score
G5 F14 It must have mechanisms to provide visibility of the gamified

experience
G5 F15 Any member should be informed about news and changes in the

gamified experience
G5 F16 Any member should be able to check his/her achievements, by

accessing the list of conquered challenges and associated trophies
G5 F17 A member can visualize achievements of other members
G5 F18 A member can visualize achievements of teams
G5 F19 It must have a communication channel. E.g. for discussing about a

given challenge
G5 F20 It must have a leaderboard with a list of members and scores
G6 F21 It must have mechanisms to stimulate the gamified experience. E.g.

to make members contribute more
G6 F22 It must have a mechanism for inviting members to take actions
G6 F23 It must have a mechanism for informing members of possible

actions
G6 F24 It must be allowed to create challenges to promote the gamified

experience itself
G7 F25 It must have mechanisms to monitor the gamified experience. E.g.

to see its usage in time
G7 F26 It must have a timeline to show actions of a member during the time
G7 F27 It must have a dashboard with metrics and indicators about the

usage of the gamified experience
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Towards guideline G3 (Establish the Rating Scheme), respondents agree with the
relevance of rating challenges, and indicate a preference for the challenge creator to rate
the challenge. With respect to guideline G4 (Establish Evidence and Reward to
Challenges), it was considered important the collection of trophies and their related
scores. Concerning to guideline G5 (Provide Visibility of the Gamified Experience),
respondents indicate the relevance of having members informed about the gamified
experience, providing visibility of members’ achievements and establishing a com-
munication channel. In relation to guideline 6 (Stimulate the Gamified Experience), to
inform members about possible actions was better evaluated that to have a mechanism
for inviting members to take actions. Towards guideline 7 (Monitor the Gamified
Experience), a dashboard can be more effective than timelines with members’ actions.

Figure 6 presents the evaluation of gamification features regarding their usefulness
in the STEM2D context. Regarding guideline G1 (Setup the Group), the invitation of
new members by others was indicated as relevant. Considering guideline G2 (Establish
the Scheme of Challenges), the freedom to perform any challenge was even more
important than the freedom to create challenges. The existence of team challenges was
also well evaluated. Towards guideline G3 (Establish the Rating Scheme), results had

Fig. 5. Perceived usefulness of gamification features in the Education context.
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the same trend as in the Education context, by showing that rating is important and
better defined by challenge creator. With respect to guideline G4 (Establish Evidence
and Reward to Challenges), evidences of conquered challenges were considered crit-
ical, followed by challenges scores and later by trophies. It is interesting to note that
evidences were not a key feature in the Education context. Concerning to guideline G5
(Provide Visibility of the Gamified Experience), to check teams’ achievements was
more desirable than individuals’ achievements. It is also indicates the relevance of a
communication channel and a leaderboard. In relation to guideline G6 (Stimulate the
Gamified Experience), results were again similar to Education context regarding the
preference for informing possible actions instead of having invitations by others.
Towards guideline 7 (Monitor the Gamified Experience), timeline and dashboard were
considered good mechanisms to monitor the gamified experience.

In Fig. 7, we compare the percentages of respondents that considered each gami-
fication feature as ‘very important’ and ‘important’. Some features were considered
critical for both contexts, with at least 80% of approval by respondents, for instance F3

Fig. 6. Perceived usefulness of gamification features in the STEM2D context.
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(Any member can perform any challenge), F5 (A challenge can also be performed in
teams), F6 (A challenge should have an associated rating value to indicate its impor-
tance), F10 (Members can freely choose challenges to perform), F14 (It must have
mechanisms to provide visibility of the gamified experience), F18 (A member can
visualize achievements of teams), F19 (It must have a communication channel), and
F23 (It must have a mechanism for informing members possible actions). Other fea-
tures had similar importance in both contexts, for example F17 (A member can visu-
alize achievements of other members). Other features had a distinct degree of
importance depending on the context, for instance F11 (Members can provide evi-
dences about the accomplishment of a given challenge) and F25 (It must have
mechanisms to monitor the gamified experience) were more important to STEM2D
context.

6 Conclusions

Gamification aims to increase group productivity in a given context based on the
games’ effectiveness to produce engagement. We propose a framework that provides
guidelines for creating gamified experiences in distinct contexts for informal collabo-
rative groups. We created the Gamefy tool that is context agnostic, but focusing on the
initialization and core guidelines of the proposed framework. It has predefined game
elements that enable groups to define their own gamified experiences. Therefore,
gamification becomes an easier technique to apply because the tool can be used straight
on. We conducted an experiment that confirmed positive aspects of the tool regarding
its motivating potential and its flexibility to cope with distinct contexts. The tool can be
improved and expanded in many ways. The addition of new game elements available

Fig. 7. Comparison of features’ usefulness in Education and STEM2D contexts.
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for the creation of groups is likely to represent an effective approach to increase the
system’s overall usage. There is also the potential to implement features related to
supporting guidelines, in a way to stimulate the experience even more.

Through the framework guidelines, we identified features that can be implemented
in gamified experiences. We evaluated the importance of such features in two contexts,
considering their perceived usefulness by participants. We observed that there are
critical features for both contexts, such as the freedom to create challenges and choose
those to reach, the need to inform challenges’ importance using rating values, and the
existence of challenges to be performed in groups. Other important features were
related to both visibility and stimulation of the experience. In the experiment, we also
noted a preference of some features in detriment of others depending on the context.
For example, the need of evidences for completed challenges and the existence of
mechanisms to monitor the gamified experience. The evaluation aids the identification
of features for a context and then supports the development of a dedicated gamified
experience. Results can also be used to improve the Gamefy tool in a way to provide
key features and a configuration mechanism to allow groups customize their gamified
experience according to their preferences. We argue that the framework makes it easy
to adopt gamification as an accessible technique in a broad range of scenarios.
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Abstract. One of the major roadblocks to mass adoption of smart envi-
ronments and IoT services (and IoE in future) is the lack of ubiquitous
solutions for passive and at the same time secure payment authorization
at physical locations where services are provided. The main research
goal of this work is to comprehensively evaluate such system proposed
by the authors. When customers approach a point of sale it identifies
them using face biometrics. After the order is completed, the system
takes advantage of multimodal context-aware payment authorization to
make a multi-criteria selection of the authorization method, optimally to
make the whole process fully passive. All this enables a controlled bal-
ance between payment security and convenience for the client and for the
seller. Empirical tests at an existing point of sale have been performed,
the usage data have been collected, statistically analyzed and confronted
with formulated research hypotheses.

Keywords: Context-aware authorization · Payment authorization ·
Passive identification · Multimodal authorization · Face recognition

1 Introduction

Online payment solutions used by e-commerce and m-commerce systems influ-
ence also traditional brick-and-mortar stores. A number of physical stores use
online payment solutions similar to the ones used on the Internet. Their online
nature increases security of a physical checkout process, but does little to increase
convenience of the process. A customer still has to put down her merchandise,
find a credit card or a smartphone, swipe it or hand it over to the cashier,
and finally confirm the purchase, for example with a pin code. The sequence
of actions is similar to paying with cash or even longer. We claim that with a
proper system within smart environment, it is possible to do it in a way that is
more convenient and as secure as necessary in a given context. Usually, security
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and convenience are presented as opposite extremes of the same scale, but our
research aims to enhance both security and convenience of the payment process,
at the same time.

The non-cash, online-enabled, physical payment process needs to check
whether the customer is capable of settling the bill. To this end, it requires
a dependable customer identification solution and a trusted source of billing
information. The first point is currently covered by a smart card (in plastic or
digital form) and the second point is covered by a trusted hardware terminal
connecting securely to a trusted third-party (e.g. a bank). It is possible to make
the whole physical payment process much more convenient by exploiting the
fact of physical presence of a customer, which is neglected or not fully exploited
by existing payment solutions. Taking it into account, it is possible to base the
customer identification not on what the customer has or knows, but on who the
customer is, making the identification passive and relieving the customer. We
focus especially on routine, recurring transactions that constitute patterns of
payments for transaction history of almost all users of smart environment.

In the presented approach the customer service process is changed, from a
traditional sequence: order (O1) followed by a payment (P1), into a sequence:
passive identification (I2), order (O2), payment authorization (P2) (cf. Fig. 1). It
is assumed that during I2 face-based passive customer identification takes place,
and during P2 multiple devices (mobile or stationary, client’s or seller’s) can be
used contextually to simplify the payment authorization process as much as pos-
sible, optimally to make it fully passive, while maintaining the necessary security
level. The system takes advantage of the ability to recognize the context in which
users perform various transactions, which is unique to smart environments. In
order to dynamically determine the optimal trade-off between security and con-
venience, context-based risk and trust assessment model has been developed.
The simplification of the payment process concerns reducing the execution time
of the process and minimizing the number of operations required to be performed
by the client.

Fig. 1. Stages of customer service sequence.

The significant element of this work is the evaluation of the proposed app-
roach with empirical tests in a real environment. The evaluation is based on
a system for which technical feasibility is discussed in [1]. Evaluation scenario
employs the system servicing regular transactions at PoS of existing retailer.
In the data analysis activities, usage data are confronted with four research
hypotheses related to security and convenience attributes of the approach.
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H1: Automatic transactions provide users with higher convenience level and
similar duration as compared to traditional transactions.

Contactless card payment (estimated approx. 5 s long) has been assumed as
a reference traditional transaction. Assuming stages O1 and O2 are comparable
in terms of execution time (cf. Fig. 1), the goal is to get the total duration of I2
and P2 equal or less than the duration of P1. Please note that this assumption
is pessimistic since in the evaluated system I2 of a new customer can take place
during a previous customer service, and therefore duration of I2 may not impact
the total duration of the customer service.

H2: Automatic payments reduce the number of user actions undertaken for
transaction authorization down to zero.

H3: In the real-world environment using the prototype system will result
in more than 80% successful face identification attempts. In the group of suc-
cessful face identification attempts, more than 80% is not preceded by earlier
misidentification.

H4: Applying context-based authorization method selection based on trust,
risk and convenience criteria results in gradually decreasing transaction duration.

This work is an extended version of the conference paper [2]. It is composed
of six main sections. Section 1 is an introduction to the research problem and the
proposed solution along with posed hypotheses. Section 2 provides background
information on existing payment solutions and on user identification based on
face biometrics. Section 3 summarizes functionalities arising from the adopted
business scenario, that guide the design of the proposed solution. Section 4 deliv-
ers details on the system evaluation and experiment design. Section 5 contains
comprehensive evaluation results. The final Sect. 6 concludes the evaluation and
the whole article.

2 Background

2.1 Payment Authorization in Smart Environments

Making user environment smart implies that it becomes aware of when and
how its services are used. This enables supporting the users with automation of
routine tasks and procedures. For example the smart city infrastructure can be
used to identify citizen intentions and run operations such as user authentication
in the background, even without explicit actions performed by the citizen. The
presented research is focused on a particular type of background operations
– automatic payments, which are a crucial feature of smart environments. This
feature will be increasingly used for billing users for the use of city infrastructure,
goods or services. This includes services such as “smart parking”, bridge toll
collection, or public transport.

First “smart parking” systems were composed of parking stations broad-
casting wireless signals to specialized transponders installed in cars [3]. The
transponder had to be activated manually to start periodically deducting an
amount specified by the parking station. It was not fully passive for a driver,
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however more convenient than cash payments at a parking station. With the
growth of smart city infrastructure (e.g. an optical wireless sensor network [4] or
RFID-based solutions [5]) it is possible to automatically detect when a car stops
at a particular parking spot and when it leaves, thus enabling full automation
of parking payments.

Similar technologies are used for road toll collection. In such a case there
is a need to identify a vehicle crossing a specific point. This identification can
be done automatically with the use of RF identifiers installed in vehicles [6] or
by optical recognition of car plates [7]. From the point of view of the driver,
she simply drives through the toll collection point and her account is debited
automatically. Such systems can be further enhanced with sensor fusion, for
example to collect toll based on the number of occupants in the vehicle [8] or to
become multi-purpose traffic management solutions [9].

The problem of enabling automatic payments becomes more complex, when
there is a need to identify humans, not just objects such as car. An example of
such case is public transport, where each passenger should be ticketed accord-
ing to her travel. Many existing solutions require the use of contactless chip
cards or smartphone applications – both of which require active participation of
the passenger in the ticketing process [8]. A fully passive ticketing solutions, so
called implicit ticketing, is possible with BLE (Bluetooth Low Energy) technol-
ogy, where the passenger only needs to carry a special BLE token or a capable
smartphone and the payment is performed in the background [10,11].

The concept of passive transactions can be exploited also in the context of
citizens using city services not related directly to the city infrastructure, for
example: ordering services or documents at a municipal office or buying prod-
ucts or services at a local retail store. One of notable examples of automatic
payment systems in the retail domain is Google Hands Free [12] proposed by
Google. The Hands Free application uses Bluetooth Low Energy, WiFi, location
services, and other sensors on the user’s device to detect user presence near PoS.
This enables the user to pay hands-free, without getting out the smartphone or
opening the application. During the transaction, verbal declaration of partici-
pation is required from the user (the system is not fully passive), and identity
verification with initials and profile photo from the cashier. Google is also run-
ning early experiments using automated facial identification to further simplify
the checkout process with in-store camera.

The payment system that is based on facial recognition to a larger extent,
called Zero-Effort Payments (ZEP), has been proposed in [13], where the authors
interestingly discuss system evaluation results. The face identification results
are promising, but the recognition is human assisted, i.e. a ranking of 5 most
probable identities is presented to the human operator who manually chooses
the right one. The recognition process demands a heavy computational load
since a number of faces are tracked at given moment. Also the authors point
out the low face recognition accuracy without supporting localization device. In
their system BLE localization devices are used to significantly reduce the face
recognition error rate. Therefore, it must be noted that both ZEP and Google
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Hands Free are not deviceless systems, i.e. although a user does not need to
manipulate with her device during the payment process, she needs to carry a
switched on device during customer identification and service.

Also Uniqul system [14] has been deployed to provide fully deviceless pay-
ments authorized with user face image. However, it requires the user to type a
PIN number when face identification has a low confidence level or tap the con-
firmation button on the in-shop tablet in the opposite case. Therefore, it cannot
be considered as fully passive approach from the end-user perspective.

There are also payment systems based on face recognition that utilize end-
user smartphone camera. MasterCard has proposed a simple to use mobile solu-
tion [15] that allows customers to authenticate their online purchases using
their own face images. It refers to the selfie phenomenon, which is natural for
a number of end-users. The application verifies image authenticity by detect-
ing eyes blinking during image acquisition. MasterCard’s approach is designed
for online shopping, not brick-and-mortar trade. Contrarily, Lucova, using BLE
technology proposes a system called FreshX [16] that also is based on selfie
face image authorization, however it is dedicated for brick-and-mortar cafete-
rias. Such approaches, although natural, are neither deviceless nor passive, and
security concerns can be serious.

There is a number of research and industry effort related to seamless pay-
ments focused on other biometrics than face, e.g. fingerprints, or palm recogni-
tion. For instance Liquid Pay [17] identifies customers by their fingerprints and,
for extra security, by veins and electrical signals emitted by the human body.
It has been installed in restaurants, fitness clubs and theme parks. Payment
systems based on the Fujitsu PalmSecure technology [18] recognizing vein pat-
terns in whole palm are being tested by [19] or [20] in many cafeterias. However,
those technologies, although deviceless, stable and relatively mature, cannot be
perceived as passive.

Also, there are significant advancements in the field of NFC-based contactless
payments for EMV smart cards that have become de facto standard [21] for low-
risk transaction authorization in brick-and-mortar retail trade. Nowadays, this
technology migrates from smartcard to mobile device as a carrier. Mobile services
and application such as Apple Pay [22], Samsung Pay [23] or Android Pay [24]
have been proposed to allow smartphone users for transaction authorization with
their devices. However, these solutions mimic traditional card-based payments
and are neither deviceless nor passive.

As a result of the research reported in [1,2], a transaction system that is
fully hands-free and does not require explicit user actions for routine payments
has been proposed. Similarly to automatic toll collection where one just drives
through a tunnel and her account is debited in the background one just places
the order and leaves with the merchandise and the payment is performed in
the background. All this in a passive manner: without requiring any additional
actions, based on the optical recognition of customers using face biometrics. The
goal of this work is to present the results of the quantitative evaluation of the
proposed approach.
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2.2 Identification with Face Biometrics

Face biometrics gains popularity due to availability of high resolution cameras,
increasing computational power of image processing devices and development
of pattern recognition and machine learning algorithms. Because of its natural-
ity face biometrics is more acceptable for end-users than many other biometric
methods, but, on the other hand, the ability to collect face images without user
acceptance may raise privacy concerns [25].

Generally, face recognition, as in the case of other biometric systems, consists
of three main steps: acquisition of biometric data with a sensor, converting the
data into a digital template, and comparison of the template with a reference
template. In various approaches recognition can be based on a single image,
image sequence, 3D image, or near-infrared/thermogram image.

Usually, face recognition is preceded by face detection and image segmen-
tation, which are aimed at cropping face image from a larger image. Image
segmentation can be performed automatically: either based on knowledge about
specific image features that are common for human faces, or, in case of image
sequences, based on human body movement features, that allow for detection of
so called skeleton and face localization relative to the skeleton.

After segmentation, the face is recognized by comparison against an image
base. Applying face recognition to user identification requires using less accu-
rate one-to-many comparison model, as opposed to one-to-one model useful for
user verification. In various approaches to face recognition, algorithms are based
either on vectors describing whole face images or face geometry. In the former
algorithm group, the reduction of face image representation to vectors is per-
formed in order to preserve the information reflecting specific face features and
to reject the noise resulting from e.g. variable lighting. Consequently, a face
image is represented as a linear combination of simplified base images, namely
Eigenfaces. These methods can be either global (indivisible face), or local (dis-
tinct representation for different face regions). In turn, the geometry-based algo-
rithms from the latter group are able to represent geometrical relations between
selected details (e.g. eyes and mouth) and to mutually compare whole details
sets. Hybrid approaches combining both face features and face geometry are also
developed.

There are three main groups of research challenges related to face recogni-
tion [26], i.e. variation of face shape, variation of face acquisition geometry and
variation of face acquisition conditions. Variation of face shape includes short-
term variations related to speaking process or emotion expression, as well as
long term variations related to ageing, putting on weight, injuries, make-up,
facial hair, haircut and using wearables (glasses, hats). Variation of acquisition
geometry results from variable distance (scale) and orientation of the face rela-
tive to the camera. Variation of face acquisition conditions is related to variable
camera parameters (e.g. white balance, noise reduction, etc.) and also to variable
environment conditions (variable or uneven lighting, occlusions).
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3 Evaluated Approach

3.1 Passive User Identification

To enable full payment automation it is necessary to use passive customer identi-
fication based on detection of the presence of a particular person at a particular
location. Detection of the presence of a person may rely on what the person
has (an object), or who she is (biometrics). The third option, based on what
the person knows (the knowledge), is not applicable here, because it requires an
active participation of the identified person. The passive identification based on
objects can be performed, for example, by the use of radio identifiers (Bluetooth
beacon technology). However, this approach assumes that the person identified
will always have to carry a relevant object. Passive method of identification,
which seems to be the best to use in the scenario under consideration, is there-
fore biometrics. Face recognition is the biometric method that can be utilized
effectively without the active participation of the identified person. A method of
this type does not require any specific action on the part of the customer. Just
her mere presence in a particular place, in this case – on the seller premises, is
sufficient. It is necessary, however, to equip the seller location with appropriate
infrastructure and to register customer face images in a database. The assumed
approach is to maintain the database on the payment operator (PO) side which
is less burdensome for the customer. It requires only a one-time registration of
face biometric controlled by the PO, which could offer the appropriate customer
identification service for a number of vendors, e.g. city-wide smart environment.
At the same time, it appears that this variant is easier to implement in practice
because of the higher level of trust that customers have in POs. Moreover, PO
acts as a “trusted third-party” in the customer–seller relation.

For passive identification, face recognition based on a single image has a
number of drawbacks. Apart from the risk of false matchings that would not
be corrected automatically, such approach would require an additional effort
from the seller side (“taking a photo”) and would require active unnatural face
presentation from the user. However, it can be assumed that there is short but
continuous time period in which a user prepares to the transaction (e.g. walks
over, looks through the offer). This few second period can produce several dozen
of face images and this is the proposed timespan for the initial identification.
As an element of the proposed system, rule-based heuristic algorithm has been
developed in which final identification decision is a result of a number of face
matchings calculated within given time period. Therefore, a low number of false
matchings does not impact the final identification decision. If the data stream
introduces a significant portion of new face matchings, the final identification is
gradually improved and seamlessly updated on the seller device.

For a single-frame matchings standard Eigenfaces algorithm is used, cf.
Sect. 2.2. If a positive matching takes place, the identifier of the recognized user
is returned along with recognition coefficient X. Since, as it has been mentioned,
single recognitions can be erroneous, the heuristic algorithm has been introduced
into the decision process and it is responsible for the final identification decision.
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It collects a number of faces N recently detected (not: recognized or matched to
a template) with their X coefficients. The approach based on moving frame has
been applied, i.e. in each iteration N last images are analyzed, even if in previ-
ous iteration some of them have already been analyzed. The size of the frame is
limited not only by a number of images, but also by time period, i.e. images are
excluded from the frame if they are too distant in time to be possibly related to
the recognized user (e.g. one minute old).

Such sets of values describing detected/recognized faces are checked for com-
pliance with three conditions:

1. LA > P1 ∗ N (correct recognitions number)
2. LA > P2 ∗ LNonA (advantage of correct recognitions over misrecognitions)
3. LX

A > P3 ∗ LA (correct recognitions quality)

Where:
LA – number of images in the image sequence of N images, in which a user

A has been recognized with the best coefficient;
LNonA – number of images in the image sequence of N images, in which users

that are not a user A have been recognized with the best coefficient; it does not
include images in which no user has been recognized;

LX
A – number of images in the image sequence of N images, in which a user

A has been recognized with the best coefficient if the coefficient is less than or
equal to X.

For user A in order to be recognized all three conditions must be fulfilled.
Values of heuristic algorithm’s parameters: N , P1, P2, P3 and X have been
calculated experimentally (40, 0.2, 1.0, 0.5 and 3700) – the single conditions are
rather loose because of the conjunction logic of the approach.

Instead of Eigenfaces any other algorithm could operate underneath the pro-
posed heuristic algorithm. Eigenfaces algorithm has been chosen to show that
even for relatively simple single-frame recognition algorithm, the proposed app-
roach allows for fairly robust user identifications in practice. The key element is
taking advantage of a long stream of individual recognitions, even if they can be
ambiguous, in the manner described above in this section.

It is worth noting that as additional criteria improving the recognition accu-
racy, information obtained at the client side from sensor about face distance
(too distant faces are uncertain), user attention (rotated faces are uncertain), or
user mimics (images too different from neutral-mimics templates) can be taken
into account. Improved recognition accuracy would reduce time delays related to
unsuccessful data processing. Also scalability of the solution would be improved
due to reduction of computational power requirements (lower number of recogni-
tions) and of communication effort. Similar benefits could be obtained by using
pre-recognizers trained to recognized user height or sex, and thus pre-segmenting
the template database before actual matching.
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3.2 Payment Authorization

The postulated payment automation is used for routine payments, i.e. recur-
ring payments that meet certain patterns and seller-client trust requirements. In
practice, the scope and characteristics of applicable patterns and requirements
is different for different POs, depending on their expectations and the data they
process. There is no way to permanently define the thresholds for such require-
ments, because in practice they are different for each customer-seller pair and
also they may change over time. Therefore, it is assumed that values of parame-
ters describing a payment, which include: level of seller’s trust to the client, level
of client’s trust to the seller, and transaction risk level, are provided by external
systems of the PO (fraud detection system, client profiling systems, etc.). Con-
sequently, it is necessary to use a mechanism that will dynamically evaluate the
parameters for a particular payment, and based on an extensible set of rules will
determine whether the payment can be classified as routine or not, and if not,
which authorization methods should be allowed to make sure the required secu-
rity level is maintained. The mechanism takes into account various trust/risk
requirements for biometric-based, possession-based and knowledge-based autho-
rization methods, for active and passive methods, for methods based on client
and seller infrastructure, and various convenience levels of the particular autho-
rization methods. The details of this model are elaborated in [1].

3.3 System Architecture

In the proposed approach, a distributed architecture with components localized
both at the client side and at the PO side, and to some extent also at the
seller side, is assumed. On the client side BYOD model is assumed, so on this
side only software that integrates with client devices is required. At the seller
side hardware-software solution has been designed enabling the identification of
clients and the use of a universal API for integration with sales/loyalty system
of the seller. At the PO side there is a set of software modules that represent the
main elements of the system logic. It is assumed that the software is running on
infrastructure of the PO and is available remotely through a secured communi-
cation channel. Low-level description of components and technical feasibility of
a system being an implementation of the presented approach, is elaborated in
the work [1].

Client Side. The software running on client devices (App) is a mobile applica-
tion that integrates with a client device and carries out the following functions:

– registering the client device in the system of the PO, along with informa-
tion about authorization methods supported by the device, e.g., geolocation,
entering a code on the keyboard, performing a gesture on the touch screen,
executing a gesture in space, scanning a fingerprint, recording a voice;

– receiving and presenting notifications about the need to authorize a non-
routine payment or about the status of completion of the payment processing,
e.g., payment failure due to lack of funds;
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– supporting payment authorization methods and transferring the credentials
of the selected authorization method to the PO.

The App component is a mobile application which can be built in native or
hybrid technology that allows to handle system notifications and to use hard-
ware features of mobile devices, such as fingerprint reader. In the prototype it
has been implemented as standalone native application for the Android mobile
operating system supporting three authorization methods: acceptance, PIN, and
fingerprint. In practice, this element of the system can be easily integrated with
a pre-existing mobile application of the PO.

Seller Side. At the seller side there is a software-hardware component responsi-
ble for the registration of client’s face images at the PoS (Cam). In the prototype
the Cam component has been developed on the basis of a dedicated software
(.NET Framework) running on a mobile PC that uses the depth-aware camera
sensor, which facilitates the process of capturing face images. These images are
streamed to the PO side, to the component responsible for customer identifica-
tion based on biometric features of the face (Ident). Also, at the seller side seller’s
sales/loyalty software (Sell) operates, which receives customer identification and
payment status notifications, and communicates with remote components local-
ized at the operator side, using defined API calls. It is assumed that the seller
sales/loyalty software (Sell) is a third-party software and as such is not a part
of the system – the system design includes only the API. However, since the
research evaluation requires a custom implementation of this component, the
prototype of the external sales/loyalty system has been prepared as a native
application for the Android operating system. The prototype implementation of
the Sell component supports the seller-side authorization method, namely the
client’s PIN on the seller’s device, and an ability to identify customers with an
RFID tag.

PO Side. At the PO side there are components implementing all key functions
of the system. The Ident component is a client identification subsystem, which is
using client face images sent from the PoS and patterns previously registered in
the biometric database of the PO. It operates according to a procedure described
in detail in Sect. 3.1. The ID, Devs, and Auth components are repositories stor-
ing client identifiers, information about authorization methods supported by
client’s devices, and patterns of correct authorization results, respectively. All
these three components provide an API for communication with other compo-
nents and implement logic necessary for their operations. The Proc component
is a payment risk processor, which is responsible for classifying the payment as
routine/non-routine and making the selection of possible sets of authorization
methods required for a specific non-routine payment, cf. Sect. 3.2. This proces-
sor communicates with other components of the PO system to obtain the infor-
mation necessary to classify a payment or calculate the risk of a non-routine
payment, e.g., the history of previous transactions between the client and the
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seller, fraud detection systems. The Proc also uses the data for formal verifica-
tion of payment feasibility, e.g. the balance of the account, the client consent
to automate payments. The main operator-side component is the Trans compo-
nent, which is the payment processor responsible for carrying out the process of
customer identification and authorization of payment. It also provides APIs for
the seller Sell system. The Trans controls the information (i.e. payment autho-
rization requests and payment status notifications) being transferred to the App
component and to the seller Sell system, that is necessary to carry out the entire
process.

Individual components operating on the PO side can be tightly integrated or
they can work independently while maintaining proper communication between
them. For the purpose of the evaluation all operator-side components apart from
Ident have been implemented on Java platform and operate within a Restlet
server, which provides HTTP-based REST API for selected components. The
notifications sent to App and Sell components are realized on the basis of an
external communication service, namely Google Cloud Messaging. Additionally,
to enable full system evaluation the Trans component deployed in the prototype
implements functions of an electronic wallet and client (and seller) transaction
history analyzer. To mimic real fraud detection and client profiling systems the
values of the parameters required by the Proc to evaluate transactions have been
calculated taking into account data such as: total number of transactions of the
client and the seller, number of transactions between the client and the seller,
typical amount of transaction between the client and the seller, and transaction
amount. This way, the prototype simulates the use of external systems of the
PO, making it independent of the availability of these systems. Also, it can be
used for experiments involving the functionality currently not shared by external
systems of POs.

3.4 Data Flow

The communication sequence (Fig. 2) implemented in the system begins with a
set of messages that initiate the process and then forks into two sequences: the
first one for routine payments and the second one for non-routine payments. The
sequence is as follows:

1. An instance of the Cam component operating at a particular PoS sends a
registered client facial image (face) to the Ident component. Along with the
image of the face, Ident also receives information about the seller (S ) and
about the specific PoS.

2. Ident uses the database of biometric face templates to find the client ID Kf.
Next, the Ident passes information to the Trans that a PoS of seller S should
receive information about the client (Kf ).

3. Trans uses client ID provided by Ident (Kf ) and the repository ID to find
the client identifier attributed to her by the seller S (Ks). If the client has
not registered her identifier given to her by the seller S, the ID returns the
PO client identifier K. Trans sends a notification to the Sell system of the
seller S at the PoS that the client (Ks or K ) has been identified.
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Fig. 2. Communication sequence for non-routine payment.

4. The Sell system of the seller S at the PoS displays client identification infor-
mation along with a photo allowing the salesman to confirm or reject the
identification. If the identification is accepted, the procedure continues with
step 5. In the case of rejection the procedure restarts from step 1.

5. The Sell system of seller S, using defined API, provides Trans with a debit
request for client Ks | K and amount X.

6. Trans confirms the request responding with a unique payment identifier #,
locks funds on the account of client K and requests payment classification
from the Proc component.

Routine Payment

7. Proc retrieves the necessary data from external systems of the PO, classifies
the payment as routine, positively verifies formal conditions for the payment,
and in response informs Trans about the option for completing the payment
in automatic mode (auto).

8. Trans charges the customer’s account and transmits notification about the
successful completion of the payment to the Sell system of seller S at the PoS
and to all instances of the App component of the customer K. Trans pulls
information about instances of the App component, which should be notified,
from the Devs.

Non-routine Payment

7. Proc retrieves the necessary data from external systems of the PO, clas-
sifies the payment as non-routine, positively verifies formal conditions for
the payment, and in response sends information about the need to autho-
rize transaction along with a list of possible sets of authentication methods
(auth) to Trans.
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8. Trans sends a notification about the need for payment authorization
together with an indication of what authorization methods can be used
on a particular device, to instances of the App component of the client K,
indicated by Proc in the auth set.

9. An instance of the App component used by the client K to input the autho-
rization data transmits the data (D) to the Auth component using defined
API.

10. Auth verifies the correctness of the authorization data and transmits infor-
mation on the acceptance or rejection of the authorization to the Trans.

11. In the case of acceptance, Trans charges the customer’s account and trans-
mits notification about the successful completion of the payment to the Sell
system of seller S at the PoS and to all instances of the App component of
the customer K.
In the case of rejection, Trans decides to recommence the payment eval-
uation (step 7) or to terminate the payment processing with appropriate
notification transmitted to the Sell system of seller S at the PoS and to all
instances of the App component of the customer K.
Trans pulls information about instances of the App component which should
be notified from the Devs.

4 Experiment Design

4.1 Setup

The evaluation requires conducting empirical tests of the system in conditions as
close to regular as it is possible. Evaluation scenario assumes that after prototype
system is designed and implemented, it is deployed in real PoS that in future
could be a cooperator of the metropolitan smart environment, and its usage
data are collected and analyzed. During the analysis the data are confronted
with research hypotheses related to system usability formulated in Sect. 1.

In the experiment an existing PoS (local bar “The End Cafe”) with a group
of its regular customers who usually conduct a typical (routine) transactions
has set a research environment. It has allowed for collecting results reflecting
requirements of intelligent PoS while maintaining reasonable experiment time
and number of participants.

The system has been used by 22 users (14 women, 8 men), for the period
of 16 days (7th to 22nd). The participants were selected from existing clients of
the bar that visited it at least 2–3 times per week, are familiar with internet
banking and utilize contactless payment cards at least once a week. The age
of participants was in the range of 20 to 30. The bar staff has been informed
about the system setup and trained to use it for customer service properly. The
prototype system has been parametrized to classify a payment as a routine after
two or three similar payments. In order to allow participants to make a number of
payments, each has been provided with 150 PLN worth electronic wallet. During
the experiment participants have spent totally 2837 PLN and have performed
251 payments, which is more than 10 payments per person.
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The participants have made transactions according to their will and have
not been steered nor pushed in any way neither by staff nor by researchers. At
the same time, logging subcomponents of the system’s components have been
used to log every significant system event. The events have been defined to
build complete and detailed descriptions of every possible customer service path.
During the experiment neither technical nor organizational difficulties that could
have impact on the results have been reported.

4.2 User Registration

After the participants recruitment, each participant has been equipped with
RFID marker in the form of a card, sticker or fob, and the application instances
have been installed on participants’ smartphones. In the PO-side component
responsible for user identification there have been stored sets of face image pat-
terns, which have been registered with a seller-side component responsible for
tracking, acquiring, segmenting, filtering, and streaming user face images at the
PoS, according to the strict procedure. Ten different (mimics, angles, distances)
images of each face have been collected. It has introduced desired diversity of
the training set, also because of different face lighting on the images of different
kind, with different face rotation or distance. It has to be noted that the sensor
has not been installed in this same horizontal axis as typical location of user
face, but slightly above and rotated. This also has had impact on requirements
regarding diversified orientation of the faces in the training set (both “ahead”
and “slightly upwards, towards camera”). During initial tests it has been con-
firmed that three-quarter views decrease recognition accuracy and therefore they
have been excluded from training process. Detected faces have been visually out-
lined, which facilitates choosing optimal acquisition moments, so that operator
has a control over the training set quality (framing, distance, sharpness, angle,
lost tracking). Face registration has been performed at the PoS, which has two
main advantages. First, it facilitates registration by not requiring any additional
client’s visits in the operator’s location. Second, the registration environment
conditions are similar to recognition environment conditions which improves
recognition accuracy.

Name, ID photo, face and RFID identifiers, as well as user identifiers in
the seller and operator systems have been stored in the dedicated component
at the PO side. In another PO-side component, device vendor, model and OS
version, as well as device token (for PUSH communication within Google Cloud
Messaging) and list of supported authorization methods have been stored. In the
authorization component, patterns for authorization method, PIN and optionally
fingerprint hash have been stored.

Before the user registration procedure each participant underwent an indi-
vidual in-depth interview and was briefly informed about the system operation.
Additionally, a web page explaining the idea of automatic payments and system
operation was published and presented to all participants.
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4.3 Data Collection

During the experiments a number of event classes has been registered in compo-
nents’ logs. In the process of user identification the following event classes are reg-
istered: face detection event, recognition event, confirmation event, “reject and
change the method” event, “reject and try again” event, and transaction abort
event. In the process of transaction authorization the following event classes
are registered: transaction start, acceptance, transaction decline, and sending
authorization request to client/seller.

For those events, apart from exact timestamp, the following identifiers are
registered: identification method identifier, client identifier, transaction identi-
fier, identifiers of available authorization methods, identifiers of used authoriza-
tion methods, transaction status (e.g. button code, reason for the rejection),
as well as many parameters related to face identification, such as: number of
detected faces, correct recognitions number, advantage of correct recognitions
over misrecognitions, correct recognitions quality, average and median of recog-
nitions and misrecognitions quality, and identifiers of the decision rules that are
fulfilled.

Apart from data collected by the system itself, all participants were invited
for a second round of in-depth interviews where they could express their opinion
about the system operation.

5 Evaluation Results

The results described in the first subsection contain an overview of users opinions
gathered during and after the experiment. The results presented in next two
sections have been obtained as an effect of data mining and statistical analysis of
three distinct log sets, generated by four components of the system. The results
from the second subsection are related to user identification phase, and the
results from the third subsection are related to subsequent phase, i.e. transaction
authorization phase.

5.1 Users Opinions

During the experiment randomly selected transactions were followed by a request
to fill in a short questionnaire regarding the subjective quality of user experi-
ence. The questionnaires were provided via regular payment mobile application
immediately after the transaction. In 83 responses collected from these question-
naires the majority of respondents indicated that in their opinion the automatic
payment procedure is more convenient (61.4%) and more secure (52%) than a
traditional contactless payment. They also responded that the whole process was
faster (50%) than a traditional contactless payment.

During the second round of in-depth interviews all participants were encour-
aged to present their own opinions about the system. The opinions include both
positive and negative statements. Positive statements can be summarized by the
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following keywords: convenience, speed, innovation. Negative statements were
focused mostly on inconveniently long identification time. It is also worth to
notice that some participants felt uncomfortable when their personal data (photo
and name) intended for the sales clerk could be visible to other clients in the
queue, which pinpoints that the seller-side of the system should protect privacy
of clients data.

5.2 User Identification

Totally, there were 282 successful user identifications performed by the system.
This value does not indicate the number of performed transactions, since there
are cases where for a single identification a sequence of transactions is conducted,
and there are cases where successful identification does not precede successful
transaction authorization.

Identification Methods. From among successful identifications, as much as
72% have been conducted with face biometrics, and only 28% with RFID card,
despite the fact, that every user has been equipped with such card and could
freely use it. A number of successful identifications in the respective experiment
weeks for different identification methods is presented in Fig. 3.

Fig. 3. Number of successful identifications for different identification methods in
respective weeks [2].

Accuracy of Identification with Face Biometrics. Out of all attempts to
identification with face, i.e. cases where a new client has appeared at PoS willing
to identify himself or herself with a face, 202 have been successful and 43 have
failed, which gives about 82.45% accuracy. In the group of successful face-based
identification attempts, 173 have not been preceded by any earlier unsuccessful
attempts (named as “seamless identifications”), and 29 have been preceded by
unsuccessful attempts (named as “difficult identification”) within time period of
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30 s. Seamless identifications percentage for the first week of the experiment is
81.25% and for the second week of the experiment is 89.62%.

High percentage of successful identifications has persisted in the consecutive
days of the experiment and it has never dropped below 72%, which is presented
in Fig. 4. The labels on horizontal axis denote days of December, two weeks from
December 7th to December 18th. Weekends and pre-Christmas days (December
21st and 22nd) are excluded because of very low number of clients at the campus
bar in those days producing non-representative results.

Fig. 4. Percentage of successful face identifications in the consecutive days [2].

Duration of the Identification with Face Image. Duration of the face
identification has been measured from the moment of the first face recognition
of the user (even if the recognition does not fulfill the heuristic criteria of the
final identification, even if the face image appears once, and even if it belongs to
the “misrecognitions” set), to the moment of receiving the identification message
at the seller’s device. The median of identification duration is 34 s.

Independently, the durations of the seller confirmations have been measured,
i.e. time between the moment of receiving the identification message at the
seller’s device and the moment of seller’s manual approval with the button.
The median of confirmation time is 3 s.

5.3 Payment Authorization

During the evaluation, 225 transactions have been successfully conducted, 92%
of them required single authorization attempt, and 8% required repeated autho-
rization.

Authorization Duration. Average duration of the transaction authorization
for transactions that require single attempt is 10,5 s and median of this duration
is below 1 s (because of the relatively high number of automatic authorizations).
In the rare cases when repeated authorization has been required (e.g. a user
inputs wrong PIN), the duration has been much longer (Fig. 5). Authorization
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Fig. 5. Average and median authorization durations in case of single and repeated
authorization [2].

Fig. 6. Average authorization durations for respective days [2] (Color figure online).

duration is measured from the moment when the order is already put together,
through transaction authorization process, to the payment settlement done.

In Fig. 6 median durations of authorizations (blue bars) for respective days
are depicted. Evident decrease of the transaction duration is observed, which
is a consequence of familiarizing users with the system as well as of constantly
increasing fraction of automatic authorizations during the evaluation (because of
building a history of transactions that increases trust). Downward trend (trend
line) is strengthened by the fact that in the last three days (16–18) in which
the durations have been short, the highest number of transactions have been
conducted (red bars).

User Faults During Payment Authorization. Percentage of transactions
requiring repeated authorization in the respective days is presented in Fig. 7.
Clear downward trend can be observed. As in the case of transaction duration,
it is a consequence of familiarizing users with the system as well as of constantly
increasing fraction of automatic authorization method which eliminates user
faults.
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Fig. 7. Percentage of transactions requiring repeated authorization in the respective
days [2].

Context-Based Authorization Method Choice. In Fig. 8 a number of suc-
cessful authorizations in the respective days for different authorization methods
is visualized. Increasing usage of automatic method is visible. It is a consequence
of users’ building a history of transaction that increases level of trust, which is
one of the conditions for choosing this method by the system. It confirms that
system works according to expectations.

Fig. 8. Number of successful authorizations in the respective days for different autho-
rization methods [2].

The above-mentioned tendency is visible better if data are expressed rela-
tively, which is presented in Fig. 9.

In Fig. 10 medians of transaction durations for different authorization meth-
ods for respective weeks are presented. It can be observed that durations of
manual accept authorization (with a smartphone) in the second week are lower
than in the first week. The main reason for this advantageous trend is gaining
experience by users with the new notification and confirmation interface. The
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Fig. 9. Distribution of different authorization methods in the respective days [2].

PIN-based authorization duration is constant since this method is already known
for users and since PIN always requires few seconds to be typed, regardless of
user experience. Authorizations with fingerprint have been performed only few
times (since only few users have used devices with a fingerprint scanner) and only
in the second week, thus their durations cannot be considered as representative.

Fig. 10. Medians of authorization durations for different authorization methods in
respective weeks [2].

5.4 Results Analysis

Obtained results allow for verifying particular research hypotheses defined in
the Sect. 1. The hypothesis H1 has not been confirmed during the evaluation.
Although median of authorization durations is far below 5 s limit, the second
component of the total duration, i.e. identification, takes much longer time (cf.
Sect. 5.2). It results in conclusion that the applied approach to face recogni-
tion needs further optimization. The long recognition time is not caused by
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computation complexity nor performance issues, but by too frequent inaccurate
(conflicting) recognitions in the image sequence which delay obtaining consistent
result for a given user. This difficulty can be overcome by employing additional
filters that can detect and eliminate error-prone frames from the video stream
and by optimizing parameters of heuristic for the final identification.

The hypothesis H2 has been confirmed. In cases when passive identification
and authorization have been conducted, all the users had to do was to verbalize
the order and pick up the products. One aspect of the identification process has
been shifted to the seller (manual confirmation of a single identification result),
but practically it had no significant influence on the duration of the whole process
(cf. Sect. 5.2).

The collected data confirm the hypothesis H3. The percentage of the suc-
cessful identifications based on face biometrics is 82.45%, and the percentage of
the “seamless” face identifications within the group of successful identification
is 85.64%.

Also the hypothesis H4 has been confirmed. Data presented in Sect. 5.3 show
that payment authorization duration is gradually decreasing as users build a
history of transaction that increases level of trust, which is a one of the conditions
for choosing more convenient and fast authorization methods.

To sum up, analysis of the collected quantitative data allows for confirming
three of four research hypotheses. In case of rejected hypothesis, the element that
needs further optimization can be easily identified. Generally, the evaluation has
confirmed that the approach proposed for passive transaction authorization is
achievable despite the difficulties introduced by variable real-world conditions at
PoS.

As a future work it is planned to analyze additional factors extracted from
the video signal and depth data (e.g. user height, mimics, pose, age, sex) and
non-video features (behavioral patterns for time, place, amount, type of good)
that can be used to improve the recognition quality, speed, and security of the
system.

Before order completion face-based user identification is confirmed by the
cashier. This input combined with image data and non-image data can consti-
tute a data source for supervised machine learning deployed at system runtime.
With this technique an adaptive user identification could be developed. It would
further improve the system accuracy since conditions at a PoS change over time
and vary at different PoS and since users change their look. Moreover, a knowl-
edge obtained from machine learning module deployed at runtime would improve
context modelling capabilities that impact trust assessment and the authoriza-
tion method choice.

6 Conclusions

The results of the evaluation confirm that the proposed modus operandi for the
automatic authorization as well as its goals and benefits are achievable under the
constraints of a real-world PoS. Prototype system build based on proposed archi-
tecture and algorithms indeed has allowed evaluation participants to authorize
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routine payments in passive mode. The seller just confirms the single identity
recognized by the system with one tap, and does not need to choose between pos-
sible matchings losing his time and focus like it is required by systems reported
in the related works. The main advantage of the proposed approach comes from
its context-awareness and dynamic authorization method selection, which allows
for gradually achieving the trust level required for passiveness. The right bal-
ance between convenience and security, which are always at odds, is constantly
provided.

The system introduces added value for all actors of the process: payment
operator, seller (service provider), and the end-user. By providing end-users and
sellers with trusted and effective payment service, the PO reduces security con-
cerns from all sides and can attract newcomers. The tool for dynamic assessment
of the type of payment (routine/non-routine) goes beyond the model adopted
for contactless payment cards (hard limit quota). By using the transaction con-
text and dynamically assessing payment risk level and trustworthiness of the
participants, the system dynamically selects the most appropriate authoriza-
tion methods of the payment. Rules for dynamic selection take into account the
various authorization methods supported by client devices, as well as methods
supported by other devices in the end-user environment, e.g. passive face recog-
nition at a seller’s location. It is possible to use multiple authorization methods
simultaneously, which, if necessary, allows for greater authorization robustness.
All this enables a controlled balance between security and convenience of pay-
ment for the client and the seller. On the other hand, contrary to proprietary
approaches, the assumption of the openness is not violated in the proposed app-
roach. The functionalities of sellers’ and PO’s services are not coupled together,
thus competition between different sellers is possible which can leverage quality
of services within the whole PO network.

From the point of view of the seller, the key advantage is the fact that
the customer has to be identified for the purpose of payment at the beginning
of the transaction. This information may be used to introduce improvements
in the customer service process. By moving the moment of identification to the
beginning of the service process and by providing the seller’s sales/loyalty system
with information about customer identification, it becomes possible to use a wide
range of tools to support personalized service regardless of the knowledge and
memory of individual employees serving clients.

Most of all, introducing the presented approach is beneficial for the end cus-
tomer. She gains on every functional element of the system. Starting with fast
and convenient realization of routine payments and the ability to use convenient
authorization methods for non-routine payments, to full personalization of ser-
vice and automation of loyalty procedures. In the routine payment scenario, the
client orders products, receives the merchandise and leaves without having to
search for any attribute necessary to authorize the payment.
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Abstract. In operational business situations it is necessary to be aware
of and to understand what happens around you and what probably will
happen in the near future to make optimal decisions. For example, Online
Surgery Scheduling is the planning and control task of Operating Room
Management and includes decisions that are difficult to deal with due to
high cognitive and communicational efforts to gather the needed infor-
mation. In addition, several uncertainties like complications, cancellations
and emergencies as well as the need to monitor and control the interven-
tions during execution distinguish the operational decision tasks in surgery
scheduling from the tactical and strategical planning decisions. However,
the emerging trend of connecting devices and intelligentmethods in analyt-
ics, facilitate innovative approaches for decision support in this area. With
the utilization of these concepts, we propose a data-driven approach for a
Decisions Support System including components for monitoring, predic-
tion and optimization in Online Surgery Scheduling.

Keywords: Decision Support System · Online Surgery Scheduling ·
Surgical phase recognition · Machine Learning · Optimization

1 Introduction

Healthcare in general is a high public expenditure and especially hospitals hold
a large share of its costs. Inside hospitals, the intensive care unit and the operat-
ing room (OR) area are the facilities with cost rates up to 3000e per hourroom
[1]. OR management deals with the organization and coordination of all tasks
concerning surgical interventions in order to minimize costs as well as to increase
degree of utilization of each room. A special role, the so called OR manager, is
responsible for operational planning in the OR area, in particular for the super-
vision of all surgery-related resources and for complying with a created surgery
schedule according to diverse performance indicators. So, for OR managers there
is an ongoing pressure to optimize operational processes, e.g. increase resource
utilization or reduce OR downtime.
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In OR area optimizing operational processes is heavily correlated with assess-
ing actual length of interventions in order to preserve the surgery schedule. Cur-
rently, this schedule is based on a fixed timetable created a day before. Any
changes, e.g. due to urgent interventions, to delays in surgery but also due to
late arrival of patients in the OR area, have to be incorporated into the schedule
manually by the OR manager. As a result the schedule is often outdated within
a few minutes and needs to be modified on-the-fly as the associated uncertain-
ties and dynamics occur. Most challenging for an OR manager in this case is to
predict the remaining time for each intervention but is also heavily dependent on
the manager’s experience. Moreover, he has to facilitate this task by continually
visiting all the rooms and asking for the actual state of each intervention. Upon
his experience, the OR manager is then capable of estimating the remaining
time and thus knows when to call for the next patient. Resulting changes to the
schedule are updated manually, mostly on sheets of paper. If we could instead
provide a system, which allows for an accurate prediction based on surgical
phases, we would be able to relieve the OR managers and also we would be able
to reduce requirements on the job significantly which in turn could relieve skilled
personal. For OR managers to accomplish these goals they have to be capable
of monitoring all relevant resources and objects of the environment. Certainly,
the automated monitoring of surgeries has gained momentum with the help of
cameras and the analysis of the resulting videos [2,3] but have their main draw-
back in restrictive privacy policies i.e patients are not allowed to be somehow
identified (e.g. by their faces or even by individual tattoo’s or scars). Instead,
we propose to make use of smart healthcare products to monitor surgeries. For
instance, devices from the field of laparoscopic surgery are able to communicate
their actual conditions and parameter sets (cf. Fig. 1). Even though laparoscopic
surgeries also involve the use of cameras, these videos are not necessarily able
to help identifying persons and aside from that there are also different kinds of
laparoscopic devices which only provide some kind of sensor data.

Having the ability to monitor whats going on in each OR, we can tackle
the OR manager’s problems to preserve the schedule and to adapt quickly to
changes. In healthcare the online surgery scheduling (OSS) may lead to a solu-
tion in that it is understood as an contemporaneous job with a very short-term
perspective that includes the execution, monitoring and control of schedules that
were constructed the day before [4]. It thus covers significant parts of the prob-
lems, e.g. the management of the everyday operations like reducing OR down-
time and increasing the efficiency in a very short-term perspective [5]. According
to [6] OSS addresses the monitoring and control of the processes during execu-
tion, and encompasses for example reacting to unforeseen events. However, there
are few systems so far that tackle intra-day surgery scheduling and allow OR
managers to get necessary information and support the decisions based on this
information.

In response to these problems, we propose a novel approach for a Decision
Support System (DSS), that provides OR managers in the OSS tasks with real-
time information and updated surgery schedules. This approach utilizes intel-
ligent Data Analytics methods like data stream analysis, Machine Learning
and Optimization. Within this context, we present a solution (cf. Sect. 4) for
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Fig. 1. Parameter values of monitored surgical devices.

real-time monitoring of OR’s (cf. Sect. 4.1), predicting the remaining time of
each intervention (cf. Sect. 4.2) and to build an initial schedule as well adapt it
to changes during the day (cf. Sect. 4.3). In order to demonstrate the benefits
of such a system we also provide information on how we evaluated it with the
help of a prototype (cf. Sect. 5). Prior to this, we give an introduction to the
OSS problem formulation (cf. Sect. 2) and present the related work (cf. Sect. 3)
relevant to our approach.

2 Problem Formulation

Similar to other planning and control processes, OR management can be hier-
archically separated into a strategical, tactical and operational level, concerned
with different planning horizons. Strategical OR management deals with sizing
core resources like staff and room, over a planning horizon of a year or more. Tac-
tical OR management has a midterm planning horizon for the rough planning of
a Master Surgery Schedule. Finally, the operational level of OR management is
divided into offline and online OR management, considering the substantiation
of tactical OR plans for a one-week planning horizon before schedule execution
(offline) and the control and rescheduling of an intra-day planning horizon dur-
ing schedule execution (online). The main task of operational OR management
is Online Surgery Scheduling (OSS), ensuring the execution of the surgery sched-
ule, completing all planned and unplanned surgeries this day [7]. From now on,
all unexpected changes and events require immediate decisions, making OSS the
most challenging and time-sensitive task in OR management. Accurate surgery
scheduling is a necessity for efficient and frictionless operations in the OR area.
Is this not the case, ambiguities and delays occur in the operations that further
lead to interruptions, unused resources and dissatisfied staff or patients. Several
subtasks can be deduced from these characteristics, which all are accompanied
with challenges for gathering necessary information.
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Monitoring of the OR Area. This implies the collection of necessary informa-
tion to be aware of the current situation or unforeseen events in the OR area [8].
This information might come from computerized information systems, like the
hospital information system or by the interaction with surgical staff. However,
there is still much communicational efforts with surgeons needed to collect timely
information and real-time updates of current status and surgical phases, delays
or critical events [4]. In addition, several uncertainties and frequent changes char-
acterize the monitoring of the OR area, that arise from varying surgery durations
and resource availability as well as stochastically occurring patient no-shows or
arrivals of emergency patients [9]. Therefore, OR monitoring often is associated
with a lack of knowledge that has to be completed with the experience of the OR
manager, that make delays and cancellations often seem intrinsic for processes
in the OR area [10].

Estimating Remaining Surgery Durations. Based on the observation of
the current situation and conditions, the prediction of upcoming events and out-
comes of surgery-related processes is another important task in OSS. The most
significant process parameter for predicting future outcomes is the remaining
time to the end of the surgery, meaning the time elapsed between the moment
the patient is introduced to the OR and leaves the OR [11].

Reliable predictions of surgery durations are needed to make optimal deci-
sions in OR scheduling, e.g. for calling the next elective patient to minimize
patient waiting times or reduce OR idle times, if a surgery was shorter than pre-
dicted. Further, when surgeries are longer than predicted, subsequent ones need
to be postponed or canceled [12]. Both cases lead to inefficiencies in the use of
the ORs, recurring communications between staff, patients and OR managers,
and an overload of the preoperative holding area [13].

Remaining intervention times are difficult to predict due to several factors.
Often the scope of an intervention is not known in advance and becomes apparent
not before the surgery is already in progress [14]. For running cases, the current
status and recent events during the intervention are influencing parameters. Since
current conditions, recent progress and states are not easily recognizable, OR
managers need substantial experience knowledge and external information to
make reliable predictions. Hence, personnel requests and inspections in the OR
are necessary to complete the comprehension of the current situation in the OR
area as well as obtain real-time information, e.g. for contemporaneous assignment
and scheduling of emergent procedures. The absence of objective and reliable
predictions adds complexity to OSS, since the OR manager is forced to interpret
various situations to adapt the surgery schedule [13].

Rescheduling of Surgeries. Initial surgery schedules created in the offline
planning phase are often obsolete right after the beginning of the surgery day
[4], due to unexpected events like delays, cancellations or urgent add-on cases
require the modification of the current surgery schedule. The rescheduling of a
surgery is challenging in terms of necessary experience knowledge and cognitive
efforts for weighing planning alternatives, due to the uncertainties and dynamics
in OR operations. The possible actions for OSS include the assignment and
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Fig. 2. OSS problem for a single OR including the challenges due to changing inter-
vention durations and introducing emergent cases [17].

scheduling of emergency procedures, the cancellation of cases, as well as the
reassignment of ORs and start times for already planned interventions [4]. Then,
a reevaluation and rescheduling of the current surgery schedule is performed
and, depending on its value of improvement, the plan is modified or remains
unchanged. The main objectives and measurements for determining the value
of a plan are for example resource overtime, hospitalization costs, intervention
costs, OR utilization, waiting times, and patient or personnel preferences [9].

Compared to other scheduling problems in manufacturing or production envi-
ronments, surgical interventions cannot be suspended and later continued at the
same point. Thus, the OSS problem is treated as a predictive-reactive scheduling
problem where upcoming events have to be predicted and unforeseen events have
reacted to. This means, OSS is represented as a two-stage process, consisting of
an initial predictive schedule that models the desired behavior of the OR area.
Then, in the reactive part, this schedule is modified in response to certain events
during execution [4,15,16]. In this work, we assume that a valid initial schedule
exists and focus in the this section on the reactive task of OSS. This is based
on a mixed integer linear programming (MILP) approach to model the OSS
problem already described in [17]. Since it is a dynamic scheduling problem, it
implies updating the schedule defined the previous day in reaction to external
effects like incoming emergencies or internal changes like deviations (see Fig. 2).
According to the rescheduling framework of [15], the OSS problem described in
this work can be seen as a dynamic scheduling problem with variable arrivals of
patients. The OSS problem consists of a number of characteristics, assumptions,
resources and constraints. The model includes a set of indices for capacities and
resource requirements of interventions, surgeons, ORs and their available time
slots. Further, several parameters describe properties of the resources and enti-
ties like estimated durations, states about availability, urgency and modifiability.
The model has two planning variables to optimize the schedule which are the
assigned OR and the starting time of an intervention.
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The number of surgeries to be scheduled on the tagged day is not known
in advance, since it is likely that emergencies occur. A surgical intervention i
is characterized by its surgeon si, the estimated duration di before or during
the intervention and its urgency ui according to the scale elective, urgent and
emergent. Further, a modification parameter is introduced to block interventions
in a specific OR at a specific time manually or after start. For each surgeon
indexed s, Is denotes the set of jobs that are performed by that surgeon.

The objective is to find an assignment σ of interventions to available OR time
slots and surgeons depending on the intervention duration, considering several
optimization criteria and goals. The most important criteria for the OR manager
– besides treatment quality – is maximizing OR utilization of each OR ωu(oσ),
according to the method of Hans and Verbeekel [6], including the duration of all
interventions per day and the available OR working hours.

Max ωu(oσ) =
I∑

i=1

di

l
(1)

The objective of minimizing waiting time ωw(σ) should lead to the fast schedul-
ing of non-electives by introducing the urgency factor u and the penalty costs
for the waiting time of an intervention cw.

Min ωw(σ) =
I∑

i=1

ucw (2)

Further, all types of surgeries are assigned as early as possible, thus the solver
minimizes overtimes ωo(σ). Adding penalty costs βu for each canceled or reas-
signed intervention should lead to the effect that valid schedules with fewer
reassignments/cancellations are preferred (3).

Min ωo(σ) =
I∑

i=1

βuicanc (3)

3 Related Work

3.1 Surgical Phase Detection

With the increasing digitization and process-orientation in hospitals, surgical
phase detection became a very popular field of research in recent years. Especially,
the integration of systems for data collection purposes evolved within each OR and
in the entire OR area. Starting with the acquisition of video and image signals,
standardization approaches (e.g. IEC 80001-1) and new technologies led to the
integration of medical devices in clinical networks [18]. Several research projects
and vendors of medical devices advance the development of fully integrated ORs,
allowing to automatically collect and process data representing intra-operative
surgical activities and phases. However, current approaches in this field differ in
their data sources and statistical methods for information generation.
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A method that produces high-quality data – but very time consuming – is
the surgical phase detection by human observations. This observations are valu-
able for training models but hardly applicable in daily operations in the OR
area. For instance, Franke et al. [19] use observations from inside the OR to
create surgical process models and time predictions. Ahmadi et al. [20] enrich
retrospectively video data with annotations about surgical phases and performed
activities. Other contribution solely use image- or video-based data, e.g. collected
by endoscopic or microscope cameras [2,21]. Such approaches annotate the raw
image data with additional information by linguistic concepts. Electronic signals
of surgical devices are used by Padoy et al. and Malpani et al. [22,23]. In addition
Meissner et al. [24] used radio frequency identification (RFID) sensors for instru-
ment recognition and accelerometers to infer the performed surgical action. In
these approaches only the usage of an instrument is employed for surgical phase
detection, they do not consider advanced manifestations of device parameter,
which would probably increase detection accuracy. Dergachyova et al. [25] use a
mixed approach by combining data of endoscopic videos and instrument usage
data [25]. They also utilize surgical process models for future and advanced
information generation but lack with details about event pattern modeling and
implementation in an application system.

3.2 Remaining Intervention Time Prediction

Research in remaining intervention time prediction can be distinguished into
online and offline methods [26]. The focus of this work is on online approaches
which make intra-operative predictions in the course of ongoing surgeries. Franke
et al. [19] present an approach for the prediction of remaining intervention times
based on generalized surgical process models and a simulation-based prediction
algorithm. However their approach relies on manually collected data of surgical
low-level tasks, implying that human support for data gathering within the OR
is needed. Hence the approach is not applicable in fully-automatized and inte-
grated information systems. Furthermore the feature set for simulation is quite
small because only the current surgical phase and their average time are used for
time prediction. Guedon et al. [13] also propose a real-time and online prediction
system for remaining surgery times based on the data of surgical devices. They
employ a Support Vector Machine algorithm for the classification of surgeries
into remaining time intervals based on their former device usage pattern. Their
prediction model only rests upon one parameter of the electrosurgical device that
is generally modified in the middle of a surgery. This means that only few sur-
gical activities are recognized and the predictions are only made in intermediate
phases of a surgery. Time series analysis and signal processing on surgical work-
flow data is performed by Maktabi et al. [26] to predict intervention time. They
state, that using time periodicity instead of average time-dependent parameters
make predictions more accurate. Again this approach uses just one feature for
time prediction and further only represents three surgical phases. Further, the
described intraoperative online processing pipeline is lacking in technical and
implementation details.
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3.3 Online Surgery Scheduling

Lots of research has been published discussing the improvement of efficiency in
surgery department and OR management. Surgery scheduling in general is one of
the highly adapted problems of operations research and scheduling research com-
munity. Although many approaches propose that future research has to be con-
ducted in utilizing new data and information sources, few approaches were pub-
lished that make use of it. Demeulemeester et al. [5] as well as Erdogan et al. [27]
state that operational support for real-time scheduling is not researched well in
contrast to other domains where real-time approaches can be found. Atkin et al.
[28] developed an approach for operational support for online scheduling of airport
runways with a deterministic scheduling algorithm. [29] describe an approach to
compose primitive context information of location sensors to support real-time
accident handling in fleet management use case. As well, the problem of monitor-
ing and scheduling multiple production plants is tackled by an information system
including an algorithmic pipeline [30].

Since the OSS problem differentiates in aspects of uncertainty and unpre-
dictability to the characteristics of these domains, the approaches cannot be repli-
cated to the OR area. E.g. in manufacturing use cases the production process can
be paused and proceeded within the same state of the item, which is not pos-
sible within a surgery [4]. Nevertheless, in surgery scheduling literature several
research paper address the OSS problem and suggest approaches for supporting
decision makers. Several comprehensive reviews of existing literature were con-
ducted, that cover the various levels of the surgery scheduling problem [4,5,8,27].
Dios et al. [31] provide a DSS for OR managers to plan different decision tasks
like medium-term and short-term schedules. Further, it is focused on handling
elective patients so it lacks in supporting very short-term planning tasks like han-
dling deviations in intervention times or emergency patients. Erdogan et al. [32]
describe a stochastic integer programming model for dynamic sequencing and
scheduling of appointments in hospitals with the goal to minimize the weighted
sum of direct waiting time and waiting time until appointment for patients.
Though, they include different kinds of uncertainties like process durations or
number of customers, the model isn’t directly portable to OSS since it doesn’t
involve important surgical characteristics like urgency. Riise et al. [9] propose
an approach for a generalized operational surgery scheduling problem that is
able to support decision making on different planning levels and with different
characteristics. Hence, it helps planning elective patients as well as reschedul-
ing by integrating urgent and emergent patients. Since, they argue that it is
also applicable for intra-day rescheduling, the evaluation only focuses on schedul-
ing on a weekly or daily level. Samudra et al. [11] used a discrete event simula-
tion model for the patient scheduling model considering uncertainties like vary-
ing estimations and arrivals of unplanned surgeries to avoid excessive overtimes
in the OR area. They handle rescheduling of elective patients as well as includ-
ing non-electives in the current surgery schedule since it represents the hospitals
reality. They also use a estimated surgery duration model based on mean val-
ues of similar OR sessions but without feature-based machine learning model.
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Van Essen et al. [33] developed a DSS that is providing the three best adjusted
OR schedules according to variability in surgery duration and emergencies. This
system is based on a linear integer programming model with the goal to accomplish
the preferences of all stakeholders and departments as good as possible. Further,
the objective function includes penalties for canceling surgeries or overtime mini-
mization. It doesn’t include the reassignment of surgeries to different ORs which
leads to a reduced flexibility in scheduling and hence reduced efficiency. The pre-
viously presented approaches treat the OSS problem on an algorithmic level, but
don’t take into account that information collection and DSS architecture consid-
erations could also show improvements.

4 Solution Approach

Our solution reflects the partitioning of the problem into unique subtasks. Thus,
we built an solution with the help of three subsystems: The situation subsystem
Sect. 4.1, responsible for gathering necessary information about surgeries, the
prediction subsystem Sect. 4.2, responsible for predicting the remaining time for
each surgery and finally the rescheduling subsystem Sect. 4.3, responsible for
rescheduling surgeries and incorporating urgent interventions. The architecture
depicted in Fig. 4 shows the proposed solution approach with its subsystems and
relations.

4.1 Situation Detection Subsystem (SDS)

We assume that surgeries are sequences of phases, where each phase is a set or
sequence of activities executed by a surgeon. By detecting intra-surgical phases
within a surgery the added value is mainly created for real-time monitoring of
running surgeries. Necessary data came from the KARL STORZ OR1TM inte-
grated OR system. Data are produced by several devices, namely the insufflator,
high frequency coagulation and cutting device, as well as endoscopic and OR light
sources. The respective data sources provide real-time information composed
of properties, configuration settings and physical quantities of device parame-
ters. Overall 157 different parameters were collected, but not all are suitable for
detecting surgical activities. Some of the parameters have binary values, mostly
representing the current usage of a device. Others describe physical values like
volume and pressure of the carbon dioxide. For our use case we only use param-
eters which are changing during a surgery. Figure 1 shows in extracts the most
expressive features of an example data set. These data depict current and recent
states of, for example of OR equipment (e.g. lights) and surgical devices (e.g.
electro-surgical devices).

We defined rules and patterns and used a pattern recognition engine that
is capable of handling low-level data streams and that provides information
about surgical phases as a result. These data streams were partitioned into time-
windows and monitored for patterns, thresholds and average values of parame-
ters. The SDS takes data from medical devices and administrative data to build
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a context and provides an integrated view on the ongoing situation and supports
the OR managers’ perception in terms of awareness of a given situation. With
this, we can significantly reduce efforts for managing the OR area. In order to
be able to provide intra-surgical phases the SDS was realized as follows:

Although each intervention of the same surgery type is similar in its activities,
the shape of data is never identical. Thus, we needed to analyze data visually
as well as with the help of descriptive statistics. This step aimed at finding
generally valid characteristics in the given data. For instance, the parameter of
the electro-surgical device potentially denotes a specific part of a surgery because
it is only used in a particular temporal range. As a result, we had a set of
common features, delimitation and temporal relationships of potential surgical
phases across several instantiations for a specific surgical type. The following
Fig. 3 shows an illustrative example of the pattern “Placing trocars”. It shows
data of three devices and five parameters for this surgical phase. On the lowest
level, e.g. the insufflator parameters flow, pressure and gas volume are monitored
separately and represent atomic events. In order to create more complex events
a combination of atomic events is defined. In this example we define a specific
state change for instance an increasing and decreasing flow. Such complex events
can then be combined again and so on. To complete the example, we combine
all insufflator events to a complex event, which in combination with events from
other devices form the complex event of “placing trocars”.

Consequently, we used the detected phases two-fold: We visualized progress of
a surgery by reporting detected phase events in data graphs and thus supported
information gathering. Further, information about surgical phases depicted main
input for predicting the remaining time of surgeries. A more detailed description
can be found in [34].

Fig. 3. Event pattern and pseudo code representation of the phase “Placing trocars”.
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4.2 Prediction Subsystem (PS)

The projection of environmental future states is based on the understanding of a
situation and needs lots of domain knowledge and experience. Only these abilities
allow quick responses on events, as well as proactive decisions for deterministic
behavior in certain, already known situations. In our approach we address these
challenges by realizing a subsystem for remaining intervention time estimation.
The PS utilizes the concept of the Lambda architecture (cf. Fig. 4), which com-
bines batch and stream data processing [35]. Applications using this concept
benefit of the in-depth analytics possible with batch layer and low-latency of the
streaming layer. The batch layer is used to process historic data of the recog-
nized surgical phases and to train a regression model that computes a value for
the remaining intervention time. We choose a regression algorithm approach for
remaining time predictions, since classification algorithms output is less expres-
sive and usable then the continuous outcome variables of regression. In Span-
genberg et al. [36] we considered the algorithms of Linear Regression, Decision
Tree Regression, Random Forest Regression as well as Multilayer Perceptron
Regression, leading to the result that Random Forest Regression achieved the
best results regarding to prediction accuracy. The underlying model is build with
a regression algorithm based on five features provided by the SDS and additional
data from resource databases like the Hospital Information System:

Event Name: The name of the recognized current surgical phase. Some phases
are unique to a specific surgery type, while others can be found among mul-
tiple surgeries. Each surgery begins with a phase called START and ends with
a phase called END.

OPS Code: The OPS code is the official German classification of medical pro-
cedures [37]. It holds different granularity of information about the given
surgery and is used extract three features. E.g. the OPS Code of a sigmare-
section is transformed to the OPS category 5-45, subcategory 5-455 and
procedure (5-455.75).

Time Stamp: The time stamp gives information about the starting time of the
current phase (or the end of the surgery in case of phase END). It is used
to determine the features TIME PASSED, the time since start of the surgery –
and TIME UNTIL END – time until the end of surgery. The latter is the target
variable that we aim to predict from the other features.

Operating Room: The room in which the surgery takes place. Master et al.
[38] claim that the location of a surgery contains basic information about its
complexity. Additionally different equipped OR rooms may haven an influence
on the procedure.

Phase History: A vector containing information about recent surgical phases.
Accurate predictions need the comprehension and involvement of the surgical
workflow. Since phases in some cases appear more than once in a surgery the
previous phase can give important indications for the current progress.
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The current phase as well as an event history based on previously detected
phases are factored into the model. As well, the OR and the OPS code have
huge influence on the model. These are the input for the regression model to
calculate an estimated value for the respective surgery based on the described
features. The resulting models are stored in a model database and read by the
online prediction component, which represents the speed layer of the Lambda
architecture. The online prediction component again is interrelated with the
SDS, meaning that a new recognized surgical phase triggers the recomputation
of the remaining time. It loads the model and aligns detected phases in running
surgeries with the model to update the estimated intervention time. Lastly, this
starts triggering the upcoming rescheduling subsystem.

4.3 Rescheduling Subsystem (RS)

After collecting information of the PS, the RS starts to adapt the current sched-
ule to events and changes in surgeries. The RS is responsible for the genera-
tion of valid surgery schedules based on the resources and constraints described
in Sect. 2. Rescheduling is triggered by several factors, for example changes in
remaining durations of running interventions based on the machine learning
model. Further, adding emergent or urgent patients to the set of interventions
leads to the execution of the rescheduling procedure.

We use a metaheuristics approach for solving the optimization problem of
the rescheduling task. Metaheuristics are not supposed to guarantee finding an
optimal solution for the optimization problem, but finding an appropriate solu-
tion in a given amount of time, which is necessary for our goal to give real-time

Fig. 4. Architecture model of the subsystems and relations.
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decision support. To be more precise, we use the Simulated Annealing algo-
rithm, described in more detail by [39] because it has been successfully used in
dynamic scheduling domain before, it is scalable and finds near optimal solu-
tions as well [40]. The search space is defined by two vectors: One for the OR
assignments of each surgery and second a vector for non-overlapping time-slots
including surgeons, surgical team and ORs. Hence, the planning variables are
OR and the combination of starting time slot and the intervention duration and
the solver optimizes the rescheduling result according to the goals defined in (1)–
(3) in Sect. 2. The cost function incorporates all cost factors of the constraints
described in Sect. 2. Violations of the hard constraints, e.g. two surgeries at the
same time in the same OR, are not allowed. The quality of a valid schedule
is determined by the minimization of the soft constraints. Our metaheuristic
consists of the following computational steps, based on the principle of local
search:

Initial Solution: To get a satisfying, but non-optimal and mostly not feasible
solution, initial solution of a schedule that afterward could be optimized, we
use the First Fit Approximation algorithm. The algorithm assigns the inter-
ventions to a available planning value (in our case ORs and available time
slots) and further takes the already initialized interventions into account.
Since, First Fit doesn’t change an planning entity after assigning, it termi-
nates after initializing all interventions.

Move Selection: Moves are chosen indiscriminately as it is common for Simu-
lated Annealing algorithm. A move is selected if it is equal or greater than the
best move. Furthermore, non-improving moves are also picked with a certain
probability according to its score and the time gradient. In the early phase
of the calculation process the probability of selecting sub-optimal moves is
higher than in later phases.

Cooling Schedule: Since, an ideal cooling method cannot be determined in
advance, a cooling calculation for temperature is used. Depending on a time
gradient decreases from time to time by a constant quantity.

Acceptance and Stop Criterion: Moves are accepted in every case if they
improve the solution. Moves leading to a worse solution the acceptance prob-
ability is determined by e

−f
temp , where f describes the cost function and temp

the current temperature. The whole procedure stops when the calculation
gains a final temperature Tmin or exceeds a given amount of time due to the
near real-time requirement of the system.

5 Evaluation

5.1 Surgical Phase Detection

To evaluate the suitability of the SDS, the derived and implemented recognition
rules were evaluated with data sets of surgical interventions recorded in the
Department of Surgery at Heidelberg university hospital. Due to many existing
data sources as well as emergent technologies, which could extend our approach
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in future, we use the stream data processing framework Esper CEP. Table 1
shows the effectiveness of the SDS. The overall accuracy of our approach for the
recognition of surgical phases in sigmaresection interventions is about 83%. The
phases with the highest prediction rates are the placing trocars phase, the begin
and end of the non-minimally invasive tasks and the retracting of the trocars.
This is because of very expressive parameter pattern in the data of the medical
devices. For placing and retracting trocars these are the insufflator parameters
of pressure, flow and gas volume (see Fig. 3) which depict the drop and rise
of the parameters at the creation of the pneumoperitoneum and the insertion
of the trocars in the abdominal cavity. The non-minimally invasive tasks have
high prediction rates as well, due to the opposite usage of the OR lights and
the endoscope lights. The phases of preparation and dividing rectum are not
as good recognizable. One reason for unrecognized or incorrect classified phases
may appear due to erratic parameter characteristics.

For more comprehensive evaluation we applied the generated rules on a set of
laparoscopic proctocolectomy interventions, to enlarge the number of data sets
for evaluation purposes. Due to the similarity of some of the surgical activities
across different surgical types in laparoscopy, we used these data sets to evaluate
common phases. The results are also shown in Table 1. Finally we have an overall
prediction rate of 76% for common phases in other surgical types. This value
could be increased by dropping the data sets which don’t have a non-minimally
invasive phase. We keep this data sets to simulate a reasonable environment with
different surgery types and methods.

5.2 Prediction Subsystem

A leave-one-out cross validation was performed on the level of surgeries, so 14
surgeries were used to train the model and one was taken out of the genuine data
set to validate the resulting model. This process was repeated for each surgery.
To find the best possible prediction approach we evaluated the performance of

Table 1. Evaluation of surgical phase recognition for laparoscopic surgeries (n = 15).

Surgical phase sigmaresection proctocolectomy

Placing trocars 100.0% 88.8%

Preparation 66.7% 44.4%

Venting Fume 66.7% 88.8%

Dividing rectum 66.7% –

Extracting rectosigmoid 83.3% –

Preparing extra-abdominally 83.3% 77.7%

Preparing intra-abdominally 83.3% 77.7%

Retracting trocars 100.0% 100.0%

Overall 83.3% 76.4%
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Table 2. Comparison of approaches for remaining intervention time prediction. The
mean absolute error is defined as: MAE = 1

n

∑ |yi − fi|. n is the number of samples,
fi is the predicted value of the i-th sample and yi its real value. The MAE/MSD ratio
describes the proportion of the prediction deviation and the length of the surgery, since
long surgeries are presumably more difficult to predict, thus having a higher MAE.

Authors Procedure type MSD MAE MAE
MSD

Franke et al. 2013 [19] neurosurg. discectomy 75 13.4 0.18

Franke et al. 2013 [19] brain tumor removal 241 29.3 0.12

Guedon et al. 2016 [13] lap. cholecystectomy - 14 -

Li et al. 2017 [41] trauma resuscitation 46.6 6.5 0.14

Maktabi et al. 2017 [26] lumbar discectomy 54 21.45 0.39

Twinanda et al. 2018 [42] lap. cholecystectomy 38.1 4.2 0.11

This work lap. sigmaresection & proctocolectomy 183.3 16.44 0.089

our approach with several algorithms (for more details see [36]). The Random
forest regression algorithm performs better than the other algorithms on the
data set. It is important to consider the different mean surgery lengths and
standard deviations in the data set. The surgery data used in our evaluation has
a mean length of 183.8 min (std 50 min). Since the accuracy of remaining time
predictions is most important for the timing of the scheduling and preparation
of the next surgery, it is not relevant at the very beginning of the procedure.
Hence, an increased accuracy at the end of a surgery is crucial for the usability
of the system. Some of the discussed related papers also present prediction errors
in minutes that are comparable to our results. They are shown along with the
used surgical procedure and their mean time in Table 2. Our systems results are
comparable and in some cases better than the current approaches. It has to be
taken into account that all systems are evaluated on different data and different
kinds of surgeries which are of different length and complexity. Therefore, the
comparison can not be used to determine one of the prediction engines clearly
outperforming the others. This could only be achieved by a benchmark that uses
unified input data. We can draw the conclusion that the prediction error of our
system ranges in the same magnitude as current systems. However, we have to
acknowledge that the underlying data base is quite small since it is hard to get
appropriate data sets and necessary validation information.

5.3 OSS

To evaluate the RS, we used a data set of 15 surgeries with real-world data
that produced a low-level event stream to simulate a surgery day and feed the
SDS. The detected intra-surgical phases trigger the calculation of remaining
intervention times and use this information afterward to start rescheduling. With
this data, we simulated an OR area environment, representing 10 ORs each with
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Fig. 5. Performance of the Rescheduling Subsystem for OSS [17].

10 hours of operation/day and 4 starting time slots/hour. In this stage the
interventions can have five different states:

– Planned: Intervention is introduced to the system, but OR or time slot are
not assigned already.

– Scheduled: OR or time slots are assigned, but intervention didn’t start yet.
– In progress: Intervention is running and changes in running intervention time

are likely but OR isn’t moveable.
– Reassigned: Scheduled intervention is reassigned to other OR or time slot.
– Canceled: Are delayed with higher priority for next day.

Observations showed that each running intervention updates its predicted
remaining time on an average of 20 times so the rescheduling is triggered the
same number. Further, the observations indicate that the metaheuristic provides
good solutions according to tardiness and schedule stability. Few reassignments
or cancellations are done by the algorithm and non-elective interventions, that
are fed into system as well, are assigned fast (see Fig. 5).

First implication of the proposed system for productive operations is, that
the notable number of updates to the surgery schedule will increase. This is due
to the fact that domain knowledge of the OR manager, e.g. for remaining inter-
vention times, is now modeled and leads to a higher degree of transparency, since
less information and thus decisions are based on experience-based knowledge and
human estimations. For the OR manager two major improvements can be noted.
First, the whole process for information collection in the OR area is simplified.
Second, the cognitive efforts for combining current states, estimations, available
resources and potential emergencies to an updated surgery schedule, what is
done without software support so far, is reduced significantly.
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5.4 Prototypical Evaluation

We also instantiated the presented architecture model of Fig. 4, resting upon
state-of-the-art technologies and deployed it in a Hadoop-based four-node clus-
ter. According to the evaluation framework FEDS this means a formative and
artificial evaluation approach [43]. The formative aspects of the evaluation focus
on the outcome of the artifact for the described problem since we want to improve
results of the decision processes in OR area. Namely, the Technical Risk & Effi-
cacy evaluation strategy was conducted due to the high costs and risks for eval-
uation in the OR environment. By using a set of real-world data streams of
surgeries, including medical and surgical device data as well as historical data of
surgical phase events and the possibility to add emergent patients, a synthetic,
but realistic scenario of a day in OR area was created.

Currently, surgical devices and OR equipment produce 65,000 events per hour
in a single intervention. Hence, we choose a scalable approach for data process-
ing and storage, since it is conceivable that in a production environment several
ORs run in parallel. Further, the amounts of data of available sensors or smart
devices soon will exceed the processing capacities of a single-node architectures.
The data ingestion and distribution layer was realized with the Apache Kafka
message broker, due to its prevalence in Big Data use cases backed up in its scal-
ability and reliability. The various data structures are stored in a plain Hadoop
distributed file system (HDFS). Since each piece of information has different
requirements, the usage of more efficient storage layers on top, e.g. Apache Accu-
mulo, has to be considered in the design concept for future improvements. To
implement the SDS we used the Complex Event Processing method for the con-
ceptual foundation. The resulting rules and patterns were realized with the Esper
CEP engine [44] since its strong expressiveness and good scalability. To imple-
ment the PS we borrowed the concept of a Machine Learning model described
in [36] and implemented it with scalable Big Data frameworks to be conscious
for increasing amounts of data and complexity. In the back-end, a batch process-
ing component based on Apache Spark [45] generates and updates periodically
Random Forest models. Further, alignments of newly recognized surgical phases
are performed with an online method implemented in Apache Kafka Streams
[46]. The resulting remaining time prediction of an intervention is presented in
the front-end, in a dashboard view, as shown in Fig. 6. In case of delays the
attention of the user is gained with salient colored frames. Finally, for the OSS
problem, we modeled and implemented the RS, consisting of a domain model
of OR area resources and several planning constraints, e.g. to prioritize emer-
gent patients, prevent double occupancy or minimize reassignments. To solve
the optimization problem of finding a feasible and efficient solution for assigning
all interventions to an OR and a corresponding time slot, the OptaPlanner [48]
constraint solver is utilized. This rescheduling process is triggered by detected
surgical phase events, which lead coincidentally to an updated predicted inter-
vention time. With this solution approach we provide near real-time responses
to detected surgical phases in the ORs. A screenshot of this visualization com-
ponent can be seen in Fig. 7. The underlying data of OR resources are connected
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Fig. 6. Dashboard view: ORs including
raw data, surgical phases and predic-
tions [47].

Fig. 7. Surgery scheduling view: initial
schedule and after rescheduling due to
emergency (of a simulated OR plan) [47].

to OptaPlanner via RESTful interfaces and the resulting updated schedules are
visualized with the timetable.js framework [49].

We demonstrated this prototype and the scenario to a group of domain
experts to rate criteria for evaluating Information System artifacts [17]. Opera-
tional feasibility as well as usefulness were rated high since the majority of the
experts see the potential of the prototype for daily business and are sure that
the artifact will reduce communication and cognitive efforts of the users.

6 Conclusion

In this paper we presented a novel solution approach for supporting the OSS
problem by a real-time DSS that allows situation awareness for the OR manager
by better information representation and prevention of information overload.
The proposed approach denotes an innovative solution since most of the current
approaches operate on the tactical and strategical planning and scheduling with
longer time horizons. Real-time data of surgical and OR devices were utilized
to monitor current states of each surgery. Predictive Analytics methods and an
online optimization technique were employed to provide the decision-maker with
additional information about remaining intervention times and suggestions for
rescheduling in case of uncertainties and emergencies.

This work is the first that provides an integrated architecture and the nec-
essary processing and analytics components for data-driven DSS that provides
real-time information to support OSS. The approach allows the automated detec-
tion of surgical phases to monitor the states of laparoscopic surgeries, which has
short time delays due to the use of real-time data. Based on this information
about current surgical phases, a Predictive Analytics component for remaining
intervention times is presented. This is integrated in the lambda architecture
concept, consisting of a batch layer for model computation and an streaming
layer for online predictions in response to the detection of a surgical phase. Con-
sequently, an online optimization technique was employed that utilizes the prior
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information and a metaheuristics approach to provide the decision-maker with
additional information about remaining intervention times and suggestions for
rescheduling in case of uncertainties and emergencies.

From a research point-of-view, the presented approach and its description
in an architecture model represent artifacts that can utilized by other hospitals
to transfer our approach to their environment. In addition, the prototypical
implementation provides a proof-of-concept for an approach that allows real-
time decision support for OSS. Hence, the application presented in this paper is
an innovative artifact for researchers as well as for practitioners since - according
to Demeulemeester [5] - few of the presented scientific approaches for supporting
OR managers and improving OSS were implemented respectively largely focus
on daily or weekly planning horizons.

However, there are several limitations of our research that must be addressed
in future work: In this work we focused on the utilization of data of surgi-
cal devices and OR equipment related to laparoscopic surgeries. Future studies
should integrate data sources that are available in other surgical methods, e.g.
using image- and video-data of minimally-invasive surgeries [2], identify instru-
ment usage in open surgical procedures [50] or location sensor data [51]. The
SDS was realized with a rule-based approach and the Complex Event Pro-
cessing technology, that needs a prior knowledge-intensive process [34]. The
usage of Time Series Analysis as well as artificial neural networks methods [3]
seam to have the potential to reduce this modeling efforts and allow automated
approaches. The Predictions Subsystem utilizes the feature set provided by the
SDS as well as resource and surgery information contained in the surgery sched-
ule. The accuracy of the prediction model could be improved by the integration of
patient-specific information like age, gender, medical history, among others. The
Rescheduling Subsystem so far uses information of the current surgery schedule
about necessary staff and resources. Modeling more resources and constraints
would lead to a more realistic model of the OR environment. The evaluation of
the architecture was done with the prototypical implementation and means a
proof-of-concept. Future investigations should focus on an exhaustive and more
naturalistic system evaluation has to be done to measure the artifacts perfor-
mance in a real hospital setting.
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Abstract. Facing the challenges in a city that is to be understood as a complex
construct, this article presents a solution approach for the further development of
existing conversational agents, which should be used particularly in cities, for
instance, as a source of information. The proposed framework consists of a
fuzzy analogical reasoning process (based on structure-mapping theory) and a
network-like memory (i.e., fuzzy cognitive maps stored in graph databases) as
additions to the general architecture of a chatbot. Thus, it represents a concept of
a global fuzzy reasoning process, which allows conversational agents to emulate
human information processing by using cognitive computing (consisting of soft
computing methods and cognition and learning theories). The framework is
already in the third iteration of its development. Three experiments were con-
ducted to examine the stability of the theoretical foundation as well as the
potential of the framework.

Keywords: Cognitive city � Cognitive computing � Conversational agent �
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1 Introduction

The ever-increasing urbanization requires cities to deal with emerging challenges (e.g.,
energy consumption, dwindling living space, human well-being). As citizens produce an
enormous amount of data every day, it poses an additional challenge to fetch these large
amounts and the variety of urban data to use them. The processing of vast amounts of
data and the inclusion of semi- or unstructured data as well as heterogeneous data types
and sources require advanced analysis tools and mechanisms. Moreover, the increasing
fuzziness in information, for instance, what it means to consume low energy or how a
family-friendly neighborhood should look like, also requires new technological solu-
tions to receive such perceptions of citizens. Therefore, the increased use of information
and communication technologies in cities must be accelerated.

A city that invests in advanced information and communication technologies to
optimize existing urban processes is referred to as a smart city [42]. These technologies
can include anything such as sensor-based systems to collect data, online platforms for
the information exchange among citizens or mobile applications to retrieve helpful
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urban information (e.g., traffic news). Although a smart city aims to comprise not only
technological fields, it rather represents a technocratic concept (i.e., a concept based on
scientific and technical knowledge). This is particularly useful regarding an increase in
efficiency across combined urban systems. However, it is not only efficiency that needs
to be addressed in a city but also sustainability and resilience to prepare the city and its
citizens for the emergent urban challenges mentioned above [16].

Speaking of citizens: To design and ultimately implement urban services based on
their needs, citizens must be involved into urban development. This participation can
take different forms, depending on individual involvement and commitment. However,
through the use of urban services, each individual citizen gets involved substantially in
driving the city forward by providing data and by sharing their needs using advanced
information and communication technologies. Hence, citizens turn into the drivers of
change in the development of urban systems, which can lead to new forms of par-
ticipatory governance [39]. To further improve the human-centered model of a city, the
use of technologies can again be exploited. Cognitive computing represents such a
technological approach that could help to manage the huge amount of data and to foster
self-contained communication among citizens as well as between citizens and those
responsible for a city [27].

Cognitive systems do not only recognize the meaning of the information being
processed but also create cognitive links between different chunks of information. The
aim is to develop computer systems that can mimic the cognitive abilities of a human
(e.g., learning, reasoning) and thus process the produced data of a city in a human-like
way. Cognitive computing therefore enables supplementing computer systems with
cognitive processes and accelerating urban development to foster cognitive cities [14].
A cognitive city refers to a concept of a city based on the investments of a smart city
that complements existing urban information and communication technologies with
technologically feasible cognitive (human-like) processes.

One possibility to use advanced information and communication technologies for
public benefit in a city is the use of conversational agents (e.g., chatbots, virtual
assistants). These agents represent a dialogue system, which is accessible through an
interface (e.g., Web page, mobile application) and able to conduct a conversation
and/or to execute transactions [47]. However, the capabilities of such dialogue systems
are still very limited. In this context, it is not expedient to consider what a computer
system might be capable of but rather to consider how humans process information and
then to inflict this ability to the computer system. Humans perceive and process
information in different ways, depending on existing knowledge, experience, educa-
tion, attitudes and faith [48]. But there are ways of information processing that all
individuals commonly use, such as analogical reasoning.

This article focuses on structure-mapping theory, a framework from cognitive
science that gradually explains how humans create analogies [18]. Based on this, a
conceptual framework has been designed to allow a dialogue system to create analogies
during an interaction with a human. Because of the variety of dialogue systems, the
authors concentrate on text-based chatbots.

This article represents an extension of the article “Fuzzy Analogical Reasoning in
Cognitive Cities – A Conceptual Framework for Urban Dialogue Systems”, written by
Müller et al. [37], which has been published in the proceedings of the 20th International
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Conference on Enterprise Systems (ICEIS 2018) as well as of the article “Fuzzy
Reasoning Process in Cognitive Cities – An Exploratory Work on Fuzzy Analogical
Reasoning Using Fuzzy Cognitive Maps”, written by D’Onofrio et al., which has been
published in the proceedings of the IEEE International Conference on Fuzzy Systems
(FUZZ-IEEE 2018). The authors herewith present a new conceptual framework – fuzzy
analogical reasoning – for text-based chatbots, a main component of a fuzzy reasoning
process to be developed, to emulate human analogical reasoning based on soft com-
puting techniques. The extension mainly consists of a more intense analysis in the area
of conversational agents.

This article is an outline of a work-in-progress. The authors pursue an approach
derived from design science research [26] that is advanced by transdisciplinary research
[51] and follows the law of parsimony [31]. Section 2 presents the theoretical back-
ground; the approach itself is outlined in Sect. 3 and evaluated in Sect. 4; Sect. 5
concludes the article with a discussion.

2 Theoretical Background

Starting with the demonstration of how a city can be transformed into a cognitive city
and followed by the explanation of cognitive computing, the components of the latter,
namely soft computing as well as cognitive and learning theories, are highlighted. This
way, the bridge to analogical reasoning, focusing on structure-mapping theory, will be
built. Finally, conversational agents are introduced, capable of supporting the devel-
opment of cognitive cities based on cognitive computing approaches.

2.1 The Vision of a Cognitive City

Cities are difficult to manage because they represent a combination of complex,
interdependent and non-linear systems that need to collaborate with each other (i.e., a
system of systems) [27]. Due to this complexity, it is essential to discuss the concept of
a city and to consider strategies for an enhanced urban living standard. A concept,
which promises to improve urban life, is smart city.

The term smart city is often used but there is still no definition that is academically
or industrially accepted but some attempts at defining it [10]. According to Giffinger
et al. [23], a smart city is a city that operates in a forward-looking manner in economic,
social and environmental fields. It seeks efficient and effective solutions for the
respective area to improve the quality of services for citizens. Caragliu et al. [8] support
this description but specify it with regard to the solution approaches required. In their
opinion, a smart city is a city that makes investments in human and social capital as
well as in information and communication technologies to drive sustainable economic
growth and a high quality of life with efficient use of natural resources. Portmann and
Finger [42] describe a smart city as a network of citizens and advanced information and
communication technologies, which require a well-functioning communication
infrastructure. This description supports the statement of Harrison et al. [25], who
express that a city, which combines the various urban infrastructures (e.g., physical,
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information technology, social and business) to leverage the collective intelligence,
might be a smart city. It is evident that a smart city impacts not only urban governance
in the narrower sense but also numerous other fields of action.

Another key feature of a smart city is the collection and analysis of urban data and
their preparation into information [24]. By using ubiquitous sensors, personal devices,
social networks and other data-acquisition systems, a city can capture and synthesize
data comprehensively from different urban systems [10]. Urban data (e.g., human’s
behavior in public places, traffic flows, visitor rates at specific events) allow for
understanding how urban processes work and how they are perceived by the city’s
stakeholders [39]. Building upon advanced information and communication tech-
nologies, smart urban systems, such as dialogue systems, represent potential starting
points for enriching civic interaction, supporting collaboration and empowering citi-
zens with new abilities to source information and to actively propose new ideas [41].
This provides information about the stakeholders’ needs, which are an integral part of
urban development, and gives cities an integrated view on issues (e.g., urban living
space, healthcare, mobility).

Thereof, citizen-centric and participatory models of urban governance can be
established, allowing for the development of human smart cities by putting citizens in
the foreground. Thereby, it is essential to balance the technical proficiency of infor-
mation and communication technologies with softer features such as social engagement,
citizen empowerment and civic interaction in physical and virtual settings [39, 41].
Virtual settings demand stakeholders’ acceptance of new technologies. Hence, it is
required to evaluate how technological components will be affecting not only techno-
logical and economic but also ecological and social urban processes.

To encourage the acceptance of new technologies, existing urban computer systems
can be supplemented by cognitive computing. Cognitive computing comprises, among
other things, the ability to process natural language in a human-like way as well as to
acquire cognitive abilities, such as remembering, learning and reasoning [13]. The
development of cognitive systems enables cities to learn based on incoming data and to
react to changes in their environments (based on past experiences) [27]. Thus, systems
become increasingly capable of dealing with a human living environment that is
constantly changing and getting more complex [36]. Addressing urban resilience is
where cognitive cities’ leading edge is most significant: They fully understand them-
selves as socio-technical systems that need to withstand external shocks (e.g., heat
waves, water shortages, riots) [16]. Through the mutual communication, systems as
well as citizens learn from each other and build together a collective knowledge base
[34, 46]. This leads to a closer relationship between a city’s responsible and its citizens,
making urban processes not only more efficient and effective, but also establishing the
city more attractive as an urban living space.

In the end, by building upon information and communication technologies, shared
infrastructures, citizens’ social networks and collective intelligence, coupled with
innovative service provision and (participatory) governance structures, cities can cope
with complex challenges, such as big data, urbanization and digitalization and can thus
become efficient, sustainable and resilient [42].
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2.2 The Emergent Era of Cognitive Computing

From the authors’ perspective, the essential components of cognitive computing are the
interaction as well as the mutual complementation of soft computing and cognitive and
learning theories. These components are introduced more detailed below.

2.2.1 Soft Computing: Techniques Based on Fuzzy Logic
Fuzzy logic represents an extension of traditional logic where p can be true or false or
have an intermediate truth value. Such an intermediate truth value is an element of a
finite or infinite set T of potential truth values (i.e., fuzzy characterization of a numerical
truth value) [55], ranging over a finite or infinite number of fuzzy subsets that lie within
T (e.g., true, more or less true, neither true nor false, more or less false, false) [54].

This allows a generalization of conventional set theory, namely fuzzy set theory,
where an element x of a finite or infinite set X is no longer either contained or not in a
crisp subset A in X. It can be contained in a fuzzy subset ~A in X to a certain degree
instead. Hence, it is possible to define a membership function l~AðxÞ, which shows to
what degree (i.e., from no membership to full membership) that an element x is con-
tained in a fuzzy subset ~A in X [53]:

l~A xð Þ ! 0; 1½ � ð1Þ

To build fuzzy sets, it is required that humans decompose information from its
wholeness into indistinguishable, similar and functional clumps (i.e., information
granules) [57]. By breaking down information into various levels of abstraction and
classifying information in different levels of granularity (e.g., general words represent
high levels of granularity, specific words express low levels of granularity) [52], fuzzy
granulation helps to wrap up data and reduce the complexity of the existing data set.

To represent the fuzzy information granules (considered as knowledge) in an
understandable way, fuzzy cognitive maps (as a possible network-like memory) can be
used to structure and model them, as proposed by D’Onofrio et al. [13]. Fuzzy cognitive
maps are uncertainty-extended enlargements of conventional cognitive maps, which
allow for representing a network-like fuzzy graphs structure to enable causal reasoning.
They consist of concepts Ci (i.e., nodes), containing values Ai (i.e., quantity of its
corresponding physical value), and linkages between them mi (i.e., edges). Enriched by
fuzzy logic, nodes Ci and edgesmi can take fuzzy states (e.g., “little”, “strong” instead of
[0, 1]) and show to which degree one concept affects another (i.e., causal relationships).
A causal relationship is expressed by the weight of its edge that typically takes a value
between [− 1, 1]. By means of an adjacency matrix M, a fuzzy cognitive map and its
causal conceptual centrality can be replicated, as shown in Fig. 1 [30].

Fig. 1. Example of a fuzzy cognitive map with its adjacency matrix M [13].
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For instance, the adjacency matrix M illustrated above contains amongst other an
edge from node C1 to node C3. Its weight is expressed by m13 and indicates how C1

causally influences C3: If m13 [ 0, C1 increases C3; if m13\0, C1 decreases C3; and if
m13 ¼ 0;C1 has no influence on C3 [30]. Causal relationships between nodes Ci can
also be described by linguistic values (e.g., words) complementing weight of edges.

Furthermore, fuzzy information granules provide the basis for using computing
with words, allowing to describe human-like reasoning based on fuzzy logic. Com-
puting with words uses linguistic instead of numerical or symbolical variables and
values. A basic application of this technique are fuzzy IF-THEN rules. Assumed that a
linguistic variable U with a value u is related to another linguistic variable W with a
value w – by a membership function as per fuzzy set theory – such that it is f ðUÞ ! W ,
where u 2 U and w 2 W , the following fuzzy IF-THEN rules can potentially be
applied to trigger decisions derived from fuzzy information [56]:

f : if u is cheap then w is small

f : if u is expensive then w is large
ð2Þ

Besides fuzzy IF-THEN rules, there are more applications of computing with words
that build upon the concept of a generalized constraint. Since most real-world con-
straints are tolerant to fuzziness, this concept strives to define degrees of fuzziness
based on computing with words. As the following formula shows, the generalized
constraint has a basic form that is adjustable to a variety of real-world modalities [58]:

GC : X is r R ð3Þ

Thereby, X is a constrained variable and R a fuzzy constraining relation. The
modularity (i.e., linguistic meaning) of R is identified by r, an indexing variable that is
adjustable (e.g., equal “=”, possibilistic “blank”, probabilistic “r”) [58]. By adjusting,
for instance, the fuzzy constraining relation R to possibilistic semantics, r is abbreviated
to a blank space and the generalized constraint is modified as follows [56]:

GC : X is R ð4Þ

With possibilistic semantics, a fuzzy relation R constrains a variable X by playing
the role of the possibility distribution of X. If u is a generic value of X, and lR is a
membership function in R, the semantics of R can be defined as follows [56]:

Poss X ¼ uf g ¼ lR uð Þ ð5Þ

Soft computing methods foster human-like reasoning and facilitate the application
of cognition and learning theories, such as analogical reasoning.

2.2.2 Analogical Reasoning: Structure-Mapping Theory
The construction of synthetic cognition is currently amongst other one of the most
stimulating research fields. One way to design synthetic cognition or at least move into
this direction is to apply analogical reasoning to computer systems. An analogy
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represents an abstraction of higher-order human cognition, also referred to as symbolic
information processing. Symbolic information processing describes a complex form of
referential association that typically involves humans mapping one situation onto
another to acquire new information, to reason and to learn new knowledge. Thereby,
humans mainly focus on relational similarity between two situations, which is based on
labeled relations [5]. Derived from this, an analogy is apparent if a relation between a
pair of data elements d and e is structurally similar to a relation between another pair of
data elements g and h (e.g., district is to city as chapter is to book) [3].

One approach for analogy and, in general, similarity is the theoretical framework of
structure-mapping theory. It explains gradually how humans map data elements of a
familiar situation (i.e., base) onto data elements of an unfamiliar situation (i.e., target)
to understand and draw new inferences about the latter [18]. Analogies and similarities
can basically be characterized by a set of three sub-processes: retrieval, mapping and
evaluation [19].

Given that humans encounter a situation where they are first required to process
unknown data elements, attributes (i.e., features) of the data elements and relationships
(i.e., structures) between them must be encoded by human working memory [5]. This
triggers a reminder of similar data elements in the long-term memory (i.e., processed
data elements from previous situations) so that either objective or relational similarities
can be found. Objective similarities are recognized more often than relational simi-
larities since they are easier to remember due to superficialities [19, 22]. Based on
Gentner and Markman [20], Fig. 2 shows the distinction between objective similarity
and relational similarity and is further explained below.

After the retrieval of unknown data, the mapping process starts. This central sub-
process requires that two similar situations exist and are disclosed to each other. First,
the alignment takes place, in which two situations are aligned due to their similarity, to
draw new inferences from the base to the target. Humans create mappings from one
situation onto the other, where each mapping contains a series of correspondences
either between attributes of data elements or relationships among each other [19, 22].
As shown in Fig. 2, the circle size as an attribute of the data elements can emerge in a
feature-based correspondence (i.e., objective similarity) between the data elements
d and e, since they have the same circle size (i.e., d = e). Regarding a monotonous

Fig. 2. Distinction between objective similarity and relational similarity.
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increase in size (i.e., c > d, e > f), they have the same structural relationship, which in
turn can be described in a structure-based correspondence (i.e., relational similarity)
between a pair of data elements c and d and another pair of data elements e and f. In
contrast to retrieval, it is more likely to map structure-based correspondence when two
similar situations are simultaneously presented during mapping [20].

Secondly during the mapping process, the inference of candidates is carried out.
Based on common patterns of entities (i.e., attributes, relations), which have emerged
from the alignment of two situations, humans make new presumptions (i.e., candidate
inferences) about the target. Pursuing structural consistency and systematicity, humans
complete these patterns and familiarize with unknown data elements. Different types of
similarity (e.g., literal similarity, surface similarity, analogy) may present the outcome
of the mapping of two situations, depending on whether correspondences between
single data elements emphasize their attributes or their relationships among one
another. Thereby, an analogy occurs if and only if humans familiarize with a target by
drawing inferences based on relational pattern completion [18].

Finally, candidate inferences need to be evaluate. Three classes of criteria exist to
do this, namely factual correctness and adaptability, goal relevance and new knowledge
gain. The first refers to evaluating how true a candidate inference is. If inferences relate
to the future and cannot be verified immediately, they might get revised after some
time, depending on an inference’s adaptability (i.e., how easy it is to modify its entities
of the base to fit the target). The second evaluates how a candidate inference supports
the current goals of the reasoning person. The last one measures to which extent a
candidate inference adds new knowledge to a person’s knowledge base. These three
criteria are mostly independent of one another. Moreover, the evaluation can take part
on the level of single candidate inferences or on that of the created similarity or analogy
as a whole [19, 22].

2.3 Conversational Agents: Chatbots

Conversational agents are computer systems designed for responding to users in natural
language, thereby imitating human conversation. Based on technical advances in nat-
ural language processing, conversational agents are today used in various application
areas such as customer services [44]. This has made conversation a key element to
human-machine interaction and conversational agents to human-machine interfaces
[33]. Since natural language is the connecting component between the human and the
computer system, it is important that the conversational agent can imitate a certain
degree of human language mastery.

There are various types of conversational agents. Some of them use speech or text
and others are embodied and make use of body movements with facial features and also
speech to interact with the user. This article focuses on text-based conversational
agents, where different kinds of agents exist, such as chatbots or virtual assistants.
According to Stucki et al. [47], the two terms are similar, but not synonymous.
A chatbot is a system that is able to enter into a dialogue with a human user and
perform certain tasks independently (e.g., retrieving information or filling out a form
automatically). The chatbot can be activated by the user via natural language com-
mands. The desired information can also be provided by the chatbot in natural
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language. Hence, the essential aspect of a chatbot is the natural language dialogue. The
virtual assistant, by contrast, focuses on automating or simplifying a digital process for
a user. This means that virtual assistants must first and foremost support the completion
of tasks in real time (e.g., switching off lights, creating music lists), while chatbots can
be used just for conversation without necessarily having carried out a task [47]. The
focus of this article is put on chatbots.

The architecture of a chatbot can vary and ranges from strictly controlled dialogue
systems (e.g., input via clickable selection list) to fully functional natural language
dialogue systems that offer more freedom to the user (e.g., text input in natural lan-
guage). The dialogue between user and chatbot usually starts with a user input (e.g.,
question) entered through the interface (e.g., chat window). First, the system tries to
understand this input and filter out what the user wants. Natural language processing
methods, more concretely, syntactic and semantic operations, can be applied for this
purpose. Syntactic operations (e.g., tokenization, lemmatization) concentrate on
structures of the sentence and on functions of individual elements therein (e.g., com-
ponents, morpheme), while semantic operations (e.g., named entity recognition, bag-
of-words representation) focus on the meaning of elements [4]. How these methods are
selected and combined for preprocessing (or normalizing) the data depends on the
problem, the available data and its quality as well as the trained model of the chatbot
(static vs. dynamic). After normalizing the input, essential keywords for the user’s
possible intent can be extracted and classified (i.e., intent matching). Various methods
can be used for this step – from simple pattern matching to multi-layer neural networks
[28]. As soon as the chatbot has recognized the user’s intent, it must procure necessary
resources via so-called backend calls (e.g., knowledge databases or transaction sys-
tems) to generate the best possible response. If no intent is found, an answer is gen-
erated anyway (e.g., saying no information is found). The answer can be created either
by a rule-based approach, such as IF-THEN rules, or by a machine learning approach,
such as a neural network with learning algorithms [47]. Advanced chatbots usually use
machine learning to adapt to new information or requirements emerging from the
environment. It is useful to log incoming inputs and store them in an existing
knowledge base to improve intent matching continuously. A possible architecture is
shown in Fig. 3, which reflects essential aspects of a chatbot.

Fig. 3. Architecture of a chatbot.
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To generate right answers, the chatbot must be able to put the user’s intent into the
right context. Hence, potential contexts must be stored in the chatbot. The vocabulary
of a chatbot can vary depending on the domain. In most cases, chatbots are used in
specific and isolated domains, which reduce the complexity of potential user requests
and require the vocabulary that only covers essential terms and contexts. Even if the
number of user requests is limited, requests may also come from outside the domain, as
users tend to explore how human the conversational agent behaves [47]. In addition,
spelling mistakes, ambiguous utterances or unknown words can make the input pro-
cessing more difficult and thus endanger the interaction between humans and computer
systems. For this reason, this article deals with the processing of contextless words in
relation to human-machine interaction via the interface of a text-based chatbot.

Conversational agents may be used to replace existing job roles (or persons) or to
support people in their activities, such as smart home bots are doing today. The authors
focus on conversational agents that can complement and support humans [44]. The aim
is to achieve a human-machine symbiosis [11], because there will be tasks that humans
will not be able to master due to their limited attention span or limited time and
therefore other instances, such as conversational agents, will be needed to help humans
in their tasks.

3 Conceptual Framework: Fuzzy Reasoning

In this section, related work is briefly outlined first, followed by the presentation of the
concept and the step-by-step specification of the proposed fuzzy analogical reasoning
process as well as the suggestion of an additive, network-like memory.

3.1 Related Work

In cognitive science, research aims not only to understand how people create and use
analogies to expand their knowledge, but also how computer systems can mimic
human analogical reasoning. In relation to structure-mapping theory, several compu-
tational models cover different sub-processes of analogical reasoning (e.g., MAC/FAC
for retrieval [17], SME for mapping [15]). Artificial intelligence architectures, con-
sisting of varied combinations of these models, have proven to be useful for analogical
reasoning to solve numerous problems, such as clustering of hand-drawn sketches [9].
In addition, attempts to enable analogical reasoning have already been made with
methods of natural language processing (e.g., denominal verb interpretation [35], word
sense disambiguation [2]). However, since natural language processing is mainly based
on statistical methods and none of these artificial intelligence systems mentioned above
link analogical reasoning to the understanding of cognitive systems as proposed in this
article, they have no tolerance for the uncertainty (in terms of perceptions) that is
central to biological systems. Thus, previous efforts in imitating human cognition
approximately have not succeeded [45].

It seems obvious to use methods that can address and process the uncertainty of the
environment. Since natural language consists of linguistic variables (e.g., words), the
inclusion of soft computing techniques can improve dialogue systems [59]. Although
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there are first attempts in this field, such as a system based on computing with words
[29] or a perception-based system [1], these developments rarely foster reasoning and
dialogue in the way that people process information [59], for example through the
creation of analogies. Since it is proposed that cognitive systems use soft computing
techniques to understand and extract heterogeneously structured information from
natural language [58], their ability to create analogies should also take into account in
the processing of vague information. The approach of fuzzy analogical reasoning
presented below could therefore be a suitable basis for the further development of the
global reasoning process based on cognitive computing.

3.2 Concept

Based on the previous work of Bouchon-Meunier and colleagues [6, 7], the proposed
framework builds upon an analogical scheme for approximate reasoning that allows
computer systems to interact with users in natural language. This analogical scheme is
needed for approximate reasoning that describes a kind of reasoning that is neither
entirely precise nor completely imprecise [7, 54]. From a series of imprecise premises
an approximate conclusion is deduced [49] that represents human’s ability to take
rational decisions in complex and uncertain environments [7]. This approach enables
systems to approach to human cognition and thus to do justice to the essential com-
ponent of biological systems (i.e., uncertainty in terms of perceptions).

Approximate reasoning is an application of the compositional rule of inference, a
basic rule of inference proposed by fuzzy logic that extends the familiar rule of
inference (i.e., generalized modus ponens), stating if X is true and implies Y, then Y is
true [49]. The compositional rule of inference can be used to solve a simultaneous
system of relational assignment equations where linguistic variables (e.g., sentences,
words) are assigned to fuzzy constraints [54]. Assumed that A, B and C are fuzzy sets
with respective membership functions lA; lB and lC, the compositional rule of infer-
ence can be applied to a linguistic variable Y with a value y based on another linguistic
variable X with a value x [58]:

lC yð Þ ¼ maxl lA xð Þ ^ lB x; yð Þð Þ ð6Þ

Thereby, ^ denotes the conjunct that indicates the intersection of membership
functions lA and lB. This represents a linguistic approximation to the solution of the
simultaneous equations:

X is A

X; Yð Þ is B
Y is C

ð7Þ

Building upon the compositional rule of inference based on fuzzy logic and rela-
tional similarity proposed by structure-mapping theory, it is possible to link analogical
concepts to soft computing by drawing the analogical scheme that is illustrated in
Fig. 4 [21, 55].
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The analogical scheme assumes two linguistic variables X and Y that can originate
from the same domain (i.e., universe) or not. Furthermore, p and q are values that X can
take whereas r and s are possible values for Y. Thereby, p and r are known to be linked by
b. Since the relation RX between q and p is also known, it is possible to find s that is to
r through the relation RY as q is to p through RX [7]. Therefore, RX and RY are part of a
structure-based correspondence that is based on b. In addition to that, F(X) and F(Y) de-
note respective sets of fuzzy (sub-)sets of X and Y (i.e., [0, 1]X, [0, 1]Y). Hence, for given
relations b � ½0; 1�X � ½0; 1�Y ; RX � ½0; 1�X � ½0; 1�X and RY � ½0; 1�Y � ½0; 1�Y , a
mapping RbRXRY that provides a linguistic value s is defined as follows [6]:

RbRXRY : 0; 1½ �X� 0; 1½ �Y� 0; 1½ �X! 0; 1½ �Y ;
satisfying 8x 2 F Xð Þ and 8y 2 F Yð Þ such that xby;

and 8x0 2 0; 1½ �X such that xRXx0;
and y ¼ RbRXRY x; y; xð Þ;

and y0 ¼ RbRXRY x; y; x0ð Þ such that x0by0 and yRYy
0

ð8Þ

The analogical scheme and its ability to compute linguistic variables and thus
familiarize unknown data elements by mapping relational similarity might help cog-
nitive systems to further approach human cognition [6, 7]. This conceptual framework
would extend the general chatbot architecture, as shown in Fig. 5:

Fig. 4. Analogical scheme [7].

Fig. 5. Chatbot architecture including fuzzy analogical reasoning.
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3.3 Use Case Specification

The proposed fuzzy analogical reasoning process presents an essential component of
the global fuzzy reasoning process to be developed. Therefore, the pseudocode (see
Table 1) is presented first, which describes roughly the essential steps of the fuzzy
reasoning process. An example is then used to go through the process, whereby the
primary focus is on fuzzy analogical reasoning.

1 The reasoning process is triggered by a user’s question posed in natural language.
The question could be, for example, “What kind of flat in Zurich do I get by paying a
little extra?”.

2 The system uses the concept of fuzzy granulation and divides the formulated
sequence into data elements (i.e., words or groups of words). This function is similar to
the syntactic method called tokenization (i.e., splitting up tokens resp. words) from
natural language processing. From the question posed above, the corresponding words

Table 1. Pseudocode.

Fuzzy reasoning process
Input: Question posed in natural language
Output: Answer described in natural language
1 Pose a question in natural language (user)
2 Preprocess the question using natural language processing 
methods(system)

3 Classify these data elements(system)
a If data element is unknown, continue with 4
b If data element is known, continue with 6

4 Create analogy (system)
a Apply generalized constraint: Y is RY
b Apply compositional rule of inference:

If X is RX and implies (X,Y) is βRXRY, then Y is RY
c Apply analogical scheme and project mapping

c1 If data element is known, continue with 3b
c2 If data element is unknown, continue with 5

5 Search a dialogue with the user (system)
a If user responds, continue with 2
b If user does not respond, the process ends here

6 Match the intent of the question with existing answer 
candidates (system)

7 Retrieve the resource required (system)
8 Generate answer (system)
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might be: what, kind of, flat, in Zurich, do, I, get, by paying, a little extra. To simplify
the processing, lemmatization is applied to convert all words back into their lexicon
base form, in: what, kind of, flat, in Zurich, do, I, get, by pay, a little extra. To exclude
general words without meaning (e.g., articles, preposition) to avoid distorting the
context, a stopword-list can be used. Thus, the list may consist now of what, flat,
Zurich, get, pay, a little extra.

3 By completing the fuzzy granulation process (cf. [57]), the system needs to clarify
through alignment with existing stored knowledge whether it understands single data
elements. Therefore, fuzzy sets are formed based on information granules to give
meaning. In this example, the following classification is possible: what belongs to
certain degrees to the fuzzy set factoid question, Zurich to the fuzzy set city, get and
pay to the fuzzy set infinitive, and flat and a little extra remain unknown.

4 As flat and a little extra remain unknown, it is required to find a relation between
existing stored knowledge and unknown data elements [40] (i.e., creating analogies by
applying the analogical scheme). Before that, however, the system applied computing
with words by forming a generalized constraint for data elements that are unknown
[56]. Two linguistic variables X and Y are assumed for the unknown information:
X represents a domain with possible values p (e.g., house) and q (e.g., flat), and
Y another domain that can take values r (e.g., expensive) and s (e.g., a little extra).
Assuming furthermore possibilistic semantics of a fuzzy constraining relation RY , the
system can formulate a GC for Y [56]:

GC : Y is RY ;

where Poss Y ¼ rf g ¼ lRY rð Þ
and Poss Y ¼ sf g ¼ lRY sð Þ

ð9Þ

Next, the system may use resemblance relations (cf. [7]) to gain a somewhat known
value for q (flat) based on a known relation RX between the unknown data element
q (flat) and a known data element p (house). Having retrieved a relation RX between
linguistic values p (house) and q (flat), the system becomes capable of drawing the
analogical scheme to gain a known value for an unknown data element s (a little extra)
[6], as shown in Fig. 6:

Fig. 6. Analogical scheme with example.
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Therefore, the system can use a fuzzy-based application of the compositional rule
of inference (i.e., approximate reasoning), as stated in Eq. (6). To exemplify the
compositional rule of inference with a notional example about price-performance ratio,
it is recollected that citizens rating a rental apartment as rather expensive perceive the
rental apartment mostly as a poor price-performance ratio. This is because the index
category rather expensive has a quite high membership degree in fuzzy subset poor
price-performance ratio. Hence, it can be stated that a rather expensive rental
apartment has a poor price-performance ratio. Thus, the linguistic value poor price-
performance ratio is assigned to the fuzzy restriction on rather expensive. Furthermore,
if it can be stated that rather expensive and the next higher, adjoining index category
expensive are approximately equal (i.e., fuzzy restriction on both index categories), it
may be concluded that an expensive rental apartment has a more or less poor price-
performance ratio.

Based on resemblance relations (i.e., p and q are apparently known to be related by
RX), house and flat are approximately equal and, thus, flat is more or less expensive.
Since the linkage b between p and r is also known (i.e., house belongs to the fuzzy set
expensive to a not negligible degree), it is possible to gain a known value for s, which is
to q as r is to p, drawing an inference RY between data elements r and s [7]. In terms of
structure-mapping theory, a structure-based correspondence is projected based on b
[18]. Therefore, the system can project a mapping RbRXRY , which provides it with a
linguistic value for s based on relations b;RX ;RY , expressed by their membership
grades in respective sets of fuzzy (sub-)sets of X and Y (i.e., lRX ; lRY ) [6]:

RbRXRY : lRX pð Þ � lRY rð Þ � lRX qð Þ ! lRY sð Þ;
where b � lRX pð Þ � lRY rð Þ
and RX � lRX pð Þ � lRX qð Þ
and RY � lRY rð Þ � lRY sð Þ

ð10Þ

Assuming that a little extra is to flat as flat is to house, the system creates a
mapping to understand a little extra in relation to flat. Therefore, a little extra belongs
to the linguistic variable of property prices and flat belongs to the linguistic variable of
property sizes. The system ends the analogical reasoning process by classifying all data
elements as known.

5 Since all data elements are known, no consultation with the user is needed.
6 By defragmenting all data elements, the intent matching can begin by extracting

the intent out of keywords of which a question consists. The keywords of the intent in
this example would be “what, flat, Zurich, get, pay, a little extra”.

7 Based on the intent, the best possible answer is retrieved through the knowledge
base. In this case, it could be a website about selected apartments that match the
condition required or a contact list of real estate agents for receiving more information.

8 The system generates an answer in natural language for the processing, such as
“You’ll find on the website www.xy.ch real estate agents who would like to give you
information about flats for rent in Zurich.”.
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For reasons of understanding, the single steps were explained only roughly without
going into too much detail. Currently, the reasoning process is set at a simple level to
draw first learnings. Further work will be needed to make the reasoning process as
human-like as possible. For a start, the authors agree with a simple text-based question-
answering system, which can be accessed via a chatbot interface.

3.4 Add-On: Network-like Memory

The fuzzy reasoning process can only work if it can access a knowledge base that does
not necessarily need structured data but is able to put available data (whether
unstructured, semi-structured or structured) into context. D’Onofrio et al. [13] have
already addressed this aspect and suggested using fuzzy cognitive maps (stored in
graph databases). With the ability to aggregate concepts and their respective rela-
tionships to a graph-like structure as well as to allow for (modifiable) feedback dis-
played by fuzzy-weighted digraphs [30], fuzzy cognitive maps further facilitate the
process of fuzzy analogical reasoning [13]. In particular, the possibility of demon-
strating causal relationships and connecting various networks (i.e., different knowledge
structures) simplifies analogy creation. Since fuzzy cognitive maps are only for mod-
eling data and as such not able to execute the common functions of a database (such as
making queries), it is necessary to store fuzzy cognitive maps in a way to be able to
retrieve them at any point in time. Due to the increasing fuzziness in data, NoSQL
databases, which have a tolerance for less or not structured data, are especially suitable.
Thereby, graph databases seem to be most suitable for storing fuzzy cognitive maps, as
they both have a similar underlying structure, for instance, similar graph-like networks
with nodes and edges [43]. Applied in areas with highly connected data, such as social
media, graph databases may provide a possible solution to the digital embedding of
huge amounts of data, modelled by fuzzy cognitive maps [13].

Assuming that graph databases are suitable and serve as a storage location, fuzzy
cognitive maps need to be created. Thereby, data collection and aggregation are the
steps required to build a knowledge base. Having gathered information, there exist
different approaches to build knowledge bases using fuzzy cognitive maps, for
instance, self-organizing maps [50] or the application of ontology matching and
semantic similarity [32]. Therefore, if the system needs to retrieve information to create
an analogy, it can use partial match retrieval operations (e.g., resemble relations) to get
data from the knowledge base (i.e., fuzzy cognitive maps stored in graph databases).
Consisting of similarities, differences and indices (modelled by nodes and edges), fuzzy
cognitive maps show causal relationships between memorized fuzzy clusters and their
(sub-)sets to enable the matching between unknown and known data elements. As such
relations are expressed by their membership grades in respective sets of fuzzy (sub-)
sets, they allow for a combination of the analogical scheme, resemble relations and
fuzzy cognitive maps [13].

As illustrated in Fig. 7, the authors therefore do not only suggest a new concept of
fuzzy reasoning but also recommend building a network-like knowledge base as an
add-on to optimally support information retrieval, a crucial part for the fuzzy analogical
reasoning process. This composition was evaluated by experiments and interviews as
described in the next chapter.
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4 Evaluation

Following a transdisciplinary approach, the authors conducted three evaluations: A
workshop with a random group of participants, a laboratory experiment with selected
participants and finally expert interviews with researchers with a respective scientific
background. The procedure and results of the evaluation are described below.

4.1 Workshop-Based Experiment: Questions and Answers

In May 2017, the authors conducted a workshop with the name “Designing Cognitive
Systems” in Bern, Switzerland. One of the authors led the experiment and accompanied
the participants through the whole workshop. Three goals were pursued:

(1) to become more familiar with citizens’ requirements for new (smart) systems,
(2) to reinforce theories about the relation between questions and answers, and
(3) to get insights about the human reasoning process.

Nine males and two females, all between 20 and 50 years old and with various
professional backgrounds (e.g., computer science, geography, economics), participated
in the workshop. It lasted two hours in total, whereby the experiment took half an hour.

In the workshop, the focus was set on cognitive computing. Therefore, an intro-
duction about cognitive computing was given, supported with illustrative examples
(e.g., video sequence of IBM Watson in the game show Jeopardy!1), to build a theo-
retical foundation for the experiment. Afterwards, a discussion about the term human-
machine interaction (an essential component of intelligent systems) began, exchanging
opportunities and threats of computer systems that are able to compute and commu-
nicate in natural language. The following insights have emerged from the discussion:
Most participants were sceptical about (smart) systems, such as IBM Watson2 or

Fig. 7. Chatbot architecture including network-like memory.

1 cf. https://www.youtube.com/watch?v=WFR3lOm_xhE&list=RDYgYSv2KSyWg&index=4.
2 cf. https://www.ibm.com/watson.
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autonomous vehicles by Google3, which are able to autonomously make decisions.
However, some participants stated that they are curious to test such systems. Hence,
even if there is a certain scepticism, the curiosity to try out new things tends to prevail.
The participants even considered using such systems in the future if they would turn
out to be advantageous for them.

Afterwards, the main experiment was conducted to address the second and third
goal. Questions and answers, especially the ability to respond as best as possible, are
important components of a conversational agent. There is a distinction between dif-
ferent kinds of questions: yes/no questions, “W”-questions (e.g., who is Alan Turing?),
indirect requests (e.g., I would like to know more about Alan Turing), and commands
(e.g., name all places where Alan Turing had been working) [38]. Dialogue systems
heavily use “W”-question words as they clearly indicate the type of answer, such as
when (i.e., date), who (i.e., person) and where (i.e., location) [12]. To check if “W”-
questions effectively affect their respective answers, five “W”-questions (i.e., who,
where, when, how long, how) stated in German were asked in the first part of the
workshop. The results showed that almost every participant answered in the same way,
even if the answers were not identically (e.g., whole name vs. last name). For illus-
tration, some questions are presented with the answers received: To the question “Who
leads the experiment?”, everyone answered with a name, obviously with the one of the
moderating author. Asking “Where does the experiment take place”, all participants
stated a location. Their responses were only differing in their granularity (e.g., Bern vs.
Impact Hub Bern). For the question “What is the name of the workshop” the answers
varied a little bit, as some of the participants could not remember the title. Therefore,
many different names, such as “Cognitive Computing”, “Workshop”, “Design and
Cognition” and others, were said but the essence of the mentioned names was coin-
cided with the workshop’s actual name “Designing Cognitive Systems”. Considering
the semantics of all answers, it is apparent that the same thing can be meant, but it is
expressed in different ways. Therefore, it is necessary that the system understands how
to interpret the input and what meaning is probable.

The second part of the workshop consisted of responding to three questions that
were impossible to answer because of their semantics. The questions were “How
quickly does darkness spread?”, “Is abbreviation a long word?” and “Where do lucky
devils grow?”. Even if the “W”-word provided hints on how to answer the questions,
no meaningful linking with existing knowledge was possible. Therefore, the partici-
pants tried to create analogies using familiar situations and thus responded with
information that most likely matched themselves individually. Although the questions
were obviously not meant seriously, responses such as “haunted forest”, “land of milk
and honey” and “wonderland” were given to the question about “lucky devils”. No one
considered the possibility of stating that there is no answer at all (even though that
would have been the correct answer). Hence, the second part of this experiment
underlined the complexity of finding an answer and demonstrated how important ref-
erence models are to create possible analogies in human memory.

3 cf. https://www.google.com/selfdrivingcar.
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4.2 Laboratory Experiment: Structure-Mapping Theory

To decide on whether the fuzzy analogical process has a stable theoretical foundation
(i.e., structure-mapping theory), a laboratory experiment was conducted in May 2017 to
examine how structure-mapping theory effectively reflects human analogical reasoning.
Its purpose was to document how far subjects would follow theoretical predictions of
structure-mapping theory if they created analogies to find relations between their
existing knowledge and unknown concepts.

Seven males and three females, all between 25 and 30 years old, of Swiss nationality
and with academical background (e.g., business administrations, linguistics), partici-
pated in the experiment. The participants have been requested individually to participate
and this without any compensation in prospect. The paper-pencil experiment was led by
one of the authors (i.e., experimenter) and lasted 20 min. To ensure that subjects are not
only anonymous towards other subjects but also the experimenter (i.e., double-blind
anonymity), another author of this article was responsible for the random assignment of
subjects to the two treatments that this experiment comprised, pursuing a 1 � 2
between-subject design. The two treatments were split into an experimental treatment
and a control treatment (both consisted of five questions) and were completed by five
subjects each. The language of this experiment was German.

Structure-mapping theory predicts that objective similarity (i.e., similarities repre-
sented by superficialities) is more likely to be retrieved by humans than relational simi-
larity [19]. Therefore, this laboratory experiment aimed to test the following hypotheses:

H1: If humans need to retrieve a familiar situation (i.e., base) by their own memory
to understand and draw new inferences about an unfamiliar situation (i.e., target),
they tend to encode objective similarity (i.e., surface similarity) rather than rela-
tional similarity (i.e., analogy).
H2: If an unfamiliar situation (i.e., target) immediately comes with a familiar
situation (i.e., base), which can be used to understand and draw new inferences
about the former (e.g., analogical argumentation in a discussion), humans tend to
encode relational similarity (i.e., analogy) rather than objective similarity (i.e.,
surface similarity).

The treatment variable in this experiment described whether subjects needed to
retrieve a familiar situation by their own memory to map any form of similarity onto an
unfamiliar situation. It was nominally scaled (i.e., 0 = control treatment; 1 = experi-
mental treatment). Therefore, subjects in the experimental treatment were called upon
to retrieve a base by themselves, whereas subjects in the control treatment are given
both target and base simultaneously. Figure 8 illustrates the two variants of such
familiar or unfamiliar situations.

For both treatments it was measured afterwards which form of similarity that
subjects had tended to encode either through their choices (i.e., control treatment) or
their own drawings (i.e., experimental treatment). The dependent variable here was
nominally scaled as well and took the values 0 (i.e., relational similarity) or 1 (i.e.,
objective similarity). These measurements served to investigate the statistical correla-
tions and conditional probability distributions between the two elicited variables. Since
the sample of this experiment comprises ten subjects only and does not follow any
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sampling plan to achieve a somewhat random sample, this section is limited to a
descriptive statistical analysis. The authors have received the following results:

H1: The descriptive univariate analysis indicated that subjects in the experimental
treatment encoded relational and objective similarity equally. Although they needed to
retrieve a base by their own memory, subjects did not tend to draw graphical repre-
sentations that primarily shared an objective similarity with the target.

H2: Conditional probability distributions of the control treatment suggested that
subjects clearly tended to encode relational similarity rather than objective similarity, as
they were given both target and base simultaneously.

To conclude the testing of both hypotheses, a bivariate data analysis was con-
ducted. A moderate correlation was received between the form of similarity, which
subjects tended to encode, and whether they needed to retrieve a familiar situation by
themselves to map this similarity onto an unfamiliar situation.

4.3 Expert Interviews

Based on the findings to date, the authors decided to ask experts from various disci-
plines, such as computer science, mathematics, linguistics, to review the framework of
fuzzy analogical reasoning, including the extension of network-like memory. More-
over, the authors asked for constructive inputs regarding how the framework can be
improved, and also to answer some questions to assess the potential of such a concept.

Eight experts agreed to participate, without any compensation in prospect. Small
bugs were found, suggestions for improvements by means of the use of other formulas
were made and other ideas were expressed regarding how the framework could be
further developed. The authors evaluated the inputs and integrated them into the pre-
vious version [13] such that the version of this article is the most current version (i.e.,
with integrated feedbacks from two experiments and various expert interviews).

In addition, two questions were asked to obtain their opinion on this solution
approach. The first question was about whether the experts had already heard of the
term fuzzy analogical reasoning and could conceive of anything by it. The authors
wanted to clarify if this concept is known. Experts, who responded with a positive
answer, were also asked if they know systems of today that use such a reasoning
process or something similar. Three of eight had already heard of this term, but none of
them could name an existing system that makes use of its potential. The answers to the
first few questions showed that the concept introduced by Bouchon-Meunier and

Aufgabe 2a Ihre ID-Nummer: _____ 

Anzahl Minuten 1’ 

Bitte entscheiden Sie, in welcher der beiden Abbildungen (A oder B) sich die 

Figuren am meisten ähneln und umkreisen Sie diese Abbildung klar erkenntlich. 

A B

Aufgabe 2a Ihre ID-Nummer: _____ 
Anzahl Minuten 1’ 

Bitte zeichnen Sie eine Abbildung, die Abbildung A ähnelt, und nutzen Sie dazu den Platz

innerhalb des Rahmens. Das Abzeichnen von Abbildung A ist nicht erlaubt. 

A

Fig. 8. Comparative example of a task in the questionnaire for the control treatment (left) and
that for the experimental treatment (right).
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Valverde [7] several years ago still has innovation potential and it is therefore important
to keep working on it.

The second question was to assess the future potential of this framework. The
experts were asked whether they could think of possible applications of such a
framework and whether this would optimize existing systems (in terms of an improved
dialogue management). All experts responded positively. They are convinced that,
especially in relation to cognitive cities, enhanced dialogue systems are required and
therefore approaches such as fuzzy analogical reasoning are of high relevance for the
urban future.

However, one of the experts was critical and explained that the idea of making
computer systems more human-like would be good and necessary, but the question
remains if soft computing or similar methods effectively help to achieve this goal. He
proposed to evaluate the applied methods regarding their usefulness and effectiveness
to determine if they prove themselves as expedient. In contrast, one of the experts
supported the application of fuzzy methods (e.g., fuzzy similarity, resemblance and
equivalence relations), as they could help to retrieve partial information from a
knowledge base to represent uncertainty. Another expert highlighted human-centered
design by emphasizing again that human features in a system allow for accelerating
customer acceptance.

The authors got critical but, in general, positive feedback and were encouraged to
continue investigating this research area and to further develop the framework.

5 Discussion

With the growing diversity of information (text, images, sound, etc.) from heteroge-
neous sources (social networks, e-mails, books, and more), it is becoming increasingly
difficult for users to find the information that satisfy their needs, particularly in highly
connected areas, such as cities. Since the development of modern technologies, thereof
especially dialogue systems endowed with human-like behaviour (e.g., Siri4 from
Apple or Alexa5 from Amazon), more and more proprietary conversational agents have
been embedded in personal technologies and devices (e.g., smartphones and tablets)
[33]. To enhance the performance of today’s conversational agents based on, among
other things, machine learning, the authors propose a fuzzy analogical reasoning
framework based on soft computing and cognition and learning theories to approach
human information processing.

Soft computing is an umbrella term for various methods, with which the processing
of imprecise, uncertain and vague information by computer systems is considered. The
ability to process linguistic variables in the form of words is essential, as the core of
interaction between cities and citizens and among citizens is natural language [13].
However, the ability to process natural language is not yet sufficient. Insights into
humans’ cognition and behavioral patterns are necessary to process information in a

4 cf. https://www.apple.com/ios/siri.
5 cf. https://developer.amazon.com/alexa.
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human-like way and to prepare it appropriately for stakeholders. The approach of
connected learning through cognition and learning theories allows for developing
computer systems with human abilities (e.g., learning, reasoning). By making systems
with such abilities natural to stakeholders, it might be possible to achieve a human-
machine symbiosis. This refers to a supportive cooperation between human and
machine, where both parties learn from each other and create a larger knowledge base
collectively rather than individually (i.e., collective intelligence [34]) [11, 13].

Therefore, this article presents a global fuzzy reasoning process by first presenting
its core framework of fuzzy analogical reasoning, which is based on fuzzy methods as
well as on structure-mapping theory. By applying an analogical scheme to allow
approximate reasoning, dialogue systems might be able to create analogies and thus
better respond to input, especially in cases when words are ambiguous. With this
ability, systems become capable of responding more adequately to the needs of citizens
and thus to support them in the complex environments of a city.

However, not only information processing is an essential part of an intelligent
system but also the knowledge database, from which it extracts information to provide
adequate answers. Like humans, systems need a memory. Therefore, the authors
additionally present an add-on in the form of a graph database, in which knowledge is
modeled by means of fuzzy cognitive maps. With the basic structure of graphs, fuzzy
cognitive maps allow for forming connections across different knowledge structures
and thus to illustrate the context of information more naturally than simple relational
storage methods.

Three iterations in the form of conception, prototyping and evaluation have shown
that the theoretical foundations cover an essential part of human information pro-
cessing. Furthermore, experts confirmed that such an approach has the potential to be
particularly useful in cities. As more and more dialogue systems, such as conversa-
tional agents, are in demand, information processing approaches that do justice to
human cognition most probably will be required in the future.

6 Limitations and Outlook

This article is a work-in-progress and presents the current state of a major project.
Therefore, some limitations have to be considered, which should be addressed in
prospective work.

The first limitation relates to the fact that the transformation of a city into a smart
respectively cognitive city is so far viewed from a rather technocratic perspective,
without taking into account other aspects, such as social commitment and sustain-
ability. Such topics might be advanced with technology but are not inherently linked to
it. Nonetheless, this framework represents a way to improve communication within a
city among citizens as well as between its authorities and citizens by making infor-
mation (e.g., regarding governance topics) transparent and easier to access.

Second, the framework is currently in a conceptual phase. A fully comprehensive
proof-of-concept has not yet been developed. First attempts were made to find out how
a chatbot works (incl. natural language processing, intent-matching and information

A Fuzzy Reasoning Process for Conversational Agents in Cognitive Cities 125



retrieval), but the additional modules – fuzzy analogical reasoning and network-like
memory – have not yet been implemented. Their development is in progress, however.

Third, the three evaluations took place with small test groups. The number of test
subjects should be larger for reasons of significance. Nevertheless, the results provide
information on whether the authors tend to be on the right track. Larger test groups are
planned for the first proof-of-concept.

Acknowledgements. The authors would like to thank the participants and volunteers of both
experiments as well as the experts for their valuable input.
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Abstract. Nowadays, Web services compositions are playing a major
role in the implementation of different types of distributed architectures.
Such applications usually provide services to hundreds of users simultane-
ously. Load Testing is considered as an important type of testing for Web
services compositions, as such applications require concurrent access by
many users simultaneously. In this context, load testing for these types
of applications seems an important task in order to discover problems
under high loads. For this goal, we propose a model-based resource aware
test architecture aiming to study the behavior of WS-BPEL compositions
taking into account load conditions. The main contribution of this work
consists of (a) adopting the timed automata formalism to model the sys-
tem under test and to generate digital-clock test suites (b) identifying
the best node for hosting each tester instance, then (c) running load tests
and recording performance data and finally (d) analyzing the obtained
logs in order to detect problems under load. Our approach is illustrated
by means of a case study from the healthcare domain.

Keywords: Web services composition · Distributed load testing ·
Timed automata · Test generation · Distributed log analysis ·
Performance monitoring · Resource awareness ·
Distributed execution environment · Tester instance placement

1 Introduction

Web services compositions (particularly BPEL [3] compositions) offer different
utilities to a huge number of users simultaneously. Load testing [4] is an important
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challenge of testing these applications, which is frequently performed in order to
ensure that a system satisfies a particular performance requirement under a heavy
load. In our context, load refers to the rate of incoming requests to a given system
during a period of time.

In this context, load testing is an important activity that permits to detect
programming errors, which would not be discovered if the composition is exe-
cuted for a short time or with a small workload. These errors only appear when
the system under test is executed during a long period of time or under a high
load. Moreover, a given system may be correctly implemented but fails under
some special load conditions due to external causes (e.g., hardware failures, mis-
configuration, buggy load generator, etc.) [13]. Thus, it is important to detect
and solve these different problems.

To deal with the various challenges related to load testing, we proposed in a
previous work [18] a methodology which combines functional and load testing for
BPEL compositions. Indeed, our study is based on conformance testing concept
which verifies that a system implementation performs according to its specified
requirements. For more details, monitoring BPEL compositions behaviors during
load testing was proposed in order to perform later an advanced analysis of test
results. This step aims to identify both causes and natures of detected problems.
For that, the execution context of the application under test is considered while
periodically capturing, under load, some performance metrics of the system such
as CPU usage, memory usage, etc. Recognizing problems under load is however
a challenging and time-consuming activity due to the large amount of generated
data and the long running time of load tests. During this process, several risks
may happen and undermine the System Under Test (SUT) quality and may
even cause software and hardware failures such as SUT delays, memory, CPU
overload, node crash, etc. Such risks may also impact the tester itself, which can
produce faulty test results.

To overcome such problems, we extend our previous approach dealing with
functional and load testing of BPEL compositions by distribution and resource
awareness capabilities. Indeed, supporting test distribution over the network
may alleviate considerably the test workload at runtime, especially when the
SUT is running on a cluster of BPEL servers. Moreover, it is highly demanded
to provide a resource-aware test system, that meets resource availability and
fits connectivity constraints in order to have a high confidence in the validity of
test results, as well as to reduce their associated burden and cost on the SUT.
To show the feasibility of the proposed approach, a case study in the health
care domain is introduced, its BPEL process is outlined and it is applied to the
context of resource aware load testing.

The remainder of this paper is organized as follows. In Sect. 2, we present
some BPEL concepts. Our formal test generation framework is presented in
Sect. 3. Section 4 is dedicated to describe our proposed testing approach for the
study of BPEL compositions under load conditions. Then, we describe in Sect. 5
our resource-aware tester deployment solution. In Sect. 6, we illustrate our test
solution by means of a case study in the healthcare domain. Section 7 contains
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discussions about some works addressing load testing issue, test distribution and
test resource awareness. Then Sect. 8 presents some advantages and limitations
of our proposed solution. Finally, Sect. 9 provides a conclusion that summarizes
the paper and discusses items for future work.

2 BPEL Concepts

Our approach is applicable whatever the used orchestration language is, in par-
ticular for BPEL based orchestration processes. According to OASIS1 [3], a
BPEL specification is a model and a grammar for describing the behavior of
a business process based on interactions between the process and its partners.
It is XML based and it allows sharing distributed data, even through multiple
organizations, by employing a combination of Web services.

Fig. 1. A Hello World BPEL process

BPEL syntax consists of a set of activities which can be classified into two
categories: basic activities and structured activities. Basic activities allow to
invoke an operation of a partner Web service (invoke activity), to present the
composition like a new Web service with the receive activity for describing the
reception of a request and the reply activity to generate an answer. There are
other activities such as assign, wait, link, etc. Structured activities use the basic
activities to describe sequential execution (sequence) and parallel executions
(flow), connections (switch, if ), loops (forEach, repeateUntil, while), and finally
alternate ways (pick).

The syntax of BPEL makes it possible also to declare variables, with the vari-
able beacon, and to define partner Web services, with partnerLink. The latter can
be defined as a link generated between a Web service and the process during the
invocation of a Web service or, also, as a link created between the BPEL process
1 Organization for the Advancement of Structured Information Standards.
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and the client which calls it. Besides, this language integrates a mechanism of
exception management (throw, catch), as well as a mechanism of compensation
(compensate) which makes it possible to cancel an entire transaction in case of
service failure for example.

Figure 1 depicts a simple Hello World BPEL process which receives an input
string from a client and responses it exactly that input. Therefore, an activity
which assigns the received input to the output is added within the BPEL flow.

3 Formal Test Generation Framework

3.1 Timed Automata

Let R be the set of non-negative reals. Given a finite set of actions Act, the
set (Act ∪ R)∗ of all finite-length real-time sequences over Act will be denoted
RT(Act). ε ∈ RT(Act) is the empty sequence. Given Act′ ⊆ Act and ρ ∈ RT(Act),
PAct′(ρ) denotes the projection of ρ to Act′ ∪ R, obtained by “erasing” from ρ
all actions not in Act′ ∪R. Similarly, DPAct′(ρ) denotes the (discrete) projection
of ρ to Act′. For example, if Act = {a, b}, Act′ = {a} and ρ = a 1 b 2 a 3, then
PAct′(ρ) = a 3 a 3 and DPAct′(ρ) = a a. The time spent in a sequence ρ, denoted
time(ρ) is the sum of all delays in ρ.

We assume given a set of actions Act, partitioned in two disjoint sets: a set
of input actions Actin and a set of output actions Actout.

A timed labeled transition system (TLTS) over Act is a tuple
(S, s0,Act, Td, Tt), where:

– S is a set of states;
– s0 is the initial state;
– Td is a set of discrete transitions of the form (s, a, s′) where s, s′ ∈ S and

a ∈ Act;
– Tt is a set of timed transitions of the form (s, t, s′) where s, s′ ∈ S and t ∈ R.

We use standard notation concerning TLTS. For s, s′, si ∈ S, μ, μi ∈ Act∪R
and ρ ∈ RT(Act), we have:

– s
μ→ s′ Def

= (s, μ, s′) ∈ Td ∪ Tt;

– s
μ→ Def

= ∃s′ : s
μ→ s′;

– s � μ→ Def
= � ∃s′ : s

μ→ s′;
– s

μ1···μn−→ s′ Def
= ∃s1, · · · , sn : s = s1

μ1→ s2
μ2→ · · · μn→ sn = s′;

– s
ρ→ Def

= ∃s′ : s
ρ→ s′;

– s � ρ→ Def
= � ∃s′ : s

ρ→ s′.

We use timed automata [1] with deadlines to model urgency [6,25]. A timed
automaton over Act is a tuple A = (Q, q0,X,Act,E), where:

– Q is a finite set of locations;
– q0 ∈ Q is the initial location;
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– X is a finite set of clocks;
– E is a finite set of edges.

Each edge is a tuple (q, q′, ψ, r , d , a), where:

– q, q′ ∈ Q are the source and destination locations;
– ψ is the guard, a conjunction of constraints of the form x# c, where x ∈ X,

c is an integer constant and # ∈ {<,≤,=,≥, >};
– r ⊆ X is a set of clocks to reset to zero;
– d ∈ {lazy, delayable, eager} is the deadline;
– a ∈ Act is the action.

A timed automaton A defines an infinite TLTS which is denoted LA:

– Its states are pairs s = (q, v), where q ∈ Q and v : X → R is a clock valuation.
– 0 is the valuation assigning 0 to every clock of A.
– SA is the set of all states and sA

0 = (q0,0) is the initial state.
– Discrete transitions are of the form (q, v) a→ (q′, v′), where a ∈ Act and there

is an edge (q, q′, ψ, r , d , a), such that:
• v satisfies ψ;
• and v′ is obtained by resetting to zero all clocks in r and leaving the

others unchanged.
– Timed transitions are of the form (q, v) t→ (q, v + t), where t ∈ R, t > 0 and

there is no edge (q, q′′, ψ, r , d , a), such that:
• either d = delayable and there exist 0 ≤ t1 < t2 ≤ t such that v + t1 |= ψ

and v + t2 �|= ψ;
• or d = eager and v |= ψ.

– A state s ∈ SA is reachable if there exists ρ ∈ RT(Act) such that sA
0

ρ→ s.
– The set of reachable states of A is denoted Reach(A).

Fig. 2. An example of a timed automaton.

An example of an extended timed automaton A = (Q, q0,X,Act,E) over the
set of actions Act = {a, b, c, d} is given in Fig. 2 where:
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– Q = {q0, q1, q2, q3} is the set of locations;
– q0 is the initial location;
– X = {x} is the finite set of clocks;
– E is the set of edges drawn in the Figure.

3.2 Digital-Clock Tests

Let AS be a new specification over Act and let tick a new output action, not in
Act. We define a digital-clock test (DC-test) for the specification AS as a total
function

D : (Act ∪ {tick})∗ → Actin ∪ {Wait,Pass,Fail}. (1)

The DC-test can observe all input and output actions, plus the action tick which
is assumed to be the output of the tester’s digital clock. We assume that the
tester’s digital clock is modeled as a tick-automaton, which is a special TAIO
with a single output action tick. Two examples of (periodic) tick-automata are
shown in Fig. 3.

The execution of a DC-test is obtained by constructing the parallel product
of three TIOLTSs, namely, the test D, the implementation AI , and the tick-
automaton Tick.

Formally, we say that AI passes the DC-test D with respect to digital clock
Tick, denoted AI passes (D,Tick), if state Fail is not reachable in the product
AI‖Tick‖D. In the same manner we have AI fails (D,Tick) if Fail is reachable in
AI‖Tick‖D.

Fig. 3. Two examples of tick-automata.

3.3 Test Generation

We adapt the test generation algorithm of [27]. In a nutshell, the algorithm
constructs a test in the form of a tree. Any node of the tree corresponds to a
set of states S of the specification which represents the current “knowledge” of
the tester about the test state. The test is extended by adding successors to a
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Fig. 4. Generic test-generation scheme [15].

leaf node, as shown in Fig. 4. For all illegal outputs ai (the outputs that cannot
take place from any state in S) the test leads to Fail. For every legal output bi,
the test moves to node Si, which is the set of states the specification can be
in after generating bi. If there exists an input c which can be accepted by the
specification at some state in S, then the test may decide to produce this input
(dashed arrow from S to S′). At any node, the algorithm may decide to stop the
test and label this node as Pass.

We first compute the product ATick
S = AS‖Tick. This produces a new TAIO

which has as inputs the inputs of AS and as outputs the outputs of AS plus the
new output tick of Tick.

For a ∈ Act and t ∈ R, we define the following operators on ATick
S :

dsucc(S, a) = {s′ | ∃s ∈ S : s
a→ s′} (2)

tsucc(S, t) = {s′ | ∃s ∈ S : s
t→ s′} (3)

usucc(S) = {s′ | ∃s ∈ S . ∃t′ ∈ R : s
t′
→ s′}. (4)

dsucc(S, a) contains all states which can be reached by some state in S after
executing action a. tsucc(S, t) contains all states which can be reached by some
state in S via a sequence ρ which contains no observable actions and takes
exactly t time units. The two operators can be implemented using standard data
structures for symbolic representation of the state space and simple modifications
of reachability algorithms for timed automata [28]. usucc(S) contains all states
which can be reached by some state in S via a sequence ρ which contains no
observable actions. Notice that, by construction of ATick

S , the duration of ρ is
bounded: since tick is observable and has to occur after a bounded duration.

Finally, we apply the generic test-generation scheme presented above. The
root of the test tree is defined to be S0 = {s

ATick
S

0 }. Successors of a node S are
computed as follows. For each a ∈ Actout ∪ {tick}, there is an edge S

a→ S′ with
S′ = dsucc(usucc(S), a), provided S′ �= ∅, otherwise there is an edge S

a→ Fail.
For this first possible choice, the node S is said to be an output node. If there
exists b ∈ Actin such that S′′ = dsucc(tsucc(S, 0), b) �= ∅, then the test generation
algorithm may decide to emit b at S, adding an edge S

b→ S′′. For this second
choice, S is said to be an input node.
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Fig. 5. Off-line DC-test generation [15].

Off-line DC-test generation is performed by the algorithm shown in Fig. 5.
The algorithm uses the following notation:

– Given a nonempty set X, pick(X) chooses randomly an element in X.
– Given a set of states S, valid inputs(S) is defined as the set of valid inputs at

S, that is: {a ∈ Actin|dsucc(tsucc(S, 0), a) �= ∅}.
– D denotes the DC-test the algorithm generates (An example of a simple DC-

test is shown in Fig. 6).

3.4 Coverage

The proposed generation algorithm is only partially specified. It has to be com-
pleted by specifying a strategy for marking nodes as input or output, for choosing
which of the possible outputs to emit and for choosing when to arrest the test.



138 M. Krichen et al.

Fig. 6. An example of a DC-test.

One possible way is to resolve these choices randomly. This may not be satisfac-
tory when some completeness guarantees are required or when repetitions must
be avoided as much as possible. Another option is to generate an exhaustive test
suite up to a depth k specified by the user. This approach has a major limitation
which corresponds to the so-called explosion problem, since the number of tests
is generally exponential in k.

To alleviate the above mentioned problems, several approaches have been
proposed for producing test suites with respect to some coverage criteria. Differ-
ent criteria have been proposed for software, such as statement coverage, branch
coverage, and so on [23]. For the TA case existing techniques attempt to cover
either a time-abstracting quotient graph [24]) or abstractions of the space of
states (e.g., the region graph [26] or structural elements of the specification
such as locations or edges [9]. In [5], a technique for generating test suites from
coverage criteria is introduced. The coverage criteria are modeled as observer
automata.

Here, we use a technique [15] for covering locations, states or edges of the
specification. Our solution relies on the concept of observable graph [15]. The
observable graph OG of the composed automaton ATick

S is computed as follows:

– The initial node of the graph is S0 = usucc({s
ATick

S
0 }).

– For each generated node S and each a ∈ Act ∪ {tick}, a successor node S′ is
generated and an edge S

a→ S′ is added to the graph.

Extrapolation techniques are used to ensure that the graph remains finite.

4 Study of WS-BPEL Compositions Under Load

Our proposed approach is based on gray box testing, which is a strategy for soft-
ware debugging where the tester has limited knowledge of the internal details of
the program. Indeed, we simulate in our case the different partner services of the
composition under test as we suppose that only the interactions between this
latter and its partners are known. Furthermore, we rely on the online testing
mode considering the fact that test cases are generated and executed simultane-
ously [21]. Moreover, we choose to distribute the testing architecture components
on different nodes in order to realistically run an important number of multiple
virtual clients.
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4.1 Load Distribution Principle

When testing the performance of an application, it can be beneficial to perform
the tests under a typical load. This can be difficult if we are running our applica-
tion in a development environment. One way to emulate an application running
under load is through the use of load generator scripts. For more details, dis-
tributed testing is to be used when we reach the limits of a machine in terms of
CPU2, memory or network. In fact, it can be used within one machine (many
VMs3 on one machine). If we reach the limits of one reasonable VM in terms
of CPU and memory, load distribution can be used across many machines (1
or many VMs on 1 or many machines). In order to realize remote load test
distribution, a test manager is responsible to monitor the test execution and
distribute the required load between the different load generators. These latters
invoke concurrently the system under test as imposed by the test manager.

4.2 Load Testing Architecture

In this section, we describe a proposed distributed framework for behavior study
of BPEL compositions under load conditions [18]. For simplicity reasons, we
consider that our load testing architecture is composed, besides the SUT and
the tester, of two load generators4, as depicted in Fig. 7.

As shown in Fig. 7, the main components of our proposed architecture are:

– The System under test (SUT): a new BPEL instance is created for each
call of the composition under test. A BPEL instance is defined by a unique
identifier. Each created instance invokes its own partner services instances by
communicating while exchanging messages.

– The tester (Tester): it represents the system under test environment and
consists of:

• The Web services (WS1, ..., WSm): these services correspond to simu-
lated partners of the composition under test. For each call of the compo-
sition during load testing, new instances of partner services are created.

• The Queues (Queue WS1, ..., Queue WSm): these entities are simple
text files through which partner services and the Tester Core exchange
messages.

• The Loader : it loads the SUT specification described in Timed Automata,
besides the WSDL files of the composition under test and the WSDL files
of each partner service. Moreover, it defines the types of input/output
variables of the considered composition as well as of its partner services.

• The Tester Core: it generates random input messages of the BPEL pro-
cess under test. It communicates with the different partner services of the
composition by sending them the types of input and output messages.

2 Central Processing Unit.
3 Virtual Machines.
4 More machines may be considered as load generators in order to distribute the load

more efficiently.
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Fig. 7. Load testing architecture [19].

In case of partner services which are involved in synchronous commu-
nications, the Tester Core sends information about their response times
to the composed service. Finally, it distributes the load between the two
generators. It orders each one to perform (more or less) half of concurrent
calls to the composition under test, and passes in parameters the time
between each two successive invocations besides the input variable(s) of
the system.

• The test log (QueueTester): it stores the general information of the test
(number of calls of the composition under test, the delay between the
invocation of BPEL instances, etc.). Also it saves the identifiers of created
instances, the invoked services, the received messages from the SUT, the
time of their invocations and the verdict corresponding to checking of
partner input messages types. This log will be consulted by the Analyzer
to verify the functioning of the different BPEL instances and to diagnose
the nature and cause of the detected problems.

• The test analyzer (Analyzer): this component is responsible for offline
analysis of the test log QueueTester. It generates a final test report and
identifies, as far as possible, the limitations of the tested composition
under load conditions.

– The load generators (BPEL Client): these entities meet the order of the Tester
Core by performing concurrent invocations of the composed service. For that,
they receive from the tester as test parameters the input(s) of the composition
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under test, the number of required process calls and the delay between each
two successive invocations.

Besides, we highlight that load testing of BPEL compositions in our approach
is accompanied by a module for the monitoring of the execution environment
performances, aiming to supervise the whole system infrastructure during the
test. Particularly, this module permits the selection, before starting test, of the
interesting metrics to monitor, and then to display their evolution in real-time.
In addition, the monitoring feature helps in establishing the correlation between
performance problems and the detected errors by our solution.

4.3 Automation of Load Test Analysis

Current industrial practices for checking the results of a load test mainly persist
ad-hoc, including high-level checks. In addition, looking for functional problems
in a load testing is a time-consuming and difficult task, due to the challenges
such as no documented system behavior, monitoring overhead, time pressure
and large volume of data. In particular, the ad-hoc logging mechanism is the
most commonly used, as developers insert output statements (e.g. printf or Sys-
tem.out) into the source code for debugging reasons [10]. Then most practitioners
look for the functional problems under load using manual searches for specific
keywords like failure, or error [12]. After that, load testing practitioners analyze
the context of the matched log lines to determine whether they indicate func-
tional problems or not. Depending on the length of a load test and the volume
of generated data, it takes load testing practitioners several hours to perform
these checks.

However, few research efforts are dedicated to the automated analysis of
load testing results, usually due to the limited access to large scale systems for
use as case studies. Automated and systematic load testing analysis becomes
much needed, as many services have been offered online to an increasing num-
ber of users. Motivated by the importance and challenges of the load testing
analysis, an automated approach was proposed in [18] to detect functional and
performance problems in a load test by analyzing the recorded execution logs
and performance metrics. In fact, performed operations during load testing of
BPEL compositions are stored in QueueTester. In order to recognize each BPEL
instance which is responsible for a given action, each one starts with the identi-
fier of its corresponding BPEL instance (BPEL-ID). At the end of test running,
the Analyzer consults QueueTester.

Hence, our automated log analysis technique takes as input the stored log
file (QueueTester) during load testing, and goes through three steps as shown in
Fig. 8:
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Fig. 8. Automated log analysis technique [19].

– Decomposition of QueueTester : based on BPEL-ID, the Analyzer decomposes
information into atomic test reports. Each report is named BPEL-ID and
contains information about the instance which identifier is BPEL-ID.

– Analysis of atomic logs: the Analyzer consults the generated atomic test
reports of the different BPEL instances. It verifies the observed executed
actions of each instance by referring to the specified requirements in the model
(Timed Automata). Finally, the Analyzer assigns corresponding verdicts to
each instance and identifies detected problems.

– Generation of final test report : this step consists in producing a final test
report recapitulating test results relatively to all instances and also describing
both nature and cause of each observed FAIL verdict.

It is true that our load test analysis is automated. Yet, the analysis of the
atomic logs is performed sequentially for each BPEL instance, which may be
costly especially in term of time execution. Another limitation consists in using
only one instance of tester and thus one analyzer for each test case. To solve
this issue, we propose to use more than one instance of the tester which are
deployed in distributed nodes and connected to the BPEL process under test.
Each tester instance studies the behavior of the composition considering different
load conditions (SUT inputs, number of required process calls, delay between
each two successive invocations, etc.).

5 Constrained Tester Deployment

In this section, we deal with the assignment of tester instances to test nodes
while fitting some resource and connectivity constraints. The main goal of this
step is to distribute efficiently the load across virtual machines, computers, or
even the cloud. This is crucial for the test system performance and for gaining
confidence in test results.

Figure 9 illustrates the distributed load testing architecture in which several
tester instances are created and connected to the BPEL process under test.
These instances run in parallel in order to perform efficiently load testing.

It is worthy to note that each tester instance includes an analyzer component
that takes as input the generated atomic test reports of the different BPEL
instances, and generates as output a Local Verdict (LV). As depicted in Fig. 10,
we define a new component called Test System Coordinator which is mainly
charged with collecting the local verdicts generated from the analyzer instances
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Fig. 9. Distributed load testing architecture [19].

and producing the Global Verdict (GV). As shown in Fig. 11, if all local verdicts
are PASS, the global verdict will be PASS. If at least one local verdict is FAIL
(respectively INCONCLUSIVE), the global verdict will be FAIL (respectively
INCONCLUSIVE).

Fig. 10. Distributed load test analysis architecture [19].

Once the distributed load testing architecture is elaborated, we have to assign
efficiently its components (i.e., its tester instances) to the execution nodes. To
do so, we have defined two kinds of constraints that have to be respected in this
stage: resources and connectivity constraints. They are detailed in the following
subsections.
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Fig. 11. Generation of the global verdict [19].

5.1 Resource Constraints Formalization

In general, load testing is considered a resource consuming activity. As a con-
sequence, it is essential to apply resource allocation during test distribution in
order to decrease test overhead and raise confidence in test results.

For each component in the test environment, three resources have to be
monitored: the current CPU load, the available memory and the energy level.
The state of each resource can be directly measured on each component by means
of internal monitors.

Formally, these resources are represented through three vectors: C that con-
tains the CPU load, R that provides the available RAM and E that introduces
the energy level.

C =

⎛
⎜⎜⎜⎝

c1
c2
...
cm

⎞
⎟⎟⎟⎠ R =

⎛
⎜⎜⎜⎝

r1
r2
...
rm

⎞
⎟⎟⎟⎠ E =

⎛
⎜⎜⎜⎝

e1
e2
...
em

⎞
⎟⎟⎟⎠

For each tester instance, we introduce the memory size (i.e., the memory
occupation needed by a tester during its execution), the CPU load and the energy
consumption properties. We suppose that these values are provided by the test
manager or computed after a preliminary test run. Similarly, they are formalized
over three vectors: Dc that contains the required CPU, Dr that introduces the
required RAM and De that contains the required energy by each tester.

Dc =

⎛
⎜⎜⎜⎝

dc1
dc2
...
dcn

⎞
⎟⎟⎟⎠ Dr =

⎛
⎜⎜⎜⎝

dr1
dr2
...
drn

⎞
⎟⎟⎟⎠ De =

⎛
⎜⎜⎜⎝

de1
de2
...
den

⎞
⎟⎟⎟⎠
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As the proposed approach is resource aware, checking resource availability
during test distribution is usually performed before starting the load testing
process. Thus, the overall required resources by n tester instances must not
exceed the available resources in m nodes. This rule is formalized through three
constraints to fit as outlined by (1) where the two dimensional variable xij can
be equal to 1 if the tester instance i is assigned to the node j, 0 otherwise.

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

n∑
i=1

xijdci ≤ cj ∀j ∈ {1, · · · ,m}
n∑

i=1

xijdri ≤ rj ∀j ∈ {1, · · · ,m}
n∑

i=1

xijdei ≤ ej ∀j ∈ {1, · · · ,m}

(5)

5.2 Connectivity Constraints Formalization

Dynamic environments are characterized by unpredictable and frequent changes
in connectivity caused by firewalls, non-routing networks, node mobility, etc. For
this reason, we have to pay attention when assigning a tester instance to a host
computer by finding at least one path in the network to communicate with the
component under test.

More generally, we pinpoint, for each test component, a set of forbidden nodes
to discard during the constrained test component placement step. From a tech-
nical perspective, either Depth-First Search or Breadth-First Search algorithms
can be used to firstly identify connected execution nodes in the network and
secondly to compute a set of forbidden nodes for each test component involved
in the test process. This connectivity constraint is denoted as follows:

xij = 0 ∀j ∈ forbiddenNode(i) (6)

where forbiddenNode(i) is a function which returns the set of forbidden nodes
for a test component i.

Finding a satisfying test placement solution is merely achieved by fitting the
former constraints (5) and (6).

5.3 Tester Instance Placement Optimization

Looking for an optimal test placement solution consists in identifying the best
node to host the concerned tester in response with two criteria: its distance from
the node under test and its link bandwidth capacity. For this aim, we are asked
to attribute a profit value pij for assigning the tester i to a node j. For this aim,
a matrix Pn×m is computed as follows:

pij =
{

0 if j ∈ forbiddenNode(i)
maxP − k × stepp otherwise (7)

where maxP is constant, stepp = maxP
m , k corresponds to the index of a node

j in a Rank Vector that is computed for each node under test. This vector
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corresponds to a classification of the connected nodes according to both criteria:
their distance far from the node under test and their link bandwidth capacities.

Consequently, the constrained tester instance approach generates the best
deployment host for each tester instance involved in the load testing process
by maximizing the total profit value while satisfying the former resource and
connectivity constraints. Thus, it is formalized as a variant of the Knapsack
Problem, called Multiple Multidimensional Knapsack Problem (MMKP) [11].

MMKP =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

maximize Z =
n∑

i=1

m∑
j=1

pijxij (8)

subject to (5) and (6)
m∑

j=1

xij = 1 ∀i ∈ {1, · · · , n} (9)

xij ∈ {0, 1} ∀i ∈ {1, · · · , n}
and ∀j ∈ {1, · · · ,m}

Constraint (8) corresponds to the objective function that maximizes tester
instance profits while fitting resource (1) and connectivity (2) constraints. Con-
straint (9) indicates that each tester instance has to be assigned to at most one
node.

Figure 12 displays the main instructions to solve this MMKP problem. First
of all, resource constraints have to be defined (see lines 2–4). Second, forbidden
nodes for each test component are identified and then connectivity constraints
are deduced (see lines 5–7). Then, an objective function is calculated (see line
8) and then maximized (see line 9) to obtain an optimal solution.

Fig. 12. Resolution of MMKP problem.
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5.4 Implementation of Tester Instance Placement

In this section, we show the use of a well-known solver in the constraint pro-
gramming area, namely Choco [14], to compute either an optimal or a satis-
fying solution of the MMKP problem [17]. Among several existing solvers like

Fig. 13. Mapping of the MMKP formulation to the Choco-based code.
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GeCoDe5 and CPLEX6, Choco is selected because it is one of the most popular
within the research community. Also, it offers a reliable and stable open source
Java library widely used in the literature to solve combinatorial optimization
problems.

Due to all these features, Choco is retained in this paper to model and to
solve the test placement problem while fitting several resource and connectivity
constraints. First, we make use of the Choco Java library to translate the mathe-
matical representation of the test placement problem into the Choco-based code.
Second, we use it to solve this problem in both modes: in a satisfaction mode
by computing a feasible solution or in an optimization mode by looking for the
optimal solution.

As shown in Fig. 13, we create a Constraint Programming Model(CPModel)
instance which is one of the basic elements in a Choco program (see line 2).
Then, we declare the variables of the problem, generally unknown. Lines 4–7
show the declaration of the xij variable and its domain. Moreover, we display in
line 9 the declaration of the objective function that maximizes the profit of test
components placement.

Recall that for each assignment of a tester instance i to a node j a profit
value pij is computed according to two criteria :ink bandwidth capacities. In
lines 15–24, the resource constraints to be satisfied are expressed and added to
the model. For each forbidden node, the constraint xij = 0 is also defined (see
lines 25–31). Once, the model is designed, we aim next to solve it by building a
solver object as outlined in line 39.

6 TRMCS Case Study

To demonstrate the applicability of our approach, we propose a case study from
the healthcare field highlighted in the subsection below.

6.1 Case Study Description

The Teleservices and Remote Medical Care System (TRMCS) provides monitor-
ing and assistance to patients who suffer from chronic health problems. Due to
the modern needs of medicine, the proposed care system can be enhanced with
more sophisticated services like the acquisition, the storage and the analysis of
biomedical data.

We adopt the BPEL process shown in Fig. 14. We assume that it is composed
of several Web services namely:

– The Storage Service (SS);
– The Analysis Service (AnS);
– The Alerting Service (AlS)
– The Maintenance Service (MS).

5 http://www.gecode.org.
6 http://www-03.ibm.com/software/products/fr/ibmilogcpleoptistud.

http://www.gecode.org
http://www-03.ibm.com/software/products/fr/ibmilogcpleoptistud
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Fig. 14. The TRMCS process [19].

For a given patient suffering from chronic high blood pressure, measures like
the arterial blood pressure and the heart-rate beats per minute are gathered
periodically (for instance three times everyday). For the collected measures, a
request is sent to the TRMCS process. First, the Storage Service is called to
save periodic reports in the medical database. Then, the Analyzer Service is
requested to analyze the gathered data in order to check whether some thresh-
olds are exceeded or not. This analysis is conditioned by a timed constraint.
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In fact, the process should receive a response from the AnS before reaching 30 s.
Otherwise, the process sends a connection problem report to the Maintenance
Service. If the analysis response is received before reaching 30 s, two scenarios
are studied. If thresholds are satisfied, a detailed reply is sent to the correspond-
ing patient. Otherwise, the Alerting Service is invoked in order to send urgent
notification to the medical staff (such as doctors, nurses, etc.).

Similar to the Analysis Service, the Alerting Service is conditioned by a
waiting time. If the medical staff is notified before reaching 30 s, the final reply is
sent to the corresponding patient. Otherwise, the Maintenance Service is called.

We suppose that the TRMCS application can be installed in different cities
within the same country. Thus, we suppose that several BPEL servers are used to
handle multiple concurrent patient requests. From a technical point of view, we
adopt Oracle BPEL Process Manager7 as a solution for designing, deploying and
managing the TRMCS BPEL process. We also opt for Oracle BPEL server. The
main question to tackle here is how to apply our methodology of load testing
for BPEL composition without introducing side effects and in a cost effective
manner?

6.2 Resource Aware Load Testing for TRMCS

In order to check the satisfaction of performance requirements under a heavy
load of patients requests, we apply our resource aware load testing approach. For
simplicity, we concentrate at this stage on studying the load testing of a single
BEPL server while the load is handled by several testers simulating concurrent
patient requests. For this goal, we consider a test environment composed of four
nodes: a server node (N1) and three test nodes (N2, N3 and N4). As shown
in Fig. 15, we suppose that this environment has some connectivity problems.
In fact, the node N4 is forbidden to host tester instances because no route is
available to communicate with the BPEL instance under test.

To accomplish distributed load tests efficiently and without influencing test
results, tester instances Ti have to be deployed in the execution environment
while fitting connectivity and resources constraints (e.g., energy and memory
consumption, link bandwidth, etc.).

Thus, we need to compute a best placement solution of a given tester Ti.
First of all, the node N4 is discarded from the tester placement process because
the link with the BPEL server is broken. Consequently, the variable xi4 equals
zero. Second, we compute the Rank Vector for the rest of connected test nodes
and we deduce the profit matrix. We notice here that the profit pij is maximal if
the tester Ti is assigned to the server node N1 because assigning a tester to its
corresponding node under test and performing local tests reduces the network
communication cost. This profit decreases with respect to the node index in the
Rank Vector. For instance, N3 is considered a better target for the tester Ti
than the node N2 even though they are located at the same distance from the

7 http://www.oracle.com/technetwork/middleware/bpel/.

http://www.oracle.com/technetwork/middleware/bpel/
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Fig. 15. Illustrative example [19].

server node because the link bandwidth between the two nodes N3 and N1 is
greater than the one between N2 and N1.

For instance, in the case of four nodes and a given tester Ti (Fig. 15), the
optimal solution of placement can be the test node N1. Thus, the computed
variable xi is as follows:

xi =
(
1, 0, 0, 0

)

7 Related Works

In the following, we discuss some existing works addressing load testing in gen-
eral, test distribution and test resource awareness.

7.1 Existing Works on Load Testing

Load testing and performance monitoring become facilitated thanks to existing
tools. In fact, load testing tools are used for software performance testing in
order to create a workload on the system under test, and measure response
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times under this load. These tools are available from large commercial vendors
such as Borland, HP Software, IBM Rational and Web Performance Suite, as well
as Open source projects. Web sites. Krizanic et al. [16] analyzed and compared
several existing tools which facilitate load testing and performance monitoring, in
order to find the most appropriate tools by criteria such as ease of use, supported
features, and license. Selected tools were put in action in real environments,
through several Web applications.

Despite the fact that commercial tools offer richer set of features and are in
general easier to use, available open source tools proved to be quite sufficient to
successfully perform given tasks. Their usage requires higher level of technical
expertise but they are a lot more flexible and extendable.

There are also different research works dealing with load and stress testing in
various contexts. Firstly, Yang and Pollock [29] proposed a technique to identify
the load sensitive parts in sequential programs based on a static analysis of the
code. They also illustrated some load sensitive programming errors, which may
have no damaging effect under small loads or short executions, but cause a pro-
gram to fail when it is executed under a heavy load or over a long period of time.
In addition, Zhang and Cheung [30] described a procedure for automating stress
test case generation in multimedia systems. For that, they identify test cases that
can lead to the saturation of one kind of resource, namely CPU usage of a node
in the distributed multimedia system. Furthermore, Grosso et al. [8] proposed to
combine static analysis and program slicing with evolutionary testing, in order
to detect buffer overflow threats. For that purpose, the authors used of Genetic
Algorithms in order to generate test cases. Garousi et al. [7] presented a stress
test methodology that aims at increasing chances of discovering faults related to
distributed traffic in distributed systems. The technique uses as input a specified
UML 2.0 model of a system, extended with timing information. Moreover, Jiang
et al. [13] and Jiang [12] presented an approach that accesses the execution logs
of an application to uncover its dominant behavior and signals deviations from
the application basic behavior.

Comparing the previous works, we notice that load testing concerns various
fields such as multimedia systems [30], network applications [8], etc. Furthermore,
all these solutions focus on the automatic generation of load test suites. Besides,
most of the existing works aim to detect anomalies which are related to resource
saturation or to performance issues as throughput, response time, etc. Besides,
few research efforts, such as Jiang et al. [13] and Jiang [12], are devoted to the
automated analysis of load testing results in order to uncover potential problems.
Indeed, it is hard to detect problems in a load test due to the large amount of data
which must be analyzed. We also notice that the identification of problem cause(s)
(application, network or other) is not the main goal behind load testing, rather
than studying performance of the application under test, this fact explains why
few works address this issue. However, in our work, we are able to recognize if the
detected problem under load is caused by implementation anomalies, network or
other causes. Indeed, we defined and validated our approach based on interception
of exchangedmessages between the compositionunder test and its partner services.
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Thus it would be possible to monitor exchanged messages instantaneously, and to
recognize what is the cause behind their loss or probably their reception delay, etc.
Studying the existing works on load testing, we remark that the authors make use
of one instance tester for both the generation and execution of load test cases. To
the best of our knowledge, there is no related work that proposes to use multiple
testers at the same time on the same SUT. Thus we do not evoke neither testers
placement in different nodes nor their management.

7.2 Existing Works on Test Distribution

The test distribution over the network has been rarely addressed by load testing
approaches. We have identified only two approaches that shed light on this issue.

In the first study [2], the authors introduce a light-weight framework for
adaptive testing called Multi Agent-based Service Testing in which runtime tests
are executed in a coordinated and distributed environment. This framework
encompasses the main test activities including test generation, test planning
and test execution. Notably, the last step defines a coordination architecture
that facilitates mainly test agent deployment and distribution over the execution
nodes and test case assignment to the adequate agents.

In the second study [22], a distributed in vivo testing approach is introduced.
This proposal defines the notion of Perpetual Testing which suggests the pro-
ceeding of software analysis and testing throughout the entire lifetime of an
application: from the design phase until the in-service phase. The main contri-
bution of this work consists in distributing the test load in order to attenuate
the workload and improve the SUT performance by decreasing the number of
tests to run.

Unlike these approaches, our work aims at defining a distributed test archi-
tecture that optimizes the current resources by instantiating testers in execution
nodes while meeting resource availability and fitting connectivity constraints.
This has an important impact on reducing load testing costs and avoiding over-
heads and burdens.

7.3 Existing Works on Test Resource Awareness

As discussed before, load testing is a resource-consuming activity. In fact, com-
putational resources are used for generating tests if needed, instantiating tester
instances charged with test execution and finally starting them and analyzing
the obtained results. Notably, the bigger the number of test cases is, the more
resources such as CPU load, memory consumption are used. Hence, we note that
the intensive use of these computational resources during the test execution has
an impact not only on the SUT but also on the test system itself. When such
a situation is encountered, the test results can be wrong and can lead to an
erroneous evaluation of the SUT responses.
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To the best of our knowledge, this problem has been studied only by Merdes
work [20]. Aiming at adapting the testing behavior to the given resource situa-
tion, it provides a resource-aware infrastructure that keeps track of the current
resource states. To do this, a set of resource monitors are implemented to observe
the respective values for processor load, main memory, battery charge, network
bandwidth, etc. According to resource availability, the proposed framework is
able to balance in an intelligent manner between testing and the core function-
alities of the components. It provides in a novel way a number of test strategies
for resource aware test management. Among these strategies, we can mention, for
example, Threshold Strategy under which tests are performed only if the amount
of used resources does not exceed thresholds. Contrary to our distributed load
testing architecture, this work supports a centralized test architecture.

8 Advantages and Limitations

Related to our previous work [18] in which the test system is centralized on a sin-
gle node, several problems may occur while dealing with load testing. In fact, we
have noticed that not only the SUT, which is made up of several BPEL instances,
can be affected by this heavy load but also the relevance of the obtained test
results. In order to increase the performance of such test system and get confi-
dence in its test results, testers and analyzers are distributed over several nodes.
In this case, load testing process is performed in parallel.

Moreover, our proposal takes into consideration the connectivity to the SUT
and also the availability of computing resources during load testing. Thus, our
work provides a cost effective distribution strategy of testers, that improves the
quality of testing process by scaling the performance through load distribution,
and also by moving testers to better nodes offering sufficient resources required
for the test execution.

Recall that the deployment of our distributed and resource aware test sys-
tem besides BPEL instances is done on the cloud platform. It is worthy to note
that public cloud providers like Amazon Web Services and Google Cloud Plat-
form offer a cloud infrastructure made up essentially of availability zones and
regions. A region is a specific geographical location in which public cloud service
providers’data centers reside. Each region is further subdivided into availabil-
ity zones. Several resources can live in a zone, such as instances or persistent
disks. Therefore, we have to choose the VM instances in the same region to host
the testers, the analyzers and the SUT. This is required in order to avoid the
significant overhead that can be introduced when the SUT and the test system
components are deployed in different regions on the cloud.

9 Conclusion and Future Work

In this paper, we proposed a distributed and resource-Aware model-based frame-
work for load testing of WS-BPEL compositions. The proposed framework is
based on the model of timed automata which allows to describe the behaviour
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of the system under test in a formal manner. The considered model is then used
to generate test sequences automatically. The generated tests are digital-clock
tests in the sense that time is observed in a digital fashion which is realistic
assumption in practice since time cannot be measured with an infinite preci-
sion. For that purpose we need to propose a particular timed automaton which
models the behaviour of the considered digital-clock. Then we compute the par-
allel product of the specification and the digital-clock timed automata before
applying the test generation algorithm.

During the test execution phase, the test sequences are attributed to testers
which are in charge of executing them. These testers need to be placed in a
smart way taking into account the available resources of the components of the
system and the connectivity constraints of the between the different nodes. For
that goal, we proposed a formalization of the different constraints to consider
during testers placement. As a result we obtained an instance of a classical
optimization problem which can be solved using existing techniques from the
operational research field and the constraint programming area. More precisely,
the obtained problem is called Multiple Multidimensional Knapsack Problem
(MMKP). Existing tools in the literature can be used to solve this problem. For
instance, we may use the Choco tool used to compute either an optimal or a
satisfying solution of the problem in hands.

Many extensions for our work are possible. A first future direction consists
in implementing the proposed approach in order to validate it at an experimen-
tal level. We may also look for suitable heuristics for solving the optimization
problem we have in hands in order to accelerate the resolution of the placement
problem. An other direction for future work is to enrich the set of constraints
and equations to solve with more parameters and details of the system under
test to make our optimization problem more realistic and more precise. More-
over it may be useful to consider an incremental way to solve the optimization
task. That is after a dynamic change of the system under test occurs we may
think about finding a way to build the new placement strategy by updating the
old one in order to make that task less time and resource consuming. Finally for
the case of large systems it may be useful to divide these systems into smaller
subsystems and to apply the tester distribution task on each of them separately.
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Abstract. In this conceptual article, we highlight group modeling and crowd-
based modeling as an approach for collectively constructing business ecosystem
models. Based on case study examples, we showcase how engaging in the
collective activity of crowd-based modeling supports the creation of value
propositions in business ecosystems. Such collective activity creates shared, IS-
embedded resources on the network level that align the diverse set of ecosystem
stakeholders such as firms, public actors, citizens, and other types of organi-
zations. Based on extant research, we describe the roles involved in building
ecosystem models that inform and reconfigure shared infrastructures and
platforms.

Keywords: Business ecosystem � Collaborative modeling � Group modeling �
Crowd-based modeling � Digital platform � Digital infrastructure �
Data governance

1 Introduction

Business ecosystems have gained interest from researchers and practitioners as com-
panies as well as public organizations increasingly recognize the relevance of their
complex business environment. This environment consists of all value creation activ-
ities related to development, production and distribution of services and products and
comprises suppliers, manufacturers, customers, and entrepreneurs. Coping with the
challenges and opening up the opportunities that arise in these business ecosystems is a
reality for most companies nowadays [1]. The growing relevance of business
ecosystems substantiates through the perceived shift of the competitive environment
from single companies and their supply chains towards ecosystems competing against
each other [2].

We define business ecosystems as the holistic environment of an organization
covering current and potential future business partners, such as customers, suppliers,
competitors, regulatory institutions and innovative start-ups. As such entities
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continuously enter and leave the ecosystem, or change their role within the ecosystem,
ecosystems exhibit high dynamics. Peltoniemi and Vuori [1] provide a comprehensive
definition of business ecosystems that emphasizes this adaptive characteristic. Moore
[3] uses the metaphor of biological ecosystems as a basis for his initial definition of
business ecosystems. Metaphorically, as in natural ecosystems, the economic success
of an enterprise can therefore depend on the individual ‘health’ and capability to evolve
with their business ecosystem. In the ecosystem, the participating companies as indi-
viduals adopt varying levels of influence on the overall health of the ecosystem, taking
up roles as keystone or niche player [4].

The types of business ecosystems described in extant literature vary between
ecosystems around one focal firm, such as Wal-Mart or Microsoft [4], ecosystems of a
specific market exploiting specific digital technologies, such as application program-
ming interfaces (API) [5] or mobile phones and platforms [6] or ecosystems established
around a singular technology platform, such as Google and Apple [7].

Thus, because ecosystems potentially influence the economic success of businesses,
enterprises increasingly realize the need to analyze their business ecosystem. Through
continuous monitoring, changes within an enterprises’ ecosystem might be identified
and addressed through dedicated strategies or adaptations [8]. Enterprises aim to “learn
what makes the environment tick” [9] and improve or adapt one’s own business
activities accordingly.

However, analyzing business ecosystems is principally impossible for one single
stakeholder to achieve because of the abundancy and complexity of processes and data
that would need to be observed, recorded, documented or otherwise be made visible.
This is why in this conceptual paper we acclaim for an approach to use crowdsourcing
of ecosystem-related data in order to create ecosystem models that can be exploited to
learn about the ecosystem and to predict future developments [10] and that inform and
configure shared platforms and infrastructures and as such become valuable for the
entire ecosystem [11]. As case studies from our previous research suggest, such
ecosystem models can be considered as IS-embedded network resources [12], i.e.,
network-level, shared resources that support the creation of value propositions for all
involved stakeholders as users of the ecosystem model.

However, crowdsourcing approaches to model business ecosystems so far have not
been implemented or observed in practice. This is why in this article we discuss the
boundary conditions for such an approach and its principle benefits.

2 Related Work

2.1 Business Ecosystem Modeling and Ecosystem Data

Business ecosystems have early been defined as collection of interacting firms [3]. Until
today, research on this concept has been extensive [13]. Sako [7] defined three meta-
characteristics of business ecosystems—sustainability, self-governance, and evolution
—to contribute to a better distinction of the ecosystem concept from clusters or net-
works. Thereby, he focuses on “value-creating process (…) rather than… industrial
sector”. Basole et al. [14] characterized business ecosystems as an interconnected,
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complex, global network of relationships between companies, which can take on dif-
ferent roles, such as suppliers, distributors, outsourcing firms, makers of related
products or services, technology providers, and a host of other organizations [4]. The
boundaries, characteristics and the evolving, dynamic structure [1] of a business
ecosystem are not only affected by these different roles, but by the fact that firms
continuously enter and leave the ecosystem [15]. Recently, researchers have focused
their efforts on the challenges for ecosystem formation that derive from various con-
texts, such as technology, e.g., the Internet of Things (IoT) [15], or policy, e.g.,
emerging smart cities [16]. This led to emergence of a discourse about identifying
appropriate ways to model business ecosystems [17], such as frameworks to grasp the
scope of ecosystem complexity [16, 18] or visualizations, which are developed to aid at
understanding the topology of such an ecosystem, as well as emerging structures and
patterns [18, 19].

Ensuing previous research, our conceptualization of business ecosystem models
takes into account both, the static network of entities, i.e., firms, technologies, and the
dynamic network characteristics, i.e., the relationships between entities and activities,
all changing over time. Entities include companies of every size as well as corpora-
tions, public sector organizations, universities and research facilities, and other parties
that influence the ecosystem [1], all linked via different kinds of relationships. All these
elements need to be incorporated into the business ecosystem model. Which entities
and relationship types need to be modeled depends decidedly on the requirements put
forward by the (business) stakeholders using the business ecosystem model for their
ecosystem-related decisions. Their needs and demands that define which (visual) views
are relevant, and which insights are vital for generating and adapting the model.

Past research has shown that visualizations of business ecosystems on basis of such
models indeed support decision-makers in their ecosystem-related tasks and decisions
[5, 8, 20]. In order to spot anomalies, identify keystone and niche players of the
ecosystem, or recognize change patterns and trends, visualizing data can help to derive
value from ecosystem data [21].

‘Ecosystem data’ as the basis for modeling is diverse and ranges from technology-
related information about applied standards and platforms to market information and
legal regulations. Basole et al. [14] characterized it to be ‘large and heterogeneous’.
Relevant for the business aspect of an enterprise’s business ecosystem as we have
observed in our case studies, is information about business partners, competitors,
partnerships and offered solutions, cooperative initiatives, as well as start-ups and their
strategies [22]. This information can be obtained from a wide range of sources, such as
publicly accessible databases, enterprise or institutional presences and publications, or
blogs and news articles. Successfully collecting ecosystem data sets distinct limits
concerning the value and usefulness of visualizations in the ecosystem analysis or
business development [12]. However, no solution has been determined so far that
might resolve the issue of how comprehensive amounts of ecosystem data can be
obtained and validated for their usefulness and efficacy towards ecosystem-related
tasks and decisions [18, 23].

In addition, to include a broad perspective and involve diverse aspects of the
ecosystem, not only various data sources but also various types of stakeholder groups
need to be taken into account. These groups provide for both, diverse ways to access
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ecosystem data, and own interests to use the ecosystem model. Depending on the
ecosystem in focus, these groups can range from company representatives in case of a
company-internal business ecosystem modeling approach, to boards, associations’
interest group, or online communities. Including these stakeholder groups into joint
model creation and model evaluation is generally discussed under the header of col-
laborative modeling. As related literature has vividly discussed, collaborative modeling
processes enhance the quality and scope of achievable results through iterative inter-
actions and collaborative knowledge exchanges [24].

2.2 Business Ecosystem Visualization in Visual Analytic Systems (VAS)

Park et al. [25] presented a Visual Analytic System (VAS) to nurture the perception of
business ecosystems. It addresses three salient design requirements related to distinct
complications in the context of supply chain ecosystems. After extensive research on
modeling and visualizing ecosystems, and analyzing different types of business
ecosystems [1, 5, 8, 15, 16, 18] the VAS empowers its users to interactively explore the
supply network by offering multiple views within an integrated interface as well as
data-driven analytic features. The authors suggest and test five visualization types
(layouts) to visualize the dynamic networked structures of their problem context.

These layouts include Force-directed Layout (FDL), Tree Map Layout (TML),
Matrix Layout (MXL), Radial Network/ Chord Diagram (RCD), and Modified Ego-
Network Layout (MEL). Interactive features, such as clicking, dragging, hovering, and
filtering, are essential parts of the visualizations. These layouts are used by us as the
baseline for the design of our own VAS in our problem context. Nonetheless, further
designs exist, such as bi-centric diagrams that visualize the relative positioning of two
focal firms [8, 15] or cumulative network visualization [5].

Current research on ecosystems at large uses data-driven approaches, i.e., sets of
data are collected from commercial databases on business and economic data, or drawn
from social or business media [5, 15]. Implications of this approach are, first, the VAS
users need to understand the relevance and quality of sources that can provide data for
the ecosystem model, and second, the guiding questions and rules for the visualizations
are clear. When both the model and the visualizations can be adapted to host diverse
business perspectives and intentions, it is possible that different VAS users can create
their own VAS instances in order to facilitate setting the focus on distinct data sources
and structures.

3 Agile Modeling Framework for Business Ecosystem
Modeling

3.1 Business Ecosystem Explorer (BEEx): Visual Analytic System
(VAS) Implementation

In order to engage with business ecosystem modeling, we propose an agile modeling
framework, which technically resides upon the ‘Hybrid Wiki’ approach suggested by
Reschenhofer et al. [26], and which from a use perspective allows to follow an agile
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modeling process (see Sect. 5). This framework addresses the dynamic structure of
business ecosystems as it supports the evolution of the model as well as its instances at
runtime by stakeholders and ecosystem experts, i.e., users without programming
knowledge or skills. We have implemented the framework as Business Ecosystem
Explorer (BEEx) on basis of an existing integrated, adaptive collaborative Hybrid Wiki
system. The latter system not only serves as a Knowledge Management System
application development platform, including features necessary for collaboration, data
management, and decision support, but which also implements other features such as
tracing back changes to the responsible user, including the time and date the change
was made. In our case studies, we have used its underlying Hybrid Wiki metamodel to
create business ecosystem models.

The Hybrid Wiki metamodel comprises the following model building blocks:
Workspace, Entity, EntityType, Attribute, and AttributeDefinition. These concepts
structure the model inside aWorkspace and capture its current snapshot in a data-driven
process (i.e., as a bottom-up process). An Entity consists of Attributes, which have a
name, can be of different data types (i.e., strings, numbers, references on other Entities),
and are stored as key-value pairs. Attributes can be instantiated at runtime, and this
helps to seize structured information about an Entity. The EntityType facilitates
grouping related Entities, such as organizations or persons. It consists of several
AttributeDefinitions, which can define validators for the Attributes of the corresponding
Entities, like multiplicity or link value validators, which in turn leads to increased
cohesion among the Attribute values.

3.2 Business Ecosystem Explorer Model

Our agile framework relies on two models that each provide features for creation and
adaption, first, the ecosystem data model, and second, the ecosystem view model. Both
models are encoded using the Hybrid Wiki metamodel.

The ecosystem data model contains the EntityTypes of relevance for the business
ecosystem in focus. The ecosystem view model is encoded as one EntityType called
visualizations. Each visualization has two elements: the first element is the link between
the data model and the visualizations. The second element is the specification of the
visualizations using a declarative language. Five main building blocks enable static and
dynamic visualization features; these are (a) data, including data but also all data
transformations; (b) marks, covering the basic description of the visualized symbols,
e.g., shape and size of a node; (c) scales, containing visual variables, such as the color
coding; (d) signals, including the different interaction options, e.g., dragging and
dropping of entities; and in some instances (e) legends.

This approach allows making changes to the models at runtime, thus updating the
visualizations instantly when the data model is changed by, e.g., adding new categories
or changing or deleting categories. Figure 1 gives an example of categories of orga-
nizations and their types, which both can be adapted at runtime.
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3.3 Business Ecosystem Explorer Views

Currently, the framework comprises six different views: a landing page, a list of all
entities, a relation view, a detail view with entity information, a visualization overview,
and several visualizations. All views include a menu bar at the top of the page, which
provide links to the other views, as illustrated in Fig. 2.

4 Case Studies Informing Our Concept of Crowdsourcing

The design-oriented research results presented here are based on our insights on own
software engineering design work, a field test of the developed system and two case
studies we conducted in close collaboration with industry partners.

The research was initiated within a smart city initiative pursued by a European city
with a population of more than 2.5 m in its urban area and more than 5.5 m in its
metropolitan region. The business ecosystem of focus is mobility ecosystem is antic-
ipated to embrace more than 3.000 firms in the automotive, traffic and logistics sectors
residing in the urban area and more than 18.000 firms in these sectors in the
metropolitan region.

Within this initiative, the agile modeling framework was used to model the mobility
business ecosystem relevant for the initiative. As a first evaluation, we conducted two
rounds of interviews. Within the first round, we conducted nine interviews in semi-
structured form with nine different companies within two months presenting a pre-
defined business ecosystem model using a force-directed layout. All interviewees stated
that the business ecosystem model supported them in understanding the relations within
the presented business ecosystem and that their knowledge of this ecosystem was
increased. We used the interview results to update the existing prototype.

In the second interview round, we conducted three in-depth interviews with three
additional companies. To obtain a wider range of opinions, we selected three

Fig. 1. List of categories and types in BEEx and conversion to Tree Map Layout (TML) [22].
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Fig. 2. Business Ecosystem Explorer views: (a) Searchable list view of all entities, (b) Detail
view of one entity providing additional information which are stored as Attributes, (c) Chord
Diagram, (d) Overview of additional existing visualizations besides the Chord Diagram:
Adjacency Matrix, Force Layout, and Treemap [22].
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companies from different fields of activity. Namely, an automotive OEM, a publicly
funded non-research institution and a software company whose main business area
addresses the connected mobility ecosystem. The prototype as visualized in Fig. 2 was
used in this interview round. All companies agreed that the prototype fosters the
understanding of the presented ecosystem and two emphasized that it would be
interesting to use such a tool within their enterprise to collaboratively manage the
business ecosystem evolution.

This initial evaluation was followed by two case studies conducted with two
industry partners targeting different business ecosystems. One an automotive company,
the other a publishing company, both headquartered in Europe with a high interest in
modeling and visualizing business ecosystems of their specific focus but no modeling
activities in place before the studies. With both organizations, several workshops were
conducted in the period from December 2017 to June 2018. All involved stakeholders
from both companies had access to the provided BEEx framework (see Sect. 3) and
had used it to instantiate and model their business ecosystem of focus. After performing
the agile collaborative modeling process as presented in Sect. 5, for each study, the
existing prototype was adapted comprising two tailored visualizations of the business
ecosystem.

5 Agile Collaborative Modeling of Business Ecosystems

5.1 Agile Modeling Process

Based on insights and experience from our case studies, we propose the generic, agile
modeling process depicted in Fig. 3 to model business ecosystems in a collaborative
process. The process consists of five steps overall. Three teams are involved in the
process, the Ecosystem Editorial Team, the Modeler Team, and a team of Management
Stakeholders.

Fig. 3. Agile modeling process to collaboratively instantiate, manage and adapt the business
ecosystem model (adapted from [22]).
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In a first phase (process step no. 1 in Fig. 3), the focus of the business ecosystem is
defined, e.g., an ecosystem established around a technology platform, an ecosystem of
a specific market exploiting specific digital technologies [7] or ecosystems around one
focal firm, and the model instantiated, for which both the data model and the view
model are set up. When the data model is instantiated, the relevant entities of the
ecosystem are defined, along with corresponding attributes. Additionally, the prelim-
inary relation types between the entities need to be identified and set. When the view
model is set up, the type of visualization including the specifications for this visual-
ization are established, guided by the Ecosystem Editorial and Modeler Team. Further,
all stakeholders with various roles should be included into the requirements elicitation
of the models to ensure tailored visualizations in the upcoming phases of the process.

The next phase of the process is threefold and repeated iteratively. It consists of
gathering the data about the ecosystem according to the data model (process step 2), the
provision of tailored visualization according to the view model (process step 3) and the
adaption steps in which both models are modified using feedback collected from
involved stakeholders (process step 4). This step finishes as soon as the stakeholders’
requirements and needs are satisfied.

In the final process step, the created visualizations are used to extract knowledge
about the ecosystem, which contributes to a better understanding of the ecosystem in
focus.

5.2 Agility Through Collaborative and Group Modeling

Agility particularly becomes evident in short-term iterative cycles of process steps 2 to
4, by collaboratively prototyping and consolidating tailored visualizations. Insights
achieved about the ecosystem inform conceptualization of adapted business strategies,
thus creating new questions towards the ecosystem and motivating formulation of
modified decisions or amended tasks, which in turn create new impetus to change the
model, collect data, and improve or alter visualizations.

The concept of collaborative modeling arose in the 70’s and since gained increased
popularity together with the increased need for collaboration among experts [27, 28].
However, collaborative processes for business ecosystem modeling and instantiation of
such models have not been discussed in existing literature, but in various other fields,
such as group decision support system modeling [29], business process modeling [24],
and enterprise architecture modeling [30].

According to Richardson and Andersen [31], essential roles for collaborative
modeling are the facilitator, the process coach, the recorder, and the gatekeeper. They
are described as follows: (a) facilitator, monitoring the group process and stimulating
the model building effort; (b) modeler, focusing on the model out-come; (c) process
coach, observing the process and the dynamics of the participants; (d) recorder,
documenting the modeling process; and (e) gatekeeper, responsible for the process and
major decision maker. These roles may be associated to different persons, but one
person might also incorporate several roles at once [27].

In the following sections, we detail the activities of each of the three teams involved
in our agile modeling process with regard to the roles in collaborative modeling as
described in extant literature.
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5.3 Ecosystem Editorial Team

The Ecosystem Editorial Team is present and active in all process steps and contributes
highly to the outcome of the modeling initiative and the overall perceived success. This
group integrates several roles for collaborative modeling in addition to roles specific for
the software development. We map the generic roles to business ecosystem specific
activities of the Ecosystem Editorial Team in Table 1.

Table 1. Roles of the Ecosystem Editorial Team in a collaborative business ecosystem
(BE) modeling process.

Role
name

Description Activities within BE modeling

Process
coach

“A person who focuses not at all on
content but rather on the dynamics of
individuals and subgroups within the
group.” [31]

Guides the entire process of modeling
and visualizing the ecosystem in
focus. Is aware of the ecosystem-
specific challenges in each process
step and can intervene

(View)
design
expert

Responsible for capturing the
requirements and challenges for
creating visualizations. The designer
suggests multiple visual alternatives to
address the data visualization needs
and demands, prioritizes them, and
evaluates which alternative best
addresses the identified requirements.
Finally, she selects specific
visualizations for the implementation.
The (View) Design Expert therefore
creates visualization mock-ups that
capture the business data, user
interface (styles and template), and
configurable options and interactive
features

Selects recent business ecosystem
specific visualizations from research
and practice to use for visualization
mock ups fitting to the created model.
Expert of the declarative visual
language in use, which she can apply
to create interactive and tailored
business ecosystem visualizations

Recorder “Strives to write down or sketch the
important parts of the group
proceedings. Together with the notes
of the modeler/reflector and the
transparencies or notes of the
facilitator, the text and drawings made
by the recorder should allow a
reconstruction of the thinking of the
group. This person must be
experienced enough as a modeler to
know what to record and what to
ignore.” [31]

Documenting the business ecosystem
focus, the decisions made by the entire
team regarding chosen entities to
model, information sources used and
visualizations selected. Also
documenting the knowledge extracted
within each story telling process step
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5.4 Modeler Team

The members of the Modeler Team contribute their knowledge about the ecosystem in
focus and are vital for creating and continuous updating the model. The facilitator,
acting as a bridge between the management stakeholders, the Ecosystem Editorial
Team and the modelers. Group members acting as modelers identify suitable data
sources to use, both company internal and external, relevant entities, attributes and
relations for the data model. With the usage of a declarative visual language, the
modelers are also enabled to adapt the view model.

We mapped these two generic roles to business ecosystem specific activities of the
Modeler Team in Table 2.

5.5 Management Stakeholders

The Management Stakeholders are those using the business ecosystem model created in
the process for their business decisions. Thus, they receive the tailored visualizations
and provide feedback on how to adapt these for future use. This group is mainly

Table 2. Roles of the Modeler Team in a collaborative business ecosystem (BE) modeling
process.

Role
name

Description Activities within BE modeling

Facilitator “Functions as group facilitator and
knowledge elicitor. This person pays
constant attention to group process,
the roles of individuals in the group,
and the business of drawing out
knowledge and insights from the
group. This role is the most visible of
the five roles, constantly working
with the group to further the model
building effort.” [31]

Participates in all five process steps.
Close exchange with the management
stakeholders. Contributes to the
decision of the business ecosystem
focus and acts as link between the
modeler team, the Ecosystem
Editorial Team and the management
stakeholder

Modeler “Focuses not at all on group process
but rather on the model that is being
explicitly (and sometimes implicitly)
formulated by the facilitator and the
group. The modeler/reflector serves
both the facilitator and the
group. This person thinks and
sketches on his or her own, reflects
information back to the group,
restructures formulations, exposes
unstated assumptions that need to be
explicit, and, in general, serves to
crystallize important aspects of
structure and behavior.” [31]

Identifies leader and relevant entities
of the ecosystem and creates the
ecosystem data model. Can also be
involved in the view model creation
process using the declarative visual
language
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responsible for the business ecosystem focus set in the beginning. They provide
resources for the business ecosystem modeling process.

We mapped the generic roles to business ecosystem specific activities of the
Management Stakeholders in Table 3.

6 The Idea of Crow-Based Modeling of Business Ecosystems

As from our case study experience, the insights that can be gained from an agile
modeling process – apart from the quality of visualizations – significantly depend on
the availability of ecosystem data and stakeholder feedback. Hence, the data available
during step 2 (data gathering) of our generic agile modeling process (see Fig. 3)
delimits the reliability and efficacy of visualizations. Similarly, the feedback obtainable
during step 4 (feedback collection) defines which novel insights or stimuli potentially
originate, motivating to refine the model focus and broaden the support to ecosystem-
related tasks and decisions.

Table 3. Roles of Management Stakeholders in a collaborative business ecosystem (BE) mod-
eling process.

Role name Description Activities within BE modeling

Gatekeeper “A person within, or related to, the
client group who carries internal
responsibility for the project, usually
initiates it, helps frame the problem,
identifies the appropriate
participants, works with the
modeling support team to structure
the sessions, and participates as a
member of the group. The
gatekeeper is an advocate in two
directions: within the client
organization he or she speaks for the
modeling process, and with the
modeling support team he or she
speaks for the client group and the
problem. The locus of the
gatekeeper in the client organization
will significantly influence the
process and the impact of the
results.” [31]

Decision maker responsible for the
business ecosystem focus and the
outcome of the modeling process.
Communicates the tailored
visualizations to the higher
management and stakeholder. Uses
the story told and the knowledge
gained to advertise the initiative

Stakeholders Top management and department
heads with significant responsibility,
business decision maker

Receives the provided interactive
visualizations. Contributes to the
process by providing feedback how
both models should be adapted for
specific management decisions in
context of the business ecosystem in
focus
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In our case studies, we have also observed that a significant number of today’s
ecosystem-related tasks and decisions—that affect multiple levels or stages of value
creation across larger areas—cannot be accomplished on basis of existing corporate
information repositories or limited data sources. Crowd-based modeling provides an
approach to integrate diverse views and create more realistic models including more
relevant factors.

This is why we claim for extending the base of involved modelers to a crowd-based
approach. Our case studies have pointed us towards thinking about the ‘crowd’ as to
overcome the difficulty of collecting substantially meaningful and comprehensive
amounts of data. What the ‘crowd’ is depends on the usage of visualizations in the
respective ecosystem use case. In corporate settings, these uses might lie in defining
corporate strategies in face of competitor movements. In smart city contexts, as we
have witnessed in one of our case studies, the ‘crowd’ was established through public
authorities as well as corporate firms and citizens (see also the discussion on crowd
energy in [32]). Looking at the heterogeneity of business ecosystems and related
strategic and entrepreneurial challenges, it seems plausible to engage in a more
intensive involvement of the diverse set of stakeholders to business ecosystem mod-
eling. Depending on the context, citizens, corporate employees, protagonists of start-up
communities, local authorities, but also IoT providers, social network service providers,
and others, could all benefit from contributing to building open, shared ecosystem
models and visualizations.

In this respect, the question of whether actors are motivated to contribute freely, i.e.,
without direct remuneration, to building shared, and eventually publically available
resources, must be further investigated. Earlier research has extensively studied and
theoretically framed the boundary conditions and quality of outcomes in cooperating on
shared resources [33–35]. We believe that a viable approach might lie in the provision of
visualization services to core ecosystem stakeholders that deliver a helpful tool for
ecosystem-related tasks in addition to freely available visualizations, in order to achieve
reciprocity in contributing and profiting from ecosystem models [36]. Such visualization
services could take over the task to moderate between the roles we have identified from
previous literature and instantiated in our agile modeling process. Contributing stake-
holders might assume several different roles during the interaction with a visualization
service—a practice we have observed and exercised in our case studies.

A future advancement will lie in the automated inclusion of data into modeling and
visualizing. The—ethically responsible—evaluation of social network data or of IoT
data for instance might hold unseen value propositions for understanding such contexts
as traffic organization in metropolitan areas to adapt mobility services, or as start-up
communities to stimulate innovation by explicating relationship patterns that arise from
the plethora of interactions at the individual entrepreneurs’ level.

Overall, from a modeling perspective, tackling business ecosystem related chal-
lenges will see a shift from enterprise-level IS, or ‘enterprise systems’ to network-level
IS-embedded resources. Such network-level resources will require to obtain buy-in
from diverse stakeholder groups of an ecosystem as a smart city or a local start-up
community or others. Then the ‘critical mass’ to obtain reliable and effective ecosystem
data might be met, being more comprehensive than currently existing corporate or
consulting agencies’ information repositories.
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Lastly, in all use cases for ecosystem models and visualizations, ecosystem data
governance becomes a vital challenge—even more so than in the current debate on user
data in social networks and the like. We believe that cooperative societies founded by
ecosystem members or local citizens might be a way to moderate in these issues as the
provision of data for modeling will encompass purposeful individual action and willful
sharing of knowledge for the common good.
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Abstract. Evaluating protocols and applications for Intelligent Trans-
portation Systems is the first step before deploying them in the real
world. Simulations provide scalable evaluations with low costs. However,
to produce reliable results, the simulators should implement models that
represent as closely as possible real situations. In this survey, we provide
a study of the main simulators focused on Intelligent Transport Systems
assessment. Additionally, we examine the temporal evolution of these
simulators giving information that leads to an overview understanding
of how long the scientific community takes to absorb a new simulator pro-
posal. The conclusions presented in this survey provide valuable insights
that help researchers make better choices when selecting the appropriate
simulator to evaluate new proposals.

Keywords: Vehicular Network Simulators · Traffic Simulators ·
Mobility models

1 Introduction

The performance evaluation of algorithms and protocols for vehicular networks
has been a constant topic of research [57]. Given the unique characteristics of
vehicular networks, recent works have pointed towards the emergence of new traf-
fic models and the impact analysis of these models on the behavior of proposed
protocols and algorithms [6,65]. Recent work in this area has pointed towards
the emergence of new models of traffic and the analysis of impact of these mod-
els in the behavior of protocols and algorithms of vehicular networks. Research
in this area should be continuous and it must also support the development of
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testbeds so that applications can be evaluated. These models must be fed by data
collected in current networks so that it is possible to make a reasonably accurate
estimate of performance of new applications. Such an assessment is a challenge,
and can usually be done using three different methods, which are mathematical
analysis, Field Operational Tests (FOTs) and simulations [6,22,40,65]. Each of
these methods has its advantages and disadvantages, and the method to be used
should be chosen cautiously as it directly influences the results.

Mathematical Analysis allows an analytical study of the problem, and can
provide valuable information, allowing a better understanding of the designed
system. Statistical distributions are used to generate the models that are nec-
essary for the simulation. However, this method tends to simplify certain simu-
lation parameters such as the mobility models. Such simplifications can lead to
inaccurate results. Field Operational Tests (FOTs) allow a better evaluation of
applications and protocols for vehicular networks. In this type of analysis, the
devices are exposed to real environments, which can lead to unpredicted situa-
tions. The disadvantages related to this type of test usually involve high costs
in terms of time and money as well as the difficulty to perform large-scale tests.
Simulations make it possible to assess the new proposals on a large scale and
at low cost. However, similarly to what happens in the mathematical analysis,
complex models need to be simplified so that they can be simulated. Again, this
simplification must be done cautiously, as they may make the results inaccurate.

Researchers prefer to evaluate their proposals through the simulation
method, which demands simulators that produce results increasingly closer to
reality [23]. At first, Researchers used to believe that Vehicular Networks were
a specific application of Mobile Networks, and for that reason, random models
have been applied to simulate the vehicles’ mobility. It was not long ago that
they realized that vehicular networks had their own characteristics, so specific
mobility models should be proposed to represent them. The vehicular mobility
models evolved from random models, where the mobility of all nodes was gen-
erated in a single file that was used as input to a Network Simulator (called
Offline), to the behavior-based models, where Network and Traffic Simulators
interact to represent the behavior of the driver (called Online).

The state of the art on vehicle network simulations is the combination of net-
work simulators (developed by computer scientists) with road traffic simulators
(developed by traffic engineers). Thus, vehicular mobility is handled by experts
in traffic, and communication is handled by experts in computing. Although the
data flow between both simulators, allowing decisions to be made during the
simulation, these decisions are still modeled mathematically. Humans are com-
plex beings, whose decisions can be influenced by several factors (such as humor,
sex, maturity, etc.). Applying a statistical model to describe this behavior can
lead to inaccurate and unwanted results.

Unfortunately, the more realistic a simulator is, the harder it is to use it.
Because of this, one of the biggest difficulties in simulating a Vehicular Network
is to ensure that the mobility patterns of a real environment are reproduced.
According to [51] and [37], existing simulators that use models that are able
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to generate scenarios closer to the real ones, are often complex to use. As a
result, many of the new proposed protocols and algorithms are evaluated using
customized simulators, which introduce bias and compromise the reproducibility
of these algorithms by other members of the scientific community [39].

In this paper, we survey the main simulators for Vehicular Networks describ-
ing the models implemented in each one, the main features, and the applicability.
Then, we provide an overview of the Vehicular Network Simulators evolution
allowing the understanding of how the Vehicular Network Simulators evolved
from the beginning until now. The reader will comprise how long the scientific
community need to absorb a new approach for a Vehicular Network Simulator
and if we have a pragmatic solution for Vehicular Network Simulators. Addition-
ally, we will provide valuable insights to help researchers make better choices
when selecting the appropriate simulator to evaluate their proposals. We extend
Silva et al. [49] providing a complete vehicular simulators assessment and point-
ing out the new directions of the vehicular simulator research presenting the new
paradigms that have gained the attention of the scientific community.

The rest of this article is organized as follows: Sect. 2 presents the necessary
requirements to obtain better results in Specific-Domain Simulators. In Sect. 4 we
survey the most used simulators to assess algorithms and protocols for Vehicular
Networks, describing their features and drawbacks. Sect. 5 discusses the temporal
evolution and the future challenges related to Vehicular Simulations. Finally, we
conclude the paper in Sect. 6.

2 Background of Vehicular Network Simulators

Over the years the research community, industry and government have focused
more and more attention to the Vehicular Networks. They have interested in
propose not only applications focused on traffic safety but also applications to
improve the quality of services provided to the drivers. However, such appli-
cations should be tested, evaluated and validated in a controlled environment
before being deployed in the real world.

Despite mathematical analyses and FOTS provide valuable insights about the
vehicular behavior in a general way, simulation is, by far, the preferred method
by the research community to evaluate new proposals of protocols and algorithms
for vehicular networks. Simulations allow us to take scalable evaluations, with low
cost and an acceptable degree of realism. Scalability and low cost are well-defined
requirements in a simulation. However, vehicular networks have their mobility
requirements, and for a simulation to have an acceptable degree of realism, it
is necessary that the mobility models comply with such requirements. To deal
with this, Zemouri et al. [65] classified the Network Simulators in three classes,
according to the way that the simulator is built, called: Offline, Embedded and
Online. We will use the same classification because we believe that in addition
to being simple, it encompasses all existing proposals unambiguously. Following
we will provide details about each simulator category.
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2.1 Categories of Vehicular Simulators

In the Offline approach (Fig. 1), trace files are extracted from onboard devices
in the vehicles, usually navigation systems like GPS, to get the real movement of
vehicles. There are lots of trace data sets publicly available to be used [59], but,
typically, these data sets are collected from specific vehicles, as examples, fleets
of taxis or buses or even a restrict group of vehicles and does not represent traffic
behavior as a whole. Additionally, using these data sets only ensures that the
newly evaluated applications work well on the same vehicle class as the dataset.
Another way to get trace files is using a traffic simulator. Thus, it is possible to
generate the total traffic of a city.

This approach allows the nodes in the network simulator to move in accor-
dance with the data read from the trace files. It is called offline because the trace
file is not modified after it has been generated. This implies that there is no inter-
action between the mobility and network simulators. Some simulators that are
in this category are BonnMotion [7], MOVE [27] and VanetMobiSim [24].

Fig. 1. Vehicular simulators: Offline approach.

In the Embedded approach (Fig. 2) the traffic and Network Simulators are
natively coupled to form a single simulator. In fact, most of the platforms of this
category were either designed for traffic simulations or for Network Simulations,
not both. Some modules that would allow such platforms to be used in Vehicular
Networks were later implemented, for instance, VISSIM that has MOVE [27],
the NCTUns [63] and VCOM [28] as embedded modules.

The Online approach (Fig. 3) was introduced to address the limitations of
the previous two approaches. It provides a bidirectional communication between
Network Simulators (developed by computer scientists) and Traffic Simulators
(developed by traffic engineers). Thus, vehicular mobility is handled by experts
in traffic, and communication is handled by experts in computing. In the online
approach the Network Simulator controls the traffic simulator by sending com-
mands that modify the behavior of the nodes. The Traffic Simulator responds
to the Network Simulator with the position of the affected node. This approach
is considered, thus far, the best solution for simulations in Vehicular Networks,
for it allows a high degree of realism.
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Fig. 2. Vehicular simulators: Embedded approach.

Fig. 3. Vehicular simulators: Online approach.

3 Simulators

Vehicular Networks Simulators face many challenges. Some of them are related
to the communication, more specifically, physical layer, link layer, and, in some
cases, transport layer. The other challenges are related to the mobility, which is
one of the main factors that affect the assessment of protocols and applications
for vehicular networks. Communication challenges are dealt with by the Network
Simulator, which must implement all models needed to represent a real vehicle-
to-vehicle communication. Mobility challenges are dealt with by the mobility
simulator, which is responsible for all models needed to represent a real vehi-
cle mobility, including change lane models, driver behavior models, traffic sign
models, etc. In the following subsections, we present the main simulators used
by the scientific community in each specific-domain (network and mobility), and
also show how these simulators were combined to achieve better results.
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3.1 Network Simulators

Simulations based on discrete events have become the main method used by
simulators. In this type of simulator, simulation behavior is not based on con-
tinuous equations, but rather in discrete events distributed in time. To this end,
the simulation creates an event queue ordered by the time when the event should
occur, and maintain an instantaneous clock that, at the end of an event, moves
to the beginning of the next one. As a result, the simulation can run faster or
slower, depending on the number of events that are in the queue. The simulation
ends when the event queue is empty or the time previously established for the
simulation ends. The most used simulators for Vehicle Networks are based on
discrete events and will be discussed in greater detail below.

OMNeT++: It is a Discrete Event Simulator [60] that allows communication
modeling in networks, parallel systems and distributed systems. Available since
1997 under the GPL, it has become one of the most used simulators by the
scientific community. The OMNeT++ was designed from the beginning to sup-
port large-scale simulations. For this reason, it was built completely modular,
enabling better reuse of code and facilitating the implementation of new libraries
that extend its functionality. As an example, we can mention the INET, which
is an open-source framework that has the models to simulate mobile, wired and
wireless networks. The OMNeT++ modular feature, allows each model to be
implemented separately and then combined to form a protocol stack similar to
the real one. INET has models of the physical layer (PPP, Ethernet and 802.11),
various communication protocols (IPV4, IPV6, TCP, SCTP, UDP) and various
application models.

ns-2: This simulator [2] is one of the most popular and it is widely used by
the academic community. Its first version was launched in 1996, and derived
from its ns-1 predecessor. It includes detailed models of a great number of TCP
variations and many applications (such as HTTP traffic). It also supports wired
and wireless networks modeling. In the wireless networks field, there are models
for routing algorithms such as AODV and DSR, as well as models for the MAC
protocol of the 802.11b protocol specification.

GloMoSim: It is a modular library for parallel simulation of wireless networks.
This library was developed to be extended and combined and it has an API
defined to each layer of the communication protocol stack. The GloMoSim [66]
has implemented: MAC layer of 802.11b protocol in detail; routing algorithms
to wireless networks (AODV, DSR, and some others); transport layer protocol
TCP; some application in the application layer level. Moreover, new protocols
can be developed to extend GloMoSim capabilities. Executing a parallel model
in GloMoSim is often transparent to the user. An interface can be used to set up
the simulation parameters and also to designate a mapping strategy for running
a parallel simulation.

GTNetS: It is a network simulator that had its development focused on paral-
lelism. For this reason, it has shown a good performance as well as good scalabil-
ity, even considering networks with millions of elements. The GTNetS [43] was
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implemented in C++ using the object-oriented paradigm, which allows an easy
extension of existing protocols. The GTNetS implements the following models:
on the physical layer, it has implemented the 802.11, for wireless simulations,
and the 802.3, for wired simulations. On the network layer, it has implemented
the routing protocols AODV and DSR for wireless and the BGP and IEGRP
for wired simulations. On the transport layer, it has implemented the TCP and
UDP protocols. Finally, the application layer includes implementations for FTP,
P2P, and client-server applications. The community has not provided support
for GTNetS since 2008.

SWANS: Scalable Wireless Ad hoc Network Simulator [9] is a Wireless Network
Simulator that can be used for sensor networks. It was built on top of the Java
in Simulation Time (JIST) simulation platform. The JIST is general purpose
engine simulation based on discrete events, which was developed in the JAVA
language. This simulator is focused on high performance and efficiency, and it
simulates networks with four times higher performances than the ns-2 networks,
with the same system requirements and level of detail [26]. Jist/Swans was devel-
oped to meet the needs related to simulations of wireless networks and sensor
networks. One of the main advantages of Jist/Swans is that it allows simulation
of networks that require large-scale tests.

Although all Networks Simulators mentioned above have mobility models for
Mobile Network Simulations, they should not be used to simulate a vehicular
network. The most used simulators for Vehicle Networks are based on discrete
events and will be discussed in greater detail below. That is because the Network
Simulators implement random models, and as we have seen before, these models
do not represent real mobility. A good alternative is to delegate the vehicular
mobility to a Traffic Simulator.

3.2 Traffic Simulators

When Vehicular Networks emerged, researchers believed that it was a specific
application of Mobile Networks. It means that at the beginning, Vehicular Net-
work Protocols were evaluated using random models. Such models worked per-
fectly for Mobile Networks, because generally it was about networks that sim-
ulated human behavior in an open field, such as a university campus or a con-
ference. But it soon became clear that the random models did not represent
the vehicular mobility, which produced undesirable results when evaluating new
protocols.

Since then the study of vehicular mobility has become an open topic of con-
stant research. This researches resulted in an evolution from random models,
where the direction, speed and origin and destination points were chosen com-
pletely randomly, to models that extract information from actual maps and aim
to generate vehicular mobility that are closer and closer to reality.

Thus far, several proposals of models and tools that simulate vehicular mobil-
ity have emerged. Some of them are based on mathematical models that simulate
the streets as well as the driver’s behavior. Others use maps to extract all kinds
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of information possible, for instance, the limits of the streets, the number of
lanes, the direction of the tracks, the speed limits of each vehicle category, etc.
Some of the main Traffic Simulators will be mentioned below.

VISSIM: It was proposed by [18] in 1994, is a stochastic simulator of micro-
scopic vehicular mobility, meaning that it simulates the behavior of each car
individually. The quality of a traffic simulator is highly dependent on the qual-
ity of the traffic flow model. For this reason, the cars in queue and the lane change
models are both part of VISSIM kernel. The model of cars in queue describes
the behavior of a vehicle with respect to the vehicle that is in front of it, and
may include overtaking models when there is a lane change model. Instead of
using a deterministic cars in queue model, VISSIM uses a model based on a
psychological study created in 1974 [20].

To simulate the traffic model, VISSIM takes into account the following
parameters: Technical data of the vehicle (vehicle size, maximum speed, maxi-
mum acceleration, maximum deceleration and vehicle position), driver behavior
(desired speed, acceleration versus desired speed, driver is desired security) and
interactions between various drivers (vehicles limits, tracks limits, next traffic
light).

VISSIM has standardized and well-defined interfaces that allow C-based pro-
grams to be implemented and integrated to it. This allowed the first Bidirection-
ally Coupled Simulators to emerge [21,35]. Bidirectionally Coupled Simulators
are formed by the combination of a Traffic Simulator with a Network Simulator.

SUMO: Another Traffic Simulator widely used by the academic community is
the SUMO [31]. SUMO is the acronym for Simulation of Urban Mobility, and
it is a platform for Microscopic Traffic Simulation, intermodal and multimodal,
of continuous space and discrete events. The development of SUMO started in
2001, but it was only in 2002 that it was released under the GPL [32].

SUMO is not only a Traffic Simulator, but rather a set of applications that
help perform and prepare traffic simulations. To allow greater flexibility, various
configuration file formats are supported. These files can be imported from other
tools or generated by SUMO itself. As previously mentioned, simulations repre-
senting the real world need high quality mobility models. For this reason, the
SUMO has tools to generate the Network Topology, the vehicles and the traffic
demand.

In SUMO, the real-world networks are represented as graphs, where nodes
are the intersections and streets are represented by edges. The intersections
consist of their own position, plus information about their shape and right-of-
way rules. The edges are one-way connections between two nodes, and they have
geometry information, the permitted classes of vehicles and the maximum speed
allowed. Two tools can be used to generate the network topology, which are
the “netconverter” and “netgenerate”. The “netconverter” allows the topology
to be imported from other tools, such as VISSIM, OpenStreetMaps, etc. The
“netgenerate” allows the generation of three different types of networks, which
are manhatam grid, circular spider network and random network, as shown in
Fig. 4.
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Fig. 4. Examples of networks generated by “netgenerate”, from left to right, manhatam
grid, circular spider network and random network (figure extracted from [31]).

SUMO is a purely Microscopic Traffic Simulator. Because it is multimodal,
it allows not only car traffic modeling, but also the modeling of public transport
systems, rail systems and any other system that may influence or participate in
the simulation.

STRAW: Acronym of STreet RAndom Waypoint, [11] was developed in 2005
and is publicly available1 for download. It was implemented as an extension of
SWANS (Scalable Wireless Ad Hoc Network Simulator) [8], a Java-based, pub-
licly available, and scalable Wireless Network Simulator. The STRAW extract
topology information, like road names, location, and shapes of roads, from a
TIGER data set to create the topology of the network.

According to [45], the car-following model is used to control the nodes move-
ment and intersection management. As a drawback, the STRAW does not sup-
port lane changing and not consider a vehicle’s current lane when it attempts to
make a turn.

VanetMobiSim: The VanetMobiSim [24] is an extension of CanuMobiSim [55],
a general purpose User Mobility Simulator. Coded in Java, both are platform
independent and produce traces that can be used by different Network Simula-
tors such as ns-2 [2], QualNet [3] and GloMoSim [66]. CanuMobiSim provides an
easily extensible architecture for mobility. However, the fact that it is designed
for multiple purposes causes the level of detail in specific scenarios to be reduced.
The VanetMobiSim therefore is a dedicated extension for Vehicle Networks.

As we have seen, a critical aspect for Vehicle Networks is the need for a sim-
ulation to reflect, as closely as possible, the actual behavior of vehicular traffic.
When dealing with vehicular mobility models, we can separate the scenarios in
a macro and a micro views.

In the macro view, both the network topology and its structure (number of
lanes and direction) must be taken into account. Other factors that are relevant
are the characteristics of the traffic (speed limits and vehicle restrictions by
class), the presence of traffic restrictions (traffic signs and traffic lights) and
finally the effects caused by points of interest (path between home and job).

VanetMobiSim allows the network topology to be formed using 4 classes [19],
which are: user-defined graph, GDF map, TIGER map and Clustered Voronoi

1 http://www.aqualab.cs.northwestern.edu/projects/111-c3-car-to-car-cooperation-
for-vehicular-ad-hoc-networks.

http://www.aqualab.cs.northwestern.edu/projects/111-c3-car-to-car-cooperation-for-vehicular-ad-hoc-networks
http://www.aqualab.cs.northwestern.edu/projects/111-c3-car-to-car-cooperation-for-vehicular-ad-hoc-networks
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Graph. In all cases, the network topology is implemented as a graph where the
edges limit the movement of vehicles. To generate real mobility, VanetMobiSim
allows the specification of parameters to generate routes and to calculate the
path between the points of origin and destination. In the routes generation, the
points of interest can either be randomly generated or selected by the user. As
for generating the path between the two points, the following three techniques
are allowed: shortest path, lowest cost (takes traffic jam into account) or a com-
bination of both.

Micro mobility refers to the behavior of each driver individually when inter-
acting with other drivers or the road infrastructure. Examples of parameters
that need to be informed to the models of micro mobility are: Travel speed in
different traffic conditions, deceleration and overtaking criteria, driver behavior
in the presence of intersections and traffic lights and general attitudes of the
driver (which are usually related to age, sex, maturity, etc.). To model micro
mobility parameters the VanetMobSim implemented two models that are famil-
iar to researchers in the field, which are the Fluid Traffic Model (FTM) [48] and
the Intelligent Driver Model (IDM) [58].

MOVE: It was implemented in Java and run in the top of SUMO. MOVE [27]
consists of two main components: the Map Editor and the Vehicle Movement
Editor. To build the road topology, the Map Editor allows three possibilities,
which are: (i) the user can create the map manually, (ii) The map can be generate
automatically and; (iii) the map can be imported from existing real maps, such
as TIGER database. The Vehicle Movement Editor allows the user to specify the
trip and the route that vehicles should take. Then, the data is fed into SUMO to
generate a mobility trace, which can be used by network simulators such as ns-2
and QualNet to simulate a realistic vehicle movement. One of the main strengths
of MOVE is the fact that it was implemented to allow users to rapidly generate
realistic mobility models for Vehicular Networks.

In the previous sections, we presented the main simulators for a specific-
domains which are relevant to Vehicular Networks. In the next section we will
help the reader understand how the Vehicular Network researchers combined
traffic simulators with Network Simulators to get a reliable analysis of protocols
and applications on vehicular environments.

4 Vehicular Network Simulators

It is clear to Vehicular Networks researchers that neither Traffic Simulators or
Network Simulators meet all the requirements for a simulation. An alternative
to solve this problem would be to record the mobility generated by a Traffic
Simulator in a trace file and then use this file on the Network Simulator to update
the position of the nodes. However, this approach does not allow mobility to be
influenced by the network simulator, and therefore, does not reflect the topology
changes. The current state of the art is the bidirectional coupling between Traffic
and Network Simulators. To make it possible, both simulators run the same
simulation and exchange information on the status of each node. Although this
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approach enables high degree of realism, it requires the exchanging of a lot of
messages between the simulators, which results in high computational cost when
it is used in large scenarios. Characteristics and restrictions of bidirectionally
coupled simulators are discussed below.

MSIECV: The MSIECV, also called VISSIM/NS-2, [35] is the first simula-
tor to propose the bidirectionally coupling between traffic and network simula-
tors. The MSIECV architecture (Fig. 5) combines the ns-2 Network Simulator,
VISSIM Traffic Simulator, and the Matlab/Simulink Applications Simulator. A
simulation controller was implemented to manage the interaction between all
simulators. A sync class was implemented to ensure that Traffic and Network
Simulators are synchronized in time during their execution.

Fig. 5. Architecture of MSIECV simulator (figure extracted from [35]).

CORSIM: Wu et al. [64] proposed a simulator that combines CORSIM to
control the mobility of vehicles and the QualNet to model the communica-
tion between them. These two simulators were combined using a distributed
simulation software package called the Federal Simulations Development Kit
(FDK) [38]. The FDK implements services defined in the Interface Specification
of High-level Architecture [46]. Also, a Communication Layer was developed to
define interactions between CORSIM and QualNet.

GrooveNet: GrooveNet [36], for Linux, was developed in 2006, and it was
implemented in C++ and Qt. All types of vehicles communications are sup-
ported, that is, vehicle-to-vehicle, and vehicle-to-infrastructure through DSRC
and 802.11. For vehicular mobility, the GooveNet includes the models for car-
following, traffic light, lane changing and simulated GPS. Despite the authors
say that the models were validated, they did not provide any information about
its implementation. The main characteristic highlighted by the authors, is the
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ability of GrooveNet to make hybrid simulations, including real and simulated
vehicles.

VanetSim: VanetSim [56] had its first version developed in 2008, but it was only
in 2014 that its stable version was made available. Developed in Java, it is open
source (GNU GPLv3) and can be downloaded in http://www.vanet-simulator.
org/. The VanetSim was specifically designed to analyze attacks on privacy
and security. To ensure a approximated real-world simulation providing realistic
results, the VanetSim implements the state-of-the-art micro-mobility model [33]
and allows the importing of the network topology from OpenStreetMap2.

VCOM: VCOM [28] is a hybrid library which combines the micro traffic simula-
tor VISSIM with a discrete event based inter-Vehicle Communication Simulator.
The VCOM takes advantage from mathematical modeling to reduce the num-
ber of events generated by the communication. According to the authors, this
approach can overcome ns-2 by a considerable speed-up. Also, an application
module that contains all application logic provides a well-defined interface to
simplify the implementation and evaluation of new applications.

NCTUns: NCTUns [62] and MoVES [10] are Embedded Simulators developed
respectively in 2007 and 2008, which implement their own network and traf-
fic models. The difference between them is that MoVES was developed to be
a Parallel and Distributed simulator. Another simulator that was proposed in
the same year as NCTUns is the AutoMesh [61]. The AutoMesh implements a
Custom Mobility Simulator, but uses ns-2 as network simulator.

ExNS3: The ExNS3 [5] is extended from the ns-3 and implements custom traf-
fic models to be applied in Vehicular Network Simulations. Unlike ExNS3, the
TraNS [42] uses ns-2 for network simulation and SUMO for traffic simulation. A
TraCI interface is used to allow data exchange between the Network and Traffic
Simulators.

OVNIS: The OVNIS [41], proposed in 2010, is one of the bidirectionally coupled
simulator that uses SUMO as Traffic Simulator and ns-3 as Network Simulator.
Another simulator that uses SUMO and ns-3 is the HINTS [65], proposed in 2012.
HINTS differs from previously mentioned simulators by using a hybrid approach
to generate vehicular mobility. It manages to bring together the best of both
worlds, that is, the flexibility of the online approach and low computational cost
of the offline approach. The authors mention that the new approach advances
the state of the art in terms of performance by using resources more efficiently,
thereby reducing the simulation time and the computational cost.

Veins: It is a simulation framework that provides coupling of the OMNET++
Network Simulator with the SUMO Traffic Simulator. It was initially proposed
in 2008 by [51], after the authors discuss the development of simulators for
Vehicular Networks. But it was only in [50], in 2011, that it gained greater
visibility in the academic community. The coupling between the OMNeT++

2 http://www.openstreetmap.org.

http://www.vanet-simulator.org/
http://www.vanet-simulator.org/
http://www.openstreetmap.org
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Fig. 6. Overview of the coupled simulation framework (figure extracted from [50]).

and SUMO happens through dedicated communication modules that have been
implemented for both. During the simulation, these communication modules
exchange information over TCP. Figure 6 shows details about the state machines
of road traffic and network simulator communication modules.

VSimRTI: Unlike the other bidirectionally coupled simulators, the VSim-
RTI [47] is a runtime simulation infrastructure that enables integration between
any pair of simulators. Its goal is to make it as easy as possible for the user
to prepare and implement a simulation. To achieve this, it uses a high-level
architecture (HLA) simulation and modeling standard defined by the IEEE [1]
(Fig. 7). For immediate use, a set of simulators is already coupled to VSimRTI,
such as the Traffic Simulators VISSIM and SUMO, the Network Simulators
JIST/SWANS and OMNeT++ and the Application Simulator VSimRTI APP
as well as various data analysis tools.

iTETRIS: The iTETRIS [44] is a simulation platform developed in 2013, which
is freely available to members of the iTETRIS community. It integrates and
extends the SUMO and ns-3, which are two open source platforms widely used
for traffic and network simulations. The iTETRIS is an open source platform,
and its architecture is completely modular, which facilitates for the community
to expand it in the future. It was designed to be aligned with international stan-
dards, more specifically, to be compatible with the ETSI architecture for intelli-
gent transport systems, and it allows simulations to use either the 802.11p [53]
or the ETSI ITS G5 standards.

SimITS: The SimITS [25] was proposed in 2010. It is a bidirectional simula-
tor that couples the SUMO and ns-3. The authors had implemented a class to
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Fig. 7. Architecture of VSimRTI simulator (figure extracted from [47]).

synchronize SUMO and ns-3 and an ITS communication protocol stack that pro-
vides a safety application, a transport protocol, a network beaconing protocol,
and a geoRouting protocol.

Webots/ns-3: Llatser et al. [34] proposed in 2017 a framework that combines
the Webots submicroscopic simulator with the ns-3 network simulator. Webots is
a powerful submicroscopic simulator and that it is based on the Open Dynamic
Engine (ODE) library. It was, at first, proposed to be applied on mobile robotics,
latter, it was extended to support simulation on ITS. A previous effort bringing
OMNeT++ with Webots has been presented in [12] in 2008.

Although the Bidirectionally Coupled Simulators allow simulations to be
performed with a high degree of realism, some issues that are not treated by them
need to be considered. As an example, we can mention the traffic demand, in
which unrealistic traffic can be generated if random origin and destination points
are chosen. Or, the poor quality of the maps, where the absence or incompleteness
of information can influence network topology. Another factor that should be
taken into consideration is the presence of different elements in the network. In
the case of Vehicular Networks, future efforts should be applied to the insertion
of elements in the simulation such as Unmanned Aerial Vehicles (UAVs), people
walking and autonomous cars.

5 Discussions

To understand the current state and future challenges in Vehicular Network
Simulators it is necessary to know how the evolution happened from the begin-
ning. As we can see on Fig. 8, until 2005 the applications and protocols pro-
posed for Vehicular Networks had to be evaluated using random models. That is
because all existing simulators until then had others purposes, more specifically,
the Traffic Simulators were developed and used exclusively by traffic engineers,
and Network Simulators were proposed to be applied in other types of networks,
typically, sensor networks.
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Fig. 8. Evolution timeline of Vehicular Network simulators (figure best viewed in col-
ors). (Color figure online)

This scenario changes when, in 2005, [35] proposed the MSIECV, which com-
bines VISSIM (a micro-traffic simulator) with ns-2 (a network simulator) to
generate scenarios that are closer to real ones. It is important to highlight that
the technique proposed by [35] comprises the current state-of-the-art. Although
MSIECV was the first Vehicular Network Simulator to combine Traffic and Net-
work Simulators (Online Simulators), it was only with Veins that this approach
gained prominence in the scientific community. The Veins Simulator was pub-
lished three years latter by [51] and took more three years to be consolidated [50].

We believe that one of the reasons for the lack of attention of the scientific
community with the MSIECV, is the fact that VISSIM is a commercial tool
that is not freely available. On the other hand, the Veins uses two freely and
well-established tools that have a bigger support of the community, which are
OMNeT++ and SUMO.

The Fig. 8 also shows that most of the existing Vehicular Network Simula-
tors were proposed over a period of 3 years after the first one was proposed,
in 2005. During this period, the computer scientists used to believe that imple-
menting mathematical models to represent vehicular mobility was the better
solution (Embedded Simulators). In 2008, [50] turned the bidirectionally cou-
pling between Traffic and Network Simulators more popular, thus gaining atten-
tion of the researchers. It is important to notice, that the scientific community
took five year to absorb the concept of Online Simulators, and three year more
to start to use them.

As far as we know, after 2013 to date, there has been no significant effort to
propose new Vehicular Network Simulators. We believe that this is due to the
fact that the scientific community changed focus and concentrated their efforts
on implementing new models and improving the existing ones. Some examples



188 M. J. Silva et al.

of these models are: 802.11p [16], DSRC/WAVE [15], Obstacle Shadowing [52]
and Antenna Patterns [14].

However, we noticed that recent research points to two new directions: (i)
the use of machine learning to improve the vehicular simulator models, and (ii)
the integration between the simulation world and the real world. As we can see
in [29], the authors integrated the SUMO traffic simulator with OMNeT++ net-
work simulator and applied machine learning techniques to improve the canal
capability to communicate considering realistic Ray-tracing simulation. Addi-
tionally, many works have been using machine learning to improve the vehicular
simulators aimed to produce realistic results, for example, Fan et al. [17] used
machine learning to predict travel time based on historical data collected from
tolls, Dogru et al. [13] and Tomas et al. [54] used forest classifiers to detect traf-
fic accident, and Abdoos et al. [4] used multiagent Q-learning to control traffic
lights.

The other approach that has gained attention from the research commu-
nity recently is the integration between the simulation environment and the real
world. In this approach real vehicles are equipped with devices that are able to
send data to a system integrated with a simulator. Thus, the simulation repro-
duces the real behavior collected from these devices integrated with simulated
vehicles ensuring scalability and realism. The first simulator observed by us
that uses this approach is the GrooveNet [36]. The GrooveNet is an embedded
simulator that have implemented all communication and mobility models. This
simulator allows real vehicles to send data to a simulator environment but not
allows that the simulator to send data to the real vehicles. Recently, Klingler et
al. [30] have been proposed a more complete and flexible framework to integrate
the simulation environment and the real world. This framework uses the well
established Vehicular simulator Veins and allows communication in both direc-
tions, that is, from the simulator to the real vehicles and from the real vehicles
to the simulator.

6 Conclusions

Evaluate new proposals of applications and protocols for Vehicular Networks
is crucial before deploying them in the real world. Simulation is the preferred
method by the community to conduct this evaluation because it provides scala-
bility at low costs.

This survey presents the main simulators available to the research community
conduct the assessment of their applications, and we showed the features of each
simulator. Thus, we presented a temporal evolution of vehicular applications
assessment from random models until the current state-of-the-art of vehicular
network simulators. We discussed how random models produce unfeasible results
and how vehicular simulators have emerged and evolved from embedded simula-
tors to bidirectionally coupling of traffic and network simulators aimed to solve
the problems related to the random models.

In addition, we point out the new directions of the vehicular simulator
research presenting the new paradigms that have gained the attention of the
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scientific community. We conclude the paper showing that the scientific commu-
nity took more than five years to consolidate and use a new simulator paradigm.
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Abstract. The importance of bringing the relational data to other mod-
els and technologies has been widely debated. In special, Graph Database
Management Systems (DBMS) have gained attention from industry and
academia for their analytic potential. One of its advantages is to incorpo-
rate facilities to perform topological analysis, such as link prediction, cen-
trality measures analysis, and recommendations. There are already initia-
tives to map from a relational database to graph representation. However,
they do not take into account the different ways to generate such graphs.
This work discusses how graph modeling alternatives from data stored in
relational datasets may lead to useful results. The main contribution of
this paper is towards managing such alternatives, taking into account that
the graph model choice and the topological analysis to be used by the user.
Experiments are reported and show interesting results, including modeling
heuristics to guide the user on the graph model choice.

Keywords: Data modeling · Centrality measures · Link prediction ·
Heuristics

1 Introduction

Nowadays, Relational Database Management Systems (DBMS) are still the most
commonly used technology to store information. This technology has shown
advantages, even though there are some performance and representation issues.
These issues have motivated new proposals and paradigms in order to improve
how the data is represented, stored and retrieved. Graph DBMS is one of these
alternative approaches.

The lack or loss of information should be one of the main concerns with respect
to reality modeling. While designing a database, specifically in the modeling stage,
the designer is interested in representing some real phenomena. Usually, this pro-
cess involves two steps: the conceptual and the logical modeling steps. The first one
consists in representing concepts and their relationships, without the commitment
to a specific DBMS. The second one, consists in mapping the entities and concepts
designed in the preceding step, as elements of a DBMS.

In the case of a Relational DBMS, those entities are usually mapped into
tables, while relationships are either mapped into tables or attributes. In Graph
c© Springer Nature Switzerland AG 2019
S. Hammoudi et al. (Eds.): ICEIS 2018, LNBIP 363, pp. 193–214, 2019.
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DBMS, entities are usually represented as nodes, and their relationships are usu-
ally represented as edges. Differently from Relational databases, the relationships
are explicitly represented. Moreover, graphs have been largely used for applica-
tions such as recommendation systems, social networks analysis, tracing routes
and so on. This analytic potential has motivated many approaches to support
the mapping of data stored in relational systems into graphs [2,15,16].

However, mapping data into graph is not an easy task. This paper aims to
explore alternative modelings in order to provide richer analysis and inferences.
The key idea consists on assisting the user on the task of graph modeling, based
on the analysis of a conceptual schema, derived from a relational schema of
a database. The main contribution is the identification of a set of heuristics,
which take into account the intended topological analysis and guide the user on
choosing the modelings that may be useful. These heuristics were identified based
on the results of some experiments, which applied topological analysis (centrality
measures and link prediction) over two datasets, using different modeling choices.

This work is organized as follows: Sect. 2 presents some basic concepts used
throughout the paper. Section 3 describes the related works on graph database
modeling and on mapping the relational data to graph structures. Section 4
presents the motivation for deriving heuristics and describes how the experiments
were conducted. Section 5 presents the experiments, as well as their results, and
the heuristics that emerged based on them. Finally, the last section concludes
the work, pointing to some future directions.

2 Basic Foundations

This section presents basic concepts about social network analysis, graph mod-
eling and relational database modeling.

2.1 Social Networks Analysis

In recent years, social networks have been widely discussed. This research area
has received great attention not only from researchers and scientists, but also
from the industry. Social networks concepts can be applied in different scenarios
and domains. Easley and Kleinberg [5] show a list of distinct scenarios such as
friendship, influence and collaboration networks for relationship examples among
people. Biological networks, electric distribution networks, pages and web links
computer networks are examples of connections between objects and concepts.

Several social network analysis techniques and metrics were developed over
recent years. Some of these have addressed graph topology. The focus of this
work is to use the graph model, in order to represent a network and subsequently
obtain the inherent information from their entities i.e. nodes and edges.

A first intuitive analysis can be done by counting the quantity of relation-
ships in the graph i.e. edges, a node is part. With this information at hands,
another type of analysis can employ the graph topology to find the best routes
through the nodes. For instance, if a hypothetical message were sent between
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every pair of nodes, it can be determined the more common node in all the paths
used to send the message. Some metrics widely used in this context are called
Centrality Measures, such as Degree, Closeness, Betweenness, Authority and
Hub centralities. In our experiments, four metrics from Nowell and Kleinberg
[10] have been used for centrality measures. Those four centrality measures will
be formally defined below. Let G = (V (G), E(G)) be a graph.

– Degree Centrality: is the simplest centrality measure defined as the quantity
of edges connected to a node in a graph G. It is denoted by

Cd(x) = |Γ (x)|.
– Closeness Centrality: relies on the distance from a node to all other nodes

in the graph, and it is the sum of inverse of each smaller distance between that
pairs of nodes. The higher node closeness coefficient, the shorter the distance
between that node and the remaining graph, it is denoted by

Cc(x) =
∑

s∈V (G),s �=x

1
d(x, s)

where d(x, s) is the distance between nodes x and s in G.
– Betweenness measures the amount of times that a node is present in the

shortest path between two other nodes. Nodes with high betweenness value are
the most prominent to control graph information flow. We denote betweenness
centrality by

Cb(x) =
∑

s �=t�=x∈V (G)

nx
s,t

gs,t

where nx
s,t is the number of shortest paths between nodes s and t that contain

the node x; and gs,t is the total number of shortest paths between nodes s
and t, ∀s �= t ∈ V (G).

– Authority and Hub: we describe these two metrics together because are
strong correlated and used in directed networks. Newman [11] states that
high central nodes are those which are pointed by others with high central
value. However, it is possible for a node to have high centrality if it points to
a central node. We can distinguish the nodes which point to important nodes,
Hub, from those which are pointed several times and thus are prominent,
Authority. Those two concepts have been created to identify the page rele-
vancy on the web and are based on the idea of acknowledging high connected
pages highly connected through links to other pages.

Another important point to be considered is how the social networks can
evolve over the time. In other words, with the progress of the time, the entities of
some network will still be the same? Can nodes disappear in some environment?
Will the number of edges/connections increase or decrease? In both cases, what
the reason of such behaviour? In this work we are interested in predict future
relations between entities, knowing that they are not related in the current state
of the graph. This problem is known as Link Prediction [1].
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In our experiments, three metrics from Nowell and Kleinberg [10] have been
used for link prediction. Those metrics can be classified in two types: one based
in common neighbors and other based in path assembling. All the considered
metrics produce a coefficient for a pair of nodes x, y non connected by an edge
in the graph. Common neighbors metrics analyze in different ways the number of
common neighbors of x and y. Path assembling metrics measures in some sense
the paths between a pair of nodes in the graphs. Jaccard and Adamic/Adar coef-
ficients are classified as common neighbors metrics, meanwhile Katz coefficient
as path assembling metric. Next, the three metrics will be formally defined.

– Jaccard coefficient is stated by

score(x; y) =
|Γ (x) ∩ Γ (y)|
|Γ (x) ∪ Γ (y)|

– Adamic/Adar coefficient is defined by

score(x; y) =
∑

z∈Γ (x)∩Γ (y)

1
log(|Γ (z)|)

– Katz coefficient is defined by

score(x, y) =
∞∑

l=1

βl|pathsl
x,y|

where pathsl
x,y is the set with all the paths with length l between nodes x, y,

and β is an arbitrary value. In our experiments, we defined β = 1
λ1

, and λ1 is
the greatest eigenvalue of the adjacency matrix of the graph.

2.2 Relational and Graph Modeling

As mentioned before, there is no doubt about the importance of modeling a
database. Heuser [8] states that a data model must be expressive enough to create
database schemas. Put differently, it must be sufficiently expressive for modeling
reality into schemas. Designing a database schema is a task which ordinarily goes
through two steps with different levels of abstraction: conceptual and logical
modeling. These two steps are needed due to the complexity of the reality that
the designer intends to model. The main idea is to conduct the modeler from
the reality level into some logical data structure that may represent real objects.
The ER model [3] is frequently employed to design conceptual schemas, where
objects and relationships of the real world are represented as entities (classes
of objects) and their relationship types (see Fig. 1), respectively. In the second
step, these entities and relationships are then mapped into a logical schema. The
Relational Model [4] is extensively used to create logical schemas, where tables
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are defined as the structures that will actually store the data. For instance, if
the domain involves actors and movies, these can be modeled as entities 1 and 2.
The actor’s participation on a movie can be modeled as a relationship between
those two entities.

Fig. 1. Suggested model for an general situation. Figure from [6].

Different from database modeling, that aims at the storage and management
of data, graph modeling aims at data analysis, such as social network analysis
or, in particular link prediction. The need to address both goals has led to the
rise of graph oriented DBMS (GDBMS). These systems use a graph structure
to store data. Neo4J1 is one of the most used GDBMS.

Rodriguez [12] points to several different graph structures. For example, some
graph structures are able to represent different features for each vertex or edge,
such as labels, attributes, weight, etc. In his article, he presents a hierarchic
classification, where graph structures are organized according to their expres-
sivity (number of features allowed). The structure known as property graph, is
the most commonly used by graph manipulation tools (e.g. Neo4J), due to its
expressiveness.

Graphs may be modeled based on data items that come from databases. In
order to map data items from a relational database to a graph structure, it is
necessary to count on both conceptual and logical schemas. The modeler can
use them to identify which data items will be represented as vertices, and which
references can become edges in the graph database. However, this is not an easy
task, specially when there is a variety of analysis that can be performed.

The following section presents some initiatives in this direction. However, to
the best of our knowledge, there are no methods or guidelines to assist the graph
modeler in doing such task, taking into account the analysis to be performed.

3 Related Work

Some works have already approached the task of graph modeling based on data
from the relational model databases. Even if some of them face the same problem,
they have different modeling motivations. We highlight three of them as follows.

Firstly, De Virgilio et al. published two papers about modeling. In the first
one, [14], the authors have developed an analysis over the relational schema. In
the second one, [15], the authors highlight that a thoughtful conceptual analysis,
based on the conceptual schema (ER), is needed to perform the graph modeling.
The authors suggest a “template” graph where some entities and relationships
1 http://neo4j.com/developer/example-data/.

http://neo4j.com/developer/example-data/
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are grouped in one single node depending of defined requirements. Consequently,
the number of entities in the schema will be reduced. With this, the authors
optimize the query processing.

Another interesting article was published by Wardani and Küng’s [16]. In this
work, a graph similar to relational database conceptual schema is build, avoiding
semantic losses. The authors use both, relational and conceptual schemas, to
create specific mapping rules, such as to use foreign key attributes to map a(n)
relationship/edge between two nodes.

While the previous mentioned articles propose the creation of property
graphs, Bordoloi et al. [2] presents a hypergraph construction method from
a relational schema. Initially, star and dependence graphs are built, evidenc-
ing the dependence relations between table attributes. Next, these graphs are
merged in a single hypergraph. It represents the database schema, where the
nodes represent relations’ attributes and the edges are attributes’ (functional
and referential) dependencies. Based on that hypergraph, a new one is gener-
ated from the initial data, where each attribute value from the relation tuples
turns into a node, and the dependence relations are instantiated as well. How-
ever, this is a complex graph with too many nodes. To simplify this graph and
avoid node redundancy, a suggested method includes an analysis of common
domains between attributes. Therefore, another schema hypergraph is built tak-
ing that analysis into account, where attributes from the same domain, which are
in different tables, are represented just once. Finally, a data hypergraph is built
based on the schema hypergraph, where a single node represents a value from a
specific domain. Although, in this approach, all attribute values are available for
analysis, a hypergraph is not easy to analyze, since most algorithms and tools
are not able to deal with hypergraphs.

Other authors propose some systems/frameworks to deal with graph analysis.
Some of them provide graph analytical facilities, while others provide support
for data mapping from relational databases in to graph representation. Next, we
briefly describe three of those works.

Vertexica [9] is a relational database system that provides a vertex-centric
interface which helps the user/programmer to analyze data contained in a rela-
tional database, using graph-based queries. The authors affirm that Vertexica
allows easy-to-use, efficient and rich analysis on top of a relational engine.

“Aster 6”, from Teradata [13], is similar to Vertexica. It enables the user to
combine different analysis techniques, such as embedding graph functions within
SQL queries. This solution is an extended multi-engine processing architecture,
able to handle large-scale graph analytics.

Xirogiannopoulos [17,18] presents a graph analysis framework called Graph-
Gen. This framework converts relational data into a graph data model. And
also allows the user to perform graph analysis tasks or execute some algorithms
over the obtained graph. DSL language - which is based on Datalog - is used to
perform extractions from the relational database. To the best of our knowledge,
this is the only work that discusses the relevance of obtaining different feasible
graph models from the same dataset. However, it does not guide the user on the
graph modeling choices.
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It is worth to say that none of these works take into account the topological
analysis while choosing a graph modeling alternative.

4 Managing Graph Alternatives Approach

Figure 2 summarizes the proposed approach. First, we assume that it is possible
to get an ER schema from a relational logical schema (LS) using some reverse
engineer technique [8]. Sometimes it is difficult to get some automatic support
for this action. However, it is important to produce the ER schema, due to its
semantic richness and expressiveness in representing the reality. To do this, it
may be necessary to count on the domain specialists.

Fig. 2. Flow chart for the proposed approach. Figure from [7].

Then, taking the ER schema (CS), we analyze each pair of entities (E1, E2)
for which there is a relationship (R), as the example in Fig. 1. At this point,
the designer may consider different graph modeling alternatives. The idea is to
stimulate a deeper exploration of the schema to obtain different graphs. However,
this is not an easy task, since there are many different analysis, and besides, there
are some (more than one) graph modeling alternatives that can be explored.
Therefore, the main goal of this work is to come up with some user support. We
assume that given a set of analysis algorithms (A) and a set of heuristics (H), it
is possible to lead the user on choosing a useful graph modeling. Finally, based
on the user choice, a set of mapping rules (MR) will transform data into the
desired graph (G).

To identify such heuristics, some experiments were performed with focus on
link prediction algorithms. The next section describes them, as well as their
results and the extracted heuristics.
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5 Experiments, Results and Heuristics

In this section, we present the experiments which helped us to come up with
the heuristics for choosing a graph modeling that would fit the desired analysis
demand. The experiments were performed over well-known and open datasets.
Thus, it was possible to easily explore the results, their impact on models and
identify some kind of pattern which helped in the creation of the heuristics.

The experiments were organized according to the dataset used and the type
of applied analysis. This section presents three experiments. The first two are
related to centrality measures and the last one focuses on link prediction anal-
ysis. All three experiments generate heuristics, which are presented after the
discussion of the results.

Fig. 3. Flow chart for the heuristic construction. Figure from [7].

Figure 3 shows the flow chart for the heuristic construction. Given a
dataset (DB) and a conceptual schema (CS), different graph modelings
(G1, G2, · · · , Gn) are generated. And for all these options, a pre-selected analy-
sis set (A1, A2, · · · , Am) is applied. Results have been generated from each pair
graph-analysis Rk(Gi, Aj), such that (1 ≤ k ≤ n × m), and from such results,
heuristics (H) were created.

Although there are different kinds of graphs, for this work we used the property
graph, presented in Sect. 2.2. Our choice is laid on its wide use in the literature.

5.1 Zachary’s Karate Experiment - Centrality Measure Analysis

For this experiment, we have considered an ordinary and usual conceptual model-
ing situation: a pair of entities (E1, E2) connected by two distinct relationships
(R1, R2). Even though it is a simple example, exploring an ordinary case like
that, allows us to apply and compare different analysis and metrics results.

The used dataset is based on a well-known social network named Zachary
[19]. It consists of 34 members of a karate club and their friendship relations.
The dataset created had just one entity to represent the club members, and two
optional and semantically different relationships between them: “friend of” and
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“played with”. Figure 4 shows the ER schema for this database. Since friendship
relations were already known, we included some extra data (randomly generated)
to populate the new relationship “played with” between club members. The idea
of the first experiment was to investigate how centrality measures can be affected
by considering two semantically different relationships as edges in the graph.

This experiment was performed in two stages. Both analyzed the following
centrality measures: betweenness, closeness and degree.

Fig. 4. Database Conceptual Schema
which represents and entity with two dif-
ferent self-relationship. Figure from [6].
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Fig. 5. Zachary Network with the two
types of relationships. Figure from [6].

On the first stage of investigation the analyzed graph (Model 1) which is
shown on Fig. 5 was generated with nodes representing persons and the edges
representing both types of relationships. On the second experiment stage the
analyzed graph (Model 2) was similar to the first one. However, on the second
model, relationships of type “Fought with” were not considered. Therefore the
original network of friendship was maintained.

Table 1 shows the analysis results produced in this experiment. The data was
stored on Neo4j which is a NoSQL database management system. While for the
centrality measures it was used the Gephi software, which is normally used for
graph manipulation and visualization.

Table 1. Centrality measure results for both models on Zachary Experiment. Table
from [6].

Node Model 1 Model 2

Betweenness Closeness Degree Betweenness Closeness Degree

1 152,19 1,6 16 231,0 1,758 16

34 102,99 1,66 17 160,5 1,81 17

4 12,5 2 7 6,2 2,15 6

22 24 1,9 6 0 2,6 2

24 14,6 2,0 8 9,3 2,5 5

30 9,7 1,9 7 1,5 2,6 4
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Result Analysis. The results from Table 1 can help us to understand better
the modeling’s influence over the results obtained for the centrality measures. It
shows that depending on the modeling choice, model 1 or model 2, the analysis
results may be significantly affected.

Analyzing Model 2 results, which represented only friendship relationships,
nodes 1 and 34 had the highest values for betweenness centrality. Now, analyzing
Model 1 results, with both relationships, nodes 1 and 34 were also the most cen-
tral ones. However, there was a significant increase on centrality values for nodes
4, 22, 24 and 30. These results can be interpreted as follows: those nodes rep-
resent fighters who had participated on many tournaments and championships,
like node 22, for which betweenness and degree values had the most significant
increase.

Thus, the question is: what should be taken into consideration to measure
the popularity within the academy? Maybe to measure popularity means to ana-
lyze social visibility. In this case it seems to be interesting to analyze friendship
relationships and also fight events. On the other hand, if the idea is to ana-
lyze only emotional bonds, then it would be enough to analyze only friendship
relationships.

As more types of relationships are taken into account, more edges will appear
on the graph, and naturally, the centrality measures will be affected. Thus, if
the aim is to find the most central nodes, e.g. with the highest betweenness
value, then there must be a modeling decision on which types of relationships
are important for the centrality analysis. There is a semantic difference between
the relationships on the Zachary example and this justifies the reason why these
relationships are represented distinctly in the database. But if the aim is to do
network analysis, and both relations are semantically relevant to the analysis,
then both must be represented on the graph.

Though just one entity has been used in this experiment’s database, in a
general sense, the same observation must be used in a case where there are two
distinct entities that have more than one type of relationship between them.
Therefore, from Zachary’s experiment conclusions, a heuristic was derived as
follows. It formalizes how to map data into a graph, when the conceptual schema
presents a similar case.

Heuristic I: Assuming that there are two entities E1 and E2, not necessarily
distinct, from conceptual schema CS, and that there are distinct relationships
between them R1, R2, ..., Rn, if the desired analysis “focuses on” a specific rela-
tionship Ri modeled on the graph, and there is j �= i, such that Rj has the same
semantic relevance than Ri, then Rj has to be modeled on graph. More formally
as follows.

Let be:

– G = (V,A); graph
– CS = (E,R); conceptual schema
– E = {E1, E2, ..., Ep}; set of entities from schema CS
– R = {R1, R2, ..., Rq}; set of relationships from schema CS
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– Ei = {e1i , e
2
i , ...}; set of instances from entity Ei

– Rk = {r1k, r2k, ...}; set of instances from relationship Rk

– rz
k = (ex

i , ey
j ); one instance from R connects a pair of entity instances from E

Since:

– E1, E2 ∈ E; ex
1 ∈ E1; e

y
2 ∈ E2;

– R1 ∈ R;
– rz

1 ∈ R1; rz
1 = (ex

1 , ey
2);

Mapping for the graph G we have:

– ∀ex
1 ∈ E1, e

x
1 ∈ V ;

– ∀ey
2 ∈ E2, e

y
2 ∈ V ;

– ∀rz
1 ∈ R1, r

z
1 ∈ A;

– If ∃j �= 1 | rc
j = (ea

1 , e
b
2) and Rj ≈ R1 so ∀rc

j ∈ Rj ; rc
j ∈ A

Figure 6 illustrates the choice of relationships Ri, ...Rj between the entities
E1 and E2 from conceptual schema that will be used to construct a graph where
each node represents an entity and each edge represents one of the chosen rela-
tionships.

Fig. 6. Representation of the heuristic obtained on Zachary Experiment. Figure from [6].

5.2 SMDB Experiment - Centrality Measure Analysis

This experiment uses a different conceptual schema usual construction, where
there is a pair of entities (E1, E2), which are connected by only one binary
relationship with a multivalued attribute A (see Fig. 1). This schema construc-
tion also appears recurrently in database modeling projects.

The dataset used in this experiment, named SMDB, has more instances of
nodes and edges than the one used in the first experiment. SMDB is available
together with the Neo4J tool. It contains data about persons (125 instances) and
movies (38 instances), and the relationships “acted in” and “directed” between
them. In this dataset, the “acted in” relationship fits the conceptual schema case
under study, as shown in Fig. 7. From this conceptual schema case it was possible
to explore three graph model variations. The relationship “acted in” relationship
has an attribute to represent the “role” that some person plays in that movie.
It is a multivalued attribute meaning that the same person may play more than
one role in the same movie.
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The idea of the second experiment was to investigate how topological mea-
sures can be affected by varying the representation of a relationship. First as an
edge, then as a node, and finally as multiple nodes. Figures 8, 9, 10 show the
graph examples of the variations of graph modeling for this experiment.

Fig. 7. ER schema for the Experiments
datasets. Figure from [6].

Fig. 8. Graph example generated from
SMDB - Model 3. Figure from [6].

Fig. 9. Graph example generated from
SMDB - Model 4. Figure from [6].

Fig. 10. Graph example generated from
SMDB - Model 5. Figure from [6].

This experiment was divided into three stages. Each stage considered a spe-
cific variation of the graph model. All the stages analyze the topological measures,
betweenness and closeness. In addition, hub and authority, which are centrality
measures for directed graphs, were also computed for each node. The results were
achieved by the use of two tools, Gephi, to compute the centrality measures, and
Neo4j, to store the data.

Conceptual schema entities (Person and Movie) are represented as nodes in
the first stage of this experiment. Relationships are represented as edges in the
graph and there are two types of them: Acted and Directed. Figure 8 shows an
example of the graph at this stage. The relationship Acted in the conceptual
schema has the attribute Role. This information is not shown in that figure, but
it is kept in the graph as an edge attribute.
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The second stage differs from the first one because relationships are mapped
as nodes. Therefore, in this stage the graph has four types of nodes, as shown in
Fig. 9. Edges in this graph have no attributes or labels. There are edges between
nodes Person and Acted, Acted and Movie, Movie and Directed, and finally
between Directed and Movie.

In the third stage, the Acted node type is substituted by a new node type,
called Role. The Role node represents each role that a person had played in a
movie. New kinds of edges are also added to the graph, between nodes Actor and
Role, and between nodes Role and Movie. Figure 10 shows the graph example
generated for the third stage of the experiment.

Results Analysis. Tables 2, 3 and 4 show some results for centrality measures:
closeness, betweenness, authority and hub for SMDB experiment. Only some of
the nodes with the highest values for each centrality metric are listed. It was
considered directed and not-directed edges.

Table 2. Centrality measures results for model 3 on SMDB Experiment. Table from [6].

Model 3

Non directed Directed

Closeness Betweenness Authority Hub

Clint Eastwood Tom Hanks A few good men Aaron Sorkin

Richard Harris A few good men Jerry Macguire Al Pacino

Chris Columbus Cloud Atlas Speed Racer Andy Wach.

Dina Meyer Keanu Reeves The Green Mile Annabella Sci.

Ice-T Jack Nicholson Stand By Me -

Table 3. Centrality measures results for model 4 on SMDB Experiment. Table from [6].

Model 4

Non directed Directed

Closeness Betweenness Authority Hub

Richard Harris Tom Hanks A Few Good Men Aaron Sorkin

Clint Eastwood A few good men Jerry Macguire Al Pacino

Chris Columbus Cloud Atlas Speed Racer Andy Wach.

ACTED IN ACTED IN The Green Mile -

ACTED IN Keanu Reeves Stand By Me -

DIRECTED Jack Nicholson A League Their Own -

Dina Meyer The Green Mile Cloud Atlas -
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The results showed that the same three nodes had the highest values for
Closeness and Betweenness centrality measures. On models 3 and 4 it is possible
to note a change between the second and third places. On model 5, the node
that represents the Cloud Atlas movie takes the second place on the ranking of
betweenness values. This place is filled by node a Few Good Men on model 4.
This situation is due to the fact that Cloud Atlas movie node has a lot of roles
represented by a few actors. Note also, that this Movie node has the highest
Authority value on model 5, i.e., many other nodes point to it.

Another interesting observation is the Hugo Weaving Person node. It does
not appear at high positions on the Betweenness ranking for models 3 and 4.
This particular actor has a lot of roles connected to the Cloud Atlas Movie node,
and is connected also to other Movie nodes in the graph. Thus Hugo Weaving
node has a bigger probability to be in the path of distinct pairs of nodes, and
because of that it has the highest betweenness value for model 5.

Table 4. Centrality measures results for model 5 on SMDB Experiment. Table from [6].

Model 5

Directed Directed

Closeness Betweenness Authority Hub

Richard Harris Tom Hanks Cloud Atlas Aaron Sorkin

Clint Eastwood Cloud Atlas A few good men Al Pacino

Chris Columbus A few good men Jerry Macguire Andy Wach

English Bob Keanu Reeves Speed Racer -

Bill Munny The Green Mile The green mile -

DIRECTED Jack Nicholson Stand By Me -

Dina Meyer Hugo Weaving A League Their Own -

Ice-T “Paul Edgecomb” Sleepless in Seattle -

In general, it is understood that nodes with high betweenness values affect
neighbor nodes betweenness values. Thus, we can conclude that when consid-
ering a relationship as a graph node, it may reduce the neighborhood impact.
This is verified when comparing models 3 (relationship modeled as an edge) and
4 (relationship modeled as a node) results.

However, when a relationship multivalued attribute between two entities
is represented as a node, this makes the related entities corresponding nodes
increase their values in terms of betweenness and authority centrality measures.
It means that if a node already has high centrality values for model 4, it has a
good chance to increase these values for model 5, taking a higher position in the
ranking.
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In other words, representing relationship attributes in the conceptual schema
as nodes in the graph, can increase entities importance on the analysis. Therefore
it is important to evaluate if they should be represented like nodes or edges in
the graph. According to the observations of this experiment, it was obtained the
following heuristic.

Heuristic II. Assuming an R relationship (n : m) between two entities E1 and
E2, if an attribute P associated to R is relevant to the analysis, then P must be
modeled as a node on the graph, connected to the nodes which represent entities
E1 and E2 by two edges R′ and R′′. More formally as follows:

Given:

– G = (V,E); graph
– CS = (E,R, Pe, Pr); conceptual schema
– E = {E1, E2, ...}; set of entities from schema CS
– R = {R1, R2, ...}; set of relationships from schema CS
– Ei = {e1i , e

2
i , ...}; set of instances of entity Ei

– Rk = {r1k, r2k, ...}; set of instances from relationship Rk

– rz
k = (ex

i , ey
j ); one instance of Rk connects to a entity’ pair of instances E

– Pe = {Pe1, P e2, ...}; set of properties (attributes) from Entities of schema
CS

– Pr = {Pr1, P r2, ...}; set of properties (attributes) from Relationships of
schema CS

– Prk = {Pr1k, P r2k, ...}; set of properties (attributes) from a Rk of a set R of
schema CS

– prw,z
k = (v1, v2, ...); set of attribute values Prw

k from relationship Rk associ-
ated to a relationship instance rz

k.

Since:

– E1, E2 ∈ E; ex
1 ∈ E1; e

y
2 ∈ E2;

– R1 ∈ R;
– rz

1 ∈ R1; rz
1 = (ex

1 , ey
2);

– Pr11 ∈ Pr1;
– pr1,z

1 = (v1, v2, ..);

On mapping to graph G we have:

– ∀ex
1 ∈ E1, e

x
1 ∈ V ;

– ∀ey
2 ∈ E2, e

y
2 ∈ V ;

– If Pr11 is important to R1 relationship and Pr11 is multivalued, then ∀rz
1 and

∀vs ∈ pr1,z
1 : vs ∈ V and (ex

1 , vs), (vs, e
y
2) ∈ A.
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5.3 SMDB Experiment - Link Prediction Analysis

In this experiment, link predictions metrics were used in the context of movies
dataset SMBD. A first version of the results obtained was presented in [7]. In
order to predict connection between contemporary people in the dataset, only
information about movies in a restricted time window are considered. The time
window chosen correspond to years 1992–2012.

Data about name and birthday of people; movie title, releasing data and
tagline; relationships about acting have been maintained. To store the dataset
as a graph the Neo4j was considered and to analyze and visualize graphs, the
igraph (R) package module was used.

This experiment can be divided in three stages. Each stage corresponds to
a variation in graph model representation. The goal of the first two stages is to
evaluate the impact of topological changes in the link prediction results.

In the first stage, the graph model keeps two types of nodes and one type
of relationship between them. Nodes can be of Person or Movie type. The
Person type nodes have one attribute called Name. Movie type nodes have
three attributes: Title, Releasing and Tagline. The edges have just one type,
Acted in, and only one attribute, Role. Actors can have more than one role in
their attribute. Figure 11 shows a graph cut-off obtained in this stage.

Fig. 11. SMDB graph cut-off for model 1. Figure from [7]. (Color figure online)

The second stage keeps the same information about the graph of the first
stage. However, in the this stage there are three types of nodes: Person, Movie
and Acting. The edges of Acted in type of the first stage (connecting Person
or Movie nodes) are now represented as Acting type nodes. Moreover, Acting
nodes have an attribute called Role. In the graph of the second stage, nodes are
connected by edges with no label and no attributes. Figure 12 shows a graph
cut-off for this stage.

The graph model of the third stage have a small difference when compared
with the second one. Nodes and edges are of the same type and have the same
attributes in both models. But, in the new graph model, Acting nodes are split
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Fig. 12. SMDB graph cut-off for model 2. Figure from [7]. (Color figure online)

in as many Role type nodes as there are distinct role values for the Role attribute
of the second stage. For instance, if some actor has two or more roles in a movie,
the Acting node of graph model 2 will be split into two or more different Role
nodes, each one representing a single role of the actor in that movie. Figure 13
shows a cut-off of the graph for the third stage.

Results Analysis. Using the corresponding metrics, it was possible to extract
predicted edges. Some of the results were easy to understand and give a suggested
edge between two nodes not connected before.

For instance, Katz coefficient was computed for every pair of nodes in the
three stages of the experiment. Table 5 shows for four pairs of nodes the Katz
coefficient obtained in each graph model. The analyzed pairs are Person x Person
and Movie x Movie, the type of nodes present in the all graph models. On the
other hand, there are some pairs of nodes that can not be analyzed in all the
three graph models. For instance, common neighbor metrics as Jaccard and
Adamic/Adar can not be computed for pairs of type Person x Person or Movie
x Movie in graph models of stages 2 and 3.

Comparing the three Figs. 11, 12 and 13, we can observe the different con-
ditions to compute common neighbor coefficient value for each type of pairs of
nodes in the three graph models. For a specific pair of nodes, Hugo Weaving and
Tom Hanks (highlighted in blue), the Jaccard and Adamic/Adar coefficients can
be computed in first model, because in the corresponding graph they share the
same neighbor, Cloud Atlas (Fig. 11). In the second model, it is not possible to
compute the common neighbor metrics for this specific pair of nodes, because
they do not share common neighbors (Fig. 12). However, in model 2 it is possible
to compute those coefficients for the corresponding Acting nodes (highlighted in
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Table 5. Katz coefficients for suggested pairs for 3 models in SMDB dataset (enclosed
in brackets the ranking of each pair Person x Person and Movie x Movie). Table
from [7].

Model 1 Model 2 Model 3

Tom Hanks x Meg Ryan 0.188 - [363] 0.006 - [4239] 0.023 - [4629]

Tom Hanks x Bill Paxton 0.196 - [360] 0.006 - [4247] 0.022 - [4635]

The Matrix x The Matrix Reloaded 0.295 - [110] 0.009 - [4030] 0.010 - [6766]

Apollo 13 x The Polar Express 0.089 - [543] 0.002 - [5246] 0.075 - [2524]

blue). In model 3, it is not possible to compute the Jaccard and Adamic/Adar
coefficients for the mentioned pair, for the same reasons mentioned in model 2
(Fig. 12).

Another example appears in model 1. It is not possible to compute Jaccard
and Adamic/Adar coefficients for the pairs of nodes Person x Movie, because
these types of nodes are adjacent in the corresponding graph, so they do not
have common neighbors. However, it is possible to compute those coefficients in
models 2 and 3 for that type of pair. The same occurs for pairs of type Person
x Person and Movie x Movie. As said before, some pairs of nodes can be used
to predict links by common neighbor based coefficients or not, depending on the
chosen model.

Heuristics III-VIII. The following heuristics were identified based on an ordi-
nary conceptual schema situation, frequently found in any domain, where a pair
of entities are connected by one binary relationship, with a multivalued attribute,
as explained previously.

Fig. 13. SMDB graph cut-off for model 3. Figure from [7]. (Color figure online)
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With respect to link prediction analysis, different graph modelings allow dif-
ferent interpretations and predictions. In other words, the choice of the graph
modeling and the analysis to be used on it, depends on what it is intended to
predict. The following heuristics addresses this issue.

Given the conceptual schema situation represented by Fig. 1, the first task is
to decide the type of relations desired to predict. The different type of relations
are: E1i×E1j , E2i×E2j , E1i×E2j , Ri×Rj , Ai×Aj , Ei×Rj e Ei×Aj . Once the
type of relation to be predicted is defined, then just some of the following graph
modelings possibilities will attend the needs. Consider the following alternatives:

Model 1: Instances of entities E1 and E2 as nodes, instances of relationship R
as edges with labels;
Model 2: Instances of entities E1 and E2, and instances of relationship R are
nodes connected by edges without labels;
Model 3: Instances of entities E1 and E2, and values of attributes A from R
are nodes, which are connected by edges without labels.

Table 6 shows the correspondence between these three possible graph mod-
eling, and five types of relation (pairs) predictions, identifying which model for
each type of pairs of entities supports the metrics (Jaccard, Adamic/Adar, Katz)
used for prediction.

Table 6. Suggested pairs of nodes for all metrics and models. Table from [7].

E1i × E1j E2i × E2j E1i × E2j Ri × Rj Ai × Aj Ei × RjEi × Aj

Model 1Jaccard, Katz,

Adamic/Adar

Jaccard, Katz,

Adamic/Adar

Katz - - - -

Model 2Katz Katz Jaccard, Katz,

Adamic/Adar

Jaccard, Katz,

Adamic/Adar

- Katz -

Model 3Katz Katz Jaccard, Katz,

Adamic/Adar

- Jaccard, Katz,

Adamic/Adar

- Katz

For instance, for the first graph modeling possibility (model 1), if the user
intends to predict pairs of nodes of the same entity, E1i ×E1j or E2i ×E2j , then,
all metrics (Jaccard, Adamic/Adar and Katz) are applicable. On the other hand,
if the user intends to predict relations between different entities, E1i ×E2j , only
path assembling predictions, such as Katz, are applicable. Based on Table 6, a
set of heuristics can be formulated as follows:

Heuristic III: For predictions E1i ×E1j or E2i ×E2j : Model 1 may be used for
Jaccard, Katz and Adamic/Adar analysis; Models 2 and 3 may be used only for
Katz analysis.

Heuristic IV: For predictions E1i × E2j : Model 1 may be used only for Katz
analysis; Models 2 and 3 may be used for Katz, Adamic/Adar and Jaccard
analysis.

Heuristic V: For predictions Ri × Rj : Model 2 may be used for Katz,
Adamic/Adar and Jaccard analysis.
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Heuristic VI: For predictions Ai × Aj : Model 3 may be used for Katz,
Adamic/Adar and Jaccard analysis.

Heuristic VII: For predictions Ei × Rj : only Model 2 may be used for Katz
analysis.

Heuristic VIII: For predictions Ei × Aj : only Model 3 may be used for Katz
analysis.

In the experiment described before, only three modeling alternatives and
three prediction metrics were used. Other modeling alternatives and prediction
metrics can be addressed in order to obtain more heuristics.

6 Conclusion and Future Works

In this work we discussed the benefits of graph modeling alternatives to represent
data from relational databases. By means of experiments, we show that these
alternatives can lead to different results. In addition, we also realized that it
is important to guide the user on the choice of the graph model. In order to
facilitate the user, we propose that the modeling choice should take into account
the topological analysis to be applied on the data.

Three experiments were performed, using two different datasets and con-
sidering two type of analysis: centrality measures and link prediction. For cen-
trality, closeness, betweenness, authority, hub and degree measures were applied
on Zachary’s Karate Club and SMDB datasets. For link prediction, the chosen
metrics were Jaccard, Adamic/Adar and Katz, and those metrics. Those met-
rics were applied on SMDB dataset. Based on the experiments results, a set of
heuristics were identified for the centrality measures analysis and link predic-
tion. In the case of link prediction, a complementary experiment can be found
in a previous work [7]. In that experiment, TMDB dataset was used to validate
the heuristics presented in Sect. 5.3. The results obtained emphasize that both,
conceptual and logical modeling are important for the task of mapping from a
relational database into a graph representation.

The main contribution of this work is the set of heuristics to support graph
modeling from relational database. Intended users are now capable to properly
deal with modeling choices, relying on these heuristics.

Future works include additional experiments, using datasets from different
domains, and a larger set of analytical coefficients, in order to validate or, maybe
extend these heuristics. Moreover, as the reported experiments focus on binary
relationships of the conceptual model, we plan to use other modeling constructs,
such as n-ary relationships, specialization/generalization, and aggregation.
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CLEI 2017, Córdoba, Argentina, 4–8 September 2017, pp. 1–10 (2017). https://
doi.org/10.1109/CLEI.2017.8226384

7. Filho, S.P.L., Cavalcanti, M.C., Justel, C.M.: Managing graph modeling alterna-
tives for link prediction. In: Proceedings of the 20th International Conference on
Enterprise Information Systems, ICEIS 2018, Funchal, Madeira, Portugal, 21–24
March 2018, vol. 2, pp. 71–80. SciTePress (2018)

8. Heuser, C.: Projeto de Banco de Dados: Volume 4 da Série Livros didáticos
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Abstract. Business process models are employed in organizational environ-
ments to improve the understanding in the interactions between different sectors.
They also help to better visualize the interdependencies from the processes that
compose these environments. However, the understanding of these models is
often limited to the visual representation of their elements. In addition, as the
business process models become more complex, their readability and naviga-
bility are affected. It is difficult to represent and properly understand the implicit
knowledge and the interdependencies of these models. The use of ontologies as
a representation of business process models opens a complementary perspective
to provide semantics to business processes. Ontologies conceptualize and
organize the information that is embedded and unstructured in the business
processes and that must be explored. They structure the implicit knowledge that
is present in the business processes, enabling the understanding of this knowl-
edge by machine. They also facilitate the sharing and reuse of knowledge by
various agents, human or artificial. In this context, this work presents a sys-
tematic process to automatically map a business process model in BPMN v2.0 to
an ontology, allowing to consult information about the model. To automate this
systematic process, the PM2ONTO tool was developed, aiming to generate the
ontology in OWL automatically, and made available predefined queries, elab-
orated with SPARQL, for querying information about the business process
models.

Keywords: Business process model �
Documentation of business process model � BPMN � XPDL �
Ontology � OWL � SPARQL

1 Introduction

Business process models have been increasingly used as strategic tools by different
enterprise organizations in different business areas, aiming to ease adaptations to
internal and market changes. These models help business professionals in the under-
standing of the interactions between various sectors, as well as the interdependencies
between the processes that compose an organizational environment. Despite of their
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importance, the business processes are not always present in an organization knowl-
edge base, being their manipulation and visualization limited to the modeling tools [1].

The understanding of the business domain is also essential for professionals in the
area of Information Technology (IT), since they develop software solutions, which
requirements must be adherent to the business environment. Business process models
can assist these professionals in software development and also in automating the
organization’s process flows. However, the great difficulty faced by IT professionals in
the understanding of the business domain is due to the distance between the
vision/language of these professionals and those belonging to the business area. The
notations used in these areas differ from each other, which causes a lack of commu-
nication between professionals of both areas. This involves the Requirements Engi-
neering process, as observed by Przybylek [2].

The BPMN notation (Business Process Model Notation), a standard of the OMG
(Object Management Group), presents a wide variety of graphical resources for the
visual representation of a business process model elements. BPMN is a flexible,
adaptable, comprehensive and easy-to-use notation by business professionals who can
present different levels of knowledge [3]. On the other hand, although increasingly used
worldwide, the BPMN notation presents a relatively complex specification for process
modelers. The specification also does not rely on a standard documentation of business
process models.

Problems with readability and navigation over the elements of a business process
model can arise as these models become extensive. Often, the reading of these models
is limited to the understanding of the graphic elements that compose the models and
their relations. Moreover, the representation of the implicit knowledge of the elements
from the models is complex, as well as the interdependencies that are not always clear
in these models [4].

Some works, such as Gómez-Pérez [5], propose an ontological approach to busi-
ness processes. In this approach, the processes are annotated semantically through
ontologies, which makes them readable by a machine. Although they follow the
ontological perspective, these works do not present an automated process that performs
the mapping of a business process model to an ontology.

The representation of business process models through ontologies brings innu-
merable benefits to the understanding of these models. Ontologies contribute to the
conceptualization and organization of knowledge that is implicit and unstructured in a
business process. This knowledge can’t be obtained from the visualization of business
process models. It is also possible to understand this knowledge by a machine, since the
ontologies can be expressed computationally.

In this way, this paper aims to present a systematic process for the automated
mapping of business process models in BPMN v2.0 to ontologies described in the
OWL (Web Ontology Language) language. With the representation through ontolo-
gies, it is possible to better evidence the relationships and interdependencies between
the elements of a business process model. It is possible to consult these models using
software systems, since they are represented by computational structures.

The input element for the systematic process is a business process model exported
previously to one or more files in the language XPDL (XML Process Definition Lan-
guage) v2.2 language. This language is specified by the WfMC (WorkflowManagement

216 L. Riehl Figueiredo and H. Carvalho de Oliveira



Coalition) organization and provides an XML-structured file, which contains the process
definitions. Before being exported, the model that will be used in the systematic process
must satisfy some criteria, based on good modeling practices, besides presenting docu-
mentation of its elements.

The expected result with the application of the systematic process is a mapping of
BPMN graphic elements, as well as the documentation in each of them, to the classes
of a process ontology, evidencing the relationships and interdependencies among these
elements.

In order to automate the systematic process presented, the tool PM2ONTO (Process
Model to Ontology) was developed, which generates an ontology and allows prede-
fined queries on the generated ontologies. This tool uses as input the XPDL files
corresponding to the business process model that will be mapped to the generated
ontology at the end of the systematic process. To perform queries about the generated
ontologies, there were encoded instructions in the SPARQL (SPARQL Protocol and
RDF Query Language) language. The Protégé system was used for the visualization
and validation of the generated ontologies.

For a better understanding of the context of this work, Sect. 2 presents some related
works that follow an ontological approach for the business process models, basically
involving the generation of ontologies from these models. The objective is to show
other important directions and differences in relation to the goal of this work. Section 3
presents the steps of the systematic process for automated mapping of business process
models to ontologies. In Sect. 4 is presented an overview of PM2ONTO tool, as well as
the process of mapping the XPDL elements considered in this work to the classes of the
ontology, which uses as a basis a previously defined metamodel. Section 5 presents the
application of the systematic process in a real business process model, as well as an
evaluation of the results obtained. The final considerations and the future works are
presented in Sect. 6.

2 Related Work

Some papers deal with the generation of ontologies from business process models.
Among them, we stand out: [1, 6–8] and [9].

Although some present similar points to this work, none of them propose a sys-
tematic process for automated mapping of business process models to ontologies. The
following five works presented differ basically in the following points: XPDL version
used, mode of mapping the elements of BPMN to classes of an ontology, quantity of
relationships and interdependencies considered, besides the use of different ontologies
types.

Among the selected papers, only Haller et al. [6] and Missikoff et al. [7] export the
models to the XPDL language. However, both works use versions prior to XPDL v2.2.
In addition, BPMN elements are not considered individually in mapping to the
ontology, as in this work. On the other hand, Guido, Pandurino and Paiano [1] define
only basic relations between the elements of BPMN, not deeply exploring interde-
pendencies. Nevertheless, in this work, all the possible relations that can be extracted
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from the context where each element is at the model are defined. The explored inter-
dependencies evidence the relationship between two or more elements from the model.

The work of Guido, Pandurino and Paiano [1] defines a metamodel for BPMN
notation v2.0. This metamodel is formed by classes and properties to compose an
ontology, like this work. The metamodel also encompasses the same BPMN elements
with the following main classes: graphical_element (subclasses swimlane, flow_object,
connecting_object, artifact and date), lane, pool, and supporting_element (subclasses
event_detail and participant). The definition of disjunction constraint classes is done as
instances and object properties. However, the relations defined for the BPMN elements
are limited and not self-explanatory. This makes difficult the understanding of inter-
dependencies that exist in business process models. In addition, this form of treatment
also makes it difficult to define ontology queries, since these queries often require
interdependencies for meaningful responses. In this work, these types of problems were
mitigated, since the metamodel contemplates both the direct relationships existing in
the business process model and the interdependencies and elements involved in them.

Haller et al. [6] define a process ontology, called oXPDL, which is based on a file
defined in the XPDL v2.0 language. The authors aim to apply ontology concepts to
XPDL process models, so that semantic value is added to the elements of them. To
achieve this goal, the authors present a tool that automatically performs the conversion
of process instances to the oXPDL ontology. This ontology is described through five
aspects: functional, control, informational, organizational and operational.

Missikoff et al. [7] seek to add semantics to the business process schemas with the
use of formalisms and rules. For this, the authors propose the creation of a framework
based on the BPAL (Business Process Abstract Language) language. This language is
used in conjunction with domain ontologies to capture the knowledge of business
processes. The capture results in an enterprise knowledge base. It is important to
observe that, in this work, the construction of the knowledge base does not use logical
formalisms, but rather a direct mapping of the BPMN elements to an ontology in OWL.

Fanesi, Cacciagrano and Hinkelmann [8] use the definition of a unified ontology
(composed of several layers) based on the OWL-FA language (an extension of OWL-
DL), with the objective of adding greater semantic value to the business process
models. This ontology is composed by three layers: the first layer of the ontology is
formed by metamodels composed by ontology classes; the second layer consists in
instances of the classes present in the first layer; and the instances from this second
layer compose the third layer. The authors use the multilayer ontology with the
intention of allowing queries for the ontology on several aspects of a business process
model. The ontology defined by the authors must categorize each class corresponding
to an element of BPMN, as well as its instance, in a layer. In the explored approach by
the authors, concepts can be classified as classes, instances or even as classes and
instances at the same time. Following a different direction from the work of Fanesi,
Cacciagrano, and Hinkelmann [8], in this work, all the elements of a model are defined
as classes. This definition benefits the categorization of these elements from the
ontology, as well as the definition of relations and interdependencies between them.
The definition by means of classes also facilitates the definition of SPARQL queries for
the ontologies.
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Among the selected papers, only Fanesi, Cacciagrano and Hinkelmann [8] define
queries for the generated ontologies. These queries serve as examples to explore the
ontology classes and their relations. The authors also base themselves on these queries
to raise some problems of representing the business process models in ontologies. Both
the defined queries and the surveys carried out by the authors helped to define the
systematic process presented in this paper.

Ternai, Török and Varga [9], like this work and Guido, Pandurino and Paiano [1],
define a metamodel for the mapping of a business process model to an ontology. These
models must first be exported to a well-structured and standardized XML file using the
BOC ADONIS modeling platform [10]. The metamodel defined by the authors for the
generation of the ontology is composed of the following classes: Actor, IT_System,
Data_Object, Process_Step and Decision_Point. A script in the XSLT (Extensible
Stylesheet Language for Transformation) language is used to generate the ontology
from the business process model. If the script does not follow a predefined structure,
not all template elements will be mapped to the ontology. The mapping present in the
systematic process of this work uses, instead of a structured script, a metamodel that
can be applied in any XPDL file to obtain the classes that will compose the ontology,
because it is in conformity with the existing definitions in the XPDL files.

Although these authors define a metamodel, Ternai, Török and Varga [9] did not
exploit all the elements of a business process model and their relations. For example,
for the activities succeeded by a gateway, only the “Followed by” relation is considered
in the metamodel, indicating the sequence of those elements in the model. On the other
hand, this work explores all the relations between an activity and a gateway that are
present in the XPDL files used as input to the systematic process. The context in which
the element is found in the model is considered for the definition of relations and
interdependencies. In this way, the metamodel defined in this work considers relations
beyond those visible from the graphical representation of the elements in a business
process model.

3 A Systematic Process for Automatic Generation
of the Ontology

In this section is presented the systematization of the steps for the automatic generation
of an ontology described in OWL from a business process model in BPMN v2.0. The
expected objective is the correct mapping of the BPMN graphic elements, as well as the
documentation associated with these elements, for the ontology classes. This ontology
should emphasize the relationships and interdependencies among the elements of the
business process model.

In this direction, Sect. 3.1 presents twelve criteria necessary for the mapping to the
ontology to be successful. Section 3.2, presents the steps of the process to generate in
an automated manner an ontology that represents the business process model selected
for the generation.
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3.1 Criteria to Business Process Models

In this work, the following BPMN elements are considered in the business process
models: activities, sub-process, events, gateways (exclusives, inclusives and parallels),
artifacts (groups and annotations), data objects, data stores, extended attributes, pools,
lanes, sequence flows and message flows [4]. These elements are among the 20% most
used in business process models, according to Borger [11].

The graphic elements from the model must be associated with textual documen-
tation. Since there is no standardized way to structure this textual documentation of the
BPMN elements, its format may follow the format of the used BPMN modeling
system.

Before being applied to the systematic process, business process models must
satisfy the following criteria, which are based on good modeling practices [4]:

– C1: every process must have a unique event, start event and at least one end, with
names “Start” and “End” respectively;

– C2: a process must contain at least one participant;
– C3: the textual documentation of each BPMN element must contain at least one of

its descriptive properties: name, description or documentation;
– C4: the name of an activity must use a verb in the infinitive;
– C5: the type of activities must always be defined;
– C6: elements of the same type must not have the same name;
– C7: an activity must be performed by at least one actor;
– C8: activity actions must not be assigned as gateway names (gateways represent the

routing logic after a decision making);
– C9: sequence flows of an exclusive gateway must be named, except in the case that

there are only two flows representing “Yes” or “No”. In this case, only one of the
names can be explicit and the other can be deduced;

– C10: sequence flows of an inclusive gateway must be named;
– C11: activities that are preceded by a parallel gateway must be connected at the end

by another parallel type gateway;
– C12: activities that are preceded by an inclusive gateway must be connected at the

end by another gateway of the inclusive type.

Some of these criteria are based on some of the business heuristics defined by
Nogueira and Oliveira [12]. The heuristics defined by the authors are classified into
four groups, with the BH (Business Heuristic) representation: business heuristics to
document events (BHe), activities (BHa), decision flows (BHg), and artifacts and data
stores (BHd). Table 1 presents the business heuristics considered in this work, which
were used both for the definition of some criteria and for the verification of some
relations between the elements of business process models. Among the criteria that
were based on business heuristics are the C6 and C7. The C6 criteria were defined
based on the heuristic BHa3, with the objective of avoiding the generation of an
ontology containing concepts referring to the elements of the activity type of a model
of processes with repeated names. Criteria C7, in turn, was defined based on the
heuristic BHa1, to enable the mapping of the relation between an activity and the actor
responsible for its execution. This relation is expressed in the ontology by means of the
property “isPerformedBy” (Sect. 4.1).
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3.2 Ontology’s Generation

The process for the generation of the ontology is composed by three steps, being the
latter optional. These steps should be performed sequentially in the order defined below
for a business process model, which must be in conformity with the criteria presented
in Sect. 3.1 [4]:

– Step 1: the business process model in BPMN notation v2.0 must be exported to the
XPDL v2.2 language through a system for business process modeling. Considering
that the model has n subprocesses, this export will generate n + 1 XPDL files. This
occurs when the subprocesses are defined as processes invoked by the main process
(they are treated as a sub-process from the main process);

– Step 2: the PM2ONTO (“Process Model to Ontology”) tool should be used to
generate the ontology automatically, using the XPDL files generated in the previous
step as input. The result will be an ontology defined in the OWL language that
represents the original business process model. The PM2ONTO tool executes the
following steps in this order, as illustrated in Fig. 1:

2.1. Reading and mapping the XPDL elements for the classes defined from
Meta2Onto metamodel (Sect. 4.1), which contemplate the BPMN elements
considered in this work. It is important to highlight that the existing relationships
for the XPDL elements that represent external organizations (pools) to the main
process from the model are not considered for the generated ontology;
2.2. Generation of the process ontology, which is composed by the concepts and
the relation properties based on the classes generated in step 2.1;
2.3. Storage of the generated process ontology in a database and provision of
this ontology OWL file for download.

– Step 3 (optional): the Protégé tool (v5.0.0 or higher) can be used to validate and
visualize the generated ontology. It is also possible with the use of this tool to apply
one of the Reasoners existing in it. These structures have resources for inference.
The inferences are made on the basis of the existing axioms for the generated
ontology. Thus, the inferred form of this ontology is generated. This step is optional
and it is recommended that it be executed when there is a need to verify the relations
generated after the inference.

Table 1. Business heuristics considered in this work [12].

Heuristic Type Description

BHa1 Heuristic for activities
(Who item)

Each activity must contain the information of its
executor

BHa3 Heuristic for activities
(What item)

Activity name must be unique in model

BHe5 Heuristic for events (When
item)

The information about the start of the event must
be validated

BHd2 Heuristics for artifacts and
data stores (Who item)

The data stores and artifacts must be related to the
activities that manipulate their information

BHd7 Heuristics for artifacts and
data stores (When item)

The data stores and artifacts must be related to the
activities that manipulate their information

Automatic Mapping of Business Process Models for Ontologies 221



The Reasoner, present in Step 3, is an inference mechanism, defined as a structure
capable of making logical inferences from a set of semantic facts or existing axioms in
an ontology [13]. They also rely on descriptive logic to verify the consistency of the
ontology and to automatically compute the hierarchy class.

4 PM2ONTO Tool

The PM2ONTO tool was developed in Java v1.8 language and can be used from a Web
browser for the generation of ontologies (source code: https://github.com/lukasriehl/
pm2onto). PM2ONTO also allows queries about these generated ontologies (Fig. 2).
Queries are defined in the SPARQL language and are used to extract basic information
from the elements as well as their relations within a business process model [4]. The
objective of the tool development was to automate the systematic process presented in
this work.

For the generation of ontologies, creation and manipulation of the queries the
Apache JENA freeware framework was used. The Hibernate framework (an imple-
mentation of the Java Persistence API) was used for object-relational persistence and
mapping of the database; this allowed the storage of the generated ontologies in a

Fig. 1. Overview of the PM2ONTO tool [4].

Fig. 2. Functionalities of the PM2ONTO tool [4].
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database. The database system used was MySQL v. 5.7. The Protégé tool (v. 5.0.0 or
higher) can be used to visualize and validate the generated ontologies [4].

Section 4.1 presents the process for the automatic mapping of elements of the
XPDL files to the classes of the generated ontology. A short explanation of the choice
for certain elements of XPDL is also presented. On the other hand, Sect. 4.2 presents
the predefined queries in the current version of the PM2ONTO tool, as well as a short
description of each of those queries.

4.1 Mapping Metamodel’s Classes to Ontology’s Classes

In order to enable the mapping of the BPMN elements to the concepts of the ontology,
a metamodel was defined in UML (Unified Modeling Language) for this work, called
Meta2Onto. Figure 3 shows a part of this metamodel in UML. Table 2, shows the
relations present between the classes of the metamodel.

As can be seen in Fig. 3, all Meta2Onto metamodel classes, with the exception of
the “Actor” class, have at least the following basic textual attributes: identifier, name,
description, and documentation. They also present the type attribute, which makes
possible the categorization in the generated ontology. The “Actor” class does not
contain the type attribute, but contains the other basic textual attributes mentioned The
Meta2Onto metamodel is composed by 21 classes, divided into 3 categories:

– Main classes, which are composed by the following elements of BPMN: “Process”,
“Pool”, “Activity”, “SubProcess”, “Event”, “Gateway”, “Actor” and “Artifact”;

– Auxiliary or enumerated classes, which define the types and other specificities of
BPMN elements: “SubProcessType”, “ActivityType”, “GatewayType”, “Event-
Type”,“ArtifactType”,“GatewayDirection”,“GatewayOutputs”and“EventTrigger”;

– Relation classes, which define the relation between two and more elements of
BPMN: “isSuccededBy”, “UsesInput”, “ProducesOutput”, “ExchangesMes-
sageWith” and “ExecutedBy”.

The information defined in the XPDL file about the relative (coordinated) posi-
tioning of the elements in the business process model was not considered in this work.
The information considered relevant to this work in the XPDL files refers to the fol-
lowing elements: processes, pools, lanes, subprocesses, activities, gateways and events.

Table 2. Present relations in Meta2Onto metamodel [4].

Relation Source element Target element

Is succeeded by SubProcess, Activity, Event,
Gateway

SubProcess, Activity, Event,
Gateway

Is executed by Activity Actor
Exchanges
message with

SubProcess, Activity, Event,
Gateway, Actor and Pool

SubProcess, Activity, Event,
Gateway, Actor and Pool

Uses input Activity Artifact
Produces output Activity, Event Artifact
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The relations among these elements, defined as transitions, associations, executors (of
activities), among others, were also considered from the XPDL files.

After being inserted the XPDL files related to a process model as input in the
PM2ONTO tool, the elements of each XPDL file are analyzed for the Meta2Onto
metamodel application and generation of the ontology. For this, Table 3 shows how the
matches between the XPDL elements and the metamodel classes were made.

Fig. 3. Part of Meta2Onto metamodel’s classes [4].

Table 3. Correspondence between XPDL elements and Meta2Onto metamodel’s classes [4].

XPDL element Metamodel’s class

WorkflowProcess Process
Pool Pool
Performer Actor
Activity (with element Task defined) Activity
Activity (with element Event defined) Event
Activity (with element Route defined) Gateway
ActivitySet SubProcess
DataStore Artifact
DataObject Artifact
Artifact Artifact
Artifact (with ArtifactType defined as Annotation) Annotation

(continued)

224 L. Riehl Figueiredo and H. Carvalho de Oliveira



The other elements of the XPDL files were not considered for class mapping in this
work. The selected XPDL elements are considered basic in business process modeling
because they appear in almost all models. The relations and interdependencies of these
elements have also been included in the metamodel, as well as the common textual
attributes of the elements: identifier, name, description, documentation and type.
Among the attributes that were not considered in the metamodel version in this work,
we highlight: details of the implementation of the activities of a business process and
attributes that refer to graphic information of the elements of the models.

The elements identified as “Performer” have been mapped to the “Actor” class of
the metamodel. The elements “DataStore”, “DataObject” and “Artifact” have been
mapped to the “Artifact” class of the metamodel. The “Activity” elements present in
each of the process flows can define one of the following metamodel classes:
“Activity”, “Event” or “Gateway”.

The actors were associated with the activities they perform from the mapping of the
“Performer” elements when found within the “Activity” element. In this case, the
relations between the actors and their activities were mapped to the “ExecutedBy” class
of the metamodel.

The relations between the data objects and/or data stores with the activities or
events defined in the XPDL files through the “DataAssociation” and “DataStoreRef-
erence” associations were mapped to the “UsesInput” and “ProducesOutput” classes.

When the “Activity”, “Event” and “Gateway” classes present extended attributes
associated with them, then those attributes must be mapped to the “ExtendedAttribute”
class. In this work, the extended attributes bring important value to the ontology. These
attributes are not always available in all BPMN modeling systems but are very useful
and their use is encouraged. The extended attributes aid in the documentation of the
business process model and in the identification of some software elements for this
work. Figure 4 shows an example of an extended attribute defined for an activity
(“Validate Invoice”).

The categorization of these attributes in the ontology was performed based on some
of the requirements heuristics (Table 4) defined by Nogueira and Oliveira [12].

The application of these heuristics allowed to identify if an extended attribute was a
business rule, functional requirement or non-functional requirement. This identification
was made through the names of the attributes. Attributes with the name “BR”, “RN” or
“RULE” are classified as business rules. Attributes with the name “FR” or “RF” are

Table 3. (continued)

XPDL element Metamodel’s class

Artifact (with ArtifactType defined as Group) Group
ExtendedAttribute ExtendedAttribute
Transition SucceededBy
MessageFlow ExchangesMessageWith
Activity (with element Performer defined) ExecutedBy
Data Association UsesInput/ProducesOutput
Data Store Reference UsesInput/ProducesOutput
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classified as functional requirements. Finally, attributes with the name “NFR” or
“RNF” are classified as non-functional requirements.

In the mapping present in this work, after the identification of software require-
ments (business rules, functional and non-functional requirements), the “ActivitySet”
elements were analyzed and mapped as subprocesses. For each occurrence of an
“ActivitySet”, the previous steps of mapping BPMN elements to the classes were
repeated, aiming to define all the elements belonging to the subprocesses.

The XPDL elements that represent transitions (identified by “Transition”) were
mapped to the “SucceededBy” class of the metamodel. This class is composed of two
attributes: source element and destination element. The message flows (“Mes-
sageFlow” element) have been mapped to the “ExchangesMessageWith” class, which
is also formed by the “source element” and “target element” attributes.

Table 4. Requirements heuristics considered in this work [12].

Heuristic Type Description

RH4 Heuristic of non-functional
requirements

– The activities must have their type selected: “User”,
“Service” ou “Script”

– Identify in the activities the extended attributes of the type
“RNF”

RH5 Heuristic of business rules for
decision flows

– Identify the decision flows
– Identify business rules from the documentation of these
flows

RH6 Heuristic of business rules for
activities

– Identify the activities of type “User”, “Service” or “Script”
– Identify business rules from the extended attributes of type
“RULE”

RH8 Heuristics for functional
requirements

– Identify the activities of type “User”, “Service” or “Script”
– Identify functional requirements from the textual
documentation of the activities

Fig. 4. Example of an extended attribute defined for an activity using the Bizagi modeler.
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The Meta2Onto metamodel was created to define the possible classes and relations
from the generated ontology by the systematic process. The ontology classes are cat-
egorized into levels according to the BPMN elements to which they refer. This cate-
gorization can be observed in Fig. 5. Each existing class in the metamodel is analyzed
and then included as a new class in ontology, according to the defined categorization.
The first level classes are:

– “AuxiliaryElements”: this class is composed by the following subclasses:
“EventTriggers”, “GatewayDirections” and “GatewaysOutputs”. The “EventTrig-
gers” class defines the possible triggers for the event triggering. The “Gate-
wayDirections” class, in turn, defines the possible directions of a gateway (divergent
or convergent). The “GatewaysResponses” class defines the possible gateway return
types;

– “Model”: a class that contains the main information of the original business process
model;

– “ModelElements”: is covered by the classes of the business processes themselves
(subclasses of “Process”) and its elements (subclasses of “ProcessElements”). This
class is composed by the classes of all the elements of a model. It relates to the
“Model” class through the “isComposedBy” object property, indicating that a
business process model is formed by a set of BPMN elements.

Fig. 5. Categorization of classes for the ontology [4].
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The class “ProcessElements”, present in the second level of the ontology, contains
the subclasses: “Activity”, “Actor”, “Artifact”, “Event”, “ExtendedAttribute”, “Flow”,
“Gateway” and “SubProcess”. It is important to mention that the “Activity”, “Event”,
“Flow”, “Gateway” and “SubProcess” classes are categorized according to the type to
which they belong. The Gateway class, for example, is categorized as “Exclusive,”
“Parallel,” and “Inclusive,” because only the exclusive, parallel, and inclusive gateways
are considered in this work.

In order to better describe the “Model”, “ModelElements” classes, besides the
classes belonging to the second level of the ontology, the following data properties
were defined, indicating the textual attributes of the elements of a business process
model: “id”, “name”, “description” and “documentation”. For the definition of software
requirements, the boolean properties “isBusinessRule”, “isFunctionalRequirement” and
“isNonFunctionalRequirement” were created. The existence of the “true” value for
these Boolean properties indicates that the class containing this property is identified as
a business rule, functional requirement, or non-functional requirement, i.e., an element
that is a software requirement.

The ontology classes are related through object properties. In this work, these
properties relate two or more classes from the ontology and are divided into two groups:

– Basic properties: define the direct relations that can be assumed by the BPMN
elements (Table 5). They are formed from the transitions, message flows, and
associations present in XPDL files. Inverse properties have been defined for some
basic object properties, such as “isPerformedBy”, whose inverse property is
“isExecutorOfActivity”;

Table 5. Basic object properties defined for the ontology [4].

Property Domain Range

isComposedBy Model ModelElements
isPartOfProcess Pool, SubProcess, Activity, Event,

Gateway, Actor, Artifact
Process

isPartOfSubProcess Activity, Event, Gateway, Actor,
Artifact

SuProcess

isPartOfGroup SubProcess, Activity, Event, Gateway,
Actor, Artifact

Group

isSucceededBy SubProcess, Activity, Event, Gateway SubProcess, Activity, Event,
Gateway

isPrecededBy SubProcess, Activity, Event, Gateway SubProcess, Activity, Event,
Gateway

isPerformedBy Activity Actor
isExecutorOfActivity Actor Activity
usesInput Activity DataStore, DataObject
producesOutput Activity, Event DataStore, DataObject
hasExtendedAttribute Activity, Gateway, Event ExtendedAttribute
isAnnotatedBy SubProcess, Activity, Event, Gateway Annotation
communicatesWith Pool, SubProcess, Activity, Event,

Gateway
Pool, SubProcess, Activity,
Event, Gateway
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– Advanced properties: these properties aim to provide a better understanding of the
interdependencies of the subprocesses, activities, gateways and events present in a
business process model. Table 6 shows the four advanced properties defined, which
are explained below.

The object property “isExecutedAfterParallelExecutionOf” defines the relation
between a subprocess, activity, event, or gateway with the parallel flow that precedes it,
if this occurs. It is important to enhance that this property is related to criteria C11,
presented in Sect. 3.1, which indicates that all elements between two parallel gateways
define parallel flows. All parallel flows that must be run before an activity are included
as a subclass of the “ParallelFlow” class and associated with the “isExe-
cutedAfterParallelExecutionOf” property.

The object property “isExecutedAfterInclusiveExecutionOf” is formed basically by
almost the same characteristics as the “isExecutedAfterParallelExecutionOf” property.
The only difference is in its usage restriction, where all elements between two inclusive
gateways define an inclusive flow. All inclusive flows that must be performed before an
activity are included as subclass of the “InclusiveFlow” class and associated with the
“isExecutedAfterInclusiveExecutionOf” property.

4.2 Queries About the Generated Ontology

The implicit relations and interdependencies present in a business process model
indicate the existence of knowledge that cannot be obtained simply by the observation
of the model through modeling tools. In an extensive and highly complex model, the
readability of its elements and relations is affected. Current business process modeling
tools also do not provide resources for defining and executing queries about the
business process models.

On the other hand, the representation through an ontology allows queries about the
business process models, aiming to explore the classes and relations existing in the
ontology. In addition, ontology representation enables the use of inferences, which can
also be obtained through the execution of defined queries in the SPARQL language.

Thus, the PM2ONTO tool includes a set of pre-defined and structured queries in the
SPARQL v1.1 language, so that users can obtain relevant information about the
ontology.

Table 6. Advanced object properties defined for the ontology [4].

Property Domain Range

isActivateWhenEventIsTriggered SubProcess, Activity,
Event, Gateway

Event

isExecutedWhen [Name of the activity
before the gateway] OutputIs

SubProcess, Activity GatewaysOutputs

isExecutedAfterParalelExecutionOf SubProcess, Activity ParallelFlow
isExecutedAfterInclusiveExecutionOf SubProcess, Activity InclusiveFlow
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Queries are classified into two groups, according to the type of information they
return: Basic and Advanced.

Basic queries provide information about BPMN elements that have been mapped as
classes to the ontology, regardless of the relation defined for those classes. These
queries can use the following data properties defined for classes as filters: identifier,
name, description, and documentation. It is also possible to filter by “type” the classes
“SubProcess”, “Activity”, “Event”, “Gateway” and “Artifact”. The expected outputs
for basic queries are the main information about one or more BPMN elements, i.e.,
identifier, name, type, description, and documentation. The possible filters for these
queries are related to the values of the data properties from the ontology classes that
will be exploited through the executed queries.

The Advanced Queries were inspired by the work of Fanesi, Cacciagrano and
Hinkelmann [8]. The authors defined queries with the objective of helping to under-
stand the necessary elements, as well as their relationships, in a business process
model. However, most of these queries are done only about the relation between the
activities and the performers of them from the model. Other elements, such as gateways
and events, are not considered for the definition of queries. In contrast to Fanesi,
Cacciagrano and Hinkelmann [8], in this work, were defined queries that relate, in
addition to activities and their executors, the following BPMN elements: pools, gate-
ways, events, sequence and message flows. In addition, the extended attributes of the
elements of a business process model are also explored.

The eleven Advanced Queries defined in this work provide information about the
relations and interdependencies between the classes generated for the BPMN elements.
These queries were defined based on the existing object properties to relate two or more
classes of an ontology and are listed below:

1. Activities performed by a specific actor;
2. Predecessor/successor element of a filtered element in the query;
3. Elements that perform messages exchanges;
4. Elements identified as functional requirements;
5. Elements identified as non-functional requirements;
6. Elements identified as business rules;
7. Elements that use an artifact as input;
8. Activities that produce an artifact as output (Fig. 6);
9. Activities preceded by an exclusive gateway;

10. Activities preceded by an inclusive gateway;
11. Activities preceded by a parallel gateway.

The Advanced queries were created aiming to explore the following relations and
interdependencies between the elements of a business process model, considered rel-
evant to this work: (1) relations of activities with their executors and the decision flow
to which they are related; (2) activities or events that use some artifact as input to their
processing; (3) activities that produce output artifacts after their processing; (4) ele-
ments from different pools that are interconnected through message exchanges;
(5) predecessors and successors of the elements in the business process model.

In addition to improving the visualization of relations and interdependencies,
advanced queries can also help identify software requirements by identifying functional
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and non-functional requirements as well as business rules (queries n° 4, 5 and 6,
respectively). It is important to observe that the generated ontologies, when used in
conjunction with the presented queries, can help to elicit and specify the requirements
of a software solution.

Table 7 presents a summary of these eleven advanced queries defined for the
PM2ONTO tool, in order to explore the relations and interdependencies in the business
process models:

Table 7. Summary of advanced queries defined in the PM2ONTO v1.0 system.

Query
number

Description

1 Identifies which activities are under the responsibility of a participant in the
process

2 Identifies the context which each element is embedded in a process, based on
its predecessor and successor

3 Explain the interaction between two elements of different pools in a process.
The interaction in this case is represented by the exchange of messages

4, 5 and 6 Identifies the elements of a business process model that represent software
requirements, thus supporting the specification of software requirements

7 Identifies the elements that need resources for their proper functioning in the
context in which they are present in the process

8 Identifies the activities that generate resources after their execution in the
context in which they are present in the process

9, 10 and
11

Identifies the activities of a process that are performed after a decision taking
or routing of the actions taken in the process

Fig. 6. SPARQL code for advanced query number 8 [4].
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5 Example of Application of the Proposed Process

In order to show how to apply the systematic process presented in Sect. 3, the business
process model in BPMN v2.0 “Accounts Payable” of the repository was selected:
http://www.bizagi.com/en/community/process-xchange. This model basically consists
of document validation activities (e.g. Invoices) sent by suppliers, so that the payment
will be released later.

This model counts with four lanes: the accounting sector, areas of the adminis-
trative manager, financial assistant and of reception. Figure 7 shows the “Accounts
Payable” model, which also includes the “Return Invoice to Supplier” subprocess.

In all, the “Accounts Payable” model counts with the following elements:

• 1 pool;
• 4 participants;
• 8 activities (5 of the “User” type, 1 of “Script” type, 1 of “Manual” and 1 of

“Service” type);
• 5 events (2 of the “Start” type and 3 of the “End” type);
• 4 gateways (4 of the “Exclusive” type);
• 4 data objects;
• 2 data stores;

Fig. 7. Business process model “Accounts Payable”.
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• no annotation;
• 4 extended attributes.

In relation to the adjustments required after the twelve criteria were verified
(Sect. 3.1), the “Accounts Payable” model required few modifications to be stay in
conformity with those criteria. In this model, were necessary the following adjustments
in relation to the indicated criteria:

– C2: it was necessary to define the participants of the process “Accounts Payable”;
– C3: some elements, such as the “end events” of the main process and subprocess,

have been adjusted with definition of name and documentation;
– C5: the activities “Receive Invoice” and “Justify the rejection” were adjusted with

the definition of the types in each one of them;
– C7: all the activities were associated with a particular actor for the execution of

these activities.

After the necessary adjustments, the model in question was exported to XPDL v2.2
through the Bizagi modeling system (v3.1.0.01). A directory containing the XPDL file
was generated. This file has been selected as input to the tool PM2ONTO, in order to
apply Step 2 of the systematic. Steps 2.1 to 2.3 were then executed by the tool,
generating the Accounts Payable Model ontology. A part of the generated ontology is
shown in Fig. 8:

Fig. 8. Part of the ontology generated for the “Accounts Payable” model.
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The generated ontology presented the following elements:

• 38 classes;
• 245 axioms;
• 3 business rules;
• 7 functional requirements;
• 4 non-functional requirements.

It is important to mention that all the BPMN elements and the associated docu-
mentation to them were mapped to the ontology as well as the relations between the
elements. The ontology generated from the model allowed to better identify the
interdependencies of this model. Example: the relation between two activities that are
between a gateway, indicating that the routing of this flow of decision, after the
execution of the activity that precedes it, invoked a certain activity. This interdepen-
dence is observed in the ontology by means of the axioms defined from the object
property “isExecutedWhen [Activity Name] OutputIs”.

Table 8 presents a comparison between the number of the flow’s objects in
“Accounts Payable” model and the number of classes of the generated ontology. In
Table 9, the comparison is made between the number of connection objects of the
model and the number of axioms generated by the object properties from the ontology.
Table 10 presents the possible results after the execution of the eleven queries, based
on the specified filters:

Table 8. “Accounts payable” model: number of flows versus classes generated.

BPMN element (flow
object)

Quantity in
model

Ontology class Mapped quantity for the
ontology

Process 1 Process 1
Pool 1 Pool 1
Participant 4 Actor 4
Subprocess 1 SubProcess 1
Activity 8 Activity 8
Event 5 Event 5
Gateway 4 Gateway 4
Data store 2 DataStore 2
Data object 4 DataObject 4
Annotation 0 Annotation 0
Extended attribute 4 ExtendedAttribute 4
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6 Conclusion

The goal of this paper was to present a systematic process, formed by three steps, for
the automated mapping of business process models in BPMN v2.0 for ontologies in
OWL. Some papers in this direction have been found in the literature, as presented in
Sect. 2. However, these works do not exploit a considerable amount of BPMN

Table 9. “Accounts Payable” model: connection elements versus generated axioms.

BPMN element (connection objects) Quantity
in the
model

Object property from the ontology Quantity of
axioms with
the property

Common sequence flow 10 isSucceededBy
isPrecededBy

28

Message flow 0 communicatesWith 0

Flow sequence after exclusive
gateway

8 isExecutedWhen[Name of the
Activity]OutputIs

4

Flow sequence after parallel gateway 0 isExecutedAfterParallelExecutionOf 0
Flow sequence after inclusive gateway 0 isExecutedAfterInclusiveExecutionOf 0

Flow sequence after an event 0 isActivatedWhenEventIsTriggered 2
Association between an artifact and an
activity, subprocess, event or gateway

6 – usesInput
– producesInput
– isAnnotatedBy

6

Performances (activity association
with participant)

9 – isPerformedBy
– isExecutorOfActivity

18

Table 10. Examples of results for the predefined queries.

Nº Filters Results

1 Actor Name = ‘Recepcionist’ Activity Name = ‘Receive Invoice’
2 Activity Name = ‘Validate

Invoice’
Predecessor Name = ‘Receive Invoice’, Successor
Name = ‘Invoice match with PO’

3 Activity Name = ‘Validate
Invoice’

No results

4 Extended Attribute Name = ‘FR’ Extended Attribute Name = ‘FR’

5 Extended Attribute
Name = ‘RULE’

Extended Attribute Name = ‘RULE’

6 Extended Attribute
Name = ‘NFR’

Extended Attribute Name = ‘NFR’

7 Activity Name = ‘Receive
Invoice’

Data Object Name = ‘Receive Invoice Form’

8 Activity Name = ‘Inform
Supplier’

Data Object Name = ‘Reject Notification’

9 Gateway Name = ‘Invoice match
with PO’

Activity Name = ‘Validate Invoice’

10 Gateway Name = ‘Invoice match
with PO’

No results

11 Gateway Name = ‘Invoice match
with PO’

No results
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elements, as well as the relations and interdependencies existing in a business process
model. It is also important to highlight that some of these works do not propose an
automated solution for the ontologies generation.

Many benefits can be gained with the representation of a business process model
through an ontology. Ontologies improve both the visualization of the elements and the
documentation of the model, as well as become clearer the interdependencies contained
in these models. Representation by ontologies allows for inferences and queries about
business process models. In addition, the readability of complex models (including
subprocesses and documentation) is benefited, since ontologies present their classes
categorized, which does not affect their readability as they become more extensive, in
contrast to the models of business processes. This categorization of classes belonging
to ontologies improves the organization, form of identification and navigability
between these concepts.

Ontologies also make possible business process models to be used by different
software systems, since they are machine-readable structures.

The navigation in a business process model through an ontology facilitates the
understanding of the activities and the resources that exists in this model. It is possible
to insert knowledge in the ontologies and to share it among the business teams and
other teams of an organization, including the Information Technology (IT) team. Thus,
the views of business and IT teams can be more aligned to the domain of interest,
which also facilitates communication between them.

For the generation of more complete ontologies after the application of the sys-
tematic process, it is necessary that the business process models satisfy twelve criteria
(C1 to C12) defined in Sect. 3.1, which are based on good modeling practices.

To automate the systematic process presented in this paper, the P2MONTO (Pro-
cess Model to Ontology) tool was developed, which receives as input one or more
XPDL files referring to a business process model. After that, a representative ontology
from the model, described in the OWL language, is generated.

It is important to mention that ontologies enable comprehensive queries about
business process models that are relevant to business and IT teams and that could not
often be answered only by model representation in BPMN. Also, the business process
modeling tools alone do not present resources for queries involving elements and
interdependencies from the model; with tools for ontologies this is possible.

As future work to improve the process for the generation of ontologies, it is
possible to verify the viability for using classes available by the “Schema.org” com-
munity, at the following address: http://schema.org/docs/full.html. These classes serve
to describe concepts from different areas. They are structured hierarchically, being
formed by super classes, describing generic concepts, and subclasses, describing more
specific concepts of an area of interest.

The query system in the PM2ONTO tool can also be improved using the Apache
Jena Fuseki. This is a feature present in the Apache JENA framework that provides an
HTTP (Hypertext Transfer Protocol) protocol, allowing the execution of SPARQL
queries for ontology data. In this way, the user could create their queries as needed, not
being limited to the predefined queries of this work. In addition, there would have no
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longer the necessity to store the ontologies in a database, since the generated ontologies
would be applied directly to Apache Jena Fuseki.

In order to improve the validation process from the generated ontologies and to
evaluate their usability, the methodology proposed by Pizzoleto and Oliveira [14] can
be used in the future. These authors define a systematic that is based on software
usability testing techniques for evaluating enterprise ontologies. The objective is to
verify, through human interaction, the navigability, facility/flexibility of use and
apprehensibility of the ontologies, as well as to detect possible inconsistencies.

In this way, the ontologies could be adjusted according to the results of the tests.
Usability tests could also be applied to the PM2ONTO tool to evaluate the interaction
with potential users of the system. These tests could be based on heuristics or with the
participation of users.
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Abstract. While data value and value creation are highly relevant in today’s soci-
ety, there is as yet no consensus data value models, dynamics, measurement tech-
niques or even methods of categorising and comparing them. In this paper we
analyse and categorise existing aspects of data that are used in literature to char-
acterise and/or quantify data value. Based on these data value dimensions, as well
as a number of value assessment use cases, we also define the Data Value Vocab-
ulary (DaVe) that allows for the comprehensive representation of data value. This
vocabulary can be extended to allow for the representation of data value dimen-
sions as required in the context at hand. This vocabulary will allow users to moni-
tor and asses data value throughout any value creating or data exploitation efforts,
therefore laying the basis for effective management of value and efficient value
exploitation. It also allows for the integration of diverse metrics that span many
data value dimensions and which most likely pertain to a range of different tools
in different formats. DaVe is evaluated using Gruber’s ontology design criteria,
and by instantiating it in a deployment case study. This paper is an extension of
Attard and Brennan (2018) [3].

Keywords: Data value · Data value chains · Ontology · Linked Data ·
Data governance · Data management · Data value dimensions

1 Introduction

In recent years, it has become popular to refer to data as the new oil. This probably
stems from the value that data is capable of providing through its exploitation. All data
has social and commercial value [4], based on the impact of its use in different dimen-
sions, including commercial, technical, societal, financial, and political. In fact, data
has become an essential part of products and services throughout all sectors of society.
Despite the growing appreciation of data as a valuable asset, there is little work on how
to directly assess or quantify the value of specific datasets held or used by an organ-
isation within an information system. For example, existing literature on data value
chains, such as [8,26], simply describe processes that create value on a data product,
however they do not actually discuss how to measure or quantify the value of data.
Such data value assessment requires the monitoring of the dimensions that characterise
data value within a data value chain, including data quality, usage of data, and cost.
In real-world information systems this involves integration of metrics and measures
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from many sources, for example; log analysis, data quality management systems, and
business functions such as accounting. Without assessment, effective management of
value and hence efficient exploitation is highly unlikely [5].

Amongst a number of challenges that hinder the quantification and assessment of
data value, the lack of consensus on the definition of data value is an evident challenge
that requires attention. Part of this challenge is due to the complex, multi-dimensional
nature of value, as well as the importance of the context of use when estimating value.
This indicates the need for terminological unification and building a common under-
standing of the domain, both for practitioners and for integrating the results of value
assessment tools. The interdisciplinary nature of this field also resulted in a variety
of term definitions. Moreover, current data value models, dynamics, and methods of
categorisation or comparison, are also highly heterogeneous. These differences can
be attributed to the different domains of study, as well as the various motivations for
measuring the value of data (i.e. information valuation). Examples of these purposes
include; ranking of results for question answering systems [2], information life cycle
management [7,20], security risk assessment [36], and problem-list maintenance [22].

The aim of this paper is to answer the following two research questions:
RQ1: What are existing dimensions that characterise data value?
RQ2: To what extent can data value dimensions be modelled as an ontology?

By studying these questions we aim to gain insight into data value dimensions and
the relevant data value metrics that are used to quantify data value, in order to provide
a comprehensive model for exchange of data value metadata, and enable the creation
of data value assessment frameworks or toolchains built on many individual tools that
assess specific value dimensions.

In this extended paper we therefore contribute to the field by exploring the various
data value dimensions identified in literature, as well as the data value definitions and
models that they are based on. With the aim of providing terminological unification, we
categorise the identified dimensions, and also provide brief definitions. Thereafter we
define the Data Value Vocabulary (DaVe); a vocabulary that enables the comprehensive
representation of data value in an information system, and the measurement techniques
used to derive it. The Data Value Vocabulary is expressed as Linked Data so that tools
or dataset owners can easily publish and exchange data value metadata describing their
dataset assets. In order to ensure interoperability of the vocabulary, we reuse concepts
from existing W3C standard vocabularies (DCAT [28] and DataCube [9]). Moreover, in
order to cater for this rapidly evolving research area, and also for the extensive variety
of possible contexts for information valuation, we designed DaVe to allow users to
extend the vocabulary as required. This will allow users to include metrics and data
value dimensions as needed, whilst also keeping the defined structure. In this paper we
also gather together a set of data value assessment use cases derived from literature, and
provide evaluation of the model through a structured evaluation of the ontology under
Gruber’s ontology design criteria, as well as through an example instantiation of the
data value model in a deployment case study.

The rest of this paper is structured as follows: In Sect. 2 we define a number of key-
words to set a common ground for the terminology used in this paper, Sect. 3 discusses
related work with respect to data value definitions, dimensions, and models, Sect. 4
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provides further insight into data value dimensions, Sect. 5 describes a set of use cases
for data value assessment metadata, Sect. 6 derives common requirements from the use
cases, Sect. 7 presents the Data Value Vocabulary (DaVe) and documents our design
process, Sect. 8 evaluates the vocabulary with respect to objective criteria for knowl-
edge sharing and through a case study, and finally Sect. 9 presents our conclusions.

2 Terminology

Due to the interdisciplinary nature of this topic, many relevant terms integral to the
topic of data value are used in different contexts. In this section we therefore define
such terms in the way we will use them throughout this paper.

Data - The Oxford dictionary defines data to be “Facts and statistics collected
together for reference or analysis”1. Data can be gathered from sensors such as weather
data, from surveys such as a census, or otherwise collected as a byproduct of a process
or service, such as data about orders from an online retailer. Data can exist either in a
digital manner or in a physical document. Moreover data can be represented in different
formats, including text, images, and numbers.

In literature there are some distinctions made between data, information, and knowl-
edge, where the latter two are usually defined to be data with the addition of ‘interpre-
tation’ and experience respectively. In this paper we use ‘data’ in the generic sense in
order to also include information and knowledge, since data certainly does not need to
be in a “raw” state in order to have value. We here therefore treat the three terms as
synonyms.

Value - In the generic sense of the term, Oxford dictionary defines value to be “The
regard that something is held to deserve; the importance, worth, or usefulness of some-
thing”2. While this applies in most, if not all, contexts, different disciplines would have
more specific definitions. For example, in economics, the definition and measurement
of value would be in terms of currency. Other definitions, such as sentimental value,
would be in terms of personal or emotional associations rather than material worth. It
is quite evident that these varying definitions are tied to the subjective and contextual
nature of value. With the aim of characterising the latter concept, we define value to
be a number of different dimensions that in an aggregate manner represent the worth
return of the thing in question.

Data Value - There are various definitions, interpretations, and aspects of data value
in literature, however there is no agreed-upon standard. Based on the definition of value
we provide above, in terms of data value is characterised by a number of dimensions
such as quality, cost, volume, and content amongst others, that can provide us with the
actual or potential benefit resulting from exploiting this data through its usage, selling,
etc. This benefit, or worth return, can be financial profit or cost reduction, more effi-
ciency or efficacy in executing a process, gaining insight/knowledge, more informed
decision making, etc.

1 https://en.oxforddictionaries.com/definition/data (Accessed 24th August 2018).
2 https://en.oxforddictionaries.com/definition/value (Accessed 24th August 2018).
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Data ValueModel - In relevant literature, authors define data value models as a rep-
resentation of the value of data. These representations include aspects that characterise
data and its value.

Dimensions - In the context of (data) value, we define dimensions to be aspects
that characterise the data. Due to the subjective and contextual nature of value, some
dimensions may be considered to be more characteristic of value than others in a spe-
cific context. For example, the timeliness of weather sensor data might be considered
to be more valuable than the accuracy of the data for weather forecasting.

Metrics - Metrics are used to measure dimensions. In the context of data value,
metrics can be subjective or objective and qualitative or quantitative, depending on the
dimension in question.

3 Related Work

Data value is recognised as a “key issue in information systems management” [40].
Data value is not a new concept; it has been extensively explored in the context of data
value chains [4,8,25,26,30,34]. The rationale of these data value chains is to extract the
value from data by modifying, processing, and re-using it. Yet, to date, the literature on
data value chains only provides varying sequences and/or descriptions of the processes
required to create value on a data product, as opposed to directly exploring data value
and its quantification. This makes it challenging for stakeholders to easily identify what
characterises data value. Hence methods and metrics to measure it are still immature
[38]. We here explore existing definitions and models that aim to define data value, as
well as dimensions that are identified as aspects that characterise data value.

3.1 Data Value Definitions

The multi-dimensional nature of value, as well as the relevant role that context plays in
the quantification of data value, both complicate the task of defining data value. In fact,
there is as yet no agreed upon definition of data value, and the existing literature offers
varying definitions. For example, Jin et al. define the value of data as a commodity to
be determined by its use-value [20]. Maina similarly considers the perceived value by
the users of the data [29], whilst Turczyk et al. express value to be the probability of
further use [39]. Wijnhoven et al. consider data value to be subjectively determined by a
number of characteristics, including size, date of modification, and number of accesses
[41]. Al-Saffar and Heileman define information value to be a function of trust in the
source, and the impact of a specific piece of information on its recipient [2], whilst
Castelfranchi identifies the value of knowledge to be derived from its use and utility,
and also from its necessity and reliability [6]. Sajko et al. on the other hand establish
data value to be characterised by meaning to business, cost, and time [36].

3.2 Data Value Dimensions

Data value in literature is also depicted through different dimensions, matching the def-
inition of data value that is being followed. These dimensions indicate that the value of
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data can very in different contexts, such as different points in time, and when being used
by different consumers. For example, Chen considers usage over time to be the dimen-
sion that quantifies data value [7]. Higson and Waltho similarly consider the number of
users to indicate the value of data, where the more people who use this data within an
enterprise, then the greater the value of the data [19]. Moody also considers usage to
be a dimension that characterises data value [31]. In fact, he also points out that unused
data is actually a liability due to the costs of storage and maintenance, and yet no value
is extracted from it. Wijnhoven et al., amongst other dimensions, also consider usage
(through the number of accesses) as an indicator of data value [41].

Many of the data value dimensions covered in literature also overlap with data qual-
ity dimensions that are very much in line with recent research on data quality dimen-
sions [42]. For example, Otto considers the quality of the data, which fluctuates during
the data life cycle, to influence the value of data [33]. Viscusi and Batini concur, whilst
specifically mentioning accuracy, completeness, accessibility, relevance, and timeliness
to indicate data value [40]. Whilst pointing out its context dependence, Moody also
indicates data accuracy to impact the value of data [31]. Apart from generic data qual-
ity, Higson and Waltho also discuss timeliness as a dimension that indicates data value
[19]. Similarly, Ahituv suggests timeliness and format to be data value dimensions [1].
Even and Shankaranarayanan follow a similar reasoning where they focus on the intrin-
sic value of data and consider data quality dimensions that are both context independent
and context dependent [14].

Utility, or the relevance of data to a business, is also a popular data value dimension
in existing literature. Sajko et al. consider utility as a dimension of data value [36]. They
define utility to be the ability of information to provide the required results. Viscusi and
Batini also identify utility as a characterisation of data value, and they break it down into
financial value, pertinence, and transaction costs [40]. Wijnhoven et al. also use utility,
along with a number of other file attributes, to define data value [41]. Moody also dis-
cusses utility as a measure for the value of data, however he also points out that this
approach of quantifying the value of data is challenging due to the difficulty and subjec-
tivity of determining the specific future cash flows related to the data as an asset [31].

Examining existing literature that tackles the definition of data value resulted in
a plethora of different dimensions along to the popular ones mentioned above. For
instance, along with utility, Sajko et al. also identify meaning to business and cost as
data value dimensions [36]. In a similar manner, Ahituv considers cost, along with data
contents, to be data value dimensions [1]. Laney, on the other hand, explores the appli-
cability to the business and the availability to competitors [24]. Higson and Waltho also
consider the uniqueness of data (i.e. the unavailability of the same data to other com-
petitors) to add to the data’s value [19]. These authors also point out that the business
user satisfaction is an indicator of data value. Al-Saffar and Heileman veer towards a
more context-dependent dimension: the impact that specific data can have on the exist-
ing knowledge base [2]. They suggest using impact, as well as trust, to subjectively
measure information value. Cost is also considered as a relevant dimension of data
value. For instance, Chen uses the cost of information production, reproduction, and
acquisition as indicators of data value [7]. Moody also discusses cost in context of data
valuation paradigms [31].
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3.3 Data Value Models

Despite the lack of consensus on the definition or characterisation of data value, formal
methods for establishing the value of data or information have been studied at least since
the 1950s in the field of information economics (or infonomics). Yet, the large variety
of data value dimensions results in an equally large number of domain-specific models
that singularly are not adequate to provide a domain-independent, comprehensive, and
versatile view of data value. To date, there has been no attempt to specify a formal data
value knowledge model. Moreover, existing models cannot be considered for providing
complete answers to the queries and scenarios as identified in the use cases in Sect. 5.
However one advantage of adopting a Linked Data approach is that our model can be
interlinked with existing W3C standard models of usage, quality and dataset descrip-
tions to form a complete solution for use cases like data governance driven by data
value.

Moody and Walsh define seven “laws” of information that explain its unique
behaviour and relation to business value [31]. They highlight the importance of meta-
data, saying that “[f]or decision-making purposes just knowing the accuracy of infor-
mation is just as important as the information being accurate”. They also identify three
methods of data valuation: utility, market price, and cost (of collection), and conclude
that utility is in theory the best option, but yet impractical, and thus cost-based estima-
tion is the most effective method. Sajko et al. differentiate between two methods for
data valuation, namely a qualitative approach that is based on the relevance of data for
the business, and a quantitative approach that is based on cost variables [36].

Other existing models, while representing a valid data value dimension, do not (yet)
adequately model all aspects. For instance, the Dataset Usage Vocabulary (DUV) [27]
fails to model usage statistics, such as number of users, frequency of use, etc. The
W3C Dataset Quality Vocabulary (daQ) [11] is relevant but is specialised for capturing
data quality metrics rather than data value metrics. Since these may overlap it sets an
important requirement for the data value vocabulary that its metric definitions are com-
patible with those of the data quality vocabulary. In fact, Otto has also recently argued
that research efforts should be directed towards determining the functional relationship
between the quality and the value of data [33].

4 Categorising Data Value Dimensions

In the literature covered in Sect. 3 we identified a plethora of dimensions used to char-
acterise data value. This variety emphasises the obvious lack of an existing standard
for identifying the value of data. It also emphasises that context is a data value dimen-
sion that is quite relevant in any data value definition or quantification effort; which
most authors in literature seem to agree with [13]. An important thing to note here is
that from the literature we explored, we termed any data value aspect mentioned as a
‘dimension’ of data value. Yet, some of these dimensions are better termed as data value
metrics. Our reason behind using ‘dimensions’ as a blanket term is to avoid being too
specific at this stage, and risk discarding relevant data value aspects that are mentioned
in literature. We clarify this aspect further in Sect. 7.
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Table 1. Overview of dimensions identified in literature and their categorisation.

Categorisation Intrinsic Extrinsic Data value dimensions in literature

Usage � Usage, No. of users, No. of accesses

Cost � Cost, production cost, reproduction cost, acquisition
cost

Quality � Quality, timeliness, accuracy, completeness,
accessibility, relevance

Applicability
to business

� Meaning to business, applicability to business

Utility � Utility

Uniqueness � Uniqueness, availability

Impact � Impact, customer satisfaction, new
knowledge/contents

Trust � Trust, believability

File attributes � File attributes, contents, format

Table 1 provides an overview of the dimensions mentioned in the literature covered
in Sect. 3. Whilst not comprehensive, the table indicates the complexity of characteris-
ing data value. This table also clearly indicates the need for terminological unification,
as many dimensions identified in literature are termed differently, but essentially mean
the same thing. In an attempt to provide a generic characterisation of data value, we
therefore categorise the various similar dimensions using a single term. We also indi-
cate the nature of the dimension; intrinsic to refer to dimensions that are relevant to
aspects of the data itself, and extrinsic to refer to dimensions that are more related to

Fig. 1. Frequency of data value dimensions as mentioned in the analysed literature.
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the context of use. In Fig. 1 we also show the frequency with which each dimension was
mentioned in the literature we analysed. It is quite evident that the Quality data value
dimension has the highest frequency. This might be an indication that data quality is
regarded as a dimension that highly impacts data value.

4.1 Data Value Dimensions Definitions

We here provide a brief description of each of the categorising dimensions we identify
in Table 1.

Usage - Authors such as Moody argue that data has no intrinsic value, yet it only
becomes valuable when people use it [31]. Therefore, the more the data is used, the
more valuable it becomes [20]. On this note, the usage of data is a domain frequently
used to identify the value of data. Usage can include multiple aspects, including usage
count, usage time, the source of usage, and the purpose of usage [7]. Usage can also
be estimated (through usage patterns) for a future point in time, to provide a “value
forecast” for data.

Cost - Similar to any other asset, data has a cost. This can be cost of capturing,
producing or acquiring information, cost of selling, cost of storing, cost of maintaining,
and cost of replacing or reconstruction costs [7,31,36,40].

Quality - This dimension is related to a number of aspects of the data that indicate
its fitness for use [21]. These aspects can include the completeness, accuracy, timeliness,
clarity, and accessibility.

Applicability to Business - Data is applicable to a business if it is relevant to one
or more processes within the context of data exploitation.

Utility - Utility characterises data value in terms of use (value in use) and the bene-
fits that can be derived from it [29,31,40].

Uniqueness - Data that is more unique and specific to the context in question will
have more value potential than data that is easily obtainable. The more scarce data is,
the more competitive advantage it will provide to its owner [23].

Impact - This dimension portrays the degree of change that the information will
generate with its use [2]. For example, this can be quantified through data similarity;
where if new data is very similar to existing data, then the impact will be much lower
than if the new data provides new insight, or through customer satisfaction.

Trust - Data is considered to be more valuable when it is deemed credible and
trustworthy by the entities using it [23].

File Attributes - These are aspects that are usually intrinsic to the data itself. These
aspects or attributes may include the actual contents of the data, the size, the date of
modification, and the format and structure in which the data is represented.

5 Use Cases

This section has the purpose of illustrating scenarios where a data value vocabulary can
be applied. We here analyse a set of use cases that will provide us with the relevant
information to then identify requirements for the vocabulary. We provide a description
for each use case and then we proceed to demonstrate some of the main challenges to
be addressed by the data value model. Based on these challenges, a set of requirements
for a data value vocabulary are abstracted, usually as competency questions [35].
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5.1 Data Value Monitoring

Data monitoring focuses on assessing and reporting data value throughout the value
chain by gathering metrics on datasets, the data infrastructure, data users, costs and
operational processes. In Brennan et al. we identified the data value monitoring capa-
bility as a fundamental part of any control mechanism in an organisation or information
system that seeks to maximise data value, and hence data-driven innovation [5]. Data
value monitoring provides us with a number of challenges that include the following:

– Integration of diverse metrics that cover various data value dimensions and which
most likely pertain to a range of different tools, and therefore also exist in different
formats. The goal here is to be able to build unified views of value from many data
sources.

– Intelligent identification of the appropriate metrics that can be implemented on a
given data asset. This could be supported by a knowledge model of the available
metrics, the tools available to collect them, and how metrics are related to differing
data value dimensions.

– Providing explanations about the context and measurement of a metric when report-
ing on data value assessment results, for example in data governance applications.

– Accommodating new metrics in order to cater for the evolving nature of data value
and the relevant tools and metrics.

The use of a common vocabulary for data value metric metadata can mitigate the above
challenges. This can be done through the annotation of the results of different tools,
therefore supporting data integration. If the vocabulary is capable of identifying links
between metrics and tools, it would be possible to query a knowledge base using the
data value vocabulary in order to select appropriate tools. It would also be possible to
support users in interpreting metric measurements of data value by encoding the context
and metric definitions. For example, a user would be able to more easily understand a
“Usage” metric if the definition of the metric is included, such as “This metric measures
the number of times this dataset was accessed since its creation”. The context would
then provide further details on how the metric was used, such as the date it was executed,
or the user who was running the metric.

5.2 Curating Data

Data curation is an intensive process that often requires human input from expensive
and time-poor domain experts [16]. In Attard et al. we identify curation as a role that
stakeholders can undertake whilst participating within a data value network [4]. The
optimisation of the data curation process is therefore a possible application area, where
data value estimates can be used to direct human effort. This has the following chal-
lenges:

– Monitoring data value in a curation environment (see above use case).
– Using data value estimates to identify which data value dimensions of a dataset are

both scoring poorly and are suitable for remediation through data curation processes,
e.g. increasing data quality.
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– Enabling a data curator to identify which value dimensions for a dataset are relevant
to a specific data value chain, and to incorporate them in a dataset description. This
is to support targeting the most significant data value dimensions during the curating
process and throughout the value chain.

5.3 Data Management Automation

Data value metrics have already been applied to drive automated data management pro-
cesses, however most of such initiatives represent distinct value-driven systems that use
data value metrics and estimates for a single application or purpose. Examples include
file migration [39], data quality assessment [15], and information lifecycle manage-
ment [7]. Ideally, data value-driven automation would be more generalised, whereby
integrated tool-chains of applications would enable the results or output of one tool to
be consumed by other tools in order to execute subsequent activities or tasks, such as
dataset repair after value assessment. This use case has the following challenges:

– Enabling the coherent view of relevant dimensions and value calculations originating
from diverse tools. This challenge is especially relevant due to the diverse value
metrics and lack of common representation semantics in existing tools.

– No common format to express data value metric thresholding or targets.
– Capturing of the relationships between data value, data assets, dataset metadata, data

quality metrics, and data quality engineering methods, tools and processes. This
would enable the application of probabilistic or semantic reasoning to be applied
to goal-setting, monitoring, and control of the automated data management control
loop.

5.4 Data Governance Based on Data Value

According to Tallon, data governance must become a facilitator of value creation as
well as managing risk [38]. However, organisations are still not fully capable of under-
standing how big data can create value [12]. The governance of Big Data could drive
business model innovation [10], i.e. the appropriate deployment of data to develop new
products and services based on the data, or the exploitation of data to transform how
key organisational functions operate. Essentially, the most direct way to map between
corporate strategy and data operations is to create links between data assets and organ-
isational value as a basis for data governance. The challenges of this use case are as
follows:

– Flexibly representing data value so that it can be related to other business domain
models such as data assets, business goals, key employees, and organisational
knowledge.

– Optimal execution of data value chains. Existing data value chains are not optimally
executed, in part due to a lack of data value estimates.

– Supporting operational decision making processes by informing them of high rel-
evance and high value data assets and organisational information channels or pro-
cesses.
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– Identification of value faults or issues within data value chains over time in order to
initiate mitigating actions.

– Estimating data value for data acquisition decisions to ensure its utility and “worth”
in a specific context.

6 Requirements for a Data Value Vocabulary

Based on the data value dimensions that are discussed in existing literature, as well as
through the use cases and challenges described above, we have established the follow-
ing requirements for the data value vocabulary. Each requirement has been validated
according to three criteria: (1) Is the requirement specifically relevant to data value rep-
resentation and reasoning? (2) Does the requirement encourage reuse or publication of
data value meta data as (enterprise) linked data? (3) Is the requirement testable? Only
requirements meeting those three criteria have been included.

1. The vocabulary should be able to represent data value comprehensively through a
common representation.

2. It must be possible to extend the vocabulary with new metrics and assign them to
specific data quality dimensions;

3. Data value metrics should enable the association to a set of measurements that are
distributed over time;

4. It should be possible to associate a data asset (dataset) to a set of documented, and,
if available, standardised value metrics;

5. It must be possible to associate a metric with a specific tool or toolset that supports
generation of that metric; and

6. It must be possible to define the meaning of data value in the context of a specific
data asset in terms of a number of dimensions, metrics and metric groups.

In addition we adopt the general requirements for data vocabularies from the W3C Data
on the Web Best Practices Use Cases and Requirements working group note3 to guide
us on vocabulary engineering requirements:

– Vocabularies should be clearly documented;
– Vocabularies should be shared in an open way;
– Existing reference vocabularies should be reused where possible; and
– Vocabularies should include versioning information.

7 Data Value Vocabulary - DaVe

In this section we use ontology engineering techniques and standard vocabularies in
order to define a vocabulary that enables the comprehensive representation of data
value. This vocabulary will enable the quantification of data value in a concrete and
standardised manner. The Data Value Vocabulary4 (DaVe) is a light-weight core vocab-
ulary for enabling the representation of data value quantification results as linked data.
This will allow stakeholders to easily re-use and manipulate data value metadata, whilst
also representing information on the dataset in question in other suitable vocabularies
such as the W3C DCAT vocabulary for metadata describing datasets.

3 https://www.w3.org/TR/dwbp-ucr/.
4 http://theme-e.adaptcentre.ie/dave/.

https://www.w3.org/TR/dwbp-ucr/
http://theme-e.adaptcentre.ie/dave/
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7.1 Vocabulary Design

Data value is both subjective and context dependent. This particular characteristic of
data value makes the definition of a generic data value vocabulary quite challenging.
In fact, varying contexts of use will require the quantification of different value dimen-
sions, and therefore the use of the relevant metrics. In Fig. 2, we present DaVe, an
abstract metadata model that, through extending the vocabulary, enables a comprehen-
sive representation of Data Value. This representation will also be fluid in that it will
allow the use of custom data value dimensions that are relevant to the context in ques-
tion, whilst also maintaining interoperability. For DaVe we follow the Architectural
Ontology Design Pattern5 which affects the overall shape of the ontology and aims to
constrain how the ontology should look like. This pattern is shared with the Dataset
Quality Vocabulary (daQ) for its structure, and thus increases interoperability between
the vocabularies and easily allows reuse of data quality metrics as metrics for data value
dimensions when deemed appropriate.

Fig. 2. The Data Value Vocabulary - DaVe [3].

All data value metadata will be contained in the DataValue concept, which is essen-
tially the central concept within DaVe. As shown in Fig. 2, in DaVe, we distinguish
between three layers of abstraction. A DataValue concept consists of a number of differ-
ent Dimensions, which in turn contain a number of MetricGroups. Each Metric Group
then has one or more Metrics that quantify the Dimension that is being assessed. This
relationship is formalised as follows:

5 http://ontologydesignpatterns.org/wiki/Category:ArchitecturalOP.

http://ontologydesignpatterns.org/wiki/Category:ArchitecturalOP
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Definition 1

V ⊆ D,

D ⊆ G,

G ⊆ M ;

where V is the DataValue concept (dave:DataValue), D = {d1, d2, ..., dx} is the
set of all possible data value dimensions (dave:Dimension), G = {g1, g2, ..., gy}
is the set of all possible data value metric groups (dave:MetricGroup), M =
{m1,m2, ...,mz} is the set of all possible data value metrics (dave:Metric), and
x, y, z ∈ N [3].

These three abstract classes are not intended to be used directly in a DataValue
instance. Rather, they should be used as parent classes to define a more specific data
value characterisation. We describe the abstract classes as follows:

– dave:Dimension - This represents the highest level of the characterisation of
data value. A Dimension contains a number of data value Metric Groups. It is a
subclass of qb:DataSet; the W3C Data Cube DataSet. This enables rich metadata
to be attached describing both the structure of the data collected in this dimension,
and conceptual descriptions of the dimensions through W3C Simple Knowledge
Organisation System (SKOS) models6.

– dave:MetricGroup - A metric group is the second level of characterisation of
data value, and represents a group of metrics that are related to each other, e.g. by
being a recognised set of independent proxies for a given data value dimension.

– dave:Metric - This is the smallest unit of characterisation of data value. This
concept represents metrics that are heuristics designed to fit a specific assessment
situation. The dave:ValueMeasurement class is used to represent an instance
of an actual measurement of a data value analysis.

The RDF Data Cube Vocabulary [9] and the Data Catalog Vocabulary (DCAT) [28]
W3C standard vocabularies are both used in DaVe. The DCAT Vocabulary, through
dcat:Dataset, has the purpose of identifying and describing the dataset that is
analysed with the intention of measuring its value. On the other hand, the Data Cube
Vocabulary enables the representation of data value metadata of a dataset as a collec-
tion of readings. This is essential to provide for the requirements as identified in Sect. 6.
Therefore, through the use of the Data Cube Vocabulary, users of DaVe will be able to:

– view all the metrics and their respective value measurements, grouped by dimension;
– view the various available value measurements for a specific metric (typically col-

lected at different points in time as the dataset evolves);

We describe the remaining concepts within DaVe as follows:

– dave:ValueMeasurement - As a subclass of qb:Observation, this concept
enables the representation of multiple readings of a single metric, as they occur, for

6 https://www.w3.org/2004/02/skos/.

https://www.w3.org/2004/02/skos/
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example, on different points in time, or otherwise for different revisions of the same
dataset. dave:ValueMeasurement also provides links to the dataset that the
metric was computed on through the dave:computedOn property, a timestamp
when the metric was computed through the sdmx-dimension:timePeriod
property, and the resulting value of the metric through the dave:hasValue prop-
erty. The latter value is multi-typed since results might vary amongst different types,
including boolean, floating point numbers, integers, etc.

– dave:Toolset - This concept provides a link to a toolset or framework that pro-
vides functionality for a specific metric, therefore enabling users to easily identify
the toolsets supporting the value metrics they require.

– dave:Description - This concept provides an overview of the metric and the
context in which it is used.

7.2 Extending and Instantiating the Ontology

In order to comprehensively model data value, a user will need to extend the DaVe
vocabulary with new data value measures that inherit the defined abstract con-
cepts dave:Dimension, dave:MetricGroup, and dave:Metric. This will
enable a user to represent data value in the specific domain at hand. Figure 3 por-
trays how DaVe can be extended with specific data value measures (T-Box). These
measures can then be used to represent actual data value metadata (A-Box). In Fig. 3
we extend DaVe with Cost as an example of the dave:Dimension concept, Eco-
nomic Value as an example of dave:MetricGroup, and PurchaseCost as an exam-
ple dave:Metric. According to LOD best practices, such extensions should not be
included in DaVe’s own namespace. For this reason we recommend users to extend
DaVe in their own namespaces. In future work we plan to provide sample dimension
and metric specifications using DaVe that will be refined via community feedback and
serve as a catalog of examples that DaVe users can reuse directly or draw upon to build
their own specifications.

8 Evaluating DaVe

In this section we provide preliminary evaluation of the DaVe vocabulary in two ways;
by leading out a structured analysis on the features of the ontology, and by applying the
vocabulary to a use case in order to validate its usability and capability of modelling
data value in context.

8.1 Design-Oriented Evaluation

In Table 2 we present the evaluation of the DaVe vocabulary in accordance to the desired
qualities expected from a well designed ontology. We here implement a methodology
that follows the structured analysis approach laid out in [37]. We therefore define a
number of generic and specific criteria, and evaluate our ontology according to how it
fares with regard to these criteria.
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Fig. 3. Extending DaVe - A-Box and T-Box [3].

We have also evaluated the ontology in accordance to one of the most widely
adapted, objective criteria for the design of ontologies for knowledge sharing; the prin-
ciples proposed by Gruber [18].

– Clarity - DaVe meets two of Gruber’s three criteria for clarity in ontological defini-
tions as follows:

1. Conceptualisation in DaVe focuses solely on modelling the requirements for
recording data value metric measurements and their grouping into data value
dimensions, irrespective of the computational framework in which these will
be implemented (Gruber’s “independence from social and computational con-
texts”);

2. Definitions in DaVe (such as the definition of dave:Metric) have not been
asserted in every case using necessary and sufficient conditions, due to the addi-
tional complexity this definition style places on the interpretation of the vocab-
ulary (Gruber’s recommendation of providing logical axioms); and

3. Finally, DaVe has been very well documented with labels and comments (Gru-
ber’s requirement for natural language documentation).

– Coherence - There are two aspects to coherence according to Gruber:

1. Definitions in an ontology must be logically consistent with the inferences that
can be derived from it; and

2. The logical axioms of the ontology and its natural language documentation
should be consistent.

DaVe has been checked using popular reasoners for logical consistency, although
further work will have to be done on applications and field trials to explore the range
of the inferences possible and to validate them. DaVe has been extensively docu-
mented using inline comments, labels and metadata using the LODE7 documenta-
tion generation framework. This process ensures that ontology engineers working
on DaVe can easily update the documentation when updating the vocabulary and

7 http://www.essepuntato.it/lode.

http://www.essepuntato.it/lode
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Table 2. Evaluating the DaVe vocabulary [3].

Generic criteria Evaluation

Value addition (1) The vocabulary adds data value specific metadata to the processes of
data management/data governance/data value chain management, and
enriches information about datasets to include data value metrics and
their collection context. Tools can then use this context dependent
information for automation and automatic generation purposes.

(2) DaVe is used to provide details about the data value assessment
process outcomes.

(3) It links together related concepts in data value, data quality, data
usage and data catalogs.

(4) DaVe can also help inform governance decision-making or reasoning
about data value dimensions, metrics, and tools in a governance
knowledge base, for example to enable metric selection or combination.

Reuse (1) Potential reuse across a wider community of data producers, data
value chain managers, dataset managers, ontology engineers of new or
related vocabularies.

(2) Potential users and uses of DaVe include developers of data
profiling/assessment tools, data governance platforms, decision support
systems, and business intelligence systems.

(3) The vocabulary is easy to reuse and published on the Web together
with detailed documentation. It defines a general abstraction of value
dimensions and metrics that can be extended for specific use cases or
domains. Furthermore, the models are extendable and can be inherited by
specialised domain ontologies for specific data governance platforms.

Design and
technical quality

(1) All ontologies have been designed as OWL DL ontologies, in
accordance to ontology engineering principles [32].

(2) Axiomatisations in the ontologies have been defined based on the
competency questions identified during requirements scoping.

(3) The vocabulary has been validated by the OOPs! ontology pitfall
scanner (http://oops.linkeddata.es/).

(4) The ontology contains descriptive, licensing, and versioning
metadata.

Availability The ontology has been made publicly available at http://theme-e.
adaptcentre.ie/dave. Furthermore, it has been given persistent w3id URIs,
deployed on public facing servers, and is content negotiable. The
vocabulary is licensed under a Creative Commons Attribution License.
DaVe has also been registered in LOV (http://lov.okfn.org/dataset/lov/
vocabs/dave).

Sustainability The ontology is deployed on a public Github repository. It is supported
by the ADAPT Centre, a long-running Irish government funded research
centre. Long term sustainability has been assured by the ontology
engineers involved in the design.

http://oops.linkeddata.es/
http://theme-e.adaptcentre.ie/dave
http://theme-e.adaptcentre.ie/dave
http://lov.okfn.org/dataset/lov/vocabs/dave
http://lov.okfn.org/dataset/lov/vocabs/dave
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Table 2. (continued)

Specific criteria Evaluation

Design
suitability

The vocabulary has been developed in close association with the
requirements emerging from potentially exploiting applications, as
presented in the use cases section of this paper. Thus they closely
conform to the suitability of the tasks for which they have been designed.

Design elegance
and quality

Axiomatisation in the ontologies have been developed following
Gruber’s principles of clarity, coherence, extendability, minimum
encoding bias, and minimum ontological commitment [18]. These
ontologies are based on the ADAPT Centre’s past history of vocabulary
standards development with the W3C.

Logical
correctness

The ontologies have been verified using DL reasoners for satisfiability,
incoherency and inconsistencies. The OOPs! model checker has been
deployed to validate the ontologies.

External
resources reuse

Concepts from external ontologies such as W3C’s Data Cube and the
DCAT vocabulary have been used in DaVe. Moreover, other ontologies
such as the Data Quality Ontology daQ and the Dataset Usage
Vocabulary DUV can be used in instances of the ontology as required by
the user and the context of data use.

Documentation The vocabulary have been well documented using rdfs:label,
rdfs:comment and author metadata. HTML documentation via the LODE
service (http://www.essepuntato.it/lode) has also been enabled. All
ontologies have been graphically illustrated. This paper also documents
the vocabulary, its use cases and provides example instances.

that documentation generation is automatic and nearly instantaneous, which facili-
ties validation and consistency checking.

– Extendibility - Gruber states that to ensure extendibility, a vocabulary should allow
for monotonic extensions of the ontology. For DaVe we have reused the structural
pattern of the Data Quality ontology (DaQ), where we define an abstract metric
framework designed to be extended with new data value concepts as required, whilst
still maintaining the defined structure and existing definitions.

– Minimal encoding bias - For wider adoption of the ontology, Gruber states that
the ontology should use a conceptualisation mechanism that minimises the depen-
dencies on encoding formats. DaVe has been formalised in OWL 2, which is a W3C
standard for representing ontologies on the Web. It has its foundations in Description
Logics. Multiple serialisation formats are available for the ontology. The axiomati-
sation in DaVe is therefore accessible to all tools and frameworks that support these
serialisations. There are limits to the expressivity of OWL [17] and it has modelling
quirks that impact on any conceptualisations it captures, but nonetheless it has been
designed specifically for knowledge capture and to minimise the impact on models.

– Minimum ontological commitment - Gruber’s final test requires that an ontol-
ogy should only make assertions that require only a minimum commitment from

http://www.essepuntato.it/lode
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implementing agents, providing them the flexibility to extend and enrich the ontol-
ogy, albeit in a monotonic way. DaVe meets this criteria in at least two ways:

1. It minimises the number of imported ontologies. Each imported ontology or
referenced term has been assessed for the impact it has on the overall model and
incomplete, inconsistent, or overly wide ontologies have not been included.

2. Rather than providing a static model of the data value domain based on our cur-
rent understanding, DaVe provides a framework of value dimensions, metrics,
and measurements with their relationships which is designed to be extended to
incorporate new metrics, dimensions, and tools.

8.2 Use Case Driven Evaluation

In this section we describe a deployment scenario for DaVe in MyVolts Ltd.8; an Irish
data-driven online retailer, that wishes to assess data value to drive internal business
process optimisation.

MyVolts is a successful SME with a 15 year track record that develops and operates
a highly automated internet retail and business intelligence system. They are a signif-
icant source for consumer device power supplies in the markets where they operate.
They have served over 1 million customers in the USA, Ireland, the UK, France, and
Germany. Aside from importing and designing standard power supplies, MyVolts also
produce their own power products. This SME collects, manages and analyses data on
their customers, the evolving market of power supply device specifications, and the
power supply needs of all consumer electronics. They gather this data through moni-
toring social media, web sales data such as Amazon top seller lists, customer queries
and complaints, and device manufacturer homepages. Through this process they dis-
cover new consumer electronic devices, which then need to be categorised, profiled
for potential sales value, and have their power supply technical specifications (voltage,
polarity, tip type, and dimensions) mined from open web data. There are an estimated
5.5 million consumer electronics devices on sale today and the number of powered
devices is growing rapidly. A major challenge that MyVolts encounter is the lack of
standardised machine-readable repositories. This means that PDF is the dominant data
publication format that MyVolts have to deal with. The integration of this data while
maintaining strict quality control is a major issue for MyVolts’ semi-automated data
collection system (which may be modelled as a data value chain).

Our aim here is to identify how to model data value in this context in order to
optimise this data value chain. This requires five specific steps:

1. Identify data value as it occurs within the value chain (data value creation/
consumption);

2. Identify the data value dimensions that are relevant in this context;
3. Model data value using DaVe;
4. Implement model and metrics to quantify data value; and
5. Adapt data value chain accordingly.

8 http://myvolts.com/.

http://myvolts.com/
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Fig. 4. MyVolts data value chain example [3].

In Fig. 4 we portray an example of a data value chain within MyVolts that shows
various value creating processes as well as decision-making processes. Through this
figure we can identify the following as relevant data value dimensions (not exhaustive):

– Quality - Data must be accurate, timely, accessible, complete, etc.
– Cost - Data must have manageable costs, including production, maintenance, or pur-

chasing costs.

Fig. 5. MyVolts data value model based on DaVe [3].
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– Usage - Data with more uses (actual or planned) will be more valuable to MyVolts,
as it will have more impacts on the data value chain.

Based on the above data value dimensions, in Fig. 5 we provide a T-Box example
using DaVe for the MyVolts data value chain scenario. Once this model is applied and
the data value is quantified using the relevant metrics, a stakeholder from MyVolts can
then analyse how to exploit this data value monitoring information in order to optimise
their data value chain. For example, the optimisation of the data acquisition process can
be achieved by first analysing the quality of the data to be acquired, and also its pur-
chasing cost. This will ensure that an optimal decision is made when acquiring the data,
and that the data will provide maximal benefits for its intended use. It also demonstrates
the ease of definition of a consistent schema for all assessment tools to have their data
uplifted. For example, the R2RML mapping language can be used to map usage data
stored in a relational database into a semantic format using DaVe’s structure, which will
allow for easy integration and unified querying.

Through this use case driven evaluation we have a preliminary validation of the
DaVe vocabulary. We demonstrate its flexibility in enabling the comprehensive mod-
elling of data value, as well as its potential impact on data exploitation.

9 Conclusion

Data is increasingly being considered as an asset with social and commercial value.
The exploitation of data is ongoing in many dimensions of society, and data value has
been extensively explored in the context of data value chains. Yet, due both to the multi-
dimensionality of data value and to the relevance of context in quantifying it, there is
no consensus of what characterises data value or how to model it.

Our first contribution in this paper is therefore the analysis of existing relevant lit-
erature with regard to definitions and models of data value, as well as the dimensions
used to quantify data value. This particularly highlighted the complexity of charac-
terising data value, and the need for terminological unification. We also proceeded to
categorising the existing data value dimensions, as well as providing their definitions,
with the aim of providing a generic characterisation of data value.

We then proceed to identify a set of use cases with the aim of illustrating scenarios
where a data value model can be applied. From these use cases we also extract a number
of requirements that such a vocabulary should cater for. We therefore define the Data
Value Vocabulary (DaVe); a light-weight vocabulary that enables the representation of
data value quantification results as linked data. This vocabulary can be extended with
custom data value dimensions that characterise data value in a specific context. It also
allows for the integration of diverse metrics that span many data value dimensions and
which most likely pertain to a range of different tools in different formats. We lead out
a preliminary evaluation by (1) leading out a structured analysis on the features of the
ontology, and (2) by applying the vocabulary to a use case to validate its usability and
capability of modelling data value in context.
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By enabling the comprehensive representation of data value, DaVe allows users to
monitor and assess the value of data as it occurs within any data value chain, as data is
being exploited. This will in turn enable the effective management of value, and hence
efficient exploitation of data.
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Abstract. Given the large number of scientific productions, it becomes difficult
to select those that meet the needs of researchers in scientific information and
from certain sources of trust. One of the challenges facing researchers is finding
quality scientific information that meets their research needs. In order to guar-
antee a quality result, a research method based on scientific quality is required.
The quality of scientific information is measured by scientometrics based on a
set of metrics and measures called scientometric indicators. In this paper we
propose a new personalized information retrieval approach taking into account
the researcher quality requirements. The proposed approach includes a scien-
tometric document annotator, a scientometric user model, a scientometric
ranking approach and different results visualization methods. We discuss the
feasibility of this approach by performing different experimentations on its
different parts. The incorporation of scientometric indicators into the different
parts of our approach has significantly improved retrieval performance which is
rated for 41.66% in terms of F-measure. An important implication of this finding
is the existence of correlation between research paper quality and paper rele-
vance. The revelation of this correlation implies better retrieval performance.

Keywords: Qualitative search � Scientometrics � Document annotation �
Re-ranking � User profile � Visualization � Cartography

1 Introduction

Given the large number of scientific productions, it becomes difficult to select those that
meet the needs of researchers in scientific information. One of the challenges facing
researchers is finding qualitative scientific information that meets their research needs.
The quality of scientific research is perceived as a criterion for the validation of
research work. In order to guarantee a qualitative result, an information retrieval system
based on scientific quality is required.

The two main issues affecting researchers’ search for information are the information
overload and heterogeneity of information sources [1]. In return, the researcher’s sci-
entific production should respond to his institution’s qualitative requirements and have
some quality indicator. Thus, a potential solution to help the researcher is to rely on his
scientific quality requirements to improve retrieval results. This paper is an extension of
our previously publisher work [2]. This paper discusses how a researcher creates his
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definition of quality that can be used to drive a specific information search. However,
several practical questions arise when dealing with research paper retrieval: How to
integrate the scientific quality into the personalized information retrieval (IR) process?
Which quality elements should be integrated? At which level the quality should be
integrated? What will be the contribution of quality integration? To answer all these
questions, we proposed a personalized retrieval system based on scientometric evalua-
tion. To improve our work [2], we propose a multi-view results visualization method
given the special needs of researchers. This visualization method provides to the
researchers the possibility of analyzing and interpreting search results.

The remainder of the paper is organized as follows: Sect. 2 describes the existing
approaches on personalized research papers’ retrieval. Being the focus of our approach,
Sect. 3 is dedicated to the study of researcher’s needs when searching for scientific
information. Section 4 is devoted to present the proposed approach and the three basic
modules of the system. The fourth module of search results visualization and analysis
will be detailed in Sect. 5. In Sect. 6, the results of our experimentation will be dis-
cussed. Finally, Sect. 7 concludes with a summary.

2 Personalized Research Paper Retrieval

The web has greatly improved the access to scientific literature. The progress of science
has often been hampered by the inefficiency of traditional methods of disseminating
scientific information. We reviewed some personalized research paper’s retrieving
systems. We classified them into two categories: personalization of ranking and
recommendation.

Singh et al. [3] proposed to rank research-papers based on citation network using a
modified version of the PageRank algorithm [4]. Tang et al. [5] ranked authors based
on h-index and conferences’ impact.

In research-paper recommendation, the Content-Based Filtering (CBF) was the
predominant recommendation class. The majority utilized plain terms contained in the
documents [6], others used n-grams, or topics based on Latent Dirichlet Allocation
(LDA) [7]. DLib9 (Machine Readable Digital Library) [8] is a web-service that gen-
erates recommendations based on a single document. Moreover, it offers different
recommendation approaches, such as stereotype-based and content based algorithms
with additional re-ranking using bibliometric data. Few approaches also utilized non
textual features, such as citations or authors. The CORE recommender [9] uses col-
laborative filtering and content-based filtering. Another approach used co-citations to
calculate document relatedness [10]. CiteSeer has a user profiling system which tracks
the interests of users and recommends new citations and documents when they appear
[11]. It used citations instead of words to find similar scientific articles. Some rec-
ommendation approaches built graphs to generate recommendations. Such graphs
typically included papers that were connected via citations. Some graphs included
authors, users and publishing years of the papers [12].

However, in the previous studies little attention has been given to the user. In [3],
research-paper ranking approach didn’t take into account the user preferences. In [5],
the authors focused on ranking authors or conferences according to one of the impact
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criteria, which cannot match all users’ preferences. The majority of research paper
recommendation approaches was a content based [6, 8, 9]. In which, the authors
focused on extracting text from the title, abstract, introduction, keywords, bibliography,
body text and social tags. Some other approaches used different information such as
citation or authors [10–12]. The problem with these approaches is in that they did not
allow users to define their preferences. In fact, they did not take into account that
researcher satisfaction might depend not only on accuracy or citations but on the
information quality.

3 Study of the Researcher’s Needs

The researcher tries to produce a scientific qualitative production according to the
strategy of his research institution. To validate its scientific production, the researcher
must meet a set of qualitative criteria such as:

• Having publications in impacted journals and/or classified conferences.
• Having publications with a specific number of citations.
• Having a certain number of publications.
• Citing qualitative references.
• Citing trusted authors (belonging to well-known affiliations with a certain number

of publications and citations).

Thus, the researcher needs to initiate a qualitative research according to his qualitative
preferences after choosing his own definition of quality. When using the online bib-
liographic databases, the researcher finds some difficulties such as:

• Which conference ranking system to choose?
• Which impact indicator to consider?
• Which bibliographic database to choose?
• How to manage differences between the different bibliographic databases?
• How to validate his choice?

A scientific paper is considered to be an indicator of researchers’ scientific production.
The assessment of research papers can be performed by a set of measures which are the
scientometric indicators [13]. In this context, scientometrics is defined as all quanti-
tative aspects of the science of science, communication science and science policy [14].
Ibrahim et al. [15] studied all the elements affecting the research paper quality.
Amongst the large set of scientometric indicators existing in the literature, Ibrahim
et al. [15] selected the better ones reflecting the real paper impact. They showed that we
can assess paper quality by combining a set of scientometric indicators which include:
publications number, citations number, h-index [16], journal impact factor [17] and
conference ranking.

The scientometric indicators have been used by bibliographic databases, such as
Science Citation Index (SCI) [18], Google Scholar [19], CiteSeer [20] and Microsoft
Academic Search [21]. Also, we note the existing of several ranking systems providing
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scientific journal ranking and conference ranking according to their impact. Thom-
son ISI annually publishes the Journal Citation Report1 (JCR) which includes a number
of indicators among which the Journal Impact Factor (JIF) [17]. The portal of the
Association Core2 provides access to the logs of journal and conference classification.
The SCImago Journal & Country Ranking portal3 (SJR) provides a set of journal
classification metrics and quality evaluation.

4 Proposed Scientometric Approach for Personalized
Research Paper Retrieval

The quality of the information source is very important for institution quality
improvement and literature review validation [22]. The proposed system should be a
solution to the researchers’ problematic when searching for relevant information. We
propose a personalized IR system dedicated to researchers to automate and facilitate the
selection of qualitative research papers [2]. We integrated scientific quality in the
process of retrieval and personalization of the system.

Figure 1 presents an extension of the proposed system model presented in [2]. The
proposed system is composed of four basic modules: a scientometric retrieval system, a
user profile management module, a user profile exploitation module and results visu-
alization module. The first module is the scientometric retrieval system which is based
on a scientometric annotator. The second module is the user profile management
module. We enriched the user profile model by scientometric indicators to build the
scientometric profile ontology. The third module is the user profile exploitation for
which we propose a scientometric approach for re-ranking research papers. The fourth
module is a new method for results visualization and analysis proposed as an extension
of the global system. We propose different approaches of results visualization: carto-
graphic view, list view and analytic view. In the following, we detail each of the four
modules.

The challenges of the proposed system are:

• Collecting researcher’s preferences.
• Synchronizing between different online bibliographic databases to extract quality

indicators.
• Selecting the most significant quality indicators.
• Extracting good quality indicators.
• Updating the various indicators.

1 https://clarivate.com/products/journal-citation-reports/.
2 http://portal.core.edu.au/conf-ranks/.
3 https://www.scimagojr.com/journalrank.php.
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4.1 Scientometric Retrieval System

To improve search results, we propose the application of scientometrics in the IR
process. In this section, we specify how to integrate scientometrics at the indexing
level.

We propose a scientometric annotator which is an automatic process. It allows the
extraction of relevant indicators to each document from the online bibliographic
databases. A document can be a conference or a journal paper, thesis or master report.
Amongst the large set of scientometric indicators existing in the literature, we selected
the most ones reflecting the real paper impact. We used the selected indicators to

Fig. 1. Proposed scientometric approach.
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annotate research papers. Scientometric annotation is author centered, document-
centered, and venue-centered. It consists on representing and using a set of sciento-
metric indicators:

• The impact of the author as an indicator of the researcher quality.
• The impact of the journal/conference as an indicator of the container quality.
• The impact of the research group as an indicator of the search environment quality.
• The impact of the paper as an indicator of the content quality.

The scientometric annotation is carried out on different parts of the document structure:
front, body and back. The body is the content of the document. The front contains the
title, the authors, the conference/journal and the affiliation. The back contains the
references. We annotate research papers from online databases.

The annotation process consists of three data processing steps. The first step is the
pre-treatment. It consisted on the construction of descriptive annotation from an online
paper. The second step is the indicators’ extraction. It consists on the extraction of the
scientometric indicators corresponding to each document from the online database. The
third step is the enrichment and the reconstruction of the Extensible Markup Language
(XML) annotation file. It consists on the enrichment with the scientometric annotation
and the reconstruction of the XML annotation file. The annotation file included the
descriptive and scientometric annotations. Figure 2 gives an example of the produced
XML annotation file.

Fig. 2. Example of XML annotation file.
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The main limitations of the annotation process are:

• The diversity of information resources: we note the existence of several online
bibliographic databases providing a large number of papers. In order to solve this
problem, we have chosen the bibliographic database which provides the widest
range of scientometric indicators.

• Updating scientometric indicators: after the annotation of the document, we must
start a continuous updating process.

• The diversity of scientometric indicators: a single paper may have different values
representing the same scientometric indicator in different bibliographic databases.
To solve this problem, we propose a synchronization module. The synchronization
consists on choosing the most recent value.

4.2 User Profile Management

Personalization aims to facilitate the expression of user needs and enables him/her to
obtain relevant information. The user profile management module consists on the
definition of a scientometric user model. Based on this model, we collect the user
preferences to construct the user profile ontology.

We proposed a scientometric user profile model in which we integrated the dimen-
sion: “scientometric preferences”. This dimension represents the researchers’ needs by
incorporating different scientometric indicators to the user profile. The profile model is an
instantiation of the generic model described in the work of Ibrahim et al. [23].

We performed a user study to select the indicators that interest the researchers. The
selected indicators were incorporated into the user profile model. It stores the necessary
information describing the quality of a research paper according to the researcher’s
needs. These preferences are organized into five SubDimensions which are the different
entities affecting the paper’s quality. The quality of each entity is measured by a set of
scientometric indicators which represent the attributes of each SubDimension:

• Author quality: is measured by the mean of four attributes (h-index, citations
number, publications number and author position).

• Content quality: is measured by the mean of the paper citations number and the co-
authors number.

• Journal or conference quality: scientific journals or conferences are containers of
research papers. A good quality of the journal promotes the selection of the doc-
ument. The quality of the paper container is evaluated by its ranking, number of
citations, number of publications and number of self-citations.

• Affiliation quality: we consider the quality of author’s affiliation measured by the
group h-index, the number of publications, the number of citations and the number
of self-citations.
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On the other hand, each SubDimension is extended on ExtSubDimension by moving to
a higher level of abstraction. Each ExtSubDimension will be organized into attributes
which represent the scientometric indicators measuring its quality:

• Career quality: We associate the quality of career to the author quality as an
extension. The quality of author career is measured by the number of years spent by
the author on research in a specific discipline, and his current title.

• Source quality: We designate by the source of scientific documents the biblio-
graphic databases such as: Google Scholar, DBLP and MS Academic Search. The
quality of information source is measured by the number of publications, the
interval of time and the number of domains covered by the source.

• Publisher quality: the quality of the container can be extended to the evaluation of
publisher quality which can affect the quality of papers. This latter is measured by
the number of specialties, the number of published journals or conferences.

• Organization quality: we extended the affiliation quality to the organization quality
measured by the Shanghai ranking (in the case of academic organizations), the
number of publications and the number of citations.

• Association quality: For each conference, we join his association (e.g. IEEE). The
quality of conference association is measured by the number of specialties covered
by the association and the number of conferences organized by the association.

The proposed user profile is based on implicit and explicit interaction with the user.
Collecting user preferences is based on the user navigation to measure his interest to a
given entity. We collect user preferences from the number of pages the user reads,
user’s interaction with the papers (downloads, edits, views) and citations. Otherwise,
the interactions are explicit because we ask the unknown user to define his quality
preferences according to a set of scientometric preferences.

Based on the user preferences, we construct the user profile ontology. The profiles
are containers of knowledge about the user. We opted for ontology to represent the
scientometric preferences of the user. The ontology domain covers the scientometric
domain (assessment tools, measures and indicators) conducted for a scientific research
evaluation.

4.3 User Profile Exploitation

The proposed personalization approach is based on the exploitation of the user profile
to re-rank documents according to the user preferences. We proposed a scientometric
re-ranking approach based on users’ quality preferences [24]. We define a sciento-
metric score based on scientometric indicators deriving from user profile. This score is
used to re-rank search results and to deliver qualitative information at the top ranks.

For each of the returned results (Ai), we calculate its similarity to the user profile.
Then, we re-rank the search results according to the similarity score. We propose a
scientometric score as a combination of the scientometric indicators of the user model.
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We calculate the scientometric score which we note as Q. This scientometric score was
the result of the application of an adapted mathematical model of weighted sums
considering the scientometric preferences of the user. The equation that describes the
proposed scientometric score [24] is as follows:

Q Aið Þ ¼
Xn

j¼1
WSUB � QSUB Aið Þþ

Xn

j¼1
WSUB þWEXTð Þ � QEXT Aið Þ; 8i 2 1;m½ � ð1Þ

QSUB and QEXT represent respectively the quality of each SubDimension and
ExtSubDimension. WSUB and WEXT are the importance weights attributed by the user
to each SubDimension and ExtSubDimension.

We calculate the scientometric rank based on the scientometric score. Then, we
determine the final rank based on the initial rank and the scientometric rank. Equa-
tion (2) represents the formula of the final rank [24]:

FinalRank ¼ a � InitialRankþ 1� að Þ � ScientometricRank; a 2 0; 1½ � ð2Þ

The initial rank is the original rank returned by the retrieval system and the sciento-
metric rank is calculated according to scientometric score.

5 Results Visualization

In this section we focus on visualizing the textual information in different ways to
facilitate the comprehension and interpretation of the returned results. Information
visualization can aid the researcher in many of his/her search related tasks. First, we
present some of the existing visualization approaches then we propose a multi-view
visualization approach based on scientometrics.

5.1 Search Results Visualization

Different visualization techniques may be used that simplify the text, extract keywords
and phrases, or exchange. Other techniques present the results as graphs or maps.
Systems such as SeeSoft [25] and WebTOC [26] replace some of the lines of text with
colored lines. Other researchers have investigated graphical representations of the
search data such as Cugini’s [27] and SQWID [28]. Colored dots are used in Dotfire
[29] to represent digital library search results, Sparkler [30] uses colored dots and
relevancy in a bull’s-eye formation, TileBars [31] maps the position of the keywords
and xFind plots relevance to y-axis and document size to the x-axis [32]. Finally,
Cugini [27] compares textual and graphical interfaces.

On the other hand, HotMap [33] provides a compact visual representation of web
search results at two levels of detail, and supports the interactive exploration of web
search results. KARTOO4 proposes a cartographic view of search results. Another
well-known example is the WEBSOM project [34]. The map approach can take

4 http://www.kartoo.com.
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advantage of the cognitive aspect such as in the work of Skupin and Fabrikant [35].
However with the increase of the results and the links complexity, graphs and maps
become more and more unreadable.

5.2 Proposed Multi-view Visualization Approach

List-based representation allows the evaluation of a single document, but it does not
allow the manipulation of search results, comparison of documents, or finding a set of
relevant documents. Certainly, the researcher is familiar with browsing and manipu-
lating the search results through textual style interfaces, but he/her would gain addi-
tional information and better understanding of the information through different
presentation methods. A researcher is not satisfied with just a classical visualization
method, but seeks an analytical view of scientific information. The diversity of visu-
alization ways allows the researcher to derive interpretations and analysis of the set of
information returned by the retrieval system. On the other hand, the researcher prefers
to visualize search results enriched by the different quality indicators included in his/her
profile model.

Thus, rank ordered lists should be used along-side additional information and other
ways of results visualization. We present a system that displays multiple views of
search results. We provide three different views:

• List view: is a ranked document list enriched by scientometric indicators corre-
sponding to the researcher’s preferences.

• Cartographic view: is a graphical view consisting on the representation of search
results in the form of graph enriched by scientometric data.

• Analytic view: is an evaluative way to provide to the researcher analytic infor-
mation about the returned results. This information is a detailed description of the
progress and stability of research activity.

5.2.1 List View
This view consists on displaying the results in a way that is clear and highlights the
scientometric information. The researchers may be interested in seeing where their
qualitative preferences fit in the results list and where the information is located.

Indeed, bibliographic databases such as Google Scholar and Microsoft Academic
Search offer additional information when displaying results such as citations number.
In our system, we present a more enriched document list with different scientometric
indicators corresponding to the researcher’s preferences. Figure 3 shows an example of
a list view representing the returned results. In addition to the displayed scientometric
information, the researcher can display more scientometric details about any scientific
document in the list.

5.2.2 Cartographic View
The traditional representations are presented over multiple pages and the researchers
only view a small proportion of the results in one window. They need to scroll down or
move to the next page to see more results [36]. Graphical visualization of this infor-
mation, coordinated with traditional text output would allow the user to more quickly
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choose the documents that are most interesting and useful. Such a graphical repre-
sentation could display thousands of results in one view, allowing clustering operations
to depict similarities of the search results and allow the researcher to find relevant
information more easily. It is useful and possible to present a more data-rich presen-
tation of scientific documents results than solely a textual representation. We enrich
graphical visualization by scientometric data to provide a qualitative view of search
results.

Our system provides to researchers different cartographic views of the returned
results. We used Gephi software [37] to represent these different views. The first
cartographic view consists on visualizing the returned results as a graph. Figure 4 is an
example of cartographic view provided by our system. The scientific documents are
presented as distinct nodes connected to the different types of quality evaluation. This
view provides to the researcher a general view of the relevant documents and their
quality scores. The quality scores of each returned document are presented as the
weights of its connected edges. The researcher can choose documents concentrated
around one or more of the quality types according to his/her preferences.

Fig. 3. An example of list view.
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We provide a second cartographic view as the citations network. The researcher can
consult the citations links existing between a set of scientific documents from our data
resources. This view can help researchers in detecting the most cited and most
attractive publications in a specific discipline. Figure 5 is an example of citations
network provided by our system where nodes present the scientific documents and
edges are the relations of citations.

The second type of cartographic view consists on visualizing the collaboration
network between the different documents’ authors and between their corresponding
research laboratories. The study of collaboration between authors or research labora-
tories consists on identifying the relations of collaboration based on co-publications of
articles. These data will be combined to be used in the creation of collaboration
networks. The network of collaboration has the form of a related graph, where nodes
represent the researchers and the arcs present the relations of collaborations between
these researchers, and the thickness of these links reflects the number of collaborations
between the two researchers forming the link. Figure 6 represents an example of
authors’ collaboration network. The nodes having the same color corresponds to
authors belonging to the same research laboratory. The author being in the center is the
most attractive and productive one in a particular discipline in relation of the executed
query.

Fig. 4. An example of cartographic view corresponding to results returned by the scientometric
system.
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Fig. 5. An example of cartographic view corresponding to the citations network.

Fig. 6. An example of cartographic view corresponding to authors’ collaboration network.
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5.2.3 Analytic View
The analytic view of search results consists on evaluating and analyzing the scientific
information returned by our scientometric retrieval system. We provide different
aspects of qualitative evaluation and analysis of the returned results by the mean of the
scientometric indicators. As a result of running a query, the researcher can consult the
following analytic methods:

• Classification of documents’ authors according to one of the scientometric indica-
tors: this method consists on classifying a group of authors who published in a the
same discipline according to one of the scientometric indicators (publications,
citations, citations/year, citations/article citations/author, article/author,
authors/Article, h-index, g-index, hi-index, hc-index, AWCR, AWCRpA, AW-
index) [38].

• Comparison between more authors: the comparison is made between a group of
researchers having the same status (PhD student, Doctor, senior researcher, etc.) by
comparing the values of scientometric indicators, and their evolution over the years.

• Analysis of authors, laboratory or country’s research activity: this analysis is a
detailed description of the research activity of an author based on the scientometric
indicators allowing research activity analysis.

Figure 7 shows an example of analytic view provided by our system. This analytic
view is an example of the analysis of author’s research activity.

Fig. 7. An example of analytic view corresponding to an author’s research activity analysis.
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6 Experimentation and Evaluation

We performed different experimentations to evaluate the scientometric retrieval system.

6.1 Evaluation of the Scientometric Retrieval

To evaluate the scientometric retrieval system, we propose a multi-model retrieval
system. It consists of a scientometric annotator and several retrieval models that operate
this annotator. These models differ by the criteria considered when matching the
document to the query:

• Classic: is a classical retrieval model based on the similarity between a document
and a search query; referred to as the term frequency (tf).

• Sciento1: the first scientometric model. It is based on the similarity between doc-
ument and query in addition to the container ranking.

• Sciento2: the second scientometric model. It is based on the similarity between
document and query in addition to the documents citation number.

• Sciento3: the third scientometric model. It is based on the similarity between
document and query in addition to both container ranking and documents citation
number.

In Classic, we have not integrated scientometrics. We integrated scientometrics into the
three other models (Sciento1, Sciento2 and Sciento3). We evaluated and compared the
performance of the two retrieval categories based on a test collection and different
evaluation measures. The test collection contains 1500 annotated research papers and
30 different queries. The annotation files are the result of the annotation of 1500
published papers extracted from MS Academic Search.

This evaluation is carried out to find out the effect of the integration of sciento-
metrics on the performance of retrieval systems. Thus, we are interested to the com-
parison between classical retrieval models and scientometric retrieval ones. In order to
verify the validity of scientometric retrieval models, we reinforced our evaluation
presented in [2] with additional experimental results. We evaluated our retrieval system
using other measures such as nDCG and P(k). Figure 8 shows a recapitulation of the
results of the performed experimentations. The results show that all the scientometric
models performed an improvement in performance. This improvement is proved by the
different evaluation measures: F-measure, nDCG, P(k) and Mean Average Precision
(MAP). Comparing with Classic, Sciento3 realized the best improvement in F-measure
which is rated for 41.66%. Sciento1 and Sciento2 realized an improvement in F-
measure which is respectively rated for 33.33% and 30.55%. We note a best rate of
MAP improvement realized by Sciento3 which is rated for 14.03%. Sciento1 and
Sciento2 realized an improvement in MAP rated for 5.26%. The best improvement rate
in nDCG was provided by Sciento3 (28%). Sciento1 and Sciento2 realized an
improvement in nDCG rated respectively for 14% and 8%. Same for P(k) improvement
rates, the best results was realized by Sciento3 (44.73%). Sciento1 realized an
improvement of P(k) rated for 26.31% and Sciento2 realized 34.21%.
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It has been found that scientometrics has enhanced the relevance of results and has
provided better performance to the retrieval system. The best performance is provided
by Sciento3, in which both the number of document citations and container ranking
were integrated.

6.2 Evaluation of the Scientometric Re-ranking

Our objective is to evaluate the proposed scientometric re-ranking algorithm among an
initial ranking. We produce the personalized results and compare it to initial ones. We
used the nDCGp [39] as a measure of ranking performance. We performed the eval-
uation based on users’ database containing 171 researchers working in our research
laboratory (20 known users and 151 unknown users). We collected the user’s scien-
tometric preferences by launching a survey. We opted for the bibliographic database
“MS Academic Search” to extract the initial ranking and the corresponding sciento-
metric data. Our choice is justified by the broad set of scientometric indicators covered
by MS Academic Search. We used keywords based queries to perform the experi-
mentations. All the known users executed 30 queries on the MS Academic Search.

We consider the initial rank corresponding to the top hundred results returned by
MS Academic Search. Then, we re-rank top hundred initial results according to the
scientometric score. Finally, we calculate the final rank (Eq. 2) for different a values
(a 2 0; 0:1; 0:2; 0:3; 0:4; 0:5; 0:6; 0:7; 0:8; 0:9; 1f g). We evaluate the different obtained
rankings by calculating nDCGp for each a value to compare the different ranking
performances. In Fig. 9, we present more detailed evaluation results of our experi-
mentations presented in [2]. We observe a variation in nDCGp values which is
improving when we get closer to a = 0, that’s to say when the scientometric rank is the

Fig. 8. Experimental results of retrieval models evaluation.
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most considered in the final rank. By decreasing a, the mean of nDCGp increase.
This shows that the integration of the scientometric rank improved ranking perfor-
mance. The best improvement was rated for 14.75% compared to the MS Academic
Search ranking which is obtained when a = 0.1.

6.3 Significance Test

A significance test allows the researcher to detect significant improvements even when
the improvements are small. We want to promote retrieval models that truly are better
rather than methods that by chance performed better. We opted for performing sig-
nificance test to validate our experimentation on IR models. It turned out that several
significance tests exist in the literature. An important question then is: what statistical
significance test should IR researchers use?

Smucker et al. [40] experimented the different significance tests on IR. They dis-
covered that Student t-test have a good ability to detect significance in IR. The t-test is
only applicable for measuring the significance of the difference between means. Stu-
dent t-test consists of the following essential ingredients:

• A test statistic or criterion: IR researchers commonly use the difference in MAP or
the difference in another IR metric.

• A null hypothesis: is that there is no difference in the two compared systems.
• A significance level: is computed by taking the value of the test statistic for the

experimental systems. Then, determining how likely a value that larger could have
occurred under the null hypothesis. This probability is known as the p-value.
According to the p-value we distinguish three levels of significance. Low signifi-
cance when p � 0.1. High significance when p � 0.05. Very high significance
when p � 0.01.

Fig. 9. Mean nDCG for the different a values.
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As is measured by mean average precision, scientometric retrieval models
(Sciento1, Sciento2, and Sciento3) performed an improvement rated for (5.26%, 5.26%
and 14.03%) compared to the classical model. However, is this statistically significant
improvement? The executed experimentations produced MAPs of 0.57 for classical
retrieval model, 0.6 for both Sciento1 and Sciento2 and 0.65 for Sciento3. The dif-
ferences in MAP are between 0.05 and 0.08. In order to test the significance of the
difference in MAP performance, we used student t-test. Table 1 shows the results of
Student T-test obtained in [2].

We consider the high significance level (p � 0.05) to interpret our results. Table 1
summarizes the results corresponding to the student t-test performed on our different
retrieval models. The p-values correspond to the difference between classical retrieval
model and respectively Sciento1, Sciento2 and Sciento3. The difference in MAP
performance between the three pairs is significant at p � 0.05.

Given the obtained results, we can validate our experimentations. We approved the
difference in performance between the scientometric retrieval models and the classical
retrieval model.

7 Conclusion and Future Work

In this paper, we focused on the retrieval of scientific documents. This field essentially
interests researchers which aim to find and produce qualitative papers. Researchers are
interested to the information quality. The research paper’s impact is measured by the
means of scientometric indicators.

The researchers are using the online bibliographic databases to perform their IR.
They are facing several difficulties when searching for relevant papers. To resolve these
difficulties, we proposed a personalized retrieval system dedicated to researchers. To
respond to the researchers’ needs, we integrated the quality into the different parts of
the system. We proposed a scientometric annotator which was the base of the retrieval
system. For the retrieval personalization, we proposed a profile management module
and a personalized re-ranking approach of scientific documents. The user profile
management module consisted on user modeling and profile ontology construction.
The personalized access to information consists on re-ranking search results according
to the user preferences. For a better exploitation of search results, we proposed a multi-
view visualization method. This method allows to the researcher the visualization of
returned results as: (1) a list of documents enriched with scientometric information,
(2) a cartographic view of the different documents enriched by quality information and
(3) analytic view allowing the analysis of the information contained on the returned
results.

Table 1. Student T-test on MAP [2].

Classic vs. Sciento1 Classic vs. Sciento2 Classic vs. Sciento3

p-value 0,003338 0,000269 0,000731

Multi-view Navigation in a Personalized Scientometric Retrieval System 279



To validate the proposed approach, we performed an evaluation of the different
system’s modules. From the research that has been performed, it is possible to conclude
that the integration of scientometrics enhanced the performance of the different mod-
ules. We approved the significance of our results by performing a student t-test.
Summing up the results, it can be concluded that the application of scientometrics in
the IR process was an effective way to improve search results.

In our future research we intend to concentrate on the time factor by considering the
publication year of the papers. The next stage of our research will be the experimen-
tation on other samples and the consideration of other research disciplines such as
medicine and bio-medications. Then, we will study the effect of varying disciplines on
the results.
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Abstract. There are nowadays a strong agreement in the research community
that emotions directly impact learning. Then, an important feature for a software
that claim to be useful for learning is to deal with students’ affective reactions.
These software should be able to adapt to the users’ affective reactions, trying
to get a more natural human-computer interaction. Some priors works achieved
relative success in inferring students’ emotion. However, most of them, rely on
intrusive, expensive or little practical sensors that track students’ physical reac-
tions. This paper presents as its main contribution the proposal of a hybrid model
for emotion inference, combining physical and cognitive elements, using cheaper
and little intrusive method to collect data. First experiments with students in a tra-
ditional classroom demonstrated the feasibility of this proposal and also indicated
promising results for inference of learning centered emotions. In these exper-
iments we achieve an accuracy rate and Cohen Kappa near to 65% and 0.55,
respectively, in the task of inferring five classes of learning centered emotion.
Even though these results are better than some related work, we believe they can
be improved in the future by incorporating new data to the model.

Keywords: Emotion inference · Learning related emotion ·
Affective tutoring · Affective computing

1 Introduction

Using computers as a tool to support educational process is not new and this sub-
ject has received attention from scientific community in recent years. Even so, many
issues remain related to effectiveness and possible contributions of these environments
to improve the learning process [1]. One of the main limitation of educational software
available nowadays refers to the lack of features to customize or adapt the software
according to individual needs of the learner [2].

Intelligent Tutoring Systems (ITS) try to overcome these limitations by implement-
ing adaptive features based on learners’ individual needs. However, one of the main
gap presented by most of ITS available today is the absence of features to adapt to the
emotional states of the students [1,3].
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Ignoring students’ affective reactions is an important shortcoming of an educational
software considering that cognition and neuroscience researches largely agrees that
emotions play a fundamental role in humans behavior [4]. Emotions directly influence
simple and automatic activities, such as reaction to some threatening event, to more
complex activities such as decision making and learning [3].

According to [5], good teachers are experts in observing and recognizing stu-
dents’ emotional states and, based on this recognition, take actions trying to positively
impact learning. Furthermore, studies indicate that approximately half of the interac-
tions between human tutors and apprentices has focused on aspects related to affec-
tive and engagement issues [6]. Thus, as observed by [4], computational environments
unable to recognize emotions are severely restricted, especially in tasks such as learning
or tutoring.

So, investigating the impact on learning of factors such as motivation and affective
states has emerged as a promising research avenue. Previous works have shown that
usability improvements obtained by computing environments that are able to infer and
adapt to affective students’ reactions [7].

As an example, an educational software should not interrupt learners who are pro-
gressing well, but could offer help to others who demonstrate a steady increase in
frustration [8]. Another example is to implement pedagogical intervention strategies,
seeking to avoid the so-called vicious cycle [3]. Vicious cycle is characterized by the
repetition of affective states with negative valence that make learning difficult, such as
boredom and frustration.

Of course, the computing environment can allow the user to make on-demand
requests to adapt to their needs. However, it has been shown that better results regarding
the usability of the system [7] or better learning experience [9] are reported with the use
of systems that proactively adapt to their users. In this context, to provide any kind of
adaptation to users’ emotions, it’s first necessary that emotions are properly recognized
by the computational environment. The task of automatically inferring users’ emotions
by computers is a hard job and still presents several barriers and challenges to over-
come [10,11]. The challenges range from conceptual definitions related to emotions, to
mapping of signals and computationally treatable patterns into emotions [4]. In order
to overcome these challenges, researchers have used a wide range of techniques and
methods from a relatively new research area, known as Affective Computing.

In this context, this paper presents the proposal of a hybrid model for inference of
students’ emotion while using a computing learning environment. This model allows
us to investigate how quite distinct data modalities (eg physical reactions and contex-
tual information) can be combined or complemented each other. The main goal of this
proposal is to improve the emotion inference process, trying to fill an important gap in
current research in which the proposed hybrid approach is little explored. It is also worth
noting that low-cost and non-invasive strategies (logs of system events) and minimally
invasive (facial expressions) strategies are used to obtain data for the model.

The results presented in this paper point to the technical feasibility of the proposed
model. In addition, some promising results could be obtained in the inference process.
These results illustrate how the physical and cognitive component of the model interact
in the classification task for five classes of learning related emotions considered in this
work.
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2 Conceptual Bases and Correlated Works

The Hybrid Model of Emotions Inference - ModHEmo proposed in this work fits in a
research area called ‘Affective Computing’. Affective Computing is a multidisciplinary
field that uses definitions related to emotions coming from the areas like psychology
and neuroscience, as well as computer techniques such as artificial intelligence and
machine learning [4].

Beyond the application in educational environments, which is the focus of this
research, affective computing techniques have been used in areas such as entertainment,
marketing, medicine, games, human-computer interaction, among others.

The proposal presented in this work relates with one of the areas of affective com-
puting that deals with the challenge of recognizing humans’ emotions by computers.
However, it is important to emphasize that human emotions or affective states are not
directly observable or accessed [4]. What is revealed voluntarily or involuntarily by
people are patterns of expressions and behaviors. Considering these patterns, people or
systems can apply computational techniques to infer or estimate the emotional state,
always considering a certain level of error or uncertainty.

Building computing environments able to recognize humans emotions has proved
to be a challenge. The main obstacle is the high level of ambiguity in the process of
mapping between affective states and the signal data that can be used to detect them. In
this sense, it should be noted that human beings also present difficulties and ambiguities
in the recognition of other people’s emotions [12].

Some assumptions presented in [4] were used as a base for the construction of
the ModHEmo. This author advocates that an effective process of emotions inference
should take into account three steps or procedures that are common when a person tries
to recognize someone else’s emotions. These three steps are: (I) identify low-level sig-
nals that carry information (facial expressions, voice, gestures, etc.), (II) detect signal
patterns that can be combined to provide more reliable recognition (e.g., speech pattern,
movements) and (III) search for environmental information that underlies high level or
cognitive reasoning related to what kind of emotional reaction is common in similar
situations.

Considering the three steps or procedures described above and the correlated works
consulted, we observed that several studies have been based only on the step I or I
and II. Much of this research makes the inference of emotions based on physiologi-
cal response patterns that could be correlated with emotions. Physiological reactions
are captured using sensors or devices that measure specific physical signals, such as
the facial expressions (used in this work). Among these devices, it may be mentioned:
sensors that measure body movements, [10], heartbeat [4,10], gesture and facial expres-
sions [2,10,13,14], skin conductivity and temperature [4].

On the other hand, some research like [12,15,16] use a cognitive approach, heavily
relying on step III, described above. These researches emphasize the importance of
considering the cognitive or contextual aspects involved in the process of generation and
control of humans’ emotions. In this line, it is assumed that the emotions are activated
based on individual perceptions of positive or negative aspects of an event or object.

The relevance of considering cognitive/contextual aspects together with physical
reactions is illustrated by the following three examples: (I) tears can be recognized
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from a video of the face, however it does not necessarily correspond to sadness, and
may also represent joy [4], (II) emotions with negative valence tend to increase heart
rate, but heart rate alone provide little information about specific emotions, and (III)
research shows that affective states such as frustration or annoyance are not clearly
distinguishable from neutral affective state using only facial expressions [17,18].

As we can be seen below in Sect. 5, the hybrid model proposed in this work stands
out by simultaneously integrating physical and cognitive elements, which are naturally
integrated by humans when inferring someone else’s emotions.

3 Adapting the Computational Environment Based on Affective
Inferences

It is important to note that recognizing emotions represents only the first step toward
creating computational environments that are adaptable to the affective reactions of its
users. However, as pointed out by [3], the correct identification of affective states is
indispensable for the development of affect-sensitive computing environments.

Considering the educational domain, the work of [19] shows that approximately
half of the interactions between human tutors and apprentices focus on aspects related to
affective and engagement issues. For example, a good teacher, realizing that students are
confused or frustrated, should revise their teaching strategies in order to meet learners’
needs, which could lead to improvements in learning [2]. On the other hand, offering
help that disrupts the concentration or engagement of a student may be harmful [4].

In order to simulate the behavior of a good human tutor, improvements in the pro-
cess of interaction and usability of educational software could be implemented. An
alternative to this is the adaptation of the environment based on tutorial intervention
strategies that make use of information about the affective states of the students.

An example of the importance of adaptation is presented in [20] which note that
when the affective state confusion is not properly monitored and managed the student
may become bored, affective state that hampers or even impedes learning.

In this direction, [8] presents a tutorial intervention strategy that combines cognitive
and affective elements. Table 1 presents some examples of this strategy, containing the
cognitive and affective element that guide the choose of the most appropriate interven-
tion strategy.

Mentoring interventions could also be used to avoid what [21] call a ’vicious cycle’.
The ’vicious cycle’ occurs when one or more negative cognitive-affective states recur
repeatedly, indicating that interventions are necessary to assist the students in order to
help them overcome potential difficulties.

4 Set of Emotion to Be Inferred

Related work [3,20,22,23] has shown that some emotions have a greater impact on
the learning process. However, does not exist yet a complete understanding of which
emotions are the most important in the educational context and how they influence
learning [22,23].
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Table 1. Adaptive strategies combining cognitive and affective elements [8].

Cognitive element Affective element Adequate tutorial intervention

Student makes a mistake Student demonstrates be
curious and focused

No intervention is required. Student
is engaged in learning and
exploration flow)

Student frowns, becomes
restless and look around

Intervention actions are required.
Student is confused

Student is solving
problems correctly

Student shows no signs of
frustration or annoyance

No intervention is required. Student
is in control, concentrated and
focused

Student shows boredom or
disappointment (very easy
problems)

Intervention is necessary, possibly
increasing the difficulty of the
problems

Even so, affective states such as confusion, annoyance, frustration, curiosity, inter-
est, surprise, and joy have emerged in the scientific community as highly relevant
because their direct impact in learning experiences [23].

Considering that this research focus on the application in an educational scenario,
firstly it was evaluated which set of emotions should be considered in the inference
process. In this context, choosing the set of emotions to be included in this work was
carried out seeking to reflect relevant situations for learning. Thus, the ‘circumplex
model’ of [24] and the ‘spiral learning model’ of [5] were used as reference. These
theories have been consolidated and frequently referenced in related works such as
[3,12,23,25].

To choose the set of emotion, we also considered a mapping of learning-centered
cognitive–affective states into a two integrated dimensions: valence (pleasure to dis-
pleasure) and arousal (activation to deactivation) as shown in Fig. 1. This mapping is
presented in [3] and is based on Russell’s Core Affect framework [26].

Taking into account the arguments presented so far in this section, it was understood
that a rational, efficient and innovative approach could be making inferences based not
in a specific set of emotions, but grouping correlated set of emotions into quadrants.

In this way, the Fig. 2 shows the approach used in this work to arrange the emotions
related to learning. In this proposal the dimensions ‘Valence’ (positive or negative)
and ‘Activation’ or intensity (agitated or calm) are used for representing emotions in
quadrants named as: Q1, Q2, Q3 and Q4. It was also assigned a representative name
(see Fig. 2) for each of the quadrants considering learning related states. To represent
the neutral state its was create a category named QN, denoting situations in which both
valence and activation dimensions are zeroed. These quadrants, plus the neutral stated,
played the role of classes in the classification processes performed by the ModHEmo
that will be described in the next section.

The proposal shown in Fig. 2 is aligned with the assumptions made by [5] that teach-
ers adapt themselves to assist students based on a small set of affective reactions as
opposed to a large number of complex factors. These authors suggest that it would be
advisable to work with a set of simplified emotions and that this set could be refined
considering the advances in the research.
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Fig. 1. Learning-centered cognitive–affective states [3].

Although not considering individual emotions, it is understood that the identifica-
tion of the quadrants, plus the neutral state, can be a very important aspect and enough
to support many kind of adaptation actions and intervention strategies, for example.

Figure 2 also shows the main single emotions contained in each quadrant, divided
into two groups: (i) physical and (ii) cognitive. These groups represent the two dis-
tinct type of data sources considered in ModHEmo. Each emotion was allocated in the
quadrants considering its values of the valence and activation dimensions. The values
for these two dimensions for each emotion were obtained in the work of [28] for the
cognitive emotions and in [25] for the physical emotions.

The emotions in the physical group are the eight basic or primary emotions
described in the classic model of [29] which are: anger, disgust, fear, happy, sadness,
surprise, contempt and neutral. This set of emotions are inferred through the students’
facial expressions observed during the use of an educational software.

The emotions in the cognitive group are based on the well-known cognitive model
of Ortony, Clore e Collins - OCC [30]. The OCC model is based on the cognitivist the-
ory, explaining the origins of emotions and grouping them according to the cognitive
process that generates them. The OCC model consists of 22 emotions. However, based
on the scope of this work, eight emotions were considered relevant: joy, distress, dis-
appointment, relief, hope, fear, satisfaction and fears confirmed. These set of emotions
were chosen because, according to the OCC model, its include all the emotions that are
triggered as a reaction to events. The kind of events that occurs in the interface of an
educational software are used to infer the cognitive emotions.
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Fig. 2. Quadrants and learning related emotions [27].

It can be observed in Fig. 2 that the “happy” and “surprise” emotions in the physi-
cal component appear repeated in two quadrants, as they may have high variability in
the activation and valence dimension, respectively. To deal with this ambiguity, in the
implementation of the hybrid model described below, its observed the intensity of the
happy emotion inferred: if happy has a score greater than 0.5 it was classified in the Q1
quadrant and, otherwise, in the Q4 quadrant. For ‘surprise’ emotion, which may have
positive or negative valence, the solution used in the implementation of the model was
to check the type of event occurring in the computational environment: if the valence
of the event is positive (e.g. correct answer) ‘surprise’ was classified in the quadrant Q1
and, otherwise, in the Q2 quadrant.

Furthermore, the OCC model does not include a neutral state. So to infer this affec-
tive state we considered the condition when the scores of all the eight emotions of the
cognitive component are equal to zero.

5 Hybrid Model of Emotion Inference

In order to evaluate the feasibility and the performance of this proposal, a hybrid model
for inference of affective states - ModHEmo was proposed and implemented. This
model will serve as a basis for structuring the research development and also for evalu-
ating its results. Figure 3 schematically shows the proposed model. The main feature of
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Fig. 3. Hybrid model of learning related emotions inference [27].

ModHEmo is the initial division of the inference process into two fundamentals com-
ponents: physical and cognitive. This figure also shows the modules of each component
and the fusion of the two components to obtain the final result.

The cognitive component, based on the OCC theory, is responsible for managing
the relevant events in the computing environment. In order to implement cognitive
inference, a custom version of the ALMA (A Layered Model of Affect) [28] model
was used. The process of cognitive emotions inference returns scores normalized in the
interval [0,1] for each of the eight cognitive emotions.

The physical component of ModHEmo deals with observable reactions using stu-
dent’s face images. Images are obtained using a standard webcam, following the occur-
rence of a relevant event in the interface of the computing environment. These images
are used to infer the eight physical emotions included in ModHEmo by using the
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EmotionAPI tool1. This inference process also returns scores normalized in the interval
[0,1] for each of the eight emotions of the physical component.

Based on these initial inferences, a classification process is performed to map the
emotions to the quadrants depicted in Fig. 2. At the end of this step, a normalized score
in the interval [0,1] is obtained for each quadrants and also for the neutral stated in the
two components.

The Softmax function [31] showed in Eq. 1 was the method used to normalize in
interval [0,1] the ModHEmo’s cognitive and physical score results. In this equation,
g1(x), ..., gc(x) are the values returned for the eight emotion for each ModHEmo’s
components. Then, in Eq. 1 new scores values are calculated by g′

1(x), ..., g
′
c(x), g

′
j(x)

∈ [0, 1],
∑C

j=1 g
′
j(x) = 1.

g′
j(x) =

exp{gj(x)}
∑C

K=1 exp{gk(x)}
(1)

For the fusion of the two ModHEmo components it is assumed that some combi-
nation technique is applied. For simplicity reasons, in a first version of ModHEmo the
fusion process was implemented using the sum function. Thus, if we denote the scores
assigned to class i by the classifier j as sji , then a typical combining rule is a f func-
tion whose combined final result for class i is Si = f({sji j = 1, ....M). The final
result is expressed as argmaxi{Si, ..., Sn} [32]. In the context of this work, j plays the
role of the physical and cognitive components while i is represented by the five classes
depicted in Fig. 2.

Trying to improve the ModHEmo performance, a second version of ModHEmo
was implemented. In this version, the final fusion process is performed by creating a
single data set containing the scores of the quadrants of each component. After merging
the two components, this dataset contains 10 attributes (5 physical + 5 cognitive) with
quadrant scores for each component. The class obtained through the labeling process
(to be described in the next section) is also part of the data set. Based on this data set,
we trained RandomForest [33] e IBK [33] classification algorithms to perform the final
inference of the model.

These algorithms were chosen because results in some initial tests with the database
used in this work indicated that classification algorithms based on simple and fast tech-
niques such as decision trees (RandomForest) and K-nearest neighbors (KNN) reached
the best results.

As the main goal of this work doesn’t include tuning of algorithms’ parameters, we
used the default Weka2 parameters values. In addition, the 10-fold Cross-validation was
used for splitting the base into test and training, considering that it’s a robust and highly
used technique [33].

In the next section, we will present detailed results obtained in experiments using
the two versions of ModHEmo described above.

1 https://azure.microsoft.com/services/cognitive-services/emotion/ developed by the University
of Oxford and Microsoft.

2 https://www.cs.waikato.ac.nz/ml/weka.

https://azure.microsoft.com/services/cognitive-services/emotion/
https://www.cs.waikato.ac.nz/ml/weka
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6 Experiment and Results

To verify the performance of ModHEmo inferences, experiments were performed using
the two version of the model. In this experiments we used ‘Tux, of Math Command’
or TuxMath3, an open source arcade game educational software. TuxMath is an edu-
cational game that allows kids to exercise their mathematical reasoning. In this game,
the challenge is to answer math equation (four basic operations) to destroy meteors and
protect the igloos and penguins.

The level of the game was chosen considering the age and math skill of the students.
Within each level, the comets in TuxMath are released in waves with an increasing
number of comets (2,4,6,8,10 ..) in each wave. A new wave begins only after all the
comets of the previous wave are destroyed or reach the igloos.

Its important to notice that the experiments were approved and follows the proce-
dures recommended by the ethics committee in research of the public federal educa-
tional institution in which the first author is professor.

Trying to reduce the interference of the research in students’ behavior, the experi-
ment was carried out in the computer lab normally used by the students and with the
presence of their teacher. In addition, the students were instructed to perform the activ-
ity in a natural way without restrictions of position, movements, etc.

While students used TuxMath, some of the main events of the game were monitored.
Among these events, it can be highlighted: correct and wrong math equation answers,
comets that damaged penguins’ igloos or killed the penguins, game over, win the game,
etc.

Additionally, in order to artificially create some situations that could generate emo-
tions, a random bug generator procedures was developed in Tuxmath. Whenever a bug
was artificially inserted, it would also become a monitored event. These bugs include,
among others, situations such as: (i)non-detonation of a comet even with the correct
math equation response, (ii) display of comets in the middle of the screen, decreasing
the time for the student to enter the correct answer until the comet hits the igloo or pen-
guin at the bottom of the screen. The students were only informed about these random
bugs after the end of the game.

These events was used as input to the cognitive component of the ModHEmo. Fol-
lowing the occurrence of a monitored event in TuxMath, student’s face image was cap-
tured with a basic webcam and this image is used as input to the physical component of
ModHEmo. With these inputs the model is then executed, resulting in the inference of
the probable affective state of the student in that moment.

Before starting the game, two questions are presented to student to gather informa-
tion about their goals and prospects. The first question ask students about their goals
in the activity. Only data of the 15 students with ‘win the game/learn math’4 goal
was considered. The second question ask students about their prospect: win or lost the
game. With this information it was possible to set ALMA Tags like ‘GOODEVENT’,
‘BADEVENT’, etc.

3 http://tux4kids.alioth.debian.org/tuxmath/index.php.
4 Other goals included: have fun, participate in research and compete with colleagues.

http://tux4kids.alioth.debian.org/tuxmath/index.php
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After completing the session in the game, students were presented with a tool devel-
oped to label the data collected during the experiment. This tool allows students to
review the game session through a video that synchronously shows the student’s face
along with the game screen. The video is automatically paused by the labeling tool at
the specific time that a monitored event has happened. At this moment an image with
five representative emoticons (one for each quadrant and one for neutral state) is shown
and asked the student to choose the emoticon that best represents their feeling at that
moment. After the student’s response, the process continues.

The Fig. 4 shows a screen of the tool developed to the labeling process described
above. It is highlighted in this figure four main parts: (I) the upper part shows the stu-
dent’s face at timestamp 2017-10-02 12:36:42.450. (II) at the bottom it is observed the
screen of the game synchronized with the upper part, (III) emoticons and main emo-
tions representative of each of the quadrants plus the neutral state and (IV) description
of the event occurred in that specific timestamp (Bug - Comet Displayed in the Middle
Screen).

Affective assessment using emoticons was adopted based on the fact that children
perceive the classical Self-Assessment Manikin (SAM) [34] approach difficult to use
and understand, according to the results presented in [35,36]. Then, we choose to use
emoticons that are familiar to kids because of its widespread use in social networks,
message apps, etc.

In order to facilitate understanding about ModHEmo’s operation, the results of a
specific student using the first version of ModHEmo will be detailed below. The stu-
dent id 6 (see Table 2) was chosen for this detailing because he was the participant with
the highest number of events in the game session. Figure 5 shows the results of the
inferences made by ModHEmo with student id 6. It is important to emphasize that in
the initial part of the game depicted in Fig. 5 the student showed good performance,
correctly answering the arithmetic operations and destroying the comets. However, in
the middle part of the game, several comets destroyed the igloos and killed some pen-
guins. But, at the end, the student recovered after capturing a power up comet5 and won
the game.

The lines in Fig. 5 depict the inferences of the physical and cognitive component
and also the fusion of both. The horizontal axis of the graph shows the time and the
vertical axis the quadrants plus the neutral state (see Fig. 2). The order of the quadrants
in the graph was organized so that the most positive quadrant/class Q1 (positive valence
and activation) is placed on the top and the most negative Q3 (negative valence and
activation) on the bottom with neutral state in the center.

Aiming to provide additional details of ModHEmo’s inference process, two tables
with the scores of each quadrant (plus neutral state) in the physical and cognitive com-
ponents were added to the Fig. 5 chart. These table show the values at the instant
’10/05/2017 13:49:13’ when a comet destroyed an igloo. It can be observed in the
tables that in that instant, for the cognitive component, the quadrant with the highest
score (0.74) was Q3 (demotivation), reflecting the bad event that has occurred (comet
destroyed an igloo). In the physical component the highest score (0.98) was obtained

5 Special kind of comet that enable a gun able to simultaneously destroy all the penguins in the
screen.
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Fig. 4. Screenshoot of labeling tool [27].

Fig. 5. ModHEmo results in one game session [27].
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by QN state (neutral) indicating that student remained neutral, regardless of the bad
event. Considering the scores of these tables, the fusion process is then performed. For
this, initially the scores of the physical and cognitive components for each quadrant and
neutral state are summed and the class that obtained greater sum of scores is chosen.
As can be seen in the graph, the fusion process at these instant results in neutral state
(QN), which obtained the largest sum of scores (0.98).

In the game session shown in Fig. 5 it can be seen that the physical component
of the model has relatively low variation remaining most of the time in the neutral
state. On the other hand, the line of the cognitive component shows a greater amplitude
including points in all the quadrants of the model. The fusion line of the components
remained for a long time in the neutral state, indicating a tendency of this student to not
negatively react to the bad events of the game. However, in a few moments, the fusion
line presented some variations accompanying the cognitive component.

6.1 Results Using Sum Function as a Fusion Technique

In an experiment with the first version of ModHEmo using the Sum function as fusion
technique, eight elementary students with age ranging from ten to fourteen years old
played the game.

Using the data collected with the labeling process describe above, it was possible to
check the accuracy of the inferences made by ModHEmo. For example, considering the
student id 6, the Fig. 6 shows the accuracy of ModHEmo inferences. This Figure shows
two lines depicting the fitness between values of labels and ModHEmo inferences using
the data of student id 6. For this student, the accuracy rate was 69%. So, the inferences
were correct in 18 of 26 events for this students’ playing session.

Fig. 6. Comparision between ModHEmo inferences and labels [27].

Table 2 shows the results of the eight students participating in the experiment. This
table shows the number of monitored events, the number of correct inferences of the
ModHEmo (Hits) and the percentage of accuracy. The number of monitored events in
Table 2 is variable due to the fact that it depends, among others, on the game difficulty
and student performance in the game. For confidentiality reasons, Table 2 shows only a
number as students’ identification. Student 6 data was used in the examples of Figs. 5
and 6 above.
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6.2 Results Using Classifiers Algorithms as Fusion Technique

Trying to improve the accuracy of the ModHEmo inferences, a second version of the
model was developed using classification algorithms as a fusion strategy of the physical
and cognitive components.

Table 2. ModHEmo prediction accuracy [27].

Student #Events #Hits % Accuracy

1 15 7 47

2 18 10 56

3 9 5 56

4 9 8 89

5 14 7 50

6 26 18 69

7 11 6 55

8 8 5 63

Total 110 66 60

To test this new version a second experiment was conducted. In this experiment
participated a total of 15 students, with ages ranging from 10 to 14 years. These students
were enrolled between the fifth and ninth year of elementary school in the Jaguaretê
Municipal School of Education, in the rural area of Erechim-RS, Brazil.

Fig. 7. Distribution of the ground truth dataset.
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It is important to note that among the 15 students participating in this second exper-
iment, it was included the data of the 8 students participating in the first experiment.
This approach was used in order to achieve a larger dataset that should be more suitable
for the task of training and testing the classification algorithms.

In this experiment we gather a dataset with 935 instances of monitored events in
Tuxmath. Using the labeling tool described in the previous section, these 935 events
were labeled by the 15 students. In this way we get a ground truth dataset that was used
to train and test the classification algorithms. The Fig. 7 shows a chart with a distribution
of the of the ground truth dataset created in the experiment with 935 instances.

As we can see in Fig. 7 the Class QN (neutral) was the most frequent with 303
instances (32.4%). On the other side, the class Q4 (reconstruction) was the less frequent
with 130 instances (13.9%).

Table 3 shows some results achieved in the experiment using the labeled dataset
with 935 instances. In this table, it’s presented frequently used performance classifier
metrics [33] for each algorithms.

Table 3. Global performance metrics of the two classifiers.

Algorithm Accuracy (%) Accuracy (instances) Cohen’s Kappa F-Measure

RandomForest 64.81 606 0.545 0.648

IBK 63.53 594 0.532 0.635

Table 3 show that RandomForest algorithm achieved a global accuracy of 64.81%
while IBK accuracy was 63.52%. The Pair-Wise T-Test [33] with significance level
of 0.05 executed in Weka Experiment Environment showed that there is no statistical
significant difference in accuracy between these two algorithms.

In the sequence, the Table 4 presents the confusion matrix [33] with the results of
the RandomForest algorithm. The main diagonal of the confusion matrix, highlighted
with gray background, represents the correct inferences for each of the five classes
considered in this experiment.

Table 4. Confusion matrix for RandomForest algorithm.

The ROC (Receiver Operating Characteristic) curves [33] are a tool frequently used
to check the performance of a classifier without regard to class distribution or error costs.
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The Fig. 8 depict the ROC curves for the five classes obtained by the RandomForest
algorithm (the curves for IBK are very similar). Inside this figure we also add a table
that shows the Area Under Curve (AUC) computed in Weka. AUC report accuracy as
and index ranging from zero to one (1 for a perfect and<= 0.5 a random classifier) [33].

6.3 Analysis of the Experiments Results

Analyzing the results of the two experiments reported above, it can be observed that
in terms of global accuracy there was no significant change between the experiments.
This could be considered an indication of generalization of the proposed model. How-
ever, experiments with more students are necessary to confirm the generalization of the
ModHEmo results.

The task of comparing the results presented in this paper with correlated works is
a sensitive and hard task because a lot of factors, like: (i) the types of sensors used in
the experiments, (ii) experiment applied in a real environment or laboratory, (iii) type
of interaction with the computing environment (text, voice, reading, etc.), (iv) who does
the data labeling (students, external observers, etc.).

Fig. 8. ROC curves and AUC for RandomForest algorithm [37].

For example, relating to the labeling process, the work of [21] show different accu-
racy rates achieved when distinct actors do the labeling. These authors reported accu-
racy rate near to 62% when external judges or colleagues labeled the data. However, the
accuracy dropped for near 52% when the student’s themselves labeled the dataset.

To the best of our knowledge, there are no priors works that use exactly the same
approach, kind of emotions, experimental configuration, etc. as presented in this work.
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Even so, we consider important to make some comparison trying to position our results
within the state of art. In this way, recent research of [8,38–40] resemble with this work
because they focus on learning related emotion and use a similar experimental design.

The works of [8] and [21] has some similarities with the present proposal because
they use an identical set of emotions and experiments are made in a real learning envi-
ronment. In [8], accuracy rates reported range between 80% and 89%. However, this
higher accuracy is achieved by fusing a set of expensive or intrusive physical sensors,
including: highly specialized camera (Kinect), chair with posture sensor, mouse with
pressure sensor and skin conductivity sensor. [21] reports accuracy rates between 55%
and 65% using text mining to predict emotion of students using an Intelligent Tutoring
System.

Based on students’ facial expression while using an ITS, [38] reported best Cohen’s
Kappa of 0.112. Using text mining techniques [39] showed a method to infer four
emotions: bored, confused, frustrated and concentrated. For these emotions, the AUC
reported was respectively 0.767, 0.777, 0.762, 0.738 and the best results for Cohen’s
Kappa was 0.486. The work of [40] used a deep learning approach, based on logs of
students’ interaction in an ITS, to predict four learning related emotion:confused, con-
centrating, bored, frustrated. In this work the best AUC and Cohen’s Kapa was 0.78 and
0.24 respectively. Its important to note that in [40] the labeling was made by external
observers.

So, the results achieved in the experiment with ModHEmo presented above show
some improvements when compared with [21,38–40]. In our experiment, Cohen’s
Kappa index was 0.545 and 0.532 (see Table 3) for RandomForest and IBK, respec-
tively and AUC value was between 0.843 and 0.888 (see Fig. 8).

7 Final Consideration and Future Works

This work presented a hybrid inference model of learning related emotions that uses
little or non intrusive sensors with potential for large scale and out-of-the-lab use. Infer-
ences obtained with this model could be very useful for implementing learning envi-
ronments able to appropriately recognize and adapt to learners’ emotional reactions.

The model described in this paper stand out by presenting a method to combine
quite distinct information (physical and cognitive) that is little explored in the research
community nowadays. In this way, this proposal try to present improvements in the
emotion inference process through the integration of these two important components
involved in the generation and control of human emotions.

The initial results obtained can be considered promising, since, even if a direct com-
parison is difficult, the results obtained are similar or superior to the state of the art.
However, as the hybrid approach resembles the natural process of emotions inference,
it presents great opportunities for future improvements by adding new data or sensors.

Furthermore, this work is distinguished by focusing on a set of emotions relevant
in teaching and learning contexts. Thus, the inferences of the proposed model, besides
allowing automatic adaptations in the computational environment, could be used to
depict a profile of students’ affect dynamics that could drive individual pedagogical
intervention.
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For example, the affective states represented by the quadrants could be used to iden-
tify the so-called ‘vicious-cycle’ [21] which occurs when affective states related to poor
learning succeed each other repeatedly. In the context of this work this ‘vicious-cycle’
could be detected in case of constant permanence or alternation in the quadrants Q2 and
Q3. In these cases, pedagogical strategies to motivate the student should be applied.

Analyzing the results of the student id 6 presented in the previous section it can be
verified that no ‘vicious-cycle’ could be detected nor repeated occurrences or perma-
nence in the Q2 or Q3 quadrants. Therefore, specific actions of the educational software
would not be necessary or advisable for the students used as example.

Cognitive-affective tutorial intervention strategies also could be based on the results
of ModHEmo. These intervention strategies should not be applied to students who are
interested or focused on the activity, even if some mistakes occurs. Furthermore, for
students with constant signs of frustration or annoyance (quadrants Q2 and Q3) educa-
tional software could try strategies such as challenge or a game trying to alleviate the
effects of these negative states.

As future work wed intend to expand the current dataset adding experimental data
involving more students with other age groups and also other types of educational envi-
ronments. It is also intended to evaluate the result of the adding new information in
the physical and cognitive components. In the physical component could be aggregated
information that can be obtained through the camera such as nods, blinks, etc. Infor-
mation from the keyboard and mouse movements could be included in the cognitive
component.

Acknowledgments. Authors would like to thank the IFRS and UFPR for financial support of
this work.
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Abstract. Dealing with average-sized event logs is considered a challenging task
in process mining, in order to give value to event log data created by a wide vari-
ety of systems. An event log consists of a sequence of events for every case that
was handled by the system. Discovery algorithms proposed in the literature work
well in specific cases, but they usually fail in generic ones. Furthermore, there
is no evidence that those existing strategies can handle logs with a large num-
ber of variants. We lack a generic approach to allow experts to explore event log
data and decompose information into a series of smaller problems, to identify not
only outliers, but also relations between the analyzed cases. In this chapter we
propose a visual approach for filtering processes based on a low dimensionality
representation of cases, a dissimilarity function based on both case attributes and
case paths, and the use of entropy and silhouette to evaluate the uncertainty and
quality, respectively, of each subset of cases. For each subset of cases, it is pos-
sible to reconstruct and evaluate each process model. Those contributions can be
combined in an interactive tool to support process discovery. To demonstrate our
tool, we use the event log from BPI Challenge 2017.

Keywords: Visual filtering · Process mining ·
Multidimensional projection

1 Introduction

In the world of business and services, various actors are involved in all stages of the
process: designing, delivering, and offering services [1]. Companies have increasingly
relied on Process Mining techniques [2] to investigate how their processes work in prac-
tice. As processes are executed, each event is recorded in a log. Process mining follows
a bottom-up approach, using data mining and machine learning knowledge and tech-
niques to extract workflow information from logs and to analyze it to generate insights
about the underlying processes. From those logged events, process mining builds a
structured process description [3].
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The field of Business Process Management (BPM) focuses on how processes
behave. Aiming to understand and to improve how processes are managed, BPM strives
to support decision making and process management by analyzing, predicting, moni-
toring, controlling, and optimizing process activities. BPM has increasingly been sup-
ported by and inspired novel work on process mining.

The data-driven process analysis comprises Process Discovery, Conformance
Checking, and Process Improvement [4]. Process discovery consists of creating a con-
trolled structured, such as a workflow, from an event log, in a way that it represents
most of the cases captured in the log. Some logs represent simple processes and allow
for straightforward reconstruction of the underlying workflow. Larger and more com-
plex workflow models, however, require more sophisticated approaches [5]. One such
approach proposes to divide the event log into smaller sublogs, apply the discovery
algorithm to each sublog, and then merge the results into a complete workflow structure
representing the entire process. This approach significantly speeds up the discovery [6].
In our work, we also tackle the challenge of simplifying a process model so as to make it
easier to understand. Conformance Checking consists in a set of techniques to compare
a created process model to an actual event log that describes this model. In practice, it is
used to check the execution of a business process. Process Improvement requires opti-
mization of some kind of gain in process analysis and is beyond the scope of this work.
Our work focuses on Process Discovery and Conformance Checking because they are
the first steps to be overcome in process analysis. If we do not know the process, there
is no way to improve it.

Several techniques have been proposed to split an event log into subsets, most of
them adopting optimization strategies and resulting in a process model for each sub-
set [7]. In our work [8], we propose a novel visual filtering approach to event logs based
on multidimensional projection techniques, which create a lower dimensional represen-
tation that preserves the dissimilarity amongst cases and can be easily visualized. To
calculate the dissimilarity amongst cases, we use not only the case attributes, but also
the paths each case follows in the process. Using a 2D visual representation of the cases
and their dissimilarity, we manually select cases that stand out or spark interest, and
then generate a new event log containing only the selected ones. The filtered event log
can then be analyzed using traditional process mining approaches.

To evaluate the uncertainty of each cluster, we propose to use entropy to analyze
the variability of the case attributes. In addition, to evaluate the quality of each cluster,
we propose to use the silhouette index to analyze the homogeneity (how cohesive) and
separability. Clusters with low uncertainty and high quality are candidates to have their
process models reconstructed and evaluated. Process quality measures like fitness and
precision can then be calculated to assess the reconstructed process models.

The contribution of our work is therefore fourfold: (i) the visual approach for filter-
ing processes based on a low dimensionality representation of cases; (ii) a dissimilarity
function based on both case attributes and case paths; (iii) the use of entropy and sil-
houette to evaluate the uncertainty and quality, respectively, of each subset of cases;
and (iv) the possibility to reconstruct and evaluate the corresponding process model for
each subset of cases. As we will see throughout this chapter, those contributions can be
combined in an interactive tool to support process discovery.
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The remainder of this chapter is organized as follows. Section 2 presents related
work. Section 3 introduces the main components of our approach and explains the
chosen visualization techniques. Section 4 describes the filtering tool and its interac-
tion mechanisms. Finally, Sect. 5 presents some concluding remarks and directions for
future works.

2 Related Work

In the early days of BPM, process analysts had little computational support for discov-
ering and analyzing processes [1]. More recently, several techniques, algorithms, and
tools have been proposed to automate and provide intelligent support to process mining
and analysis, including extracting knowledge from event logs. Visualization tools have
been considered as a very useful way to explore complex data [9].

It is still challenging, however, to visualize cases captured in an event log as data
points in 2D plots. At first, the human visual system is more adapted to quickly iden-
tifying visual patterns and the use of data visualizations may present some clues about
the behavior of the data. However, some visualizations may suffer from occlusion and
overplotting. The choice of good and adaptable visualizations is still a challenging field
of research, depending on the analyzed data.

The most widely used tools for process mining are ProM, Disco, and Celonis. Van
Dongen et al. have developed the ProM framework to support process data mining, pro-
cess flow analysis, and process visualization [10]. ProM supports the following opera-
tions: data filtering (by events, by attributes, by trace attributes, etc), process discovery,
conformance checking, social network mining and decision rule mining. Moreover, it is
an open source, extensible environment with more than 600 plug-ins developed with sev-
eral functions, such as: mining, export, import, analysis, and conversion, among others.

Disco [11] is a commercial process mining tool developed by Fluxicon with the
promise of making process mining easy and fast. It has several features, such as: auto-
mated process discovery using the Fuzzy Miner algorithm [12], grouping cases by vari-
ants (different paths between activities), process animation with bottlenecks highlight-
ing, and process statistics, among others.

Celonis1 is another commercial process mining tool to continually monitor the anal-
ysis of process patterns and metrics. Its main features are the following: process, variant
and case exploration; process discovery; data filtering; and process reporting.

Table 1 (adapted from [13]) shows a comparison between the main functionalities
of these tools. As we can see, they all support process discovery and filtering the data
according to some parameters. However, none of them lets the user visualize the log
and group cases by attribute similarities.

Several algorithms have been proposed in the context of process mining. Closest
to our area of interest we find Verbeek et al. [6] and Low et al. [14]. Verbeek et al.
proposed an approach to group similar sequences of activities, splitting an event log
file into two or more event logs with fewer variants each [6]. They implemented their
approach as a plug-in in ProM6. Using six discovery algorithms, it allows the user to
configure the decomposed discovery, by selecting the classifier, which maps the event
log onto an activity log; the miner (or discovery algorithm).

1 https://www.celonis.com/ last visited in July, 2018.

https://www.celonis.com/
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Table 1. Main features comparison between process mining tools (adapted from [13]).

Features Prom (V. 6.4.1) Disco (V. 1.8.2) Celonis

Import type mxml, xes csv,xls, mxml, xes and
fxl

csv, xls

License open source commercial commercial

Output model notation BPMN, WF, Petri nets, EPCs,
transition systems, heuristics

Fuzzy model Fuzzy model

Filtering data X X X

Process discovery X X X

Conformance checking X

Social network mining X

Decision rule mining X

Process visualization X X X

Performance checking X X X

Trace clustering X

Metrics X

Low et al. developed visualization techniques to support the analysis of resource
reallocation and activity rescheduling. The visualizations help to identify resource and
time-related changes which result in a cost reduction of the process. They use social
network graphs to show the reallocation of resources and a timeline visualization to
depict time-related information and help identify temporal patterns. Their system also
allows comparing two event logs by presenting them side by side. However, it is difficult
to identify issues visually when there is a large number of variants and cases, and the
graph and timeline can be confusing [14].

Most process discovery tools follow the interaction scheme depicted in Fig. 1(a).
First, the system receives an event log. The user can then apply concatenated filters and
algorithms to analyze statistics about the log. Next, the system can generate a model
and calculate various metrics to evaluate it. This type of tool usually does not allow the
user to control how the model is generated.

To face the aforementioned challenges and overcome limitations of the related work,
especially with respect to user control, we have developed a visual interactive filtering
tool which allows users to generate smaller event logs by selecting a subset of cases.
Our strategy (see Fig. 1(b)) can be considered more flexible and tractable than Verbeek
et al.’s (Fig. 2) [6], because we allow domain experts and analysts to freely explore
and analyze the data to gather insights that guide them in selecting cases and creating
sublogs from their selections.

Inspired by the related work, we can state our goal of generating views from
attributes filters, allowing the analyst to explore characteristics of the behavior rep-
resented in the data. In this chapter, we address the following research questions:

– RQ1: How to split the event log (data) into clusters of similar characteristics?
– RQ2: How similar are the clusters? And how different are they?
– RQ3: What are the characteristics of the clusters?
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Fig. 1. Interaction scheme for the (a) usual process discovery systems (b) prototype for visually
filtering event logs.

– RQ4: How to discover the process represented in each cluster sublog (i.e., the log
comprising the cases in a cluster)?

– RQ5: What is the quality of the process models?

3 Visual Filtering Approach

3.1 Similarity Metrics

In our approach, we allow users to evaluate the difference between cases using a set of
attributes and visualizations, supported by a set of metrics.
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Fig. 2. Conceptual view of a decomposed discovery algorithm proposed in [6] (on the left) and
our approach [8] (on the right).

Several metrics have been proposed to evaluate the differences between cases, such
as metric space distance between the data, gaussian radial basis functions, among oth-
ers. In previous work [8], we explain in detail the adaptations we have made to selected
metrics. In this chapter, we briefly describe how we use each (adapted) metric to evalu-
ate the difference between cases.

Dissimilarity Between Two Cases, Based on Their Attributes: For each attribute fk

we define a weight αfk
∈ [0, 1]. We calculate the similarity between two different cases

i, j by the weighted product of their attribute similarities:

sim(i, j) =
|F |∏

f=0

[
e−αf (sim(fi,fj))

]

where sim(fki, fkj) is calculated depending on whether fk is numerical or categorical.
The dissimilarity between the two cases is calculated as dissim(i, j) = 1 − sim(i, j).

Distance Between Two Cases, Based on their Path - The Levenshtein Distance: By
mapping each activity onto a letter, each path (sequence of activities) can be represented
as a string. To calculate the distance (or dissimilarity) between two strings, we can use
the Levenshtein distance (LD), which calculates the minimum cost of transforming one
string in the other by using character insertion, removal, or substitution operations [15].
For instance, if the paths pi and pj of cases i and j, respectively, are pi = BC and
pj = ABD, we can transform pi into pj by inserting A at the beginning, and replacing
C by D at the end. Assuming that the cost of each operation is 1, LD(i, j) = 2.
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Distance Between Two Cases, Based on the Jaccard Index: Considering the set of
activities si, sj in each case i, j, we can use the Jaccard index [16] to calculate the
similarity of two cases as

J(i, j) =
si ∩ sj

si ∪ sj

The dissimilarity based on the Jaccard index is then calculated as JD(i, j) = 1 −
J(i, j).

3.2 Multidimensional Projection Technique

A challenge to the visualization of cases is the potentially large number of attributes
used to calculate the dissimilarities between cases. Visualizing many attributes, even
with the support of interaction mechanisms such as brushing and linking [17,18], can
demand too much cognitive effort from users. To solve this problem, we looked for ways
to represent cases and their dissimilarities in two dimensions. The Multidimensional
Scaling (MDS) projection technique [19] allows us to do just that: by using an eigen-
value decomposition of the distance matrix. MDS calculates another distance matrix
in a lower dimensionality space. The projected matrix preserves the relative distance
between cases close to the original values, i.e., the distances calculated using all avail-
able dimensions (or attributes).

Using an MDS projection, we obtain a spatial configuration in which each case is
represented as a point: similar cases close to each other, and dissimilar cases further
apart. To illustrate this approach, Fig. 3 shows all 31,409 cases of an event log after
applying MDS.

As we saw in the previous section, the dissimilarity based on attributes may vary
with the weights assigned to each attribute fk. Therefore, the distance matrix also varies
according to those weights, and consequently so do the MDS projection and its resulting
spatial configuration. One may adjust those weights taking into account the variability
of each attribute, so as to highlight the different groups in the data.

3.3 Cluster Quality Measures

Since clustering is an unsupervised learning method and does not have labeled data,
to evaluate the quality of the resulting clusters, an internal measure like the silhouette
coefficient is widely used [20]. Silhouette coefficient is a value between −1 and 1, and
higher silhouette values correspond to more cohesive clusters while lower silhouette
values to less cohesive ones.

Entropy measures the unpredictability of information content [21] and can quantify
the uncertainty associated with each cluster, that is, the variability of the attributes of
the cases in each cluster. The Shannon entropy [22] is the most commonly used. We
used the normalized version of the Shannon entropy to have this measure of uncertainty
in the unit interval [0,1] [23]. Entropy values closest to 0 mean a more homogeneous
cluster, which is of most interest to us.

Mutual Information is a measure that, given any two random variables, quantifies
how much information one variable shares with the other [21]. The Normalized Mutual
Information (NMI) [24] is a measure between 0 and 1. NMI closer to 1 means that both
variables share more information each other.
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3.4 Process Metrics

To evaluate the quality of the discovered processes models, we use fitness and precision,
both widely used metrics for this purpose [25].

Fitness: quantifies how well the discovered process model represents the event log.

Precision: quantifies the behavior allowed by the discovered process model, but which
is not in the original event.

3.5 Case Study

We used the BPI Challenge 2017 event log as a case study to test our visual filter-
ing approach, to find patterns and correlations between different cases based on their
attributes similarities. This event log represents real-life loan applications from a finan-
cial institution. It contains all applications filed in 2016, and their subsequent handling
up to February 2nd 2017. Table 2 summarizes some characteristics of this dataset.

Table 2. BPIC 2017 event log characteristics.

Applications 31, 509

Events more than 1.2 million

Activities 26

Application attributes 4

Offer attributes 9

Possible case endings Approved (A Pending), Denied (A Denied), or Cancelled (A Cancelled)

We transformed the event log into a dataset with the following attributes as columns:
Case ID, Activity, Resource, Timestamp, Endpoint situation (Approved, Denied or
Cancelled), Variant (defined by Disco) and selected features such as Credit Score,
Requested Amount, Number of Offers and Loan Goal. Each row represents a case.
We also created matrices of cases × cases with the dissimilarities based on the Jaccard
index and the Levenshtein distance, calculated as described in Sect. 3.

We used MDS as the projection algorithm and visually represented cases in a 2D
Scatterplot chart. We experimented with different weights to calculate the dissimilari-
ties, in order to evaluate the data and find which attributes had a good grouping factor
in the dataset. The selected weights (Table 3) generated the projection shown in Fig. 3.
This selection helps us to answer RQ1 (How to split the event log (data) into clus-
ters of similar characteristics?). Considering only the features of Levenshtein distance
and Loan Goal attribute with highest weights (1) and the other attributes with weights
varying between 0 and 0.5, in the best case, the stress of the projection is 0.15.

For each group, we calculated the normalized Shannon’s entropy [22] to evaluate
how homogeneous the groups are; the Silhouette [20] to evaluate how cohesive the
groups are; and some characteristics of the case frequencies in each group for each
selected feature. More details about these calculations and our findings from the char-
acterization of the groups can be found in [8].
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Table 3. Weights defined to filter the 31409 cases.

Attribute Value

Credit score 0.50

Requested amount 0.50

Number of offers 0.00

Loan goal 1.00

Levenshtein distance 0.00

Jaccard index 1.00

Fig. 3. Our proposed case filtering visualization using MDS projection with 6 selected clusters
and the parameters specified previously.

One of the great advantages of our prototype is that we can select groups, compare
the values of Silhouette, Entropy, and characteristics of the attributes and change the
selection until the values of the adopted metrics are considered adequate. The final
groups can be considered clusters of cases.

Figure 4(b) shows the result for the entropy values of the six manually selected
clusters. The closer an Entropy value is to zero, the more interesting it is, as it means
that the cluster is homogeneous. We use a brown-blue gradient color scale to identify
the ranges, where dark blue represents clusters with entropy closer to zero, i.e., more
homogeneous clusters.
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Fig. 4. Entropy value of each cluster, per variable, for clusters defined using: (a) our Visual filter-
ing approach, and (b) K-Medoids [8]. (Color figure online)
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Fig. 5. Silhouette value of each cluster, per variable, for clusters defined using (a) Visual filtering
approach, and (b) K-Medoids. (Color figure online)

We also use a heatmap to visually represent Silhouette values (Fig. 5(a)). Here there
is a different gradient color scale to identify the ranges. Higher silhouettes (correspond-
ing to more cohesive clusters) appear in shades of green, where the darker green is Sil-
houette close to 1 (most cohesive). The lower Silhouette values (less cohesive clusters)
appear in shades of red, where the darker red is silhouette close to −1 (least cohesive).
From the results of these two measures, we are able to answer RQ2 (How similar are
the clusters? And how different are they?).

After grouping cases in clusters, analysts usually attempt to characterize and
describe each cluster. One way to do this is to visualize the distribution of relevant
attributes. Figure 6 shows the distributions of four selected attributes (Credit Score,
Requested Amount, Number of Offers and Loan Goal), grouped by cluster. These dis-
tributions, together with the entropy and Silhouette heatmaps and values, allow us to
answer RQ3 (What are the characteristics of the clusters?).

Clusters 1 and 2 have similar values of Entropy and Silhouette and presented a high
percentage of Cancelled cases (10.8% and 7.3%, respectively – see Figs. 4(a) and 5(a),
lines 1 and 2). In both clusters, the Entropy for Goal and Credit Score is 0, meaning
there is no uncertainty. However, the purpose of the loans differ from one cluster to
another: Car for cluster 1 and Home Improvement for cluster 2. As we can see from
Fig. 3, those clusters are distant from one another, but they have similar characteristics.
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Fig. 6. Distribution of each attribute, per cluster, colored according to the entropy value. For the
Loan Goal variable, the values are abbreviated as follows: UN = Unknown, TP = Tax payments,
RD = Remaining debt home, OT = Other, see explanation, NA = Not specified, MO = Motorcycle,
HI = Home improvement, EP = Extras pending limit, EL = Existing loan take over, DR = Debt
restructuring, CC = Caravan/Camper, CA = Car, BO = Boat and BG = Business goal [8]. (Color
figure online)
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Clusters 4 and 5 also have similar characteristics: high entropy and low silhouette,
with very similar values (Figs. 4(a) and 5(a), lines 4 and 5). As in the case of clusters 1
and 2, a striking difference between clusters 4 and 5 is the Loan Goal: Car for cluster
4 and Home improvement for cluster 5. These clusters are also distant visually but
similarly shaped (Fig. 3). All cases in both clusters were Approved.

Clusters 1 and 4 have similar Entropy values for Request Amount, but very different
values for the other attributes and for the Silhouette. They are close to each other, but
very different visually. The same can be noticed in clusters 2 and 5.

Only clusters 1, 2 and 3 had cases that were cancelled: 10.81%, 7.38% and 15.00%
of the total cases, respectively. Cluster 3 has mostly Cancelled cases, high Entropy for
the selected attributes (except for Credit Score, which is 0) and very low Silhouette
(Figs. 4(a) and 5(a), line 3). Cluster 6 has similar characteristics: high Entropy in all
considered attributes and very low Silhouette (Figs. 4(a) and 5(a), line 6). However,
practically all cases were Approved, since just one case in this group was Denied.

Comparing cluster 3 to cluster 6, we can see that they are visually distant from one
another (Fig. 3). Their Silhouette and Entropy values are very similar, but not the Credit
Score and Number of Offers attributes.

Cluster 6 has a peculiarity that called our attention: only one case in this group was
Denied. This case is represented by the red dot in the Fig. 6. As we can see, the value
of this case in each category is within limits, however the path between events differs
from the paths of other cases. This leads us to conclude that, in fact, the MDS projection
technique is based on the similarity of the attributes, regardless of the covered paths.

Also, some attributes have high variability for some attributes, especially Requested
Amount. This may explain the high Entropy values for this attribute [8].

Once we had manually selected the clusters, we chose a clustering algorithm to
compare the Entropy and Silhouette values. We used a version of K-Medoids [26]
named Partitioning Around Medoids (PAM) to automatically group cases from the
entire event log into k clusters. As we had visually identified six clusters, we also defined
k = 6 as input to the K-medoids algorithm.

We calculated the Entropy and Silhouette for each K-medoids cluster and gener-
ated the corresponding Heatmap. As shown in Figs. 4(b) and 5(b), the Silhouette values
obtained using our approach were similar to whose obtained using K-medoids. In gen-
eral, the separation of data points through the visual filtering tool resulted in clusters
with low uncertainty value for the Goal and Credit Score attributes, when compared to
K-Medoids.

In order to compare how the datapoints are grouped using the MDS projection tech-
nique and the K-medoids algorithm, we plotted the projections of 31, 397 cases. In the
case of manually selected clusters, we painted all datapoints (cases) of the same cluster
with the same color (Fig. 7(a)). Next, we placed each datapoint in its respective clus-
ter defined by K-medoids (Fig. 7(b)), ensuring to make the best correspondence based
on the frequency of cases in each cluster. This way, if most of the datapoints in a K-
medoids cluster Ck belong to a certain manually selected cluster Cm, Ck was assigned
the same identifying number as Cm. And each datapoint was represented in the same
color in both visualizations, to enable comparison. Figure 7(c) shows a concordance
matrix which reveals how the data points are distributed in clusters in each approach.
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Comparing both visualizations and the concordance matrix, we see that K-medoids
clusters scrambles some cases, particularly those of clusters 4, 5 and 6 (Approved end-
point situation).
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Fig. 7. Projection of the 31, 397 cases, colored according to their (a) MDS assigned cluster and
(b) K-Medoids assigned cluster. (c) Concordance matrix of the distribution of data points in each
cluster, per approach. Adapted from [8].

To compare both approaches numerically, we calculated the Normalized Mutual
Information (NMI) to quantify the amount of information shared between the clusters
across approaches. The resulting NMI of 0.84 indicates that 84% of the cases fall into
the same groups in the two approaches, that is, our manual approach obtains a classifi-
cation similar to the one obtained using an automatic approach.

4 Visual Filtering Prototype

We first implemented our visualizations in R and Python, as proof of concept and to con-
duct some empirical tests to evaluate the feasibility of the approach. We then developed
a prototype to incorporate all functionalities of our filtering approach. Figure 8 shows
the prototype with four highlighted regions. The basic idea is to load an event log and
select some attributes or variables (region A); define weights for those attributes (C);
and generate the projection (B). With the projection, it is possible to manually select
groups (B) and export the selection (A) as a CSV file with the filtered cases to be used
in a process mining software, such as ProM [27] or Fluxicon Disco [28].

Region C brings the filter with the selected attributes and algorithms, and their cor-
responding weights. In this way, the user can experiment with different weight values
and generate different projections, which may in turn reveal different groupings, also
taking into account the projection stress value. The stress value is a measure concern-
ing the quality of the projection, i.e., the deformation related to the data in the original
space of features and the reduced dimension. Normally, the stress vary from 0 to 1.

Region D is where the descriptive analysis can be made: statistics of the entire event
log (Fig. 8), cluster characterization (Fig. 9), and cluster quality metrics (Entropy and
Silhouette, Figs. 10 and 11, respectively). The left-hand side of the Statistics tab shows
information about variants, whereas the right-hand side shows particular information of
the selected variant and for a certain attribute (in this case, Variant 1 and attribute Loan
Goal), with respect to the total.
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Fig. 8. Our visual filtering prototype: projection and statistics.

Figure 12 shows the resulting Petri Net (process model) when the user selects Clus-
ter 1 in the projection and runs the process discovery functionality. This functionality
calls Prom’s Inductive Miner algorithm (Mine Petri Net with Inductive Miner) and cal-
culates the Fitness (Replay a Log on Petri Net for Conformance Analysis plugin) and
Precision (Check Precision based on Align-ETConformance plugin) to evaluate the pro-
cess model quality.
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Fig. 9. Our visual filtering prototype: cluster characterization.
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Fig. 10. Our visual filtering prototype: entropy.



Visual Filtering Tools and Analysis of Case Groups for Process Discovery 319

Fig. 11. Our visual filtering prototype: silhouette.

Our Cluster 1 has 62.39% for Fitness (how well the process model represents the
event log) and 56.34% for Precision (how different is the generated log of the process
model with respect to the original log). After generating all six Petri Nets, we are able
to answer RQ4 (How to discover the process represented in each cluster sublog?) and
RQ5 (What is the quality of the process models?).
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Fig. 12. Our visual filtering prototype: Petri net.

5 Conclusion

In this paper, we presented a prototype for visual filtering cases of an event log based on
the approach proposed in [8]. This approach evaluates the similarity between pairs of
cases using multidimensional projection techniques to plot those cases into a 2D scat-
terplot. Cases with similar characteristics appear close to each other in the scatterplot,
so we can create smaller groups (clusters) and filter the event log to make analysis and
comparisons between them.
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We used the prototype to filter the BPI Challenge 2017 event log. First, we selected
some attributes for analysis (Credit Score, Requested Amount, Number of Offers and
Loan Goal). Then, we generated the projection using MDS and the selected weights for
each attributes, so it was possible to split the log into clusters of similar characteristics
and evaluate how similar or different those clusters were. It was also possible to under-
stand specific characteristics of each cluster and to discover its corresponding process
model. The prototype allowed us to evaluate the quality of the generated models, since
it can calculate its fitness and precision.

In our approach, we chose to use Entropy and Silhouette as quality metrics for each
cluster. The color relation used between the entropy analysis and the group characteriza-
tion helped us to uncover characteristics of each cluster. Similarly, using matching col-
ors in the visual projections generated by the MDS helped us to confirm the hypothesis
that K-Medoids mixed together in a cluster data points that had different characteristics
with respect to our approach.

Each visual cluster selected using our approach groups cases with similar attributes.
When reconstructing the processes for each cluster, we observed that the traces
(sequences of activities) were different. In other words, although the traces were differ-
ent, the cases were similar in terms of attributes. This way of filtering is very interesting
because we are creating clusters not only based on cases that went through exactly the
same sequence of activities, but also based on attributes.

One way to investigate why these cases are grouped together despite different traces
would be to execute a decision mining algorithm based on the case attributes. In this
way, the decision points could be explained. Of course, it will only be possible to under-
stand or know the decisions if the data is structured with this information.

We evaluated our analysis using only the BPI challenge log. We wish to conduct
our analysis with other logs, in order to carry out a deeper validation of the chosen
visualizations, methods, and prototype.

People who have used our prototype made some interesting observations with
opportunities for improvement to help users better understand the process and filter
cases. Regarding performance, MDS is not efficient when dealing with a large number
of cases, both in terms of computational time and memory used. To solve this problem,
we are including in our prototype a Local Affine Multidimensional Projection (LAMP)
[29,30], which enables users to set a group of control points and dynamically project
new instances. LAMP can be efficiently used with very large datasets.

We also plan to include in the prototype attribute-level linkage, similar to the analy-
sis described in Sect. 3.5. It would allow the analyst to quickly discover which attributes
contribute to the dataset variability, and thus fine-tune the attribute weights for the dis-
similarity metric.

Finally, it would be useful to incorporate our tool as a ProM plug-in, so it can be
more seamlessly used during the whole process mining cycle.
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nológico (CNPq) and Coordenação de Aperfeiçoamento de Pessoal de Nı́vel Superior (CAPES)
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Abstract. NoSQL document stores offer native support to efficiently
store documents with different schema within a same collection. How-
ever, this flexibility made it difficult and complex to formulate queries
or to manipulate collections with multiple schemas. Hence, the user
has to build complex queries or to reformulate existing ones when-
ever new schemas appear in the collection. In this paper, we propose
a novel approach, grounded on formal foundations, for enabling schema-
independent queries for querying and maintaining multi-structured doc-
uments. We introduce a query reformulation mechanism which consults
a pre-constructed dictionary. This dictionary binds each possible path in
the documents to all its corresponding absolute paths in all the docu-
ments. We automate the process of query reformulation via a set of rules
that reformulate most document store operators, such as select, project
and aggregate. In addition, we automate the process of reformulating
the classical manipulation operators (insert, delete and update queries)
in order to update the dictionary according to the different structural
changes made in the collection. These two processes produce queries
which are compatible with the native query engine of the underlying
document store. To evaluate our approach, we conduct experiments on
synthetic datasets. Our results show that the induced overhead when
querying or updating can be acceptable when compared to the efforts
made to restructure the data and the time required to execute several
queries corresponding to the different schemas inside the collection.

Keywords: Information systems · Document stores ·
Query reformulation

1 Introduction

Document-oriented stores are becoming very popular because of their simple
and efficient abilities to manage large semi-structured data sets. Each document,
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usually formatted in JSON, is stored inside a record without any control over the
its schema. Therefore, a collection groups a heterogeneous set of documents for
which no common schema is required. Although this flexibility is very efficient
at loading time, the resulting heterogeneity is a serious issue when querying
documents. Indeed, in order to obtain relevant results, users have to be aware
of all existing schemas while formulating their queries and have to combines all
the schemas in complex queries. We can consider three classes of heterogeneity
in the context of document stores [1]:

– Structural heterogeneity points to the different structures that exist in doc-
uments. The main issue is the existence of several paths to access the same
attribute; e.g., the position of an attribute denoted “name” may not the same
in two documents (nested or root-based for example).

– Syntactic heterogeneity exists when different attributes refer to the same con-
cept; e.g., the “name” of a person may be denoted by “name,” “names” or
“first name” in different documents.

– Semantic heterogeneity exists when the same attribute refers to different con-
cepts; e.g., the attribute “name” may designate a “person name”, an “animal
name” or a “disease name” depending on documents.

In this paper, we focus on the structural heterogeneity issue in document
stores.

(1) (2)

(3) (4)

Fig. 1. Illustrative example of a collection (C) with four documents describing authors.

Example. We use the example collection of Fig. 1 composed of four documents
describing authors and some of their publications. Documents are described using
JavaScript Object Notation [2].
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Let us suppose we are interested in collecting information related to “name of
authors” and their publications. The query will be formulated over the attributes
“name” and “title”. Any user may expect results for the five authors of the exam-
ple (except perhaps for “paul verlaine”) and possibly five titles. If we look at
Fig. 1, the attribute “name” does not raise any problem since it is always in
the same position in the five documents (same path in all documents). How-
ever, the attribute “title” may rise some issues because of its various structural
positions within documents. To reach the attribute “title” various paths exist in
the different document schemas: “title,” “book.title,” “artwork.1.title” and “art-
work.2.title” (here “.1.” and “.2.” stand for the indexes in the array “artwork”).
When using MongoDB data store system, we can formulate the query db.C.find(
{}, {“name”: 1, “title”: 1}). Executing such query will return the following set
of documents because of the structural heterogeneity of the attribute “title”:

[ { name:"victor hugo",

title:"les miserables" },

{ name:"honore de balzac" },

{ name:"charles baudelaire" },

{ name:"pierre de ronsard",

title:"les amours" }

]

If we formulate an alternative query that matches with another path of
“title”, db.C.find( {}, {“name”: 1, “book.title”: 1}), the following set of doc-
uments is returned:

[ { name:"victor hugo" },

{ name:"honore de balzac",

book:{title:"le pere Goriot"} }

{ name:"charles baudelaire" },

{ name:"pierre de ronsard" } ]

We can notice that each query only returns a sub-part of the expected result
(author/title pairs) meanwhile returning redundant incomplete results. The
incompleteness is here defined from the user point of view that can easily visu-
ally find the requires data. Moreover, without any other query, these incomplete
two queries results can lead the user to interpret that “charles baudelaire” has
no publication in the collection; and that is not true.

Our contribution offers transparent querying mechanisms able to overcome
the structural heterogeneity. Therefore, the user is not asked to have full knowl-
edge about all underlying document schemas. We develop a system that we
call EasyQ (Easy Query for NoSQL databases), which consists of a schema-
independent querying on heterogeneous documents that are supposed to describe
a given entity We opt for a solution that does not affect the original documents
schemas and that performs query reformulation. We introduce a data dictionary
to collect and store all schemas variations. A query reformulation mechanism
rewrites (reformulates) user queries according to this dictionary and thus hides
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the complexity of building adequate queries to overcome the schema hetero-
geneity [3]. Moreover, we define how to automatically update the dictionary
whenever data are updated (create, update, delete). So each query execution is
reformulated using an up-to-date dictionary with regard to the collection.

This paper is organized as follows. The second section reviews the most rele-
vant works that deal with querying heterogeneous documents. Section 3 explains
the proposed approach and proposes its formalization. Section 4 presents our
first experiments and the time/size cost of our approach regarding the size of
collections and the variety of schemas.

2 Related Work

The problem of querying heterogeneous data is an active research domain studied
in several contexts such as data-lake [4], federated database [5], data integration,
schema matching [6]. We classify the state-of-the-art works into four main cate-
gories regarding the solution given to handle the heterogeneity problems.

Schema Integration . The schema integration process is performed as an inter-
mediary step to facilitate the query execution. In their survey paper, [6] presented
the state-of-the-art techniques used to automate the schema integration process.
Matching techniques can cover schemas or even instances. Traditionally, lexical
matches are used to handle the syntactic heterogeneity. Furthermore, thesaurus
and dictionary are used to perform semantic matching. The schema integra-
tion techniques may lead to data duplication and possible initial underlying
data structure loss, which may be impossible or unacceptable to support legacy
applications. Let us notice that we built our schema-independent querying upon
the ideas developed in schema level matching techniques.

Physical Re-factorization. Several works have been conducted to enable
querying over semi-structured data without any prior schema validation or
restriction. Generally, they propose to flatten XML or JSON data into a rela-
tional form [7–9]. SQL queries are formulated based on relational views built
on top of the inferred data structures. This strategy suggests performing heavy
physical re-factorization. Hence, this process requires additional resources such
as the need for external relational database and extra efforts to learn the uni-
fied inferred relational schema. Users dealing with those systems have to learn
new schemas every time they change the workload, or new data are inserted (or
updated) in the collection because it is required to re-generate the relational
views and the stored columns after every change.

Schema Discovery. Other works propose to infer implicit schemas from semi-
structured documents. The idea is to give an overview of the different elements
present in the integrated data [10,11]. In [12] the authors propose summariz-
ing all document’s schema under a skeleton to discover the existence of fields or
sub-schema inside the collection. In [13] the authors suggest extracting collection
structures to help developers while designing their applications. The heterogene-
ity problem here is detected when the same attribute is differently represented
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(different type, different position inside documents). Schema inferring methods
are useful for the user to have an overview of the data and to take the nec-
essary measures and decisions during application design phase. The limitation
with such logical view is the need to manual process while building the desired
queries by including the desired attributes and their possible navigational paths.
In that case, the user is aware of data structures but is required to manage
heterogeneity.

Querying Techniques. Others works suggest resolving the heterogeneity prob-
lem by working on the query side. Query rewriting [14] is a strategy to rewrite an
input query into several derivations to overcome the heterogeneity. The majority
of works are designed in the context of the relational database where hetero-
geneity is usually restricted to the lexical level only. Regarding the hierarchical
nature of semi-structured data (XML, JSON documents), the problem of iden-
tifying similar attributes is insufficient to resolve the problem of querying docu-
ments with structural heterogeneity. To this end, the keyword querying has been
adopted in the context of XML [15]. The process of answering a keyword query
on XML data starts by identifying the existence of the keywords within the doc-
uments without the need to know the underlying schemas. The problem is that
the results do not consider the heterogeneity in term of attributes but assume
that if the keyword is found so document is adequate and has to be returned
to the user. Other alternatives to find different navigational paths leading to
the same attribute is supported by [16,17]. Only the structural heterogeneity is
partially addressed. There is always a need to know the underlying document
structures and to learn a complex query language. In addition, these solutions
are not built to run over large-scale data. In addition, we notice the same lim-
itations considerations with JSONiq [18] the extension to XQuery designed to
deal with large-scale semi-structured data.

This paper takes these ideas one step further by introducing a schema-
independent querying approach that is built over the native operators supported
by document stores. We believe that, in collections of heterogeneous documents
describing a given entity, we are able to handle the documents heterogeneities
via the use of query rewriting mechanisms introduced in this paper. Our app-
roach is performed in a transparent way over the initial document structures.
There is no need to perform heavy transformation nor to use further auxiliary
systems.

3 Easy Schema-Independent Querying and Manipulation
for Heterogeneous Collections in NoSQL Document
Stores

In this section, we give a detailed description of the main components of our sys-
tem EasyQ (Easy Query) with references to formal definitions for the document
model and the querying/maintenance operators.
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3.1 Rewriting Approach at a Glance and Architecture

Rewriting Approach at a Glance. Most document stores are not able
to overcome the structural heterogeneity and do not offer default support for
schema-independent querying. Therefore, the schemaless flexibility does not
affect the loading stages. However, querying multi-structured collections becomes
challenging and requires particular efforts from the users to build precise queries
that cover all schemas derivation for desired results.

Let us suppose that a user chooses to execute the following projection oper-
ation (title) over the collection from Fig. 1. It is notable that there are three
distinct locations for the attribute title i.e. (root based in document (1) and (4),
but as a leaf-node in documents (2) and (3) with two different paths. Hence, the
query can only fetch title information from documents (1) and (4). To bypass
the heterogeneity, we introduce a transparent mechanism that reformulates the
initial query (title) to a new query containing all corresponding locations for
the attribute title. The attribute title has the following three distinct abso-
lute paths: (title, book.title, artwork.1.title, artwork.2.title).

In order to facilitate the discovery of existing absolute paths, we define a
dictionary mapping any partial path (sub-path included in an existing absolute
path), any attribute and all absolute path in the collection to their correspond-
ing absolute paths detected in all document structures. This process runs dur-
ing the data loading stage to infer the underlying document structures and cre-
ates new dictionary entries or updates existing entries with new absolute paths are
found. For instance, in the collection (C), to reformulate the projection operation,
our query reformulation engine consults a dictionary, extracts the following entry
(title,[title, book.title, artwork.1.title, artwork.2.title]). There-
fore, it is possible to reformulate the query although it is b=necessary to deal with
more complex cases as explained in next sections of the paper.

Moreover, the dictionary helps to reformulate queries with partial paths.
This flexibility allows the user to formulate queries when absolute paths are
unknown or helps him to solve attributes ambiguity, e.g. the attribute name in

Fig. 2. EasyQ architecture: data structure extractor and query reformulation engine.
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document (4) car refer to both the author name and the editor name. If the user
projects out information regarding the attribute name, information related to
the author and editor names are retrieved (since the partial path name is linked
to name and details.editor.name. However, a query using the partial path
editor.name helps to reduce the ambiguity and the reformulation returns only
name information of the editors.

Architecture. We describe in Fig. 2 the architecture of our system EasyQ that
is mainly composed of three components: the query reformulation engine, the
data structure extractor and the dictionary. Moreover, Fig. 2 shows the data
flow during the data loading and the query evaluation phases. We employ a data
structure extractor at data loading phase to enrich the dictionary with references
to all existing paths and their derivation caused by the structural heterogeneity
in the collection.

Our system ensures that the dictionary is updated each time a document
is updated, removed or inserted in the collection. During the query evaluation
phase, EasyQ takes as input the query Q which is a combination of attributes
(leaf nodes, partial paths or absolute paths) and the desired collection. Then, the
EasyQ query reformulation engine consults the dictionary and generates a new
query Qext that includes all existing absolute paths from the different documents
structures. Finally, the document store needs only to execute a single query Qext
to return the desired results to the user.

In the next sections, we introduce the formal definitions of a document, of
a collection and the set of new definitions that we define for the purposes of
this study, such as document schema, collection schema, dictionary, collection
manipulation operators and the kernel of querying operators that we support in
this work along with their corresponding reformulation rules.

3.2 Formal Foundations

Definition (Collection). A collection C is defined as a set of documents

C = {d1, . . . , dnc
}

where nc = |C|
Definition (Document). A document di ∈ C, ∀i ∈ [1, nc], is defined as a (key,
value) pair

di = (kdi
, vdi

)

– kdi
is a key that identifies the document

– vdi
= {adi,1 : vdi,1, . . . , adi,ni

: vdi,ni
} is the document value. The document

value vdi
is defined as an object composed of a set of (adi,j , vdi,j) pairs, where

each adi,j , is a string (in Unicode A
∗) called attribute and each vdi,j is the

value, which can be atomic or complex (object or array). A value vdi,j is
detailed below.
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An atomic value vdi,j ∀j ∈ [1..ni] can take one of following four forms:

– vdi,j = n where n is a numerical value (integer or float);
– vdi,j = “s” where “s” is a string formulated in Unicode A

∗;
– vdi,j = β where β ∈ B, the set of Boolean B = {true, false};
– vdi,j = ⊥ where ⊥ is the null value.

A complex value vdi,j ∀j ∈ [1..ni] can take one of the following two forms:

– vdi,j = {adi,j,1 : vdi,j,1, . . . , adi,j,m : vdi,j,m} is an object value composed
of (adi,j,k, vdi,j,k) pairs where ∀k ∈ [1..m], adi,j,k are strings in A

∗ called
attributes and ∀k ∈ [1..m], vdi,j,k are values. This is a recursive definition
which is identical to the previously defined document value;

– vdi,j = [vdi,j,1, . . . , vdi,j,l] represents an array of values vdi,j,k, ∀k ∈ [1..l],
we note nl = |vdi,j |.
Therefore, in the event of complex document values, internal values vdi,j,k can

also be complex and they can take the same form as document values (atomic
or complex). To cope with nested documents and navigate inside documents
schemas, we adopt classical navigational path notations using dots [2,19].

Definition (Document Schema). The document schema sdi
inferred from

the document value vdi
of document di, is formally defined as:

sdi
= {p1, . . . , pni

}
where, ∀j ∈ [1..ni], pj is an absolute path leading to an attribute ak ∈ vdi

. For
multiple levels of nesting, the navigational paths are extracted recursively in
order to find the paths from the root to any attribute that can be found in the
document hierarchy. The schema sdi

of a document di is defined from its value
vdi

= {adi,1 : vdi,1, . . . , adi,n : vdi,n} as follows:

– if vdi,j is atomic, sdi
= sdi

∪ {ai,j};
– if vdi,j is object, sdi

= sdi
∪ {adi,j} ∪ {∪p∈sdi,j

adi,j .p} where sdi,j is the
schema of vdi,j ;

– if vdi,j is an array, sdi
= sdi

∪ {adi,j} ∪ {∪nl

k=1(
{adi,j .k} ∪ {∪p∈sdi,j,k

adi,j .k.p}
)

} where sdi,j,k is the schema of the kth

value into the array vdi,j (and as defined previously, nl = |vdi,j |).
For example, the document schema of document (3) in Fig. 1 is: {name,

artwork, artwork.1, artwork.1.title, artwork.1.year, artwork.2,
artwork.2.title, artwork.2.year} and document schema of document (4) is
{name, title, year, details, details.editor, details.editor.name}.

Definition (Collection Schema). The schema SC inferred from collection C
is defined by

SC =
⋃nc

i=1
sdi
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3.3 Dictionary

The architecture of our approach relies on the construction of a dictionary that
enables the query reformulation process. We introduce the dictionary as a repos-
itory in which we store all the absolute paths from the collection schema leading
to any existing path in the collection (partial/absolute paths, leaf nodes). So, we
next define existing paths in documents, in the collection, and then the collection
dictionary.

Definition (Document Paths). We define Pdi
as the set of all existing paths

in a document di. A path is any sequence of attributes that does exist in at least
one document in the collection. A path could be a sequence of attributes starting
from the root of the document and leading to any attribute. In this case, the
path is called an absolute path. In addition, it could be a sub-path where the
sequence does not necessarily start from the root. In this case, the path is called
partial path. It is obvious that an absolute or partial path may end with a leaf
node. Finally, we consider leaf node attributes as paths too since they correspond
to the partial path definition.

We give a formal and recursive definition of Pdi
starting from the value vdi

of document di.
For vdi

= {adi,1 : vdi,1, . . . , adi,n : vdi,n}
– if vdi,j is atomic: Pdi

= Pdi
∪ svdi,j

;
– if vdi,j is an object: Pdi

= Pdi
∪svdi,j

∪Pvdi,j
where Pvdi,j

is the set of existing
paths for the value vdi,j ;

– if vdi,j is an array: Pdi
= Pdi

∪ svdi,j
∪ (∪nl

k=1Pvdi,j,k
) where Pvdi,j,k

is the set
of existing paths of the kth value of vdi,j .

For example, the document paths P(3) of document (3) in Fig. 1
is { id, name, artwork, artwork.1, artwork.1.title, artwork.1.year,
artwork.2, artwork.2.title, artwork.2.year, title, year}, and P(4)

of document (4) is { id, name, title, year, details, details.editor,
details.editor.name, editor, editor.name}.

Definition (Collection Paths). The set of all existing paths in a collection is
called Pc and is defined as:

PC = ∪nc
i=1 Pdi

We notice that SC ⊆ PC (all absolute paths to any element are included
in PC).

Definition (Dictionary). The dictionary DictC of a collection C is defined by:

DictC = {(pk, �C
pk

)}
where:

– pk ∈ PC is an existing path (absolute or relative path, any attribute, leaf
node) in the collection C;
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– �C
pk

= {(pk,1, ck,1), . . . , (pk,nk
, ck,nk

)} is the set of key-value pairs (pk,j ,ck,j)
where the key pk,j is an absolute paths leading to pk and the value ck,j ∈ N
is the number of documents having the path pk,j . Formally, pk,j ∈ SC and
pk,j takes the form pk,j = pl.pk where pl is an absolute path from the root or
pl is empty. Let us insist that ∪nk

j=1pk,j ⊆ SC . The value ck,j is necessary to
support the documents updates (see Sect. 3.4) in order to get the dictionary
coherent with the database: all existing paths are in the dictionary and only
existing paths are in the dictionary.

We will adopt the following notations for the rest of the paper:

– ∀ d ∈ DictC :
• path(d) → pk,
• allPathsTo(d) → �C

pk
,

– ∀ pair ∈ �C
pk

:
• absPath(pair) → pk,j ,
• ndoc(pair) → ck,j (that stands for “number of documents”).

Let us depict some representative entries of the dictionary for the collection
C in Fig. 1:

– name: {(name, 4), (details.editor.name, 1)};
– details.editor.name: {(details.editor.name, 1)};
– details.editor: {(details.editor, 1)};
– details: {(details, 1)};
– editor.name: {(details.editor.name, 1)};
– editor: {(details.editor, 1)};
– title: {(title, 2), (artwork.1.title, 1), (artwork.2.title, 1),
(book.title, 1)}.

3.4 Data Updating: Collection Manipulation Operators

Collection manipulation operators are used to add (insert), delete, and mod-
ify (update) documents in a collection. We use classical operators of document
stores. Since these operations may lead to changes in schemas of documents,
we add to these operators a simultaneous operation to update the dictionary
accordingly. Let us underline that manipulation operators of the collection are
processed “as they are” and are not subject to any rewriting nor reformulation
as for queries (see following sections on query reformulation).

Figure 3 shows the process of executing a manipulation operator on a col-
lection. We denote Φ as the insert operator, Ψ as the delete operator and Θ
as the update operator. We define any collection manipulation operator as the
computation of two pseudo-collections Cold and Cnew corresponding to the data
changes occurring in the collection during the operator processing. Thus, we
formally represent the result of any collection operator as follows:

operator(C) = C\Cold U Cnew



334 H. Ben Hamadou et al.

Fig. 3. Collection manipulation process.

where C is the collection to manipulate, Cold the set of documents to remove
from C and Cnew the set of documents to add to C.

For the different operators, we can define:

– In case of insert:
• Cold = ∅,
• Cnew holds the set of new documents to insert in the collection.

– In case of delete:
• Cold holds the documents to delete from the collection,
• Cnew = ∅.

– In case of update:
• Cold holds the documents to be updated in their initial state,
• Cnew holds the set of documents to be updated after applying the update.

Important note: in case of update, the documents of Cnew and Cold must
hold the same documents ids when necessary.

In the next three sections, we explain how to update the dictionary when
processing each of the operators. The processing of the operator itself remains
classical.

Definition (Dictionary Update on Documents Inserting). We define
insert operation and we present how we update entries or add new entries to
the dictionary. The execution of this operator is automatic whenever new data
comes to the collection. We denote the insert operation as:

Φ(C) → (Cnew, Cold = ∅)

The goal is to update the dictionary DictC according to Cnew by:
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– adding new entries in the dictionary DictC (e.g. new paths in documents);
– adding new absolute paths to initial paths existing in DictC ;
– updating the number of documents for each absolute path in DictC .

The insertion of the new collection Cnew into the collection C requires to
update the dictionary DictC as follows:

– Generate a dictionary called DictCnew
from the collection Cnew in the same

way as described in Sect. 3.3.
– Enrich the initial dictionary DictC of the collection C as follows:

∀d′ = (p′
k,�Cnew

p
′
k

) ∈ DictCnew
:

• if � d ∈ Dictc/path(d) = path(d′), that is if no entry exists for p
′
k in

DictC :
Dictc = Dictc ∪ {d′}

• if ∃ d ∈ DictC/path(d) = path(d′), that is if an entry d exists for the path
p

′
K in DictC :

∀pair
′ ∈ allPathsTo(d

′
)

∗ if ∃pair ∈ allPathsTo(d)/absPath(pair) = absPath(pair
′
)

ndoc(pair) = ndoc(pair) + ndoc(pair
′
)

∗ else allPathsTo(d) = allPathTo(d) ∪ {pair
′}

Let us now give an example of a simple insert in the collection C of Fig. 1.
The user inserts the new document (5): {" id": 5, "description": {"name":
"victor hugo", "title": "notre-dame de paris"}, "details":
{"editor": {"name": "le livre de poche"}, "city": "paris"}}.

Cnew will contain the document (5) and its dictionary DictCnew
will be:

– description: {(description, 1)};
– description.name: {(description.name, 1)};
– name: {(description.name, 1), (details.editor.name, 1)};
– description.title: {(description.title, 1)};
– details.editor.name: {(details.editor.name, 1)};
– details.editor: {(details.editor, 1)};
– details: {(details, 1)};
– editor.name: {(details.editor.name, 1)};
– editor: {(details.editor, 1)};
– details.city: {(details.city, 1)};
– city: {(details.city, 1)};

The dictionary DictC of collection C is updated as follows (when compared
to entries examples of Sect. 3.3):

– modified entries of DictC (number of documents, italics):
• details.editor.name: {(details.editor.name, 2 )};
• details.editor: {(details.editor, 2 )};
• details: {(details, 2 )};
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• editor.name: {(details.editor.name, 2 )};
• editor: {(details.editor, 2 )};

– added entries for a path in DictC (added path and number of documents,
italics):

• name: {(name, 4), (details.editor.name, 2 ),
(description.name, 1 )};

– added entries in DictC :
• description: {(description, 1)};
• description.name: {(description.name, 1)};
• description.title: {(description.title, 1)};
• details.city: {(details.city, 1)};
• city: {(details.city, 1)}.

Definition (Dictionary Update on Documents Deleting). We define the
dictionary delete operation to present how we update or remove entries from
the dictionary. The execution of this operator is automatic whenever a delete
operation is executed on the collection C. We denote the dictionary delete oper-
ation as:

Ψ(C) → (Cnew = ∅, Cold)

The goal is to update DictC according to Cold by:

– updating the number of documents for each absolute path deleted in Cold;
– deleting unnecessary entries for absolute paths having count equals to 0;
– deleting unnecessary entries in the dictionary DictC , those having no more

absolute paths in the collection to reach them.

The collection Cold to delete from C is treated as follows to update DictC :

– Generate a dictionary called DictCold
from the collection Cold as described in

Sect. 3.3.
– Update the dictionary DictC as follows:

∀d
′
= (p

′
k,�Cold

p
′
k

) ∈ DictCold

let d ∈ DictC/path(d) = path(d
′
)

• ∀pair
′ ∈ allPathsTo(d

′
)

let pair ∈ allPathsTo(d)/absPath(pair) = absPath(pair
′
)

∗ ndoc(pair) = ndoc(pair) − ndoc(pair
′
)

∗ if ndoc(pair) = 0 then allPathTo(d) = allPathTo(d) \ {pair}
• if |allPathTo(d)| = ∅ : DictC = DictC \ {d}

Let us now give an example of a simple delete in the collection C of Fig. 1.
The user deletes document id number 2.

Cold will contain the document (2) and we do not detail entries of dictionary
DictCold

which will be very similar to previous example.
The dictionary DictC of collection C is updated as follows (when compared

to entries examples of Sect. 3.3):

– modified entries of DictC (number of documents, italics):
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• name: {(name, 3 ), (details.editor.name, 1)};
– modified entries for a path in DictC (removed paths, italics and strike):

• title: {(title, 2), (artwork.1.title, 1), (artwork.2.title,
1), (book.title, 1) }.

• year entry is modified similarly to title;
– removed entries from DictC :

• book: {(book, 1)};
• book.title: {(book.title, 1)};
• book.year: {(book.year, 1)}.

Definition (Dictionary Update on Documents Updating). We define the
dictionary update operation to present how we update or remove entries from
the dictionary. The execution of this operator is automatic whenever an update
operation is executed on the collection C. We denote the dictionary remove
operation as:

Θ(C) → (Cnew, Cold)

The goal is to update DictC according to Cold and Cnew. This update is
processed by updating DictC from Cold as explained for delete and then update
the DictC from Cnew as explained for insert. Let us notice that the processing of
update could be somehow reversed, first from Cnew and then from Cold, leading
to the same result.

This basic processing may be enhanced to avoid two updating steps for DictC .
For instance, a simple update operation of the value of a path leads to, first, many
update/delete operations in the dictionary DictC and, then, many update/insert
operations in the dictionary DictC . Furthermore, parts of documents that are
not targeted by the update are processed as if they were updated (deleted then
inserted). This optimisation which can be very complex is out of the scope of
this paper and will be subject to future works.

3.5 Data Querying: Minimum Closed Kernel of Operators

In this section, we define a minimum closed kernel of querying operators based
on the document operators defined in [20].

Definition (Kernel). The kernel K is a minimal closed set composed of the
following operators:

k = {π, σ, γ}
The projection (π), the selection, also called restriction (σ) and the aggrega-

tion (γ).
In our preliminary work, this kernel was limited to the project and select

operators [21]. We have extend it in recent work and we provide support for
aggregation operator [22]. In this paper, we redefine the previously supported
operators by adding additional features for the project and selecting operators
as introduced in [20]. In our approach, we enable the reformulation of queries
that have absolute paths or partial paths.
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In the next sections, for each operator, we first define the operator, includ-
ing the possible partial paths. Then, we define the operator reformulation that
integrates the same behaviour as a classical evaluation, and we provide a refor-
mulation example along with its evaluation.

Projection

Definition (Projection). The project operator is applied to collection Cin by
possibly projecting existing paths from the input documents, renaming existing
paths, or adding new paths as defined by the sequence of paths A. This returns
an output collection Cout.

πA(Cin) = Cout

The sequence of paths is defined as A = a1, . . . , an, where aj can take the
form:

– pj is a path existing in the input collections; pj ∈ PCin
which enables the

projection of existing paths. As a result, the schema of the collection Cout

contains pj .
– qj : vj is a key value pair composed of a path qj and a value vj , which can

take the form:
• vj is an existing path in the input collection; pj ∈ PCin

and its value are
assigned to the new absolute path qj in Cout. This form renames the path
vj to qj in Cout.

• [p1, . . . , pm] an array of paths where ∀l ∈ [1..m] pl ∈ PCin
produces a new

absolute path qj in Cout whose value is an array composed of the values
obtained through the paths pl ∀l ∈ [1..m].

• β is a Boolean expression which compares the values of two paths in Cin,
i.e. β = (pa ω pb), pa ∈ PCin

, pb ∈ PCin
and ω ∈ {=;>;<; �=;≥;≤}.

The evaluation of the Boolean expression is assigned to the new absolute
path qj in Cout.

Projection Extension Process. The projection operation is extended by
including additional paths which are automatically extracted from the dictio-
nary. The original set of elements A is extended as follows:

Aext = a1ext
, . . . , anext

where ajext
is the extension of all aj ∈ A. The

extended projection operation is defined as follows:

πAext
(Cin) = Cout

In order to ensure the same results as the native document query engine, we
introduce two new operators “|′′ and “||′′.

The operator “|′′ may be seen as an “alternative path or remove” opera-
tor for path value pairs. Let us suppose there exists a list of paths [pi,1..pi,ni

].
An expression such as pi : pi,1| . . . |pi,ni

is evaluated as follows for a document
di ∈ Cin:
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– if ∃pj ∈ [pi,1..pi,ni
], where pj ∈ Sdi

, then the corresponding document in the
output collection d

′
i ∈ Cout contains the path pi with the value vpj

(from di),
so pi ∈ Sd

′
i
,

– if �pj ∈ [pi,1..pi,ni
], where pj ∈ Sdi

, i.e. no path from list is found in the
document di, the corresponding document in the output collection d

′
i ∈ Cout

does not contain the path pi, so pi /∈ Sd
′
i
.

The operator “||′′ may be seen as an “alternative path value or null value”
operator. It is applied to a simple list of paths and is evaluated according to
a value. Let us suppose there exists a list of paths [pk,1..pk,nk

]. The expression
pk,1|| . . . ||pk,nk

is evaluated as follows for document di:

– if ∃pj ∈ [pk,1..pk,nk
], where pj ∈ Sdi

, the operator returns the value vpj
from

the path pj in di,
– if �pj ∈ [pk,1..pk,ni

], where pj ∈ Sdi
, i.e. no path of the list is found in the

document di, the operator returns a null value.

We can now define the following set of rules to extend each element aj ∈ A
based on its four possible forms:

– aj is a path in the input collection aj ∈ PCin
, ajext

= pj,1 | . . . | pj,naj
∀pj,k ∈

�Cin
aj

– aj is a key value pair qj : vj ; ajext
is expressed as follows:

• if vj is a path and vj ∈ PCin
, then ajext

takes the form qj :
pj,1 | . . . | pj,nj

, ∀pj,l ∈ �Cin
vj

;
• if vj is an array of paths vj = [p1, . . . , pm], then each path pj is replaced

by a “||′′ combination and ajext
takes the form

qj :
[
p1,1 || . . . || p1,n1 , . . . , pm,1|| . . . || pm,nm

]
∀pj,l ∈ �Cin

pl
;

• if vj is a Boolean expression β, ajext
= (p

′
a ω p

′
b) where p

′
a =

pa,1 | . . . | pa,na
, ∀pa,l ∈ �Cin

pa
and p

′
b = pb,1 | . . . | pb,nb

, ∀pb,l ∈ �Cin
pb

.

Projection Extension Example. Let us suppose that the user asks for a
projection πtit:title(C) (all titles renamed as tit), C being the collection of
Fig. 1. Applying the rule previously defined, and with regards to entries examples
of Sect. 3.3, the reformulation is: πtit:title|artwork.1.title|artwork.2.title|book.title(C).
The query πeditor(C) is reformulated as πdetails.editor(C).

Selection

Definition (Selection). The select operator, also called the restrict operator,
filters the documents from collection Cin to retrieve only those that match the
specified condition P, which can be a Boolean combination expressed by the
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logical connectors {∨,∧,¬} of atomic conditions, also called predicates, or a
path check operation. The select operator is defined by:

σP (Cin) = Cout

The condition P is defined by a Boolean combination of a set of triplets (ak ωk vk)
where ak ⊆ PCin

is a path, ωk ∈ {=;>;<; �=;≥;≤} is a comparison operator,
and vk is a value that can be atomic or complex. In the case of an atomic value,
the predicate represents an atomic condition. In the case of a complex value, vk is
defined in the same way as a document value. vk = {ak,1 : vk,1, . . . , ak,n : vk,n}
and ωk is always equal to “ =′′. In this case the predicate represents a path check
operation. We suppose that each predicate element is defined as, or normalized
to, a conjunctive normal form:

P =
∧

k

(∨
l

ak,l ωk,l vk,l

)

Selection Extension Process. The selection operation is extended by refor-
mulating each atomic condition or path check operation as expressed in the con-
junctive normal form in P with elements from the dictionary. The reformulated
selection operation is defined as follows:

σPext
(Cin) = Cout

We reformulate the normal form of predicates P =
∧

k

(∨
l ak,l ωk,l vk,l

)
by

transforming each triplet (ak,l ωk,l vk,l) to a disjunction of triplets where we
replace the path ak,l by the entries �Cin

ak,l
while keeping the same operator ωk,l

and the same value vk,l as follows: (
∨

∀aj∈�Cin
ak,l

aj ωk,l vk,l). The reformulated

normal form of the predicate is defined as:

Pext =
∧

k

( ∨
l
(
∨

∀aj∈�Cin
ak,l

aj ωk,l vk,l)
)

Selection Extension Example. Let us suppose that the user asks for a selec-
tion σtitle=′les%′∧editor.name=′livre de poche′(C) (authors with title beginning with
“les” edited by “livre de poche”), C being the collection of Fig. 1. Apply-
ing the rule previously defined, and with regards to to entries examples of
Sect. 3.3, the reformulation is: σ(title=′les%′∨artwork.1.title=′les%′∨artwork.2.title=

′les%′∨book.title=′les%′) ∧(details.editor.name=′livre de poche′)(C).

Aggregation

Definition (Aggregation). The aggregate operator groups documents accord-
ing to the values from the grouping conditions G and outputs computed aggre-
gated values as defined by the aggregation function F :

GγF (Cin) = (Cout)
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– G is the grouping conditions, G = {a1, . . . , ag}, where ∀k ∈ [1..g], ak ∈ PCin

– F is the aggregation function, F = q : f(af ), where q represents the
new path in Cout for the value computed by the aggregation function f
for the values reached by the path af , where af ∈ PCin

∧ af /∈ G, f ∈
{Sum,Max,Min,Avg,Count}.

Aggregation Extension Process. The aggregation operation is reformulated
by first projecting out all the values reached by the paths from both G (grouping
conditions) and F (aggregation function). To this end, we introduce a projection
operation that renames the distinct absolute paths extracted from the dictionary
for attributes in G (G = {a1, . . . , ag},) and F (attribute af ) to the paths
initially expressed in the original query. This projection “erases” the structural
heterogeneity and facilitates the execution of the aggregation operation. Then we
apply the classical aggregation operation to the output of the inserted projection
operation.

Let Att be the set of all paths expressed in G and F , that is Att = G∪{af}.
The additional projection operation is defined as:

πAext
(Cin)

where Aext = ∪∀aj∈Att{aj : pj,1| . . . |pj,nj
},∀pj,k ∈ �Cin

aj

The reformulated aggregation operation is formally defined as:

GγF (πAext
(Cin)) = (Cout)

Aggregation Extension Example. Let us suppose that the user asks for
an aggregation yearγcount(title)(C) (count titles group by years), C being the
collection of Fig. 1. Applying the rule previously defined, and with
regards to entries examples of Sect. 3.3, the reformulation is: yearγcount(title)
(πyear:year|artwork.1.year|artwork.2.year|book.year,title:title|artwork.1.title|artwork.2.title|
book.title (C)).

This reformulation enable: (i) to group documents on the year whatever the
path to attribute year in documents, (ii) to count titles for each group whatever
the path to attribute title in documents.

4 Experiments

In this section, we conduct a series of experiments to study the following points:

– Which are the effects on the execution time of the reformulated queries while
varying the size of the collection and is this cost acceptable or not?

– Is the time to build the dictionary acceptable and does the size of the dictio-
nary is affected by the number of structures in the collection?

– What is the cost of updating the dictionary during data manipulation oper-
ations?

Next, we explain the experimental protocol, then we study the queries exe-
cution cost, and finally we evaluate the dictionary generation time and its size.
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4.1 Experimental Protocol

In this section, we introduce the details of the experimental setup, the process of
generating synthetic datasets (available online1) and the evaluation queries set.
Later on, we present the results of executing the evaluation set in three sepa-
rate contexts. The goal is to compare: (i) the cost of executing the reformulated
queries, (ii) the cost of executing the original queries on homogeneous docu-
ments, (iii) the execution time of several distinct queries that we build manually
based on each schema (manual querying of the heterogeneous collection). Then,
we study the effects of the heterogeneity on the dictionary in terms of size and
construction time. Finally, we evaluate the impact of updating the dictionary
during data manipulation operations. We conducted our experiments on Mon-
goDB v3.4. We used an I5 3.4 GHZ machine coupled with 16 GB of RAM with
1 TB of SSD storage space that runs CentOS7.

Dataset. To study the performances of querying and manipulating schema-
independent heterogeneous documents, we generate a custom synthetic datasets.
First, we collected a collection of JSON documents from imdb2 that describe
movies. The original dataset has only flat documents described by 28 attributes.
Then, produce new documents while injecting the structural heterogeneity. For
each generated dataset, we can define several parameters e.g. the number of
schemas in the collection, the percentage of the presence of each schema, and
the corresponding number of grouping objects per schema. We mean by group-
ing object, a compound field in which we nest a subset of attributes. In other
words, we cannot find the same grouping objects inside two schemas. To ensure
the heterogeneity within documents, the grouping objects are unique in every
schema. Only attributes from the original dataset are common to all documents.
The values of those fields are randomly chosen from the original film collection
to generate synthetic data (titles are randomly chosen in title list of imdb, and
so on). To add more complexity, we can set the number of nesting level used for
each structure. For the rest of the experiments, we built our dataset based on
the characteristics that we describe in the Table 1. We generate collections of 10,
25, 50 and 100 GB of data.

We generate two collections: (i) baseline collection where all attributes are
root based (flat collection) and (ii) an heterogeneous collection where attributes
from baseline collection are nested in different objects at different nesting levels.
The particularity of these datasets is that all attributes in the baseline collection
are found in the heterogeneous collections. Furthermore, both datasets contains
same values for leaf node attributes. So, for each document d in the baseline
collection, it exists a corresponding document dh in the heterogeneous collection
such that: dh has a schema different from d, each attribute of d is embedded
in dh withe the same value as in d. The baseline collection represents a proper
environment to compare the execution time of the reformulated query on the

1 https://www.irit.fr/recherches/SIG/SDD/EASY-QUERY/.
2 imdb.com.

https://www.irit.fr/recherches/SIG/SDD/EASY-QUERY/
https://www.imdb.com/
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Table 1. Settings of the synthetic dataset.

Setting Value

# of schema 10

# of grouping objects per schema {5,6,1,3,4,2,7,2,1,3}
Nesting levels per schema {4,2,6,1,5,7,2,8,3,4}
Percentage of schema presence 10%

# of attributes per schema Random

# of attributes per grouping objects Random

heterogeneous datasets, versus the execution time of the original query on base-
line collection. Therefore, we ensure that every query returns the identical results
from both heterogeneous or flat datasets. The same result implies: (i) the same
number of documents, and -(ii) the same values for their attributes (leaf node
attributes).

Queries. We choose to build a synthetic set of queries based on the different
comparison operators supported by MongoDB. We employed the classical com-
parison operators, i.e {<,>,≤,≥,=, �=} for numerical values as well as classical
logical operators, i.e {and, or} between query predicates. Also, we employed a
regular expression to deal with string values. We select 8 attributes of different
types and under different levels inside the documents in heterogeneous datasets.
The Table 2 shows that for each attribute its type and the selection operator that
we used later while formulating the synthetic queries. In addition, we present for
each attribute the number of possible paths as found in the synthetic heteroge-
neous collection, the different nesting levels and the selectivity of the predicate.

Table 2. Query predicates.

Predicate Attribute Type Operator Paths Depths Selectivity

p1 DirectorName String Regex{ˆA} 8 {8,2,3,9,6,5,4,7} 0,06 %

p2 Gross Int > 100 k 7 {7,8,2,3,9,6,4} 66 %

p3 Language String = “English” 7 {7,8,3,9,6,5,4} 0,018%

p4 Imdb score Float <4,7 8 {8,7,2,3,4,5,6,9} 29 %

p5 Duration Int ≤ 200 7 {7,8,2,3,6,5,4} 77%

p6 Country String �= Null 6 {7,2,3,9,5,4} 100 %

p7 Year Int < 1950 7 {7,8,2,3,6,5,4} 23 %

p8 FB likes Int ≥ 500 7 {6,2,3,8,5,4,3} 83 %
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4.2 Queries Execution Time Evaluation

We define three contexts on which we run the above-defined queries:

– QExt: the initial query executed on the baseline collection (homogeneous one),
– QExt: the reformulated query (EasyQ reformulation) executed on the hetero-

geneous collection,
– QAccumulated: the query is manually split in 10 queries executed on the het-

erogeneous collection; these 10 queries correspond to a manual querying of
the heterogeneous collection where heterogeneity is managed “by the user”.

E1 : Project operator evaluation

E2 : Select operator evaluation

E3 : Aggregate operator evaluation

Fig. 4. Query reformulation evaluation.

For each context, we measure the average of execution time after executing
each query at least five times. The order of query execution is set to be random.
As shown in Fig. 4, we notice that the reformulated query, QExt, outperforms
the accumulated one, QAccumulated. The difference between these two queries
comes from the capabilities of the reformulated query to include automatically
absolute paths extracted from the collection in a single query. Hence, this query
is executed only once when the accumulated query may require several read
iterations for all documents inside the collection. This solution requires more
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CPU loads and more intensive disk I/O operations. Let us notice that we do not
evaluate the time necessary to merge the 10 queries results. The necessary time
may be important for example in case of aggregation (and we do not evaluate
the operation complexity).

We move now to study the efficiency of QExt when compared to the baseline
query QBase. We can notice that the overhead of our solution is up to two times
(e.g., projection and selection queries) when compared to the native execution of
the baseline query on the homogeneous dataset. Moreover, we score an overhead
that does not exceed 2, 5 times in the case of aggregation queries. We believe
that this overhead is acceptable since we bypass the needed costs for refactoring
the underlying data structures. Unlike the baseline, our synthetic dataset con-
tains different grouping objects with varying nesting levels. Then, the rewritten
query includes several navigational paths which will be processed by the native
query engine of MongoDB to find matches in each visited document among the
collection.

4.3 Dictionary and Query Rewriting Engine at the Scale

With this series of experiments, we try to push the dictionary and the query
rewriting engine to their limits. To this end, we generated a heterogeneous syn-
thetic collection of 1 GB. We use the primary 28 attributes from the IMDB flat
films collection. The custom collections are generated in a way that each schema
inside a document is composed of two grouping objects with no further nesting
levels. We generated collection having 10, 100, 1k, 3k and 5k schemas.

Table 3. Scale effects on query rewriting and dictionary size.

# of schemas Rewriting time Dictionary size

10 0.0005 s 40 KB

100 0.0025 s 74 KB

1 K 0.139 s 2 MB

3 K 0.6 s 7.2 MB

5 K 1.52 s 12 MB

We choose a query containing a selection over 8 attributes with conditions
combined by ∧ and ∨ operators (in conjunctive normal form). We present the
time needed to build the rewritten query in the Table 3. It is notable that the
time to build the rewritten query is very low, less than two seconds. Also, it is
possible to construct a dictionary over a heterogeneous collection of documents,
here our dictionary can support up to 5 k of distinct schemas. The resulting
size of the materialized dictionary is very encouraging since it does not require
significant storage space. Furthermore, we also believe that the time spent to
build the rewritten query is really interesting and represent another advantage
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of our solution. In this series of experiments, during query rewriting we try
to find distinct navigational paths for eight predicates. Each rewritten query
is composed of numerous disjunctive forms for each predicate. We notice 80
disjunctive forms while dealing with dataset having 10 schemas, 800 with 100
schemas, 8 k with 1 k schemas, 24 k with 3 k schemas and 40 k with 5k schemas.
We believe that the dictionary and the query rewriting engine scale well while
dealing with heterogeneous collection having an important number of schemas.

4.4 Dictionary Updates Evaluation

In this section, we study the dictionary constructions process. EasyQ can build
the dictionary over existing dataset. The dictionary has the latest version of
the data once all documents are inserted. So, the query reformulation engine
enriches the queries based on the new dictionary, otherwise, if the process of
data loading is in progress, it may do not take into account the recent changes.
In the following, we study both configurations. First, we start by the evaluation
of the time required to build the dictionary among pre-loaded five collections of
100 GB having 2, 4, 6, 8 and 10 schemas.

Table 4. Time to build the dictionary of pre-loaded data (100 GB collections).

# of schema 2 4 6 8 10

Required time (minutes) 96 108 127 143 156

Size of the resulting dictionary (KB) 4,154 9,458 13,587 17,478 22,997

We notice from the results in the Table 4 that the time elapsed to build
the dictionary increases when we start to deal with collections having more
heterogeneity. In case of the collection with 10 structures, the time does not
exceed 40% when we compare it to a collection with 2 structures. Furthermore,
we notice from the Table 4 the negligible size of the generated dictionaries when
compared to the 100 GB of the collection.

The following tables highlight the effects of updating the dictionary during
the manipulation process. We run insert, update and delete operation over a
collection where we variate the number of schemas for the insert evaluation.
However, for update and delete operations we variate the number of affected
documents by these operations. All experiments where conducted on a collection
of 1 M documents with 10 schemas expect for insert evaluation (the number of
schemas is variable). We measure the time required to execute a manipulation
operation without updating the dictionary, we refer to this evaluation as the
baseline since we employ native mechanisms of MongoDB. Later on, we measure
the time required to execute the manipulation operation while updating the
dictionary. Finally, we show the overhead induced by our system (Table 5).

Table 5 shows that for 1 M of documents and for collections of up to 10
distinct schema the overhead does not exceed 47%. We find that the overhead
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Table 5. Manipulation evaluation: insert operation.

#of schema MongoDB EasyQ Overhead

2 201 s 269 s 33%

4 205 s 277 s 35%

6 207 s 285 s 37%

8 208 s 300 s 44%

10 210 s 309 s 47%

Table 6. Manipulation Evaluation: update operation.

#of Documents MongoDB EasyQ Overhead

1k 1.3 s 2 s 53%

10k 14 s 24 s 71%

100k 149 s 285 s 91%

300k 183 s 380 s 107%

500k 239 s 527 s 120%

Table 7. Manipulation evaluation: delete operation.

#of documents MongoDB EasyQ Overhead

1k 0.03 s 0.04 s 33%

10k 0.15 s 0.204 s 36%

100k 0.8 s 1.112 s 39%

300k 2.2 s 3.146 s 43%

500k 3 s 4.44 s 48%

measure does not exceed 0.5 the time required to load data on MongoDB. The
evolution of the time when compared to the number of number of schemas in
the collection is linear and is not exponential which is encouraging. We notice
the same from Table 7 for the delete operation. However, the update operator
presents important overhead that may reach 1.2 times and this is due to the fact
that we do not employ optimisation for this operator in this paper.

5 Conclusion

In this paper, we developed a novel approach for querying heterogeneous docu-
ments describing a given entity over document-oriented data stores. Our objec-
tive is to allow users to perform their queries using a minimal knowledge about
data schemas. Our query reformulation tool EasyQ is based on two main pillars.
The first one is a dictionary that contains all possible paths for a given path



348 H. Ben Hamadou et al.

(absolute path, sub-path or attribute). The second one is a rewriting module
that modifies the user query to match all field paths existing in the dictionary.
Our approach is a syntactic manipulation of queries. Therefore, it is grounded
on a strong assumption: the collection describes “homogeneous entities”, i.e., a
field has the same meaning in all document schemas.

We also enrich EasyQ with an updating component able to update the dic-
tionary when documents are updated in the collection. Each collection update
query is added by a corresponding dictionary updating. We have formally defined
the dictionary updating an we implemented a primary version. The dictionary
updating ensures that, for a given entry path of the dictionary: (i) it always
contains all paths leading to this path, (ii) it only contains existing paths. This
ability of EasyQ ensures that the user will always query the collection using an
up-to-date dictionary.

We conduct experiments to compare the execution time cost of basic Mon-
goDB queries and rewritten queries proposed by our approach. Results show
that the cost of executing rewritten queries proposed in this paper is higher
when compared to the execution of basic user queries. The overhead added to
the performance of our query is due to the combination of multiple access path to
a queried field. Nevertheless, this time overhead is neglectful when compared to
the execution of separated queries for each path. Let us notice that an interesting
advantage of EasyQ is that each time a query is evaluated, it is first rewritten
according to the dictionary and thus will take into account the latest updates in
the collection (occurring between two executions of the query).

We conduct other experiments on the dictionary and we notice that the
size of the dictionary is always very small when compared to the collection
(e.g. 22 MB for a collection of 100 GB). Moreover, the overhead of updating the
dictionary during operations on the collection (insert, delete) is acceptable (e.g.
never greater than 50% for 10 schemas) and we should give particular measure
to optimize the update operator to reduce the overhead.

These first results are very encouraging to continue this research way and
need to be strengthened. Short-term perspectives are to continue evaluations and
to identify the limitation regarding the number of paths and fields in the same
query and regarding time cost. More experiments still to be performed on larger
“real data” datasets. Another perspective is to study in depth the process of the
dictionary building in real applications and in parallel of collection querying.

Finally, a long-term perspective is to enhance querying over a collection of
documents presenting several levels of heterogeneity, i.e., structural as well as
syntactic and semantic heterogeneities.
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Abstract. Data lakes offer enterprises an easy-to-use approach for centralizing
the collection of their data sets. However, by just filling the data lake with raw
data sets, the probability of creating a data swamp increases. To overcome this
drawback, the annotation of data sets with additional meta information is cru-
cial. One way to provide data with such information is to use semantic models
that enable the automatic interpretation and processing of data values and their
context. However, creating semantic models for data sets containing hundreds of
data attributes requires a lot of effort. To support this modeling process, external
knowledge bases provide the background knowledge required to create sophisti-
cated semantic models.

In order to benefit from this existing knowledge, we propose a novel modular
recommendation framework for identifying the best fitting semantic concepts for
a set of data attribute labels. The framework, whose design is based on inten-
sive review of real-world data attribute labels, queries arbitrary pluggable knowl-
edge bases and weights/aggregates their results. We evaluate our approach with
different existing knowledge bases and compare it with existing state-of-the-art
approaches. In addition, we integrate it into the semantic data platform ESKAPE
and discuss how it simplifies the process of creating semantic models.

Keywords: Semantic computing · Semantic model ·
Knowledge graph · Internet of Things · Data processing ·
Semantic modeling · ESKAPE

1 Introduction

Enabling semantics in data processing allow data users to understand data sets without
detailed system knowledge and extensive research. It also mitigates interpretation errors
or missing units of measurement and enables systems to store meta information along-
side the original data set. Semantics are usually expressed using annotations to one or
more data attributes of a data set containing an arbitrary but homogeneous number of
data points. These annotations set each label of the data set into a semantic context to
create a domain specific meaning. Without those additional information, the user (e.g.,
data analyst or broker) has to interpret the meaning of certain attributes only by the
attribute name, the actual values of such attributes, or by using a possibly existing doc-
umentation. Unfortunately, most data sets are created by persons who assume implicit
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domain knowledge or use identifiers which only they can understand, e.g., names or
identifiers which have been agreed upon on company site, but which are otherwise not
as easy to understand. Furthermore, if the used format does not allow any hierarchy,
such as in CSV files, relations between attributes are not expressed.

In the context of the Industrial Internet of Things and Big Data approaches in todays
companies, this leads to unforeseen problems when data sets from multiple sites are
combined, e.g., while using a data lake. Analysts mostly do not possess sufficient
detailed domain knowledge of each site and each process to fully understand implicit
conventions in naming or interpreting cryptic data attribute names such as ‘a24d7ff-2’.
In the wake of big data technologies, data is gathered from all available sources without
considering the compatibility and usability of random collected data sets from different
branches, sub-companies, production sites and countries.

Using semantic annotations allow data stewards (persons who are responsible for
data sets) to annotate their data sets such that other persons can understand the data
without the steward’s explicit knowledge. By additionally defining relations between
the concepts, one can describe the data set in more detail. This process is called seman-
tic modeling. Figure 1 shows an example data set in raw format and with its semantic
model. In the annotated version, meta concepts (i.e., concepts without any data attached
to them), such as ‘motor vehicle’ can also be added to indicate the linkage of two or
more attributes. Semantic models usually also provide information about units of mea-
surement, relations to other attributes or domain information that helps to understand
the context of the acquired data. The semantic model is not limited and depends on the
steward’s view of the world to fully understand the information contained in the data
set. However, the created semantic model must be stored in a formal way and comply
with specific conventions, so that it can be interpreted not only by humans but also by
machines. One established form of description may be based on an ontology describ-
ing all possible or valid relations and entities. These ontologies have a corresponding
standardized form of description, e.g., by using OWL.

When a data set is about to be shared, the data steward has to create such a semantic
model. Therefore, the data steward annotates each data attribute of the data set with an
entity that is available in the ontology. In addition, he can define relations between the
defined entities. However, defining semantic models based on existing ontologies has

(a) Data model (b) Semantic model

Fig. 1. Exemplary data set before and after semantic modeling. During the process, each attribute
has been assigned a semantic concept which describes the attribute. In addition, relations allow
to refine the meaning of the used concepts [1].
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different limitations. First, an existing ontology restricts the data steward to the existing
concepts and relations while he creates the semantic modeling. Therefore, he may not be
able to model his point of view. Second, the manual selection and creation of concepts
for each attribute can be a time consuming task. Hence, our goal is to automate this step
as far as possible and to allow a data steward to describe his point of view by using a
bottom-up approach rather than a top-down approach.

In this paper, which is an extended version of [1], we present our approach of a
concept recommendation framework, which generates a selection of possible semantic
concepts from which the user can choose. Our framework provides an abstraction layer
for external sources, such as BabelNet, WordNet, specific domain ontologies or knowl-
edge graphs. This layer enables users to also add additional knowledge bases, such as
Wikipedia, to the recommendation process. Results from all sources are combined to
form a single list of recommendations, relieving the user of searching for concepts and
allowing an automated annotation in the best case. The framework design is based on
an intensive review of the labels observed in real-world data sets that are either avail-
able on Open Data platforms or were obtained from local companies. We evaluated the
framework with different existing knowledge bases, such as WordNet or BabelNet, and
compared it with the existing state-of-the-art approach BabelFy. Compared to our previ-
ous work [1], we additionally show how we integrated the framework into the semantic
data platform ESKAPE [2]. This enables ESKAPE to suggest more specific semantic
concepts and thereby supports and simplifies the process of creating semantic models.

The rest of the paper is organized as follows: Sect. 2 motivates the necessity to
develop a generic framework for gathering semantic concepts. Afterwards, Sect. 3 pro-
vides an overview of related approaches and Sect. 4 defines the problem classes which
we identified when reviewing real-world data sets. Based on these classes, we present
our approach in Sect. 5 consisting of querying, weighting and aggregating results from
multiple knowledge bases. Section 6 gives an evaluation of our approach and Sect. 7
describes the integration of our framework into ESKAPE. Finally, we conclude the
paper with a summary and a short outlook in Sect. 8.

2 Motivating Example

In this section, we provide a motivating example illustrating the necessity for annotating
data with semantic models and supporting the modeling process with a framework that
enables semantic concept gathering from multiple knowledge bases.

The scenario consists of a simplified production process of a large global enterprise
with multiple sites in different countries. The enterprise is specializing in manufacturing
products that need to be deformed and painted. Example products may be bicycles or
cars. On the production sites, different versions of the good are produced in multiple
steps by using different production lines and machines.

During the production process, different parts of the involved systems generate dif-
ferent kinds of data. As a global strategy for improving the manufacturing process based
on data science, the enterprise decided to collect all these data in a centralized data lake.
This lake collects all kinds of batch and streaming data produced by any production line
and machine. To additionally support the process of finding exactly the data required
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Table 1. Exemplary data set for which DP1 has to create a semantic model.

Time Pressure E-Power Temp ID

1476735200 0.51 1420 276 7

1476745200 0.49 1534 302 8

1476755200 0.55 1800 342 9

. . . . . . . . . . . . . . .

by the data analysts, the management decided to set up an enterprise ontology with the
help of two external experts. Based on this ontology, the employees who are responsi-
ble for a data source (e.g., the data produced by the sensors of one machine) have to
create semantic models. We consider these employees to be domain experts knowing
the meaning (semantics) of the data, calling them data stewards.

Fig. 2. Exemplary semantic model for the data set provided in Table 1. The concepts used in the
semantic model are obtained from the underlying ontology of the enterprise [1].

For example, the data steward DS1 creates the semantic model for the data set
illustrated in Table 1. Please note that this is just an example data set. Industrial real-
world data sets usually contain hundreds of columns. For defining the semantic model,
DS1 is forced to use all the entities and relations (vocabulary) that are available in the
enterprise ontology. Figure 2 illustrates the example semantic model that was created by
DS1. Assuming that all data sets of the enterprise are annotated with semantic models,
a data analyst DA1 can now search for data sets using the vocabulary defined in the
enterprise’s ontology. In addition, the provided semantic model helps the data analyst
to understand the meaning of each data value.

When examining this scenario, we identify different drawbacks of the common
solution for the current process of data providing as well as data consuming. First, both
the data steward DS1 and the data analyst DA1 are limited to the vocabulary provided
by the underlying ontology. Terms such as synonyms, which refer to the same entity
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and are usually used within this context but are not present in the ontology, cannot be
used for creating semantic models or searching data sources. As ontologies can become
very large and unhandy, it will be challenging for both parties to get an overview about
the available vocabulary. Therefore, a system that is able to maintain the ontology of the
enterprise through an expanded vocabulary without the ontology having to be adjusted
manually by humans would be desirable.

Another drawback of the current scenario is that data stewards have to create the
semantic models manually. To support a user in creating semantic models, it will be
necessary for a system to automatically identify the concepts that map best to a specific
column. This is especially important if we consider large data sets containing hundreds
of columns. However, comparing the data labels with the concepts available in the enter-
prise’s ontology will also lead to different challenges. In the example illustrated above
we mapped the concept Temperature to the column Temp. Here, a simple comparison of
the label Temp with the concept Temperature will not yield any result. As data labels in
the real-world are very heterogeneous and are rarely annotated with meaningful terms
(cf. Sect. 4), a simple comparison against an enterprise ontology would fail.

Finally, when using an enterprise ontology designed by experts, the ontology would
need to cover any concept and relation that will be available in data sets that are added in
the future. Otherwise, the data publisher could not map any concept from the ontology
to the new data attribute. While defining a comprehensive ontology may be realizable in
a closed and controllable environment (e.g., inside a single department of a company),
it is very unrealistic for a global company with multiple sites in different countries or
in an open scenario where data sources are added over a long time period by multiple
independent actors, such as local companies, city administration or private end users.

Hence, it would be desirable to develop a system that is capable of combining the
variety of semantic models of an enterprise with additional external knowledge bases
and pre-processing steps to identify exactly those concepts that are relevant for creating
or querying semantic models.

3 Related Work

The problem of finding a correct or at least meaningful semantic concept for a given
label or search term is well-known in research areas like ontology matching and align-
ment, schema matching, semantic tagging, semantic annotation or semantic modeling.
Researchers working in these areas came up with different solutions for generating
meaningful labels that help them to solve their problem.

In the areas of schema matching as well as ontology matching and alignment, the
goal is to align a given ontology A to another ontology B that differ in number and kind
of used relations or entity labels. To target the problem of finding the correct label in
ontology B for a given entity of ontology A, approaches like structure-based, instance-
based or lexical-based methods are frequently used strategies [3]. For lexical-based
as well as structure-based methods, the use of upper ontologies (cf. [4]) or external
sources, such as Wikipedia, DBPedia or WordNet is very common (cf. [3,5,6]).

Compared to ontology matching, the research area of semantic annotation targets the
problem of finding an appropriate semantic concept for a given label of a data attribute
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(e.g., the label of a column in a table) [7,8]. The field of semantic modeling goes one
step further by additionally generating meaningful semantic relations and more abstract
concepts (e.g., combining the concepts name, age and hair color to the abstract concept
of a person) [9,10]. To perform the task of semantic annotation, Goel et al. [7] use the
data provided by previous data sets to train a machine learning model that learns the
representation of the data enabling to suggest semantic concepts without considering
the label. As opposed to this, approaches like [11] or [12] use external knowledge bases,
such as WordNet, Wikipedia or Probase to suggest concepts based on the present data
labels. To create full-fledged semantic models, Taheriyan et al. [9,10] additionally use
specific domain ontologies and frequently occurring relations in Linked Data sources.

Beside the presented research fields, the area of semantic tagging focuses on either
automatically generating or suggesting accurate tags for unstructured and binary data,
such as documents, images and audio or video files [13]. Proposed solutions use tag
ontologies (e.g., MOAT and SCOT) [14], search engines such as Google [15] or exter-
nal knowledge bases such as WordNet, DBPedia, OpenCyc or Wikipedia [13,16,17].
Beside the already mentioned external knowledge bases WordNet, Wikipedia, OpenCyc
or DBPedia, we identified additional useful sources. BabelNet [18] is a fully automatic
generated multilingual semantic network combining knowledge from multiple other
sources (e.g., WordNet, DBPedia or Wikipedia). However, BabelNet lacks the possibil-
ity to be extended by third-parties, which results in, e.g., missing domain knowledge. In
addition, the automatic gathering of the existing knowledge bases may lead to inconsis-
tencies. Another external knowledge base is Wolfram Alpha [19], a search engine that
allows to retrieve knowledge about topics, such as physics, materials or people and his-
tory. Hence, this knowledge base covers very specific knowledge which may be missing
in the other knowledge bases.

The developed approaches of the discussed research areas use different strategies
to solve their problems. Here, most of the presented solutions rely on the use of one
or more preset external knowledge bases to find the best matching concept. Hence,
compared to the presented approaches, our work focuses on developing a single seman-
tic search framework, which is capable of returning a set of best matching concepts.
Instead of predefining a set of possible external knowledge bases, our work offers the
user the possibility to add more knowledge bases and prioritize them. In comparison to
BabelNet, our approach does not store the results of the connected sources. It queries,
merges and sorts the results on-demand. Furthermore, it enables enterprises to connect
their own external knowledge bases (e.g., a unified company-wide ontology) without
leaking this internal knowledge to the public.

Compared to the discussed broader research fields, domain specific approaches like
the NCBO Ontology [20] are a first attempt in recommending the best fitting ontology
for a pre-defined use case. Therefore, users can enter keywords or a full-text and the
recommender identifies the best fitting ontologies. However, compared to our work, the
Ontology recommender aims in identifying the best fitting ontology whereas the goal
of our approach is not to identify the best fitting knowledge base. Instead, our approach
tries to identify the best fitting concept based on all concepts that are available in the
connected knowledge bases. The underlying system can then add this concept to its
ontology or knowledge graph if it is not present yet.
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To identify the most fitting concept, semantic relatedness is a prominent measure
to use. It helps identifying clusters of possible candidates by comparing the semantic
concepts to each other and computes a measure of how likely those elements are. [21]
propose the use of gloss overlaps to compute the measure. However, we extend and
refine this approach by extracting keywords from the text first, thus generalizing the
approach and releasing it from WordNet relations to allow general comparisons between
concepts.

4 Reviewing Real-World Data Sets

Before we started to design and implement our search framework, we performed an
intensive research on the way people label columns and data attributes in real-world data
sets. We collected the data from multiple Open Data platforms such as San Francisco,
New York, Los Angeles, Berlin, Aachen, Munich and multiple other cities as well as
from OpenGov, mCloud and from multiple local partner companies. We limited our
review to five common structured data formats (CSV, XML, XLSX, JSON and GJSON)
and collected a total of 272 files. Afterwards, we manually reviewed each data set to
identify problems that will occur when trying to identify a label for the corresponding
column or data attribute. We used the gained insights to formulate problem classes for
data labels as well as data sets. A label can belong to none, exactly one or multiple
problem classes. However, some of the problems may occur together whereas other
problems directly exclude others. Depending on the classes a label or a data set belongs
to, it will be more or less difficult to identify the correct semantic concept. Altogether,
we identified the following ten problem classes for labels:

– Abbreviations: Instead of writing the complete label, people tend to abbreviate
labels. Prominent examples we found are lat, lon, www, etc.

– Different Languages: Depending on the source of the data, labels may be in differ-
ent languages. Moreover, it may occur that languages are mixed within data sets.

– Natural Language: Instead of labeling data with a concrete concept or a single
word, people tend to describe data attributes in more detail. One example is ‘Number
of accidents where persons got injured’.

– Time Labels: Depending on the data, people tend to label columns or data attributes
with points in time or time spans (e.g., Monday, 1–2PM, etc.).

– Misspelling: The person who labeled the data made a simple mistake. Examples are
Acess Point, Telehphone Number, etc.

– Splitting Characters: Beside white spaces in labels, some labels contained spe-
cial characters (e.g., ‘ ’ or ‘-’) to split words. One example we found is tele-
phone number.

– Camel Case Input: Similar to splitting characters, some persons tend to split words
using the camel case syntax (e.g., StreetNumber).

– Additional Information: In a few data sets, we identified labels that contained addi-
tional valuable semantic knowledge that can be used to specify the semantic concept
in more detail (e.g., temperature in ◦C).

– Plural: In multiple data sets, people labeled columns using the plural instead of the
singular (e.g., names vs. name or street vs. streets).
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– Random Labels: Labels which do not follow any meaning and are just random
generated strings, such as hash codes or increasing numbers. Examples are 1, 2,
8321b319b1781, etc.

Beside the challenges that we identified for single labels, we also identified a prob-
lem class for a complete data set. We observed that identifying the correct concept for
humans becomes much simpler and unambiguous if the labels within the data set belong
to the same domain. Hence, we created the class domain context.

– Domain Context: The labels within data sets can either belong to the same domain
or they may belong to different domains.

Depending on the classes a label belongs to, finding appropriate concepts that spec-
ify the information that is present in the data set can be more or less challenging.
While classes like Abbreviations, Different Languages, Misspelling, Splitting Charac-
ters, Camel Case Input and Plural can be tackled by suitable pre-processing steps,
classes like Natural Language, Time Labels and Additional Information or Random
Labels require more sophisticated strategies. For instance, one will never be capable
of identifying appropriate concepts for labels that belong to the Random Label class
by just considering labels. Here, we require strategies that consider the data within the
column to achieve appropriate results. On the other hand, the class of Additional Infor-
mation requires the search framework to consider and model the additional information.
Hence, the result for a label can be more than a single concept. It can also be a small
graph describing the semantics of the label.

5 Semantic Concept Gathering

In this section, we describe the main concept and prototype of our recommendation
framework mainly focusing on the Domain Context problem class. We give necessary
background information on semantic networks and present the main approach after-
wards.

5.1 Semantic Networks

Semantic networks help modeling information by defining concepts (e.g., engine, boat)
and relations (e.g., has, isA, partOf ) to represent knowledge that is available in the
world, similar to an ontology. Those networks exist to help machines gain meta infor-
mation to their data by modeling this knowledge in a standardized way. Semantic net-
works can either model domain specific or general purpose knowledge. Most of them
are available online with a public API, which can have metered access in some cases.

However, when receiving a result from a semantic network, those replies may con-
tain multiple similar concept suggestions, usually from different domains. Here, it is
a challenging task to match one concept with all other concepts found for other labels
in the data set. Some semantic networks offer a way of querying multiple concepts at
the same time, yielding a combined result for all labels (e.g., the publicly available
Babelfy).
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Table 2. Example query result for ‘car’ from BabelNet. Linked concepts are underlined.

Field name Field content

Label Automobile, car, auto, machine, motorcar

Glossary A motor vehicle with four wheels;

usually propelled by a combustion engine

Is A Motor vehicle

Category Automobiles, Wheeled vehicles

For example, Table 2 shows the first resulting concept from BabelNet for the search
term ‘car’. In addition to the main label ‘car’, several synonyms are given in com-
bination with a short glossary description of the concept. This glossary can help to
distinguish between multiple similar concepts from different domains. The result also
contains meta information like other related concepts (e.g., car isA motor vehicle). All
elements obtained from a source also have a unique identifier which helps identifying
equal concepts, thus allowing us to combine several search results from the same data
source.

When receiving a response from a semantic network, multiple possible concepts
can be included, e.g., IP address or postal address for the label ‘address’. Hence, the
resulting challenge is the selection of the most fitting concepts for our queried label.
By additionally considering the concepts obtained for the other labels (context) and by
querying multiple semantic networks for the complete set of labels, the challenge is
getting bigger. However, not all semantic networks may return a concept for a queried
label. Hence, the concepts returned for other labels might originate from other seman-
tic networks thus not allowing a comparison based on relations available in a single
semantic network. In the following, we present our semantic concept recommendation
framework to mitigate this problem.

5.2 Concept

Detecting suitable semantic concepts for data attributes is a multi-layered task. First, a
set of possible matches has to be gathered for each label, followed by an evaluation of
those candidates. From all possible candidates, the best candidates have to be selected
for presentation to the user. However, those recommendations can vary heavily if we
consider different domains in which our semantic model is built. A single label can
have multiple meanings in different domains or in rare cases even in the same domain
if combined with specific other concepts of that domain. This implies that, in order to
present a matching candidate, the recommendation framework has to detect the domain
and consider not only the expression but also parent or sibling elements. The frame-
work’s task is to provide as many suitable matches for semantic concepts as possible
for each input label.
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To achieve this goal, our framework is comprised of different parts. Before the
knowledge bases are queried, the label is pre-processed in multiple steps to tackle the
defined problem classes (e.g., Different Languages, Misspelling etc.) and prepare it for
the connectors. Next, the communication to semantic sources is realized using con-
nectors, which are proxy modules helping to retrieve a standardized result from the
different and independent knowledge bases. All connectors provide their results to the
recommendation module which computes the most likely matches from all candidates
and returns the result to the user.

Querying Semantic Networks. As a first step, using connectors, a query is sent to
selected semantic networks (cf. Sect. 5.1) which return a list of possible concepts for
this expression. New semantic networks can be added by implementing connectors for
those sources and registering them in our framework. A schematic view of a connector
for a data source is given in Fig. 3. The label is prepared for each connector such that
it closely matches the naming structure of the connected source. Next, each connector
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Fig. 3. Querying a semantic source by pre-processing the input, pre-selecting a fixed amount of
resulting concepts and returning the result to the recommendation module.
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runs the query and transforms the result to a homogeneous representation which can
be handled by the framework. Based on the type of network queried, the returned set
of concepts might include unique IDs, glossaries and additional linked concepts like
hyper- and hyponyms. Those additional linked concepts can range from zero or a few
entries to more than a thousand. Therefore, all queries are filtered by a set of considered
relations (e.g., isA or partOf ) to reduce the complexity of the following steps. As our
framework can currently only consider a limited amount of five relations, all source-
specific relation types have to be mapped to a set of preset relations or be dropped
during the implementation of the connector.

Intra Source Selection. Beside the mapping of relations, a pre-selection of concepts is
done inside the connector. The metric which determines the candidates selected is cur-
rently chosen by the connector’s developer, but could be configurable later. Depending
on the connector, results can be filtered and sorted by specified metrics (e.g., sort the
concepts by the number of edges they have to others and take the first n). However, any
other metric is possible. To reduce the implementation overhead for each connector,
the pre-selection on the concepts is solely done for one label. The relations between
the queried label and the other available labels are not considered at this point. This is
currently done in the Inter Source Scoring step (cf. Sect. 5.2).

After all query results have been obtained and pre-selected, all candidates from dif-
ferent sources for a given label are combined to a single list (cf. Fig. 4). Duplicates that
are obtained from the same data source are eliminated per list (e.g., BabelNet returning
WordNet concepts).

Hence, formally, we have a set K of m knowledge bases and a data set with n
labels. For each label li where i ∈ {1...n}, we query each knowledge base Kj where
j ∈ {1...m} and receive a set of concepts CliKj

. Finally, we combine all results from
all knowledge bases Kj and for the same label li into a single set Cli .

Inter Source Scoring. In this process, we compare the set of concepts Cli for each
label li with the set of concepts Clj for each label lj where j ∈ {1...n}, j �= i to select
the most fitting concepts for each label. Therefore, all concepts are scored based on
their coherence with concepts found for other labels. Assuming that multiple sources
yield results from different domains, we want to identify the most prominent domain or
combination of labels. As we do not have any valid relations between concepts from dif-
ferent semantic networks, we can only consider the concept’s name and the description
provided by the network as well as possible linked concepts (from the same source).

Scoring is done by comparing keywords from concept labels, glossary and related
concept labels. For two concepts ca and cb the coherence score is computed using five
partial scores s. We assume that each concept cx consists of a set of main labels mlx, a
glossary gx and a set of related concept labels rx. As glossaries mostly contain natural
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language, a keyword extraction algorithm KE is used to extract keywords from the
text.1

cx = (mlx, gx, rx)

s1(ca, cb) =
|KE(ga) ∩ KE(gb)|

min{|KE(ga)|, |KE(gb)|}
s2(ca, cb) = |mla ∩ KE(gb)|

s3(ca, cb) = |mla ∩ rb|
s4(ca, cb) = |ra ∩ rb|

s5(ca, cb) = |mla ∩ mlb|

(1)

Equation (1) shows the definition of a semantic concept cx for the algorithm and the
aforementioned five partial scores [1].

– s1 weights the matches from glossary keywords by comparing all found keywords
for both concepts and scoring matches against the total number of possible matches
which is equal to the number of elements in the smaller keyword set.

– s2 yields scores if concept labels match to keywords in the second concept’s glos-
sary.

– s3 scores the number of concept ca labels matching labels in cb’s related concepts
(e.g., parent-child relations). From related concepts, only the labels are checked, not
the glossary or even more related concepts.

– s4 increases if matches of both concepts’ related entities exist (e.g., sibling relation
indicated by same parent element).

– s5 compares the labels of both concepts and increases if there is a direct match.

With Cli being the set of concepts for each label li, we define Cl =
n⋃

i=1

Cli as the set

of concepts for all labels. Let ck ∈ Cli be a concept for which we want to calculate the
coherence score. The total score S for the concept ck is defined as:

S(ck) =
∑

co∈Cl\Cli

∑

p∈1,..,5

ωp × sp(ck, co) (2)

Each score is weighted by ω to allow fine tuning of the results for each comparison.
The resulting comparison can be seen in Fig. 5. Here, each match on one score yields
the mentioned ω value, and thus increases the score. By performing this calculation for
each concept ck ∈ Cli and each Cli ∈ Cl we receive a coherence score S for each
concept of each label.

Sorting and Return. After weighting and comparing, the initial user preference as
given in the request is applied. This user preference contains which sources shall get a
higher priority when merging the results. Therefore, we multiply the retrieved scores for
all concepts with a factor given for their original data source. This enables the algorithm
to, e.g., prioritize domain-specific sources before common networks. The candidate list

1 We use https://stanfordnlp.github.io/CoreNLP/.

https://stanfordnlp.github.io/CoreNLP/
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Fig. 5. Example comparison of concepts ‘train’ and ‘railroad’ obtained from BabelNet and
reduced for simplicity. Each match on one of the given scores adds the assigned weighting ω
to the total score [1].

of each node is then sorted in descending order and the top n elements of each list are
selected and returned to the user. This way, the framework yields a number of ranked
candidate concepts, including their description and possible other meta information as
well as linked concepts.

5.3 Implementation

For evaluating our approach, we implemented the concept as a Java application avail-
able via REST interface. The application expects a JSON Object containing the labels of
the data set that should be annotated and a weighting for each knowledge base enabling
the user to easily prioritize those knowledge bases from which he expects better results
(e.g., those containing domain knowledge). Connectors for WordNet, BabelNet and
the internal smart city knowledge graph available via ESKAPE (cf. Sect. 7) have been
implemented as proof of concepts. The Google Knowledge Graph was also connected
in earlier stages but did only perform well on named entities, which are less common in
data set labels. It was therefore skipped for the evaluation.

Before labels of a data set are sent to the different semantic networks, they are pre-
processed to improve the result’s quality and comparability. For example, to tackle the
mentioned problem classes, the labels are converted to lowercase, translated to English
and all special characters, such as ‘-’ or ‘ ’, are removed. In addition, the camel case
labels are split into multiple words. Further pre-processing steps, such as resolving
labels for abbreviations, are not implemented yet.

After pre-processing the labels, the framework queries the semantic networks for
concept suggestions for all labels. To narrow down the number of results from the
semantic networks, only concepts are added to the list of suggestions. Named enti-
ties are currently not considered in the framework as they rarely appear as labels in data
sets. The connectors are set to return up to n = 5 elements to the engine. As described
in Sect. 5.2, the returned elements are filtered for duplicates and rated according to the
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defined steps. As the amount of comparisons between the different suggestions grows
quickly with a larger data set, multi-threading is used for the rating process. Thereafter,
for each label, the suggestions are sorted by their rating and the top five entries are
returned.

After some evaluation with different factors, we decided to keep the initial order
ω1 ≤ ω2 ≤ ω3 ≤ ω4 ≤ ω5. Compared to our previous work [1], we now initialize
ω1 with 1, ω2 with 2.3, ω3 with 2.7 and ω4 and ω5 with 2.5 and 4, respectively. We
disabled all source filtering and weighted all sources equally.

6 Evaluation

We evaluated our approach by annotating different publicly available data sets using
results from WordNet (WN), BabelNet (BN) and a small ESKAPE knowledge graph
(KG) covering the domain of smart city and transportation. Table 3 shows the results
of an annotation of the crime data set from the public domain of Vancouver2. For all
contained labels, we measured the number of returned concepts (# column) and, if a
suitable concept has been found, how high it was ranked in the returned list (c column).
We observed that general concepts like ‘month’, ‘year’, ‘hour’, ‘minute’ and ‘neigh-
borhood’ are easily detected as they are quite unique and can hardly be interpreted for
something else. The label ‘hundred block’ returned, although normalized, no results.
This is mostly due to the fact that we still cannot safely handle multi word labels. In
addition, our framework also lacks public semantic networks of this very specific term
from the domain of rural addressing or law enforcement (which is also not covered

Table 3. Results for the crime data set for sources Wordnet (WN), WordNet and BabelNet
(WN/BN), Knowledge Graph (KG) and all sources combined. The # column indicates the consid-
ered number of results from a source, c indicates the position of the (subjectively) most matching
concept in the suggestion list.

Sources WN WN/BN KG All

Numbers # c # c # c c

Label hundred block

month 2 1 4 1 1

year 4 1 5 1 1

heighborhood 2 1 5 1 1

hour 4 2 5 1 1 1 1

x 3 5 1 1 2

y 2 5 1 1 4

minute 5 2 5 1 1

type 5 5 1 1 3

day 5 3 5 1 1

2 http://data.vancouver.ca/datacatalogue/crime-data.htm.

http://data.vancouver.ca/datacatalogue/crime-data.htm
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Table 4. Summary of results from WordNet (WN), WordNet and BabelNet (WN/BN) and our
smart city knowledge graph (KG) on publicly available data sets (numbers in brackets indicate
total number of labels). Position indicates the position of the (subjectively) most fitting concept
in the suggestion list.

Sources WN WN/BN KG All

Position 1 2 3 1 2 3 1 2 3 1 2 3

Data set crimeData(10) 3 1 2 6 0 1 3 0 0 6 0 2

culturalSpaces(11) 4 2 0 5 1 1 0 0 0 6 1 0

recycling(7) 4 0 1 4 0 1 0 0 0 4 0 1

clearance(6) 1 2 1 2 1 0 3 0 0 2 2 0

schedules(12) 1 1 0 1 0 1 5 0 0 5 0 1

by the smart city KG). However, due to the design of ESKAPE’s knowledge graph,
ESKAPE is capable of learning this concept (cf. Sect. 7). The ‘x’ and ‘y’ labels, which
represent coordinates in this model could not be identified, and although they were
added to the KG by another source and therefore recognized, they were ranked low
(rank three and four) in the process as we did not boost the KG ratings as a domain spe-
cific source. This lead to a higher ranking for more general concepts like ‘X [24th letter
of Roman alphabet]’. The total processing time for this request remained on average
2.18 s, including queries.

The results from all evaluation sets can be seen in Table 4. For this evaluation, we
chose another data set from the public domain of Vancouver3, two from the San Fran-
cisco transportation domain4,5 and one from the European Data Portal6. The total num-
ber of labels for each data set is written in brackets, with the position columns indi-
cating how many most fitting labels were found on that position in the returned lists.
For most of the labels, we could find suitable matches, although not always in prime
positions. This shows that our basic idea of presenting the top n results instead of the
best ranked result will lead to better recommendations in a production system. As in the
case of the crime data set, missing concepts were mostly caused by sources that did not
offer any concepts at all for specific labels which we could trace back to some of our
defined problem classes (cf. Sect. 4) like ‘Applied Color Rule’, ‘Object ID’, which is far
too generic, or ‘CULTURAL SPACE NAME’ which could not be identified altogether.
However, the effect of adding a possibly proprietary semantic source is clearly visible
as multiple concepts, e.g., from the clearance data set, could be resolved by using a
source containing smart city domain knowledge. Multiple of those sources could be
attached to improve the results.

3 http://data.vancouver.ca/datacatalogue/culturalSpaces.htm.
4 https://data.sfgov.org/Transportation/Clearance-Heights-for-Large-Vehicle-Circulation/sccd-

iwvp.
5 https://data.sfgov.org/Transportation/Meter-Operating-Schedules/6cqg-dxku.
6 https://www.europeandataportal.eu/data/en/dataset/east-sussex-county-council-recycling-

sites.

http://data.vancouver.ca/datacatalogue/culturalSpaces.htm
https://data.sfgov.org/Transportation/Clearance-Heights-for-Large-Vehicle-Circulation/sccd-iwvp
https://data.sfgov.org/Transportation/Clearance-Heights-for-Large-Vehicle-Circulation/sccd-iwvp
https://data.sfgov.org/Transportation/Meter-Operating-Schedules/6cqg-dxku
https://www.europeandataportal.eu/data/en/dataset/east-sussex-county-council-recycling-sites
https://www.europeandataportal.eu/data/en/dataset/east-sussex-county-council-recycling-sites
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Table 5. Comparison of Babelfy results to top concepts found by our framework. Text in brackets
indicates a description to distinguish different concepts of the same name. Semantic source of
both results was BabelNet only. Bold markings indicate (subjectively) better matching results.

label Babelfy result Framework result

computer computer computer

lan local area network local area network

network [interconnection of things or people] Internet

subnet subnet [mathematic topology] subnetwork [IP]

address address [postal] IP address

port port [sea port] interface [computing]

We also compared our approach to Babelfy, an online algorithm dealing with the
context aware semantic annotation of sentences, keywords or labels. Those keywords
can be inserted at the same time, allowing Babelfy to consider relations of the under-
lying BabelNet network when building the reply. We tested a general set of labels
which would completely rule out the smart city knowledge graph as the labels belong
to the domain IT infrastructure. Thus, both algorithms operate solely on the Word-
Net/BabelNet networks. For labels, we chose a common combination on a list of net-
work participants: ‘computer’, ‘lan’, ‘network’, ‘subnet’, ‘address’ ‘port’. This combi-
nation has multiple domain specific meanings (e.g., ‘address’ can either be IP or MAC
address or postal address) to test the detection of the right domain. The results can be
seen in Table 5.

Both algorithms managed to clearly identify unambiguous labels like ‘computer’
or the acronym ‘lan’ ‘network’ was interpreted differently in both cases and no supe-
rior concept could be identified between both suggestions. However, considering the
ambiguous labels ‘subnet’, ‘address’ and ‘port’, our framework performed better than
Babelfy, which in all cases returned the most common concepts when querying for the
label without any context and in case of ‘subnet’ even chose the sub par second concept
for a mathematic topology. Although we cannot state that our approach will be perform-
ing well on all label combinations, it has been shown that even the baseline algorithm
can improve the recommendation of semantic concepts for labels.
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Fig. 6. Overview of the current process for adding a new data set to ESKAPE.
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7 Integration into ESKAPE

To make use of our framework in a real-world application, we integrate it into the
semantic data platform ESKAPE [2]. ESKAPE is a data hub that aims to shorten the
time to analysis by connecting data stewards and data analysts. Therefore, data stew-
ards add their data sets to ESKAPE. Based on the provided data, ESKAPE analyzes the
schema of the data source (e.g., the data attribute labels) and provides the result to the
data steward. In the next step, the data steward creates a semantic model upon the rec-
ognized schema. During this modeling process, the data steward can use all concepts
and relations that are already defined in ESKAPE’s knowledge graph. If he requires
concepts that are not already defined in the knowledge graph, he can introduce new
concepts and relations on-demand. As soon as the data steward finishes the semantic
model creation, ESKAPE adds the semantic model to its knowledge graph and seman-
tically integrates the data into a semantic data lake. As the knowledge graph serves as
an index (cf. [2]), data analysts find, process and retrieve the data much faster.

Figure 6 shows the process from a raw data set to the semantic data integration
again. During the conducted schema analysis step, ESKAPE queries its knowledge
graph to identify possible concepts based on the labels of the data attributes. There-
fore, ESKAPE compares the label of each data attribute with the name of each concept
of ESKAPE’s knowledge graph. If the label is a sub-string of the concept’s name, the
concept will be suggested to the user. This current solution has multiple drawbacks.
First, it does not consider the context of the data attributes. Although some concepts are
more likely to occur together, ESKAPE does not consider this. Second, matching labels
against concept names may lead to wrong suggestions. For instance, the label lat may
refer to the concepts latitude or lattice. Third, the suggestions contain only concepts
that are available in ESKAPE’s knowledge graph. However, by additionally querying
additional knowledge bases, a broader set of suggestions for even unknown concepts
would be possible.

To overcome these limitations, we modified ESKAPE’s schema analysis to query
our framework instead of the knowledge graph (cf. Fig. 7). Therefore, we first connected
the knowledge graph to our framework so that the already existing concepts, which were
already learned by ESKAPE, are also considered in the result produced by our frame-
work. Instead of querying the knowledge graph for each data attribute separately, the
schema analysis now queries our framework with all available data attributes of the
data set. The framework then identifies the best fitting combination of possible con-
cepts and returns them to the schema analysis. The schema analysis returns the result
to ESKAPE’s user interface where the user can now select one of these suggestions
for his data attribute (cf. Fig. 8). In addition, we modified ESKAPE’s user interface to
be capable of dealing with suggestions for which no concept exists in the knowledge
graph, yet.
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Fig. 7. Concept suggestion’s in the user interface of ESKAPE.

Fig. 8. Exemplary semantic model for the data set provided in Table 1. The concepts used in the
semantic model are obtained from the underlying ontology of the enterprise.

8 Conclusion and Future Work

In this paper, we have shown how we use multiple semantic networks to improve the
recommendation of semantic concepts during a modeling process. We built a framework
to query and compare results from publicly available semantic networks as inputs and a
selection of possibly matching concepts as an output. The functionality is based on the
current state of a user-build semantic model with the aim to reduce the manual input
for the model creator. Our framework computes the results by comparing (main) labels,
glossary and labels of related concepts as no valid relations exist between concepts of
separate networks. Therefore, we consider our approach suitable for future extensions
to improve the modeling process even more. Currently, the recommendation framework
is applied to our semantic data platform ESKAPE and serves as an integral part in all
auto-detection and modeling steps.

During the evaluation period, we have achieved good results when comparing our
approach to another public recommendation engine. We could show that the context
awareness of the framework is working as intended and domains can be correctly iden-
tified. However not optimal, we hope to be able to increase the accuracy of the pre-
dictions with the connection of more semantic sources and the advanced integration
into the ESKAPE system. Using the framework’s ability to also connect to proprietary
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sources like company knowledge sources we are able to adapt to many use cases which
initially could not be handled by ESKAPE before. We built our system to act as an
interface between domain specific knowledge bases and more general public instances.

For future work, we hope to be able to build more advanced connectors to different
kinds of data sources. Apart from classical semantic sources, we also aim to include
available data from databases or data warehouses and convert those information to gain
additional semantic concepts. Adding proprietary relations is still a concern of the over-
all system and will be solved in conjunction with an overhaul of the connector design.
Although some work has been invested to increase the balancing between the different
weights used in the comparison process, future work is still needed to allow a more
fine-grained balancing of components. Preferably, this goal could be achieved using
machine learning or another crowd-based approach. Similar techniques could also be
used to help to improve the balancing of different sources based on the modeling context
and the users previous created data sources.
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Abstract. Using hyperlinks to enhance page ranking has been widely
studied in the literature. The main motivation is that an hyperlink under-
lines a page relevance. However, several hyperlinks in the web are used
for navigation or marketing purposes. In addition, hyperlinks are cre-
ated manually, so it is impossible to semantically link all similar pages.
In our work, we propose to uncover hidden semantic links and create
them automatically between all the collection’s images. For this aim,
we propose first to format textual context of images into topic distri-
butions via LDA technique, and then compute semantic similarities to
create links. Experiments carried out in the Wikipedia Retrieval Task of
ImageClef 2011 showed that the whole textual context of images is use-
ful for uncovering hidden links and consequently enhancing the retrieval
accuracy.

Keywords: Context-based image retrieval · Implicit links ·
Link analysis · LDA

1 Introduction

The amount of images uploaded to the Web each day is growing exponentially.
Consequently, the task of finding relevant images in response to a user request
becomes increasingly difficult. As a solution, content based image retrieval
(CBIR) techniques were proposed. However, despite the progress in this field,
these techniques are still producing very poor results due to the lack of semantics
in the visual features extracted from the image [17,65]. Alternatively, researchers
are oriented to the use of textual information surrounding the images [1,17].
Thus, most current image retrieval systems are text based. However, this tech-
nique also has its limitations. First, the information may not describe the real
content of the image. In addition, even if the textual information is relevant to
the image, it may not contain the query keywords. Hence, different approaches
has been proposed to improve the effectiveness of text-based image retrieval sys-
tems. We are interested in this paper to the use of the linkage information for
ranking search results.
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In Web link analysis domain, the main idea is that hyperlinks convey rec-
ommendations. Consequently, the quality of a Web page is generally measured
according to the quality of its neighbours. Thus, the environment of a Web page
provides an important indicator for its relevance. However, hyperlink may not
reflect the content similarity between the interconnected web pages since the
existence of spam links (arbitrary created links, navigation links, advertising
links, etc.). As a solution, we propose to uncover hidden semantic links and
to automatically create implicit links between multimedia documents using the
textual context of the images.

Another problem was encountered when processing the documents that have
more than one image: the relevance scores are calculated at the document level
and do not reflect the individual relevance of the images in this document. To
overcome this problem, we propose to segment pages into regions according to
the image position. Implicit links are then created between the image regions
instead of whole documents.

This paper is an extension of our previous work [4] where we propose the
automatic creation of implicit links between regions of images. This proposal
allows us to (1) use only semantic links in the retrieval process, and (2) cover
all semantic similarities between documents (hypertext links cover only some
similar documents). To create implicit links, we compute the topical similarity
between the extracted regions using LDA topic model.

In this paper, we justify the choice of LDA topic model to represent textual
information about images and we add more experiments about the combination
of the different representations of the images. Moreover, we study the impact
of using implicit links in the images re-ranking process. Our proposition are
evaluated using the Wikipedia collection of ImageCLEF 2011.

This paper is organized as follows. Section 2 presents some related works. We
detailed our approach for implicit link construction in Sect. 3. The experimental
results are given in Sect. 4. Finally, we conclude this work and we give some
perspectives in Sect. 5.

2 Related Works

2.1 Explicit Hyperlinks in Information Retrieval

There are rich dynamic structures of hyperlinks generated by humans on the
Web. Links are a powerful help for people browsing the web, but they also help
search engines understand the relationships between pages. These detected rela-
tionships help search engines to order web pages more efficiently. Several research
works exploiting the hyperlinks were proposed notably within the framework of
the Web. In what follows, we present some works of literature that exploit hyper-
links in textual and multimedia information retrieval.

Hyperlinks in Textual Information Retrieval. The link analysis algorithms
have played a vital role in the ranking functions of the current generation of web
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search engines, including Google, Yahoo!, the search engine from Microsoft Bing
and Ask. By the end of the 1990s, it was possible to produce reasonable rankings
using these link analysis methods almost directly in the adopted search tech-
niques. However, with the growth and increasing diversity of web content, link
analysis algorithms have been extended and generalized considerably. PageRank
was one of Google’s original and central ingredients, and it has always been an
essential part of its methodology. However, the importance of PageRank as a fea-
ture in Google’s ranking function has been diminished over time. Over a similar
period of time, the Ask search engine has rebuilt its ranking function, although
its recent extensions are increasingly merged with many other features.

Link analysis alone can not provide a ranking that adapts to the user’s
request. Intuitively, a good ranking should take into account both the relevance
of a page for the input request and the overall importance of the page. There
is a clear need to integrate network structure information as well as textual
content in order to produce higher quality research results. Cohn and Hofmann
[16] and Richardson and Domingos [45] present probabilistic models inspired
by HITS and PageRank, respectively, which integrate both the content and the
structure of the links. Hashemi et al. [22] propose different ways to combine the
scores obtained by the search by content (TF-IDF [44] and BM25: Best Match 25
Model [46]) with those obtained by the analysis of the links (HITS and PageR-
ank). The combination often gives better results. Haveliwala [23] and Jeh and
Widom [27] offer problem-sensitive PageRank algorithms that effectively iden-
tify authority web pages for a query at the time of the search. The idea is to
compute a separate set of scores for each topic under consideration and calculate
the importance of a page for a given query by combining the calculated scores
with the topics relevant to the query.

A particularly effective way of combining textual content and link structure
for ranking is the analysis of anchor text (clickable text that activates a hyperlink
leading to another page) [13]. Anchor text is usually written by people who are
not the authors of the landing page. This means that the anchor text can describe
a landing page from a different perspective or focus on the most important aspect
of the destination page. Bharat and Henzinger [6] and Chakrabarti et al. [13]
propose modifications to HITS by weighting the links contributions according
to the quality of the anchor text. Kolda and Bader [33] proposed TOPHITS, an
algorithm similar to HITS but which also exploits the link text. It calculates hub
scores and authorities as well as scores of terms that are used in the text links
between them. The terms that have the highest scores are the most descriptive
terms of a page. Najork [42] proposes an approach based on the combination of
link analysis algorithms with a textual search algorithm (BM25F [61]) exploiting
the text of links. This combination makes it possible to significantly improve
the search results by comparing it to the pseudo use of the BM25F algorithm.
In addition, HITS combined with BM25F allows a better performance than
PageRank combined with BM25F.

Another form of combining text and links is the relevance propagation. Shak-
ery and Zhai [48] use links to propagate the relevance between documents, so
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they indirectly leverage the contents of linked documents to increase the content
of a document. The most relevant documents contribute more to the score of a
document than the least relevant documents. In the same study, the authors use
inbound and outbound links (forward and backward propagation) and find that
both are effective and that the combination of the two is even more effective.
Tsikrika et al. [53] use a random walk to propagate relevancy between docu-
ments as part of structured search. Chibane and Doan [15] also use the links to
propagate relevance and then combine the score obtained by propagation with
the initial relevance score calculated by BM25. The combination improves the
results.

Ingongngam and Rungsawang [26] calculate scores for offline Web pages using
the links to propagate similarity scores (BM25) between documents instead of the
traditional popularity spread adopted by PageRank. A similar idea is proposed
by Kim et al. [31] but instead of using all the textual content, the authors
extract the keywords, then use the links to calculate the contribution of each
term t (keyword) of a page p to the score of another page q pointed by p and
containing the term t.

Hyperlinks in Multimedia Information Retrieval. Although several works
exploiting links have been developed for textual information retrieval, few have
been proposed for the multimedia information retrieval. In most works, classic
algorithms such as HITS and PageRank are suitable for multimedia search [2].

In a hypermedia collection, Dunlop [19] proposed to use links to compute
representations for multimedia (non-textual) nodes. Indeed, each multimedia
node is assigned a representation composed by the textual contents of all the
nodes directly linked to it. The proposed algorithm can be extended to take into
account not only the immediate neighbors of a node in the hypermedia network,
but also neighboring nodes obtained by following two links (a two-step link).
The representations will then be used to allow the direct search of these nodes
by a textual request.

Based on this model, Harmandas et al. [21] have tried to combine the textual
content and the hyperlink structure for the multimedia information retrieval on
the Web. The representation of an image is composed of sections and each one
has been assigned a weight indicating its importance in the search. Experiments
have shown that assigning a higher score to the image caption section (caption)
and to the text section of documents linked by two link steps, improves the
efficiency of the search.

Lempel and Soffer [36] proposed the PicASHOW system based on the appli-
cation of cocitation-based approaches and methods inspired by PageRank. The
assumptions behind the use of cocitation are that: (1) images that are co-
contained in the same page are likely to be related to the same subject (2)
images that are contained in pages co-cited by other pages are probably related
to the same subject. In addition, like the PageRank spirit, the PicASHOW sys-
tem assumes that images that are contained in authoritative pages are good
candidates for quality images for the query.
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The proposed PicASHOW system has improved web search performance of
images. However, it only supports keyword queries and can not handle image
content and example image queries. To solve this problem, Petrakis [43] and
Voutsakis et al. [54] proposed WPicASHOW (weighted PicASHOW), allowing
a weighted ranking of cocitation analysis that is based on the combination of
text and visual content to regulate the influence of links between pages. WPi-
cASHOW showed a better performance than PicASHOW.

Cai et al. [11,24] also propose a system of grouping and multimedia informa-
tion retrieval on the Web, named iFind. Using a vision-based page segmentation
algorithm (VIPS [12]), a Web page is partitioned into blocks, and the text and
link information of an image can be accurately extracted from the block con-
taining that image. Textual information is used for indexing images. By extract-
ing page-to-block, block-to-image, block-to-page relationships through the link
structure and layout analysis, an image graph is constructed. This method is
less sensitive to noise links than previous methods such as PageRank, HITS and
PicASHOW, so the image graph can better reflect the semantic relationships
between images. The graph can be used to calculate an importance score for
each image, which will then be combined with the relevance score to produce
the final rank.

2.2 Implicit Links in Information Retrieval

The basic idea behind the use of links in information retrieval is motivated by
the intuition that these links are not random and reflect a kind of resemblance
between the pages. However, hyperlinks are not always indicators of content
similarity. The authors of a web page can put arbitrary links to some pages that
are not related to the subject of their page. Thus, hyperlinks can be created for
navigation and structuring the site or for advertising purposes. These spam links
decrease the quality of retrieval accuracy when they are used. Moreover, similar
pages are not always linked to each other (generally the author of a web page
creates only few links to other pages). In addition, many document collections
have no links or have a very weak link structure. These problems present a major
obstacle for all web search algorithms that use links in the retrieval process. As
a solutions, many works proposed to automatically interlinking the documents
by creating implicit links between them. We present in the following the use of
implicit links in textual and multimedia retrieval.

Implicit Links in Textual Information Retrieval. Implicit links have been
used in different areas including the ranking of search results, document classi-
fication and clustering.

Xue et al. [60] proposed to explore the user log to make implicit links between
documents and then applied a modified PageRank algorithm for small web
search. Despite the improved performance of the research, this method can not
be applied to large collections because it is intended for a small search on the
Web. Another work proposed by Kurland and Lee [34,35] used the language
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models to generate document cluster relationships. The application of Hits [32]
and PageRank [10] algorithms in the constructed graph of relationships improved
search precision. Nevertheless, these methods had not been compared with the
use of explicit links. Xu and Ma [59] proposed to construct an implicit graph
and combined it with the hypertext graph to improve the search performance.
Experiments showed the effectiveness of the proposed approach compared to the
PageRank algorithm applied in the hyperlink graph. This approach is evaluated
using a collection of forums that contains several noisy hyperlinks.

For document clustering, Zhang et al. [64] defined an implicit link as co-
authorship link. They also used explicit links composed of citation links and
hyperlinks, and pseudo links such as content similarity links. The experimental
results showed that linkage is quite effective in improving content-based docu-
ment clustering.

In the document classification area, Shen et al. [49] compared the use of
explicit links represented by the hyperlinks and implicit links generated from the
query logs. In their study, they demonstrated that implicit links can improve the
classification performance compared to the explicit links. Query logs are also used
by Belmouhcine and Benkhalifa [5] to create implicit links between web pages
for the purpose of web page classification. Experimental results with two subsets
of the Open Directory Project (ODP) have shown that this representation based
on implicit links provides better classification results.

In the biomedical domain, Lin [38] applies Hits and PageRank algorithms on
implicit links (content similarity links) analysis in the context of the PubMed
search engine. He demonstrated that it is possible to exploit networks of con-
tent similarity links, generated automatically, for document retrieval. Thus, the
combination of scores generated by link analysis algorithms and the text-based
retrieval baseline improved the precision.

Implicit Links in Multimedia Information Retrieval. In order to improve
the accuracy of image retrieval, several research projects have proposed to build
implicit links between images by mainly using visual content. Thanks to these
visual links, a visual graph is constracted and then analyzed to calculate the
relevance scores of the images. To analyse the constructed graph, random walk
method (such as PageRank) has been widely adopted [28,29,56,63,66].

Xie et al. [58] proposed to construct an off-line visual graph by taking each
image as a query and make a link with the k top returned images. HITS algo-
rithm is then applied on the set of images returned at query time. In the same
way, Liu et al. [40] followed the same offline step, and at query time, they merge
the different graphs obtained using different descriptors. Then, they applied a
local ranking algorithm on the resulted graph. Zhang et al. [62] proposed a query-
specific fusion approach based on graph, where multiple lists of search results
from different visual cues were merged and clustered by link analysis on a merged
graph. Wang et al. [55] have incorporated several visual features in a graph-based
learning algorithm for images retrieval. The creation of implicit links using the
textual information is taken into account for the first time by Khasanova et al.
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[30] who have built a multilayer graph where each layer represents a modality
(textual, visual, etc.). The constructed graph is undirected, where each node is
connected only with its k-nearest neighbours (in terms of Euclidean distance).
Then, they applied a random walk on the multilayer graph by making transi-
tions between the different layers. The proposed solution achieves good image
retrieval performance compared to the state-of-the-art methods. The authors
firmly believe that flexible structures like graphs offer promising solutions to
capture the underlying geometry of multi-view data.

Other works have been done as part of MediaEval [7,14,20,25,39] and
TRECVID [50] evaluation campaigns for video hyperlinking. Chen et al. [14]
concluded that textual features work better in this task, whereas visual features
by themselves can not predict reliable hyperlinks. Nevertheless, they suggest
that the use of visual features to re-rank the results of text-based retrieval can
improve the performance.

In conclusion, the majority of works use the visual content of the images to
create implicit links between them. However, the unresolved problems associated
with this modality make this type of links ineffective and unprofitable. For this
reason, we propose in this paper to use textual information to automatically
create links between images and to explore them in a retrieval process in order
to improve the retrieval accuracy.

3 Uncovering Hidden Links Using LDA Technique:
Implicit Links

Using links between similar documents is more efficient than using links between
independent pages in the retrieval process. However, in the context of the Web,
semantically similar pages are not always linked to each other, hence the need
to automatically create implicit links between them.

3.1 Motivation

We propose in this paper to uncover hidden links and build them automatically
between similar images through the calculation of the semantic similarity of the
textual information surrounding these images. The similarity can be calculated
using the vector representation of the texts. However, the textual information
of a multimedia document may contain some details that are not related to the
image. Thus, an image usually represents an illustration for the overall subject of
the document. For example, a page talking about the animal “lion” will contain
probably images of lion. However, words such as “forest”, “meat”, “water”,
etc. will be present frequently. If we use the textual representation to calculate
the similarity with other images, we can obtain images that are assumed to be
similar but do not represent the image of a lion. Hence, word level document
similarity can be easily spammed when the same words are used in documents
with different topics. For this reason, we propose to model documents in a more
generalized form.
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Fig. 1. Modeling documents in the form of topics using LDA topic model.

Latent Semantic Analysis (LSA) [18] was initially proposed as a topic based
method for modelling words semantic. Basically, LSA finds a small representation
of documents and words by applying the truncated singular value decomposition
(SVD) for the document-term matrix. An improvement of this model has been
proposed with Probabilistic and Latent Semantic Analysis (PLSA) [51] which
uses a probabilistic method instead of using matrices. Then, the PLSA model has
been generalized to Latent Dirichlet Allocation (LDA) model [8]. For this reason,
we choose the LDA topic model to model documents as illustrated in Fig. 1.
Indeed, this model allows to give an overview for the documents in the form of
topic distributions, which allows to filter out secondary and noisy information.

We have already demonstrate in a previous work [3] the effectiveness of this
model in image retrieval. Thus, we use it in this work to create implicit links
between images.

In the following, we describe briefly the LDA algorithm, then we describe
our method to segment a document to regions according to the image position.
After that, a detailed description of our method to create implicit links is done.
And finally, we present the application of link analysis algorithms on the created
links.

3.2 LDA Topic Model

Blei et al. [8] have proposed LDA topic model that can reduce the representation
of documents as a mixture of latent topics. The model generates automatic
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topical summaries in terms of discrete probability distributions on words for
each topic, and infers further discrete distributions by document on topics.

LDA assumes that all documents are probabilistically generated from a
shared set of K common topics, where each topic is a multinomial distribu-
tion over the vocabulary (noted by β). The generation of a document is done
according to the following generative process:

(1) For each topic
(a) draw a distribution over words ϕ ∼ Dir(β)

(2) For each document
(a) Chose θd ∼ Dir(α)
(b) For each word

(i) generate topic z ∼ Mult(θ)
(ii) generate term w ∼ Mult(ϕ).

We apply LDA to the textual information representing the images. The out-
puts of this model are then used to create implicit links between the images.
More precisely, we use the topic distributions generated by LDA to compute
the similarity between image representations and therefore create implicit links
between them.

3.3 Textual Representations of Images

In text-based image retrieval, the basic idea consists in considering the docu-
ment as an atomic unit and all its textual information is treated in a similar
way. Therefore, for a given query, a relevance score is calculated for the whole
document and then assigned for all its images. According to this process, all
images in a document will have the same relevance score even if they have dif-
ferent relevance levels, or some of them are not sufficiently relevant to the query.
This major weakness has led us to the idea of segmenting multimedia documents
into image regions. In this way, it would be possible to differentiate images of the
same document by approximating the relevance degree of each image separately.

The best textual description of the image is the associated metadata (called
in our work IMD: Image Meta Data) because it is the most specific informa-
tion for the image. However, metadata usually contains few terms or can be
missed sometimes. For these reasons, we propose to consider other additional
sources of information to describe the image. More precisely, we propose to
divide the content of the document into two descriptions for each image. The
first description is the container region of the image obtained after segmentation
of the document. We call this description “Specific Image Description” (SID).
The second description of this image is the rest of the document (without SID)
called “Generic Image Description” (GID). If a document contains more than
one image, the specific description of an image belongs to the generic description
of other images and vice versa. Figure 2 shows the different descriptions of an
image (img2 ).
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In this example, the SID description of the image img2 is the container para-
graph and the GID description is all the textual content of the document except
that paragraph. The segmentation of the document into paragraphs could be
done easily for web documents thanks to the use of tags. In HTML documents
for example, the use of title tags (<H1>, <H2>, etc.) makes it possible to seg-
ment the document into paragraphs. Wikipedia documents are also easy to be
segmented thanks to their specific tags: the == tag for a first level paragraph
(equivalent of the <H1> tag in HTML), the === tag for a second level para-
graph, etc. We propose to define the specific description of the image as the
smallest paragraph granularity containing that image.
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Fig. 2. Example of specific (SID) and generic (GID) representations of an image.

To conclude, each image in the collection is represented using three descrip-
tions: (1) image metadata (IMD); (2) the paragraph containing the image as
specific description (SID) and (3) the document without the paragraph contain-
ing the image as generic description (GID).

3.4 LDA Based Implicit Links: Building and Analyzing

In this section, we describe the proposed approach for creating contextual links
between images based on the LDA topic model. Many steps are needed to create
the links between each pair of images. The link creation process is applied sep-
arately for each image representation. Figure 3 presents an overview of the link
creation process using generic image descriptions (GID).

In the following, the different steps of the link creation process are detailed.
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Step 1: Topic Distributions. For the SID (resp. IMD) representation, we
construct a SID (resp. IMD) collection containing the SID (resp. IMD) of all
images. Then, the LDA topic model is applied to the textual content of both
images to create links using the whole SID (resp. IMD) collection. More specifi-
cally, a learning phase is performed in order to estimate the topic distributions
for each SID (resp. IMD) of both images.

For the GID representation, an additional inference phase is performed after
the learning phase to compute the topic distributions for each GID. In this type
of representation, we kept the original collection and did not create a separately
GID collection. In fact, for GID representations, we propose to use the whole
documents in the learning phase instead of using only GID descriptions. This
decision aims at avoiding the use of redundant information: two GID repre-
sentations of two images belonging to the same document will contain a lot of
redundancy. To better explain this problem, we consider the example in Fig. 2.
If we create a GID collection, the GID representation of the image img1 is com-
posed of parag. 2, parag. 3, and parag. 4, while the GID representation of the
image img2 is composed of parag. 1, parag. 3, and parag. 4. We note here that
parag. 3 and parag. 4 will be used twice in the learning model and will therefore
affect the quality of the topic distributions.

LDA model

GID/SID/IMD img1

Collec on 

Topic distribu on of 
img 1

Topic distribu on of 
img 2

Similarity measure

Link direc on

GID/SID/IMD img2

GID/SID/IMD img1 GID/SID/IMD img2

Defini on of image representa on

Fig. 3. Overview of LDA based link creation between two images using GID.

After applying the LDA model on each description collection, two probability
distributions are generated: a document-topic distribution that represents the
proportions of topics in each image representation; and a term-topic distribution
that represents the weights of the terms in each topic.

Table 1 presents some topics generated using LDA model. Each line in the
table presents a list of the top terms according to their weights.
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Table 1. Example of some topics generated by LDA model.

id Topic Top terms

top1 climate global warming science carbon greenhouse temperature nature

top2 council borough road railway county population united england

top3 function math distribution frac probability sum random normal functions

top4 nicolas sarkozy french france royal presidential icon pen front

top5 audi bmw porsche mans racing quattro cars sports tdi acura volkswagen

According to this table, we note that there are some terms that are not
related to the main topic described by the most of terms. For instance, the three
terms “icon pen front” of topic top4 are not related to the other terms. This event
could be frequent since the LDA model is a probabilistic model. We propose thus
to not use all the topics to represent the textual content, but only the topics
having a strong relationship between their terms.

To fix the number of topics that will be considered for each representation,
a simple way is to fix a static number (for example, each representation will
be assigned the top 10 topics). However, the total number of topics varies from
one representation to another (we only consider topics with positive scores).
Therefore, we propose to set a percentage of the top topics to be used for each
image representation (for example, each representation will be presented by 10%
of the most relevant topics). Best percentage values are obtained by experiments
and detailed in Fig. 7.

Figure 4 shows an example of document-topic distribution for image represen-
tations. The first table represents the topics (Tj) with their corresponding terms.
The second table represents the topic distributions for each image representation
(Repimgi).

The best topics for each image representation are assigned the higher scores.
For example, the best topic in Repimg2 is T3 (score = 0,11).

Once the topic distributions are calculated for the representations (SID, IMD,
or GID) of two images, a link weight must be calculated using a similarity
measure between the topic distributions of both images.

Step 2: Similarity Measure Between Two Images. After performing the
LDA process, each image representation is defined by a topic distribution vector
as shown in Fig. 4. In order to create and weight the links between images, we
propose to apply a similarity measure on the two by two vectors. In the infor-
mation retrieval literature, the most commonly used similarity measure between
two vectors is the cosine measure [37,41,47]. We therefore propose to use the
cosine measure in our work as follows:

cossim(
−−−−−→
Repimg1 ,

−−−−−→
Repimg2) =

−−−−−→
Repimg1 .

−−−−−→
Repimg2

||−−−−−→
Repimg1 ||||

−−−−−→
Repimg2 ||

(1)
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Multimedia
collection

Repimg1 Repimg2 Repimg3 Repimg4 Repimg5 Repimg6

T0 0,21 0,04 0,11 0,0 0,03 0,05

T1 0,0 0,09 0,0 0,15 0,01 0,11

T2 0,09 0,0 0,0 0,0 0,11 0,10

T3 0,05 0,11 0,02 0,0 0,0 0,0. . .

. . .

T0 T1 T2 T3

ocean space art phone 

beach stars pain ng mobile 

sea chandra museum cell 

coast galaxy gallery camera 

pacific smithsonian ar st sony

water ins tu on modern cellphone

. . .

LDA 
model

Topic distriution of Repimg2

Fig. 4. An example of document-topic distribution for image representations [4].

where
−−−−→
Repimg denotes the topic distribution vector of the image representation

Repimg which could be GID, SID or IMD.
In our work, we propose to improve the classical cosine measure by includ-

ing the number of common topics between the two image representations. The
intuition of this proposition is that the more the two representations of images
have common topics, the more similar they are. For example, if there are two
image representations with only one common topic but with a high probability
score, and two other image representations with many common topics but low
probability scores, the cosine measure will favour the first two images. From
another point of view, the number of common topics between two image repre-
sentations could be very high with low topic distributions. In this case, the link
weight will be very high, although there is no high semantic similarity between
the two topic distributions. To overcome this situation, we propose to compute
the number of common topics using only the most important topics for each
image representation. The percentage of the most significant topics noted X% is
fixed with the experiments described later. The new equation becomes:

sim(
−−−−−→
Repimg1 ,

−−−−−→
Repimg2) = cossim(

−−−−−→
Repimg1 ,

−−−−−→
Repimg2)

× |commonTopics(X%
−−−−−→
Repimg1 ,X%

−−−−−→
Repimg2)|

(2)

With
−−−−−→
Repimg1 (respectively

−−−−−→
Repimg2) is the topic distribution of the representa-

tion Repimg1 (resp. Repimg2) and X%
−−−−−→
Repimg1 (resp. X%

−−−−−→
Repimg1) is the X% of

the most relevant topics according to their probability scores for Repimg1 (resp.
Repimg2).
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Finally, after calculating the similarity scores between the images, a threshold
is applied to reduce the number of implicit links between images. This similarity
threshold is set to 0.1 by experiments.

Step 3: Link Direction Estimation. After constructing the implicit links
between the image regions, we can use the link analysis algorithms of the liter-
ature to compute the relevance of the nodes in the constructed graph given a
query. However, these algorithms that originally designed for web search assume
that the links are directed, i.e. the link has a starting node and a one-way ending
node. In our case the implicit links obtained by similarity calculation are bidi-
rectional. Indeed, when we say that a node A is similar to a node B, the node B
is also similar to A with the same degree of similarity. In this case, if we want to
apply the HITS algorithm for example, the hub and authority scores for a given
node will be the same because the number of incoming and outgoing links of
these nodes will be the same. Thus, the HITS algorithm will not work properly.

To determine the direction of links, we rely on the following intuition: when
two representations have some common topics, the region containing more infor-
mation about these topics (high probability) is suitable to be the destination of
the link. For this, we propose to calculate a direction score according to the per-
centage of information shared between the two representations. In other terms,
we propose to determine how much the information of the representation of the
image 1 (Repimg1) is presented in the representation of the image 2 (Repimg2).
The following formula is used:

ScoreDirection(Repimg1 → Repimg2) =
−−−−−→
Repimg1 · −−−−−→

Repimg2

||−−−−−→
Repimg1 ||

(3)

with Repimg1 → Repimg2 means that the link is from Repimg1 to Repimg2 .
Note that we consider in Eq. 3 only the common topics among the X% most

important topics in the Repimg1 and Repimg2 representations and not the whole
topic distributions, as explained in the previous subsection.

Based on the intuition that the link should start from the general image
representation to the more specific image representation, the direction of the
implicit link between two similar representations Repimg1 and Repimg2 can thus
be defined as follows:

– If ScoreDirection(Repimg1 → Repimg2) = ScoreDirection(Repimg2 →
Repimg1), both documents have almost the same amount of information about
the shared content. In this case, two links are created: one from Repimg1 to
Repimg2 and the other in the opposite direction;

– If ScoreDirection(Repimg1 → Repimg2) < ScoreDirection(Repimg2 →
Repimg1), the link should be directed from Repimg1 to Repimg2 . In fact, the
representation Repimg1 contains more information about the shared content
than Repimg2 . This implies that Repimg1 is more general, and the represen-
tation Repimg2 describes a specific part of Repimg1 ;
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Fig. 5. Example of computing the link direction [4].

– If ScoreDirection(Repimg1 → Repimg2) > ScoreDirection(Repimg2 →
Repimg1), the link should be directed from Repimg2 to Repimg1 .

Figure 5 shows an example of determining the link direction.
These two image representations share three topics: T7, T11 and T15. By

computing the direction scores between the two representations, we obtain
ScoreDirection(Repimg2 → Repimg1) > ScoreDirection(Repimg1 → Repimg2).
Consequently, the link is directed from img1 to img2.

Implicit Link Analysis. Once the implicit links are created between the
images for each type of image representation (IMD, SID, GID), a link analysis
algorithm such as HITS and PageRank or a social network analysis algorithm
such as Betweeness, Closeness and Degree; could be applied. Concerning the link
analysis algorithms, we propose to use the HITS algorithm because it is query
dependent, i.e. it is done for each new query, which allows it to be always close to
the subject of this query. For the social network analysis algorithms, we propose
to use the most used ones in the literature namely the Degree and Betweenness
[9] centralities.

A score based on the links for each image representation is thus calculated.
Therefore, each image will have three scores based on the links: the SID link
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score, the GID link score, and the IMD link score. Finally, to obtain a single
score based on links, we propose to combine the three links based scores as
follows:

LinkScore(imgi) = α ∗ LinkScore(IMDimgi)
+β ∗ LinkScore(SIDimgi) + γLinkScore(GIDimgi)

(4)

where α, β and γ are parameters used to adjust the importance of each repre-
sentation in the computing of the final link score for an image. Their sum equals
to 1.

4 Evaluation

In this section, we begin by describing the evaluation protocol and the parameter
settings of our experiments. Then we provide comparative results of different link
analysis algorithms. Finally, we evaluate the efficiency of the implicit links in the
re-ranking process.

4.1 Evaluation Protocol

To evaluate our propositions, we used the Wikipedia collection provided by the
Wikipedia retrieval task of the ImageCLEF (The CLEF Cross Language Image
Retrieval Track) 2011. The collection consists of 125 827 documents in three
languages, containing 237 434 images. A set of 50 queries is also provided to
perform the retrieval accuracy evaluation. We are interested in this paper only
in documents written in English where the number is 42 774. However, our
approach can be applied to any language and any type of document.

In order to evaluate properly our proposition, we construct a new base of
assessments composed only of images belonging to the English documents. Due
to computing complexity and time-space costs, we decide to run a textual search
and then apply the link analysis for only the first 1000 returned results. This
operation do not affect the evaluation of our approach as our main aim is to
improve the image reranking and not the image retrieval. To generate the initial
textual results, we have used the Lucene1 search library.

For evaluation metrics, we have used early precisions (P@10 and P@20) since
users in web serach context examine relatively the top results, and the Mean
Average Precision (MAP) measure since it allows to evaluate the global effec-
tiveness of the system.

4.2 Parameter Settings

LDA Parameters. The mallet library2 is used to generate the LDA topical
representation of documents. LDA parameters are fixed to the most common

1 http://lucene.apache.org/.
2 http://mallet.cs.umass.edu/.

http://lucene.apache.org/
http://mallet.cs.umass.edu/
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Fig. 6. Determining the best number of topics K.

values used in the literature: α = 50/K where K is the number of topics, and
β = 0.01.

To set the best value of K, we propose to apply and evaluate the LDA model
in image retrieval instead of the link creation for time and memory reasons. Thus,
the documents and the queries are presented by topics and a matching function
is used to retrieve the relevant images. We carried out several experiments with
different K values between 100 and 2000. Figure 6 shows the variation of MAP
according to K.

We note that with small K values, we obtained bad MAP values. This means
that the collection covers several topics and that it is not easy to classify doc-
uments into few topics. As shown in Fig. 6, the best K value is 1500. Thus, we
set K = 1500 topics in link building experiments.

Similarity Measure Evaluation. In this experiment, our purpose is to evalu-
ate our proposed measure for similarity scores between images used to create links
between them. More precisely, we aim to fix the best ratio of top topics according
to the topic distribution of both images. Experiments of building and analysing
implicit links between images are costly in terms of time and they need to fix several
settings. For thus, we propose to evaluate the efficiency of the proposed measure in
the image retrieval process. Indeed, we apply this similarity measure to compute
relevance scores of images given a query using the Image CLEF Wikipedia collec-
tion 2011. In this experiment, the multimedia specificity is not taken into account:
the relevance score is computed for the whole document, and then assigned for all
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Fig. 7. Determining the best percentage X of the top topics.

its own images. In the retrieval process, the following equation is used:

RSV (D,Q) = cossim(Doc,Q)

× |commonTopics(X%
−→
D,X%

−→
Q)|

(5)

where X% is the X percent of the top topics representing the document or the
query.

Figure 7 presents some experiments of varying the X parameter of Eq. 5.
Comparing the cosine measure (X = 0%) and our proposed measure accord-

ing to the MAP metric, we note that better results are obtained when X is
between 5% and 60% (MAP > 0.1387). Moreover, the best MAP and P@5 val-
ues are obtained with X = 10% and the best P@10 is obtained when X = 15%.
This means that the 10% of the top topic representing documents and queries are
the most significant information. Thanks to our measure, the retrieval accuracy
is improved by 26.31% according to MAP measure, 43.58% according to P@5
measure and 12.64% according to P@10 measure. These improvements prove
that the use of the top common topics between the query and the document is
a good relevance indicator.

X = 100% means that all the common topics between the query and the
document will be used. We choose X= 10% for the remain of the experiments.

4.3 Experimental Comparison of Different Link Analysis
Algorithms

The aims of this experiment are twofold: (1) evaluation of the separate and the
combined use of the different image representations (SID, GID and IMD); (2)
comparison between three link analysis algorithms applied in our work.

The combination between the three image representations is based on a sim-
ple average of the three scores without taking into account the optimal settings.
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Table 2. A comparison of different link analysis algorithms according to different image
representations.

IMD SID GID AverComb

Degree centrality

P@5 0,088 0,092 0,128 0,148

P@10 0,104 0,072 0,108 0,136

MAP 0,058 0,064 0,1 0,094

HITS

P@5 0,104 0,052 0,08 0,108

P@10 0,096 0,052 0,106 0,104

MAP 0,056 0,059 0,074 0,081

Betweeness centrality

P@5 0,056 0,088 0,08 0,104

P@10 0,048 0,066 0,08 0,084

MAP 0,028 0,046 0,061 0,062

However, it is possible to run some experiments to set the optimal combination
values. The combination equation is:

Slien(imgi) = 1/3 ∗ Slien(IMDimgi)
+ 1/3 ∗ Slien(SIDimgi) + 1/3 ∗ Slien(GIDimgi)

(6)

Table 2 depicts overall results, where AverComb is the run obtained by aver-
aging the scores of the three image representations.

By comparing the MAP values of the different image representations without
combination, we note that the GID run gives the best results. This means that
the generic information is the best source of evidence to represent images in this
work. This interpretation could be explained by the specific/generic vocabulary
notion [52]: if the query vocabulary is generic, it is better to represent the image
by generic information, and if the query vocabulary is specific, it is better to
represent the image by specific information. We note that a query is called
specific if the results represent the same object (for example, “London Bridge”)
and is generic if the results represent many objects (for example, “skyscraper
building tall towers”).

To validate this interpretation, we have computed the number of specific and
generic queries in the ImageCLEF Wikipedia collection 2011 and we found that
72% of queries are generic and 28% are specific. Thus, it is not surprising that
generic descriptions outperform specific descriptions.

Another interpretation could be drawn from the results: combining the three
image representations by averaging their scores improves in general the results.
This confirms our assumption that the use of the three sources of evidence is
very useful. However, by analysing query by query, we have observed that GID
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representations give the best results for 40% of queries, SID and IMD gives
the best results for 30% of queries for each one. So, it will be interesting to
train a query classifier in order to choose the best representation to use for each
query according to its class: generic or specific. We recall that the combination
settings are not optimized. In our work, we decided to use a basic linear combi-
nation which is the score average in order to validate our approach without an
optimal tuning of parameters. Further experiments are needed to set the best
combination factors.

Finally, by comparing the use of the different link analysis algorithms, we
note that the Degree Centrality gives the best performance. We could argue this
result by the following reasons: Betweenness algorithm assumes that the graph
should be undirected, which is not the case in our work. Moreover, the HITS
algorithm idea is to select the K top ranked documents according to the query
and then extend this initial set root by other documents. This basic idea is not
respected in our work as we use the 1000 top documents ranked by a textual
model without extension.

4.4 Combining Textual and Link Based Scores: Images Re-Ranking

The aim of this experiment is to evaluate the re-ranking process using implicit
links. Table 3 reports 5 runs: the first one is the Textual baseline. IMD+Text,
SID+Text and GID+Text runs are obtained by the combination of IMD, SID
and GID scores with textual scores respectively. Finally, the AverComb+Text
run is obtained by combining the AverComb scores with textual ones.

The last column of Table 3 presents the improvement percentage of the Aver-
Comb+Text run over the Textual run.

Significant differences according to Student test (p< 0.05) [57] of our app-
roach over the traditional textual model are bold and starred (*).

Table 3. Results of combining textual and link based scores.

Textual IMD+Text SID+Text GID+Text AverComb+Text % Imp (Text)

P@5 0.384 0,416 0,388 0,368 0,400 4%

P@10 0.316 0,346 0,328 0,326 0,352 11% *

MAP 0.240 0,259 0,257 0,268 0,270 13%*

Considering the runs using implicit links of each image representation sepa-
rately. The best performing run according to P@5 and P@10 is the one exploring
the image metadata (IMD+Text run). However, the best performing run accord-
ing to the MAP measure is the GID+Text one. This means that specific informa-
tion helps to re-rank relevant images at the top rank, while generic information
helps to improve the global re-ranking accuracy.

Combining the scores of the three sources of evidence with textual scores
allows to improve the top ranking and the overall retrieval accuracy comparing
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Table 4. Effectiveness of IMD, GID and SID representations in the reranking process.

AverComb+text Comb05IMD03SID02GID+text Comb02IMD03SID05GID+text

P@5 0.400 0.404 0.400

P@10 0.352 0.348 0.338

MAP 0.270 0.2714 0.2657

to textual retrieval accuracy. Indeed, the AverComb+Text run outperforms sig-
nificantly the baseline (Textual run) with an improvement of 4% at P@5, 11%
at P@10 and 13% at MAP.

By comparing Tables 2 and 3, we note that before combining with textual run,
GID run gives the best results and shows that the GID is the most interesting
representation. However, after the combination, IMD gives the best results. This
finding could be explained by the fact that textual scores are already computed
using SID and GID representations, but it is not the case for IMD representation.
In fact, when combining textual scores with SID and GID scores, the same
information is used by two different ways: once the text is presented by term
vectors, and once the text is presented by LDA topics. However, when using
the IMD information, new specific informations for images are added to generic
informations.

This interpretation confirms the effectiveness of using all textual information
related to the concerned image in the reranking process.

The last experiment in this contribution is the combination of the three
sources of evidences (IMD, GID and SID) with different values of combination
parameters. In addition to the combination based on averaging the three scores,
we propose to execute two runs. The first one gives more importance to the IMD
representation (specific information), and the second one gives more importance
to the GID representation (generic information) as follows:

– Comb05IMD03SID02GID run: LinkScore(imgi) = 0.5 ∗ LinkScore(IMDimgi) +
0.3 ∗ LinkScore(SIDimgi) + 0.2 ∗ LinkScore(GIDimgi)

– Comb02IMD03SID05GID run: LinkScore(imgi) = 0.2 ∗ LinkScore(IMDimgi) +
0.3 ∗ LinkScore(SIDimgi) + 0.5 ∗ LinkScore(GIDimgi)

Results are presented in Table 4.
In general, there is no significant difference between the three runs. Only a slight

improvement is noted when giving more importance to the specific information then
general one (Comb05IMD03SID02GID run) according to the MAP measure.

It is difficult thus to conclude about the participation degree of the three image
representations in the implicit link creation process.

5 Conclusions

In this paper, we have studied the efficiency of automatically building implicit links
between images and exploring them in the image retrieval process. First of all, we
defined three types of textual representations for each image: (1) Specific Image
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Description (SID); (2) Generic Image Description (GID) and (3) the Image MetaData
(IMD).

Thereafter, we proposed a method to build LDA based links for each representation.
Consequently, we obtained three types of links: SID links, GID links and IMD links.
In order to decrease the number of created links, we used a threshold to select only
links having a certain weight. Then, we proposed a method to define the link direction.
We applied a link analysis algorithm or a social network analysis algorithm for each
link type separately to compute link based scores. Finally, we combined the three link
based scores to obtain a single score for each image.

For final image re-ranking, we combined implicit link based scores with textual
based scores by a linear combination.

When comparing the different representations separately, the experiments showed
that GID based links gives the best results which could be explained by the spe-
cific/generic vocabulary notion. Nevertheless, after the combination with the textual
results, the IMD based links gives the best results which could be explained by the
new information added to the existing one. combining the different representations
with textual enhance the results.

As conclusion, implicit links between images are a good source of evidence that
contributes in enhancing image retrieval.

In future work, we would like to more thoroughly evaluate our approach of building
implicit links by comparing it with the hyperlinks based re-ranking and other implicit
link creation approaches. Moreover, we aim to study the combination of explicit and
implicit links in the image retrieval.

In addition, it is interesting to learn a classifier to tune automatically the best com-
bination parameters of the image representations according to the query type: generic
or specific. If the query vocabulary is generic, it is better to give more importance to
the generic description than the specific one, and if the query vocabulary is specific, it
is better to give more importance to the specific description than the generic one.

Finally, we plan to create implicit visual links and combine them with implicit
textual ones to improve the image retrieval accuracy.
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Abstract. Process mining techniques allow the user to build a process model rep-
resenting the process behavior as recorded in the logs. Standard process discov-
ery techniques produce as output a procedural process model. Recently, several
approaches have been developed to extract declarative process models from logs
and have been proven to be more suitable to analyze flexible processes, which
frequently depend on human decisions and are less predictable. However, when
analyzing declarative constraints from other perspective than the control flow,
such as data and resources, existing process mining techniques turned out to be
inefficient. Thus, computational performance remains a key challenge of declara-
tive process discovery. In this paper, we present a high-performance approach for
the discovery of multi-perspective declarative process models that is built upon
the distributed big data processing method MapReduce. Compared to recent work
we provide an in-depth analysis of an implementation approach based on Hadoop,
a powerful BigData-Framework, and describe detailed information on the imple-
mented prototype. We evaluated effectiveness and efficiency of the approach on
real-life event logs.

Keywords: Multi-perspective process mining · Declarative processes ·
MapReduce · Hadoop

1 Introduction

Process mining is the area of research that embraces the automated discovery, con-
formance checking and enhancement of process models. Automated process discovery
aims at generating a process model from an event log consisting of traces, such that
each trace corresponds to one execution of the process. Each event in a trace consists
as a minimum of an event class (i.e., the activity to which the event corresponds) and
a timestamp. In some cases, other information may be available such as the performer
of the activity as well as data produced by the event in the form of attribute-value pairs.
Discovery is of particular value for processes that offer various options to execute them.
Those processes are often referred to as flexible, unstructured or knowledge-intense.
Frequently, procedural process models resulting from discovery are colloquially called
Spaghetti models due to their complex structure [1]. Discovered process models can
alternatively be represented as a set of declarative constraints, i.e., rules for directly rep-
resenting the causality of the behaviour [18]. The advantages of declarative languages
such as Declare [17] or DPIL [26] have been emphasized in the literature. It is also well
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S. Hammoudi et al. (Eds.): ICEIS 2018, LNBIP 363, pp. 396–423, 2019.
https://doi.org/10.1007/978-3-030-26169-6_19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26169-6_19&domain=pdf
https://doi.org/10.1007/978-3-030-26169-6_19


Big Data Meets Process Science 397

known that behaviour is typically intertwined with dependencies upon value ranges of
data parameters and resource characteristics [9]. Therefore, Declare has been extended
towards Multi-Perspective Declare (MP-Declare) [3]. However, state-of-the-art mining
tools such as MINERful [6,7] and DeclareMiner [10] do not support MP-Declare at this
moment. In [21] a first approach to enable the discovery of MP-Declare constraints has
been proposed. However, it has not been investigated how this complex mining task can
be performed in an efficient way.

In this paper, we address this open research problem by proposing an efficient min-
ing framework for discovering MP-Declare models that leverages latest big data analysis
technology and builds upon the distributed processing method MapReduce. We intro-
duce parallelizable algorithms for discovering commonly used types of MP-Declare con-
straints. The proposed solution, however, can be applied to all other MP-Declare con-
straint types as well. In contrast to related solutions, the proposed framework considers
traces in one direction solely which leads to a crucial benefit w.r.t. performance. Mining
performance and effectiveness have been tested on several real-life event logs.

Compared to our recent work published in [23], the paper at hand extends the exist-
ing research by providing (i) an in-depth analysis of an implementation approach based
on Hadoop as one of the leading Big Data Analysis-frameworks; (ii) detailed informa-
tion on the implemented prototype; and (iii) more specific description of conceptual
fundamentals. Further screenshots, the application results as well as a screencast illus-
trating the mining procedure are accessible on-line at http://mpdeclare.kppq.de.

The paper is structured as follows. Section 2 introduces the language and semantics
of MP-Declare. Section 3 describes the distributed framework we propose to speed up
multi-perspective process discovery. Section 4 describes the implementation and eval-
uation of the approach based on conventional, local computation hardware. Section 5
presents the implementation and evaluation of our technique based on Hadoop cluster
computation. Section 6 confronts declarative process mining with the MapReduce com-
putation model and contrasts conventional methods with the Hadoop implementation.
Section 7 discusses related work before Sect. 8 that concludes the paper.

2 Fundamentals and Research Background

In this section, we first illustrate the research problem that we are addressing and sum-
marize concepts of Declare, MP-Declare and MP-Declare mining.

2.1 Multi-perspective, Declarative Process Modelling

Declarative constraints are strong in representing the permissible behavior of business
processes. Modeling languages like Declare [17] describe a set of constraints that must
be satisfied throughout the process execution. Constraints, in turn, are instances of pre-
defined templates. Templates, in turn, are patterns that define parameterized classes of
properties. Their semantics can be formalized using formal logics such as Linear Tem-
poral Logic over finite traces (LTLf ) [16].

A central shortcoming of languages like Declare is the fact that templates are
not directly capable of expressing the connection between the behavior and other

http://mpdeclare.kppq.de
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Table 1. Semantics for MP-Declare constraints in LTLf .

Template LTLf Semantics

existence � → F(e(A)∧ϕa(x)) ∨ O(e(A)∧ϕa(x))

responded existence G((A∧ϕa(x)) → (O(B∧ϕc(x, y) ∧ ϕt(y)) ∨ F(B∧ϕc(x, y) ∧ ϕt(y))))

response G((A∧ϕa(x)) → F(B∧ϕc(x, y) ∧ ϕt(y)))

alternate response G((A∧ϕa(x)) → X(¬(A∧ϕa(x))U(B∧ϕc(x, y) ∧ ϕt(y)))

chain response G((A∧ϕa(x)) → X(B∧ϕc(x, y) ∧ ϕt(y)))

precedence G((B∧ϕa(x)) → O(A∧ϕc(x, y) ∧ ϕt(y)))

alternate precedence G((B∧ϕa(x)) → Y(¬(B∧ϕa(x))S(A∧ϕc(x, y) ∧ ϕt(y)))

chain precedence G((B∧ϕa(x)) → Y(A∧ϕc(x, y) ∧ ϕt(y)))

not responded existence G((A∧ϕa(x)) → ¬(O(B∧ϕc(x, y) ∧ ϕt(y)) ∨ F(B∧ϕc(x, y) ∧ ϕt(y))))

not response G((A∧ϕa(x)) → ¬F(B∧ϕc(x, y) ∧ ϕt(y)))

not precedence G((B∧ϕa(x)) → ¬O(A∧ϕc(x, y) ∧ ϕt(y)))

not chain response G((A∧ϕa(x)) → ¬X(B∧ϕc(x, y) ∧ ϕt(y)))

not chain precedence G((B∧ϕa(x)) → ¬Y(A∧ϕc(x, y) ∧ ϕt(y)))

perspectives of the process. Consider the example of a loan application process. The
process modeller would like to define constraints such as the following:

1. Activation conditions: When a loan is requested and account balance > 4,000 EUR,
the loan must subsequently be granted.

2. Correlation conditions: When a loan is requested, the loan must subsequently be
granted and amount requested = amount granted.

3. Target conditions: When a loan is requested, the loan must subsequently be granted
by a specific member of the financial board.

4. Temporal conditions: When a loan is requested, the loan must subsequently be
granted within the next 30 days

Standard Declare only supports constraints that relates activities without consider-
ing other process perspectives. Here, the F, X, G, and U LTLf future operators have
the following meanings: formula Fψ1 means that ψ1 holds sometime in the future,
Xψ1 means that ψ1 holds in the next position, Gψ1 says that ψ1 holds forever in the
future, and, lastly, ψ1Uψ2 means that sometime in the future ψ2 will hold and until
that moment ψ1 holds (with ψ1 and ψ2 LTLf formulas). The O, Y and S LTLf past
operators have the following meaning: Oψ1 means that ψ1 holds sometime in the past,
Yψ1 means that ψ1 holds in the previous position, and ψ1Sψ2 means that ψ1 has held
sometime in the past and since that moment ψ2 holds.

Consider, e.g., the response constraint G(A → FB). It indicates that if A occurs,
B must eventually follow. Therefore, this constraint is fully satisfied in traces such
as t1 = 〈A,A,B,C〉, t2 = 〈B,B,C,D〉, and t3 = 〈A,B,C,B〉, but not for t4 =
〈A,B,A,C〉 because the second occurrence of A is not followed by a B. In t2, it is
vacuously satisfied [4], in a trivial way, because A never occurs.

An activation activity of a constraint in a trace is an activity whose execution
imposes, because of that constraint, some obligations on the execution of other activ-
ities (target activities) in the same trace (see Table 1). For example, A is an activation
activity for the response constraint G(A → FB) and B is a target, because the execu-
tion of A forces B to be executed, eventually. An activation of a constraint leads to a
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fulfillment or to a violation. Consider, again, G(A → FB). In trace t1, the constraint is
activated and fulfilled twice, whereas, in trace t3, it is activated and fulfilled only once.
In trace t4, it is activated twice and the second activation leads to a violation (B does
not occur subsequently).

The importance of multi-perspective dependencies led to the definition of a multi-
perspective version of Declare (MP-Declare) [3]. Its semantics build on the notion of
payload of an event. e(activity) identifies the occurrence of an event in order to distin-
guish it from the activity name. At the time of a certain event e, its attributes x1, . . . , xm

have certain values. pe
activity = (valx1, . . . , valxn) represents its payload. To denote the

projection of the payload pe
A = (x1, . . . , xn) over attributes x1, . . . , xm with m � n,

the notation pe
A[x1, . . . , xm] is used. For instance, pe

ApplyForTrip[Resource] = SS is the
projection of the attribute Resource in the event description. Furthermore, the n-ples
of attributes xi are represented as x. Therefore, the templates in MP-Declare extend
standard Declare with additional conditions on event attributes. Specifically, given the
events e(A) and e(B) with payloads pe

A = (x1, . . . , xn) and pe
B = (y1, . . . , yn), the

activation condition ϕa, the correlation condition ϕc, and the target condition ϕt are
defined. The activation condition is part of the activation φa, whilst the correlation
and target conditions are part of the target φt, according to their respective time of
evaluation. The activation condition is a statement that must be valid when the acti-
vation occurs. In the case of the response template, the activation condition has the
form ϕa(x1, . . . , xn), meaning that the proposition ϕa over (x1, . . . , xn) must hold
true. The correlation condition is a statement that must be valid when the target occurs,
and it relates the values of the attributes in the payloads of the activation and the target
event. It has the form ϕc(x1, . . . , xm, y1, . . . , ym) with m � n, where ϕc is a propo-
sitional formula on the variables of both the payload of e(A) and the payload of e(B).
Target conditions exert limitations on the values of the attributes that are registered at
the moment wherein the target activity occurs. They have the form ϕt(y1, . . . , ym) with
m � n, where ϕt is a propositional formula involving variables in the payload of e(B).

2.2 Mining Metrics

In this subsection, we describe the metrics that we use to discriminate those constraints
that are fulfilled in the majority of cases in the event log, from those that are rarely
satisfied, namely support and confidence.

Querying with constraint templates provides for every possible combination of con-
crete values for the placeholders in the templates the number of satisfactions in the
event log. Based on the number of satisfactions, two metrics, Support and Confidence,
are calculated, which express the probability of an assignment constraint to hold in the
process. Support is the number of fulfilments of a constraint divided by the number of
occurrences of the condition of a constraint. The Confidence metric scales the support
by the fraction of traces in the log wherein the activation condition is satisfied. Con-
straints are considered valid if their Support and Confidence measures are above an
user-defined threshold. Here, we only consider the event-based support that is meant to
be used for all constraints wherein both activation and target events occur. We consider
two notions of support already defined in the literature, namely the event-based support
[7] and the trace-based support [13]. As defined in [7], we denote the set of events in
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a trace t of an event log L that fulfil an LTLf formula ψ as |=e
t (ψ). The set of all the

events in log L that fulfil ψ are denoted as |=e
L (ψ). Given a resource assignment con-

straint Ξ comprising activation φa and target φt, we define the event-based support Se
L

and the event-based confidence Ce
L as follows:

Se
L =

|L|∑

i=1

∣
∣|=e

ti (Ξ)
∣
∣

||=e
L (φa)| (1)

Ce
L =

Se
L × ||=e

L (φa)|
|L| (2)

3 Map-Reduce for Declarative Process Mining

In this section, we describe an efficient framework for discovering MP-Declare con-
straints. After giving insights into the internal infrastructure, we explain the parallelis-
able discovery algorithms for commonly used MP-Declare constraints that are used to
discover models under consideration of further perspectives. In contrast to former solu-
tions, this framework can be used out of the box and the algorithm has to consider the
traces in one direction solely which leads to a crucial benefit with regard to perfor-
mance.

3.1 Architecture and Infrastructure

The basic idea of the algorithm builds upon the MapReduce computation model. One
key advantage is the inbuilt opportunity for executing the calculations in parallel, which
gives an enormous performance boost. At first, the scaffolding of the MapReduce algo-
rithm is described briefly w.r.t. the discovery of a process model described later on. In
the next section, we use an example log containing two traces defined in Eq. 3.

t0 = 〈a, b, b, c〉 t1 = 〈a, c, d〉 (3)

To compute the support and confidence metrics, two MapReduce jobs are required,
MR-I and MR-II (cf. Fig. 1).

Fig. 1. Infrastructure of the calculation [23].
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MR-I. In the map-phase of MR-I, key-value pairs are created from the locally provided
event data, i.e., a single trace of a log file. Each of the key-value pairs is assigned to a
number for further processing. In the case of process discovery, this number is always
1. The challenge is to generate these key-value pairs in order to address the logic for the
MP-Declare constraints.

Example: Given a trace t0 = 〈a, b, b, c〉. Consider the response template, i.e.
whenever an event e1 occurs, the event e2 must follow (response(e1, e2)). The
trace t0 is therefore mapped to five different key-value pairs in the map phase:
((a, b), 1), ((a, c), 1), ((b, b), 1), ((b, c), 1), ((b, c), 1). The keys are exactly those event
pairs which fulfil the response template: a is followed by b and c, the first b is followed
by c and the second b, which is again followed by c. Note, that a constraint can only
be fulfilled once, like response(a, b) is fulfilled only by the first event b. The underly-
ing mapping algorithm containing the logic for all constraint templates is described in
Sect. 3.3.

Table 2. Output mapper MR-I. [23].

Trace σR σCR η ε

a,b,b,c ab,1 bc,1 ab,1 a,1 a,1

ac,1 bb,1 b,1 b,1

bb,1 bc,1 b,1 c,1

bc,1 c,1

a,c,d ac,1 ac,1 a,1 a,1

ad,1 cd,1 c,1 c,1

cd,1 d,1 d,1

Table 3. Output reducer MR-I. [23].

σR σCR η ε

ab,1 bc,2 ab,1 ac,1 a,2 a,2

ac,2 ad,1 bb,1 cd,1 b,2 b,1

bb,1 cd,1 bc,1 c,2 c,2

d,1 d,1

The reduce-phase finally obtains the key-value pairs that have been produced. The
reduce-function must be declared by the user once again. In the case of constraint check-
ing this phase depicts a summation of values. To continue the example above, the result
of the reducer with trace t0 is: ((a, b), 1), ((a, c), 1), ((b, b), 1), ((b, c), 2).

σ-function. The support metric is defined as the number of fulfilments of a constraint
divided by the number of occurrences of the activation. The MR-I job in the example
above calculates exactly the number of fulfilments, thus the numerator of the support
formula. In the following we use a function σγ : E × E → N, where E are events, for
describing this figure, e.g. in t0: σresponse(b, c) = 2. γ denotes a constraint template
like response or chainResponse.

η-function. To calculate the support of a constraint, the number of occurrences of the
activation is necessary. For forward constraints ({∗}response), this is the first event in
the constraint template, e.g., b in the constraint response(b, c). We define the number of
occurrences of events as η : E → N, for instance in trace t0: η(b) = 2. In order to obtain
the correct values for the η-function, for each event e in the trace a key-value pair (e, 1)
is additionally emitted in the map phase, e.g., for t0: (a, 1), (b, 1), (b, 1), (c, 1) which is
reduced to (a, 1), (b, 2), (c, 1).
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ε-function. A third value is necessary for determining the confidence, namely the
amount of traces in which a given event occurs. We introduce the function ε : E → N,
which holds this information. Taking into account the second trace t1 (cf. Eq. 3), MR-I
outputs ε(c) = 2 or ε(d) = 1, as c occurs in t0 and t1, whereas d occurs in t1 solely.
Transferring this to MR-I, for each unique event e a key-value pair (e, 1) has to be pro-
duced, neglecting multiple occurrences of events, e.g., for trace t0: (a, 1), (b, 1), (c, 1).

The Tables 2 and 3 shows the complete result of MR-I for the input log (cf. Eq. 3)
considering two constraint templates: response and chainResponse. The output of all
mappers serves as the input for the reducers.

MR-II. Two MapReduce jobs are performed where the event log only serves as input
for the first MapReduce job. The output values of MR-I are used in MR-II to calculate
support and confidence. Note that these calculations had to be extracted to a separate
job because every single trace of the provided log needs to be tackled first in MR-I in
order to obtain the σ-, η- and ε-functions. This makes MR-II mandatory; however, with
a look on the performance, support and confidence can be computed in parallel again.

Using the functions introduced above, the support of a constraint response(b, c)
can be computed as SR(b, c) = σR(b,c)

η(b) = 2
2 = 1 (cf. Eq. 4), thus as the fraction

between the fulfilments of the constraint and the amount of its activations. Remember
that forward constraints (FWD = {∗}response) are activated with e1 (Eq. 4) and
backward constraints (BWD = {∗}precedence) are activated with e2 (Eq. 5).

SFWD(e1, e2) =
σFWD(e1, e2)

η(e1)
(4)

SBWD(e1, e2) =
σBWD(e1, e2)

η(e2)
(5)

The confidence of a constraint for an event pair (e1, e2) is the product of the support
of (e1, e2) with the ratio between the amount of traces in the log in which event e1
occurs (or e2 in case of backward constraints) and the total number of traces in the log,
denoted as |l| in Eq. 6 and 7.

CFWD(e1, e2) = SFWD(e1, e2) · ε(e1)
|l| (6)

CBWD(e1, e2) = SBWD(e1, e2) · ε(e2)
|l| (7)

In the running example, the confidence of the constraint response(b, c) is calculated as
CR(b, c) = SR(b, c) · ( ε(b)

|l| ) = 1 · 1
2 = 0.5.

In terms of MapReduce, the MR-II is structured rather trivial. In the map-phase,
the output of MR-I is conducted directly to the reducer neglecting η and ε, i.e., all key-
value pairs of the σ-function of all constraints are emitted and obtained by the reducer.
The reduce-function then consults the DB (cf. Sect. 3.2) to look up the relevant η- and
ε-value for a given key and calculates the corresponding support and confidence values
(acc. to Eqs. 4, 5, 6 and 7).



Big Data Meets Process Science 403

3.2 Algorithm Overview

This section provides an overview on the algorithm for declarative process model dis-
covery (Algorithm 1). To this end, the algorithm is given in a generic way and is slightly
adapted by the differing implementations in Sects. 4 and 5.

Algorithm 1. Overview [23].

1 for Trace t in l do
2 KVP = mapToKVPairs(t)
3 DB = accumulateKVPairs(DB, KVP)

4 end
5 for Constraint γ do
6 for Entry e in DB.σγ do
7 calcSupportAndConfidence(e, γ)
8 end
9 end

Given a log l with traces t, a first step is to create the key-value pairs KV P (MR-
I-Mapper). These include the KV P s for each constraint (σ) and for the functions η
and ε. These values are then accumulated into a database DB (MR-I-Reducer). The
DB contains information about the three functions. For the σ-function, it holds a list
for each constraint separately and furthermore the entries of the lists comprising tuples
(EventTuple, fulfilments). This DB is then used in MR-II. For each constraint γ,
each tuple in the σγ-list is considered (MR-II-Mapper). The discovered EventTuple
and the corresponding amount of fulfilments is then used to calculate support and con-
fidence by consulting the corresponding η- and ε-values relevant to the EventTuple
(MR-II-Reducer).

3.3 Mapping Relational MP-Declare Templates

We have to apply the logic of MP-Declare constraints into the MR-I mapping function to
emit the necessary KV P s and calculate the correct values for support and confidence.
For this purpose, we developed and derived algorithms from the support functions intro-
duced in [7]. Therefore, we defined specific σγ functions for each of the MP-Declare
relation constraints. Note that all the algorithms are working at only one trace instead
of the whole log file, which ensures the capability of parallelization.

For reasons of readability, we use an abbreviated form for representing the event
data in this section. We let the set of activities be {a, b, c, d}. Further on, we restrict to
one single perspective, e.g., the organizational perspective, thus the defined resources
which can execute the activities are {x, y, z}. For instance, trace t2 in Eq. 8 holds the
information, that in the beginning a was executed by x, subsequently c was executed
by z and so forth. In the end, the case is closed when again a was executed by x.

t2 = 〈ax, cz, by, bx, dz, by, ax〉 (8)
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The structure of the algorithm is built upon a nested for-loop, so that for each event
in a given trace, every successor is considered. Henceforth i denotes the loop control
variable for the outer loop and j is the counter variable for the inner loop.

In the case of t2 (cf. Eq. 8), all successors for ax are addressed in the inner loop
(i = 0), whereas in the next step (i = 1) all successors for cz are considered and so
forth. While iterating over the trace, different representations of the events are requested
to match the multiperspective constraint templates. We denote the events for the outer
loop as ie

Γ and for the inner loop as eΓ
j , where Γ takes either A (activation) or T

(target).
For instance, for i = 1 and j = 4 and in search of activation constraints (i.e. A =

(task, resource) and T = (task)) following representations are detected: 1e
A = cz,

1e
T = c, eA

4 = dz and eT
4 = d.

In the following, we analyse the example trace t2 (cf. Eq. 8) and mark the pivot situa-
tions which are characteristic for each constraint template with 1R, 2R, ... for response,
1AR, 2AR, ... for alternateResponse and so forth.

Table 4. Response (act.) [23].

c b b d b a

ax ✓ ✓ 1R ✓ 2R ✓

cz ✓ 3R ✓ 4R ✓

by ✓ ✓ 5R ✓

bx ✓ ✓ ✓

dz ✓ ✓

by ✓

Table 5. Response (target) [23].

cz by bx dz by ax

a ✓ ✓ ✓ ✓ 6R ✓

c ✓ ✓ ✓ 7R ✓

b ✓ ✓ ✓ ✓

b ✓ ✓ ✓

d ✓ ✓

b ✓

Response. The initial assignment of (i, j) is (0, 1), thus the events ax and cz are con-
sidered. For activation constraints, only the activating event holds the additional condi-
tion; hence, response(ax, c) is investigated in this first case. This constraint, activated
with 0e

A (ax) is fulfilled with eT
1 (c) and thus σR(ax, c) is incremented by 1. Also

for (0eA, eT
2 ) the value for σR(ax, b) is incremented. In the next step, i.e., (0eA, eT

3 ),
the σ-value must not be modified (i.e. no key-value pair is emitted), as the constraint
response(ax, b), activated with the event 0e

A was already fulfilled with eT
2 (cf. 1R in

Table 4). Similar are the cases 2R to 5R.
For target constraints like response(a, cz) the additional condition appears on the

right-hand side. That means, the events in the outer loop must match the target template
(ieT ) and in return the inner loop matches the activation template now (eA

j ). Referring
to Table 5, in the cases 6R and 7R, σR(a, by) and σR(c, by) respectively must not be
increased, as the constraints are also already fulfilled (with eA

2 = by).
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AlternateResponse. The alternateResponse template shares the pivot constellations
for (i, j) for already fulfilled constraints similar to the response template (cf. 1AR to
5AR in Table 6). For instance, the constraint alternateResponse(ax, b) enforces that
if the event a occurs and is executed by x than the event b follows, and there is no
recurrence of x executing a in between. In the case i = 0, this constraint is activated
by 0e

A (ax) and fulfilled with the event eT
2 (b). Therefore, additional events b must be

ignored (e.g. eT
3 ).

Besides the already-fulfilled-errors, another class of error type is introduced: viola-
tions. Consider 6AR in Table 6. In this case, the constraint alternateResponse(by, a)
is checked. Although this constellation have not been occurred so far for this activation,
the value σAR(by, a) must not be modified, because it is violated by eA

5 (by): The acti-
vating event (by) recurs before a occurs. This is forbidden within the alternateResponse
template. Note, that the resource is also decisive, thus alternateResponse(by, d), acti-
vated with 2e

A is fulfilled with eT
4 , although the event b recurs. However, this is executed

by x and so the constraint is not violated (marked with an asterisk in Table 6.)

Table 6. Alter.Response (act.) [23].

c(z) b(y) b(x) d(z) b(y) a(x)

ax ✓ ✓ 1AR ✓ 2AR ✓

cz ✓ 3AR ✓ 4AR ✓

by ✓ ✓ ∗ 5AR 6AR

bx ✓ ✓ ✓

dz ✓ ✓

by ✓

Table 7. Alter.Response (tar.) [23].

cz bx by dz by ax

a ✓ ✓ ✓ ✓ 7AR ✓

c ✓ ✓ ✓ 8AR ✓

b ✓ 9AR 10AR 11AR

b ✓ ✓ 12AR

d ✓ ✓

b ✓

The analysis of the target constraints (cf. Table 7) shows the following anomalies:
7AR and 8AR are excluded because of the already-fulfilled-case and the cases 9AR to
12AR are excluded because of violations. For instance, 9AR to 11AR are activated with
the event 2e

A (b) and as the first event in the inner loop is also b (represented with the
activation template, i.e. the activity solely (eA

3 )), all constraints with succeeding events
in the inner loop are violated.

ChainResponse. The logic for the chainResponse template is quite trivial and is
located outside the inner loop. For each event ie

A, the direct successor i+1e
T is consid-

ered and σCR(ieA,i+1 eT ) is incremented by one. Examples are an activation constraint
like chainResponse(ax, c) or a target constraint like chainResponse(a, cz) (Table 8).

Precedence. Intuitively, one would iterate starting from the latest event for the back-
ward constraints, e.g. the first (i, j)-tuple would be (5, 6) going on with (4, 6), i.e. the
constraints precedence(eT

5 ,6 eA) and precedence(eT
4 ,6 eA) respectively. The former

describes that whenever a occurs and was executed by x, then b has to precede (in the
case of activation constraints precedence(b, ax)). Referring to the later, an example for
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Table 8. ChainResponse [23].

cz by bx dz by ax

ax ✓

cz ✓

by ✓

bx ✓

dz ✓

by ✓

a target constraint is if a occurs in a trace, then d has to precede and this has to be
executed by z (precedence(dz, a)).

For the sake of a performance boost, we propose an algorithm, which handles the
backward constraints also by iterating through the events in a forward direction. To do
so, the events of the outer loop (i) fills the role of the target events and the events of the
inner loop (j) are now the activating events.

Consider Table 9. The first constraint under investigation will be precedence(a, cz),
activated with eA

1 (cz) and fulfilled with 0e
T (a). After than, precedence(a, by) is

inspected. This one now is activated with eA
2 (by) but also fulfilled with the same outer

loop event 0e
T (a).

Interesting is the outer loop event 2e
T (b) (cf. third row in Table 9). In the case

eA
4 (dz), the value for σP (b, dz) must not be modified (1P ). The reason is that this

constraint, activated with dz is fulfilled with the outer loop event 3e
T and thus, fulfilled

in future (marked with an asterisk in Table 9).

Table 9. Precedence (act.) [23].

cz by bx dz by ax

a(x) ✓ ✓ ✓ ✓ ✓ ✓

c(z) ✓ ✓ ✓ ✓ ✓

b(y) ✓ 1P 2P 3P

b(x) ✓ ∗ ✓ 4P

d(z) ✓ ✓

b(y) ✓

Table 10. Precedence (tar.) [23].

c(z) b(y) b(x) d(z) b(y) a(x)

ax ✓ ✓ ✓ ✓ ✓ ✓

cz ✓ ✓ ✓ ✓ ✓

by ✓ ✓ ✓ 5P

bx ✓ ✓ ✓

dz ✓ ✓

by ✓ ∗

The target constraints show similar behaviour. Whenever the event ie
T occurs also

in the inner loop in eT
j , then the rest of the inner loop is neglected because the events

are fulfilled later on, like precedence(by, a) (5P ) is fulfilled in the asterisk-marked cell
in Table 10 (2eT (b) recurs in eT

5 (b)).
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AlternatePrecedence. In addition, the alternatePrecedence constraints, as they are
also backward constraints, are activated with the second given event in the template. The
(activation) constraint alternatePrecedence(a, by) at the marker 1AP in Table 11 is
violated because of the event eA

2 (by). Recurrences of the activating event are forbidden
within the alternatePrecedence template. Similar is the case at 2AP .

Consider now case 3AP with the constraint alternatePrecedence(b, dz).
σAP (b, dz) must not be incremented there, because this constraint activated with eA

4

(dz) is fulfilled with the event 3e
T in the next run of the outer loop (note the asterisk in

Table 11). Similar are the cases 4AP to 6AP .
In Table 12, the constraints at the cases 7AP to 11AP are violated, because of the

reoccurrence of the events eA
3 (b) and eA

5 (b) in the events eA
2 and eA

3 . The constraint
alternatePrecedence(by, a) considered at 12AP is fulfilled later in the last row of
Table 12.

ChainPrecedence. The chainPrecedence constraint template is implemented similar
to the chainResponse template. However, the events of the constraints are integrated
in reversed order starting with chainPrecedence(c, ax) (activation constraint) and in
general terms σCR(i+1e

T ,i eA) is increased.

Table 11. Alter.Precedence (act.) [23].

cz by bx dz by ax

a ✓ ✓ ✓ ✓ 1AP ✓

c ✓ ✓ ✓ 2AP ✓

b ✓ 3AP 4AP 5AP

b ✓ ∗ ✓ 6AP

d ✓ ✓

b ✓

Table 12. Alter.Precedence (tar.).

c b b d b a

ax ✓ ✓ 7AP ✓ 8AP ✓

cz ✓ 9AP ✓ 10AP ✓

by ✓ ✓ 11AP 12AP

bx ✓ ✓ ✓

dz ✓ ✓

by ✓

3.4 Pivot Characteristics Overview and Resulting Algorithm

The anomalies detected in the previous section can be traced to three certain pivot char-
acteristics we have to take care. They include already fulfilled (a), violation (v) and
fulfilled later (f), whereby the first one corresponds to forward constraints and latter
appears only on backward constraints. In this section, the four anomaly classes are
identified, described and the occurrence of problems regarding the classes are resolved.
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Class I (1R−7R, 1AR−5AR, 7AR−8AR). These situations occur when a pair of events
is considered, where the activating event was already fulfilled in this case with a previ-
ous event. For instance, in a trace 〈ax, b?, b?〉, the constraint R(ax, b) is fulfilled with
the first event b and must not be considered in the next step (j = 2). For this activation
constraint, the additional perspective of the fulfilling event is not crucial (note the ?).
A similar case for a target constraint is 〈a?, bx, bx〉 where R(a, bx) is fulfilled when
reading the second bx in the inner loop. Also the alternateResponse template suffers
from this anomaly: assuming a trace 〈ax, ax, b?, ax, b?〉, the value for σAR(ax, b) refer-
ring to the constraint AR(ax, b) would be incremented with the first b and the second
b. Note that in this class it is forbidden for ax to recur as this would cause a violation
(cf. Class II).

Solution. The problem is that the events in the inner loop filtered by the target template
eT
j are recurring. To prevent these Class I-failures, all events eT

j are stored in a list L

and σ is only incremented if the current eT
j is not in L.

Class II (6AR, 9AR − 12AR). Class II-errors hits the alternateResponse template
solely. The definition of this template forbids the activating event to recur before the
second event appears. As an example serves the trace 〈ax, ax, b?〉 with the constraint
AR(ax, b) for an activation constraint and 〈a?, a?, bx〉 with AR(a, bx) for a target con-
straint respectively.

Solution. If the activating event ie
A recurs in the inner loop as event eA

j , then all suc-
ceeding constraints in the inner loop are violated by this recursion and thus the inner
loop can be cancelled for this template.
Class III (1P − 5P , 3AP − 6AP , 12AP ). These anomaly is similar to Class I but for
backward constraint templates. Some constraints must not be considered because they
will be fulfilled later on. For instance, in a trace 〈b?, b?, ax〉 in the first outer loop run it
is checked if the first b? fulfils a constraint P (b, ax). However, this is not true because
this certain constraint is fulfilled in the second outer loop run.

Solution. The problem here is that the event of the outer loop ie
T recurs in the inner loop

event eT
j . That means that the succeeding inner loop events are fulfilled later on with

succeeding outer loop events. In case of a recurrence, the consideration of succeeding
events in this inner loop run can be cancelled.

Class IV (1AP − 2AP , 7AP − 11AP ). Similar to Class II, errors corresponding
to Class IV handle violations of constraints, viz. from the alternatePrecedence
template in this particular case. In a trace 〈a?, bx, bx〉 the activation constraint
alternatePrecedence(a, bx), activated with the second bx event is violated, as bx
recurs, before the fulfilling event a precedes.

Solution. As a solution, we store all events eA
j in a list. If a next event eA

j with a greater
j occurs, the consideration of alternatePrecedence templates can be cancelled for a
certain i.
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Algorithm 2. Discovery of relational MP-Declare constraints [23].
Input: Trace trace
Output: DB

1 for i ← 0 to trace.events.Count do
2 List<Event> eR, eAR, eAP;
3 bool bAR, bP, bAP = false;

4 db.η(ie
A);

5 db.η(ie
T);

6 db.ε(ie
A);

7 db.ε(ie
T);

8 for j ← i + 1 to trace.events.Count do
; /* Response */

9 if !eR.Contains(eT
j ) then

10 db.σ.R(ie
A, eT

j );

11 eR.Add(eT
j );

12 end
; /* AlternateResponse */

13 if !bAR ∧ !eAR.Contains(eT
j ) then

14 db.σ.AR(ie
A, eT

j );

15 eAR.Add(eT
j );

16 if eA
j = ie

A then
17 bAR ← true;
18 end
19 end

; /* Precedence */
20 if !bP then
21 db.σ.P(ie

T, eA
j );

22 end
23 if ie

T = eT
j then

24 bP ← true;
25 end

; /* AlternatePrecedence */

26 if !bAP ∧ !eAP.Contains(eA
j ) then

27 db.σ.AP(ie
T, eA

j );

28 eAP.Add(eA
j );

29 end
30 if ie

T = eT
j then

31 bAP ← true;
32 end
33 end
34 if i < |t| − 1 then
35 db.σ.CR(ie

A, i+1e
T);

36 db.σ.CP(i+1e
A, ie

T);
37 end
38 end
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4 Conventional Implementation

In this section, we particularly describe the implementation of MapReduce MP-Declare
mining. As the algorithm is built upon the MapReduce computation paradigm, we took
care to exploit this chance of parallelism by spreading the workload on multiple threads
of a multicore CPU. As a first step, the XES log file has to be loaded into the applications
memory. This is done by reading the file with a .NET library and parsing the information
into POCOs. This step is also used to collect meta information about the event log to
provide the user for instance a list of available perspectives but also some information on
the expected performance of the analysis by means of the figures described in Sect. 4.2.
As soon as the user has chosen the perspectives to consider, i.e. he has built the mining
template (e.g. task ∧ resource → task), a first parallel processing step builds the
three characteristic functions σ, η and ε in MR-I. With the parallel extensions of the
Language Integrated Query-.NET component (PLINQ: Parallel.ForEach();)
we delegate the whole parallelization and task generation on to the framework itself
and abstract from low level programming issues with all the upcoming advantages.
We just had to take care of race hazards when joining to the global database (cf. lock-
keyword). After then, when each of the traces has been considered and the characteristic
functions are completed, the MR-II function can be invoked. Again, this step is executed
in parallel with PLINQ.

4.1 Performance Influence Factors

Distribution of the Events. The most relevant index number for a performance analysis
is the amount of loop runs the algorithm has to complete as they rise in a quadratic
manner with the amount of events in a trace. For a trace with n events, the amount of
loop runs Lt follows the formula in Eq. 9.

Lt = (n − 1) + ... + 1 =
n · (n − 1)

2
=

n2 − n

2
(9)

That means, the higher the amount of traces with a huge amount of events in a log file,
the higher is the computation time. For instance, first assume a log file containing 100
traces with a total amount of 1500 events, evenly distributed with 15 events per trace.
Then the number of loop runs comes up to 152−15

2 = 105 for each trace, or summed up
for the whole log 105·100 = 10500. Now consult a log file also with 100 traces, but now
with 10 traces containing 90% of the events (945 events per trace) and the remaining
90 traces with the remaining 12 events per trace1. Then the total amount of loop runs
is calculated as 10 · 9452−945

2 + 90 · 122−12
2 = 4460400 + 5940 = 4466340, which is

more than 400 times higher than in the evenly distributed log. Hence, the crucial factor,
i.e. the total number loop runs, can then be defined as the sum of the loop runs of each
single trace (cf. Eq. 10).

∑

Trace t

|t|2 · (|t| − 1)
2

(10)

1 Round up for simplicity.
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Fig. 2. Distribution of events on traces in the logs under investigation [23]. (Color figure online)

Consider Table 13. Four real-life event logs were analysed while the traces where
rearranged in descending order by the amount of events. It can clearly be seen that in the
Hospital Log (blue line), half of the traces contains nearly all captured events (94%).
Half of the events are included in the first 130 traces (11.4% of all traces). This raises
the necessary loop runs to about 33 ·106. In contrast, in the Municipality Log (red line),
the first half of the traces contains only about 64% of the events and 50% of the events
are recorded in the first 438 traces (36% of all traces), similar to the Loan Application
Log and the Traffic Log (Fig. 2).

Since now, we have not seen a chance in breaking the quadratic dependency but
as stated, compared to [7] we introduced an algorithm which is not in need of a two-
directional investigation of the traces and thus saves half of the necessary loop runs.

Amount of Traces and Events. Apart from the dependency of the distribution of the
events within the log discussed above, our implementation could handle log files with
up to 150000 Traces or 1000000 captured events. Table 13 shows that the absolute
amount of events and traces does not have a strong impact on the performance. For
instance, the Traffic Log inherits nearly 600000 events and 150000 traces but is anal-
ysed within a mere fraction of time compared to logs either with less traces or less
events.

Amount of Discovered Constraints. In order to investigate a performance restriction
caused by a huge amount discovered constraints, we set the threshold of support and
confidence on a minimal level, for instance 0.05 and 0.02 instead of 0.5 and 0.2. Shown
with the Hospital Log, there is no noticeable change in performance when discovering
about 35000 constraints instead of 2000. Therefore, this is not necessary to be further
analysed.
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Table 13. Real-life event logs under investigation [23].

Log name Events Traces Events/Traces Loop runs Runtime in s

Traffic Log 561470 150370 3 0.97 ·106 133

Municipality Log 52217 1199 43 1.28 ·106 153

Loan Application Log 1202267 31509 38 26.73 ·106 697

Hospital Log 149489 1138 131 33.17 ·106 761

4.2 Performance Evaluation

We evaluated the effectiveness of our approach w.r.t. to several real-life event logs.
We first evaluated our approach for the discovery of MP-Declare constraints using the
Hospital Log2, which records the treatment of patients diagnosed with cancer from a
large Dutch hospital. In 5 of the traces at least one event does not include the addi-
tional perspective data (from org:resource) and thus they had to be excluded from the
investigation. Furthermore, we applied our approach to the publicly available real-life
event log (Traffic Log3) of an Italian local police office for managing fines for road
traffic violations. This log file barely contains additional perspective data in a consis-
tent way, so the lifecycle:transition attribute was considered as additional perspective,
but the semantics does not affect the performance anyway. Additionally, we applied our
approach to an event log pertaining to an administrative process in a Dutch municipality
(Municipality Log4) as well as a log file containing Loan Application5 information.
All four event logs have been analysed w.r.t. all six described MP-Declare templates.
The time measurements in Table 13 considers activation conditions solely, but the same
tendencies could be recorded for target conditions.

The benchmark shows the expected behaviour with respect to the proposed perfor-
mance influencing figures. Mapped into the coordinate system shown in Fig. 3 with the
total loop runs on the abscissa and the elapsed time on the ordinate one can clearly
see the dependency. Furthermore, the impact of parallelization is revealed. When work-
ing on the Traffic Log (0.97 ·106 loop runs), there is almost no difference between the
sequential (dashed line) and the parallel execution (solid line). The performance gain
through the distributed computing is cancelled out by the additional workload for task
generation and joining the MR-I mapping results. Nevertheless, with more challeng-
ing log files in terms of loop runs (e.g. the Hospital Log (33.1 ·106 loop runs)), the
parallelization is exploited more and more efficiently.

2 https://doi.org/10.4121/uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54.
3 https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5.
4 https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1.
5 https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b.

https://doi.org/10.4121/uuid:d9769f3d-0ab0-4fb8-803b-0d1120ffcf54
https://doi.org/10.4121/uuid:270fd440-1057-4fb9-89a9-b699b47990f5
https://doi.org/10.4121/uuid:31a308ef-c844-48da-948c-305d167a0ec1
https://doi.org/10.4121/uuid:5f3067df-f10b-45da-b98b-86ae4c7a310b
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Fig. 3. Performance of sequential execution compared to parallel execution [23].

5 Hadoop-Based Implementation

In this section, we now describe the implementation of MP-Declare mining with
MapReduce based on the Hadoop framework. First, we introduce the different com-
ponents of the framework that are necessary.

Apache Hadoop. Hadoop is part of Apache Software Foundations active top-level
projects. The concept of the framework is located in the field of big data analysis. When
the size of input datasets goes beyond the technological limits of conventional process-
ing, Hadoop can demonstrate its strength. The framework is designed to be highly scal-
able in horizontal direction. This is regarding the performance an extremely powerful
quality, because with every extention of the cluster with a new node, more containers
can be executed in parallel. The cluster is built up by one master node and a variable
number of slaves. The master assumes the role of the data node, whose scope of duties
consists of managing the name nodes (slaves), handle the availability of data in the case
of a name node failure, replication processes etc. Name nodes stores the data in a dis-
tributed file system and execute computing duties, for MapReduce jobs for example.
Last but not least, Hadoop provides a very useful web interface with helpful statistics
to improve the performance of MapReduce jobs.

Yarn and MapReduce. MapReduce jobs are conventional java programms, whose
classes have to implement some special interfaces provided by the org.apache.hadoop
library, i.e. *.mapreduce.Mapper or *.mapreduce.Reducer. Packed as a jar archive, it is
distributed to each node.
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Fig. 4. Hadoop-based implementation overview.

When starting a MapReduce job, a component named Yarn is managing the whole
set of resources. Yarn allocates the memory and spread the work over the whole cluster.
The input data is divided into splits depending on its size and for each split one name
node is assigned. The slave starts a Java Virtual Machine and in this container, the
mapping algorithm (the map method from the class implementing the Mapper interface)
is executed. When a slave has completed the task it can handle the next input split if
necessary. The reduce tasks are handled the same way.

NoSQL Databases. In case of the Hadoop-based implementation, two databases are
integrated in our application. The first one, MongoDB, is a document store, which helds
the information in form of the JavaScript Object Notation (JSON). These information
are the log data on the one hand, and the results from the mining on the other hand. The
second database is the key-value store Redis. The simple datastructures of a key-value
store fits perfectly to our needs. We simply use it as a connector of the two MapReduce
jobs for piping the σγ , η and ε values. Redis holds the whole data in the RAM, whereby
fast seek times are assured.

5.1 MP-Declare Mining on an Hadoop Cluster

The following paragraph shows our implementation approach for the MapReduce-
Mining on Hadoop. Figure 4 provides an overview of the server-side interacting tech-
nologies and infrastructure. On a Windows Server, we built a Hadoop-Cluster in form of
virtual machines with Ubuntu Server as the operating system. The user can interact via
an ASP.NET application, but it is recommended to communicate directly on the Unix
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terminal, as there is no official supported .NET-API for Hadoop. Hereafter, the descrip-
tion of the dataflow shall illustrate the workflow of the application. The numbers in
brackets are concerning the current progress in Fig. 4.

Preprocessing (1), (2). A special feature of our application is the use of a MongoDB-
Database as the input format for the map tasks. According to our observations in the
development process, this leads to a much better distribution of the splits, thus a reduc-
tion of runtime without any handmade improvements needed. In addition, the xes/xml-
format cannot be used as input readily, because the usual policy of splitting each line of
a text file to key-value pairs is unusable. The mapper needs at least one complete trace
as input and xml formatted key-value pairs like

(1, <log>)
(2, <trace>)
(3, <event key="task" value="a" />)

are so avoided in favour of JSON notated trace descriptions:

(1, {_id: 1,
events: [

{ attributes: [
{ key: task, value: a },
{ key: group, value: u },
...],

},
...

]
})
(2, ....)

But of course, the database has to be build up in a preprocessing step first. As an
initial step, the log file has to be load into the MongoDB. A parser builds a model
of the log. Metainformational annotations (i.e. [BsonElementAttribute(“events”)]) are
providing the driver the required details about how to interpret the POCO’s, so that they
can be converted into BSON-Documents. These documents can be inserted easily into
the database.

Multidimensional Mapping (3). Hadoop transfers the whole log from the MongoDB
to the MR-I-Mapper. The MR-I-Mapper gets the document as value and the key is
equal to the unambiguous id-field in the BSON-Documents. After that, the input T for
Algorithm 1 has to be prepared by filtering the set of documents by the user’s chosen
dimensions for each side. This helps to adjust the amount of data to just right size. Every
attributes object where the key is not in the userdefined dimensions lists, is filtered out
with the Java 1.8-Streaming API (Fig. 5).

Two event lists are generated this way, one for the left side and one for the right side
of the mining template

∧
dkleft → ∧

dkright.
As the communication is done via string representated events, there are unicode

characters added in order to mark the output pairs with respect to the concrete constraint
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Listing 1.1. Prepairing the MongoDB events.

1 L i s t <L i s t <DBObject>> e v e n t s = dbEven t s . s t r e a m ( ) .map ( a −>
2 {
3 Bas icDBObjec t a t t r i b u t e s O b j e c t = ( Bas icDBObjec t ) a

↪→ ;
4 Bas icDBLis t a t t r i b u t e s L i s t = ( Bas icDBLis t )

↪→ a t t r i b u t e s O b j e c t . g e t ( ” a t t r i b u t e s ” ) ;
5 re turn a t t r i b u t e s L i s t . s t r e a m ( ) . f i l t e r ( f −> {
6 Bas icDBObjec t fObj = ( Bas icDBObjec t ) f ;
7 re turn d i m e n s i o n s . c o n t a i n s ( fObj . g e t ( ” key ” ) ) ;
8 } ) .map ( o−>{
9 Bas icDBObjec t oO = ( Bas icDBObjec t ) o ;

10 DBObject ndbo = new BasicDBObjec t ( ) ;
11 ndbo . pu t ( oO . g e t ( ” key ” ) . t o S t r i n g ( ) , oO . g e t ( ”

↪→ v a lu e ” ) ) ;
12 re turn ndbo ;
13 } ) . c o l l e c t ( C o l l e c t o r s . t o L i s t ( ) ) ;
14 } )
15 . c o l l e c t ( C o l l e c t o r s . t o L i s t ( ) ) ;

Fig. 5. Preparing T .

they pertain. The characters are from the private use areas to avoid conflicts while
parsing the pairs in the further application. The mapper outputs the values as follows:

context.write(new Text(’\ue010’
+ eventsA.get(i) + ’\ue002’ + eventsB.get(j))
, new IntWritable(1));

If a key-value output starts with 0xE010, the reducer ascribes the information a
affiliation to σR, the character 0xE002 separates the arguments τi and τj from each
other.

Reducing (4). The reduce function is pretty simple. The only task the reducer has to
fulfill, is to add the values for uniform keys. In order to make σ, η and ε accessible
for MR-II, the reducer functions output is pipelined into a Redis-Store and serves as
MR-II-Mapper input further on:

Postprocessing (5), (6). As the σ, η and ε functions are now available, we can com-
pute the support and confidence indicators and visualize the result. Therby one mapper
for each constraint is instantiated and the key-value pairs are passed on to the MR-II-
Reducer. Here is the final calculation step when the corresponding η and ε values for a
current combination input are queried and the support and confidence values are written
to the MongoDB database.
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5.2 Performance Evaluation

Hadoop is called a big data framework which means it works best with an unusual
volume of data. This evaluation shows, if available log files are large enough and if the
MapReduce computation model fits also here. In Sect. 6, we briefly sum up our research
results including the suitability of Process Mining in context of MapReduce applied in
conventional implementations and on a Hadoop cluster and point out the future-proof-
ness of the later.

The performance analysis on a Hadoop cluster turned out to be much more com-
plex compared to concerning conventional implementations. The anatomy of Hadoop’s
MapReduce jobs is extremely customizable with over 200 configurable parameters
alone in the mapred-site.xml. In addition, there are also configuration files for Yarn,
the Hadoop Distributed File System (HDFS) and the cluster itself, even though not
every property may influences the performance (i.e. port usage for web interfaces).
Consequently, a clean analysis fails due to the many interdependencies between each
performance-affecting factor. Nevertheless, our measurements depicted in Table 14
show up tendencies supporting the setup of a performance-boosting configuration in
future. To follow the upcoming discussion in detail, a deep understanding of Hadoops’
components and their interworking is useful.

Table 14. Hospital Log: Performance measurement.

Configuration Elapsed Time

M(S) R S N Map Shuffle Merge Reduce Total

1 191(1) 12 0.8 17 00:14:41 03:13:21 00:00:02 00:01:27 05:41:53

2 191(1) 12 0.2 17 00:15:09 05:40:42 00:00:03 00:01:23 05:56:20

3 191(1) 1 0.2 17 00:15:02 05:44:11 00:00:24 00:11:54 06:00:43

4 191(1) 4 0.2 17 00:15:16 05:56:12 00:00:04 00:01:43 06:03:10

5 72(3) 12 0.8 17 00:36:42 03:47:10 00:00:04 00:01:15 05:38:25

6 72(3) 4 0.8 17 00:36:24 03:43:10 00:00:02 00:03:03 05:38:21

7 43(5) 4 0.8 17 00:42:42 03:31:57 00:00:01 00:02:30 04:48:17

8 27(8) 4 0.8 17 01:19:28 03:04:25 00:00:01 00:01:41 05:29:56

9 43(5) 4 0.9 17 00:41:25 01:18:40 00:00:04 00:01:19 04:45:31

10 191(1) 4 0.9 8 00:07:07 02:07:50 00:00:02 00:03:10 04:47:03

11 36(6) 4 0.9 8 00:29:52 01:43:10 00:00:02 00:04:04 04:12:29

12 27(8) 4 0.9 8 00:44:28 01:18:23 00:00:01 00:03:29 04:30:35

Table 14 shows the results of multiple benchmarks on the Hospital Log. This log
file includes 1143 traces with a total number of 150291 events, thus an average quotient
of 131 events per one trace. The size of the log in our MongoDB comes up to 108 MB.
The internal job counters from Hadoop outputs a total Mapper production of circa 16
Million key-value pairs (2.5 GB).
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The configuration parameters are noted abbreviated in Table 14 and have the fol-
lowing meaning: the amount of Mappers with the corresponding Split size, the amount
of Reducers, the value for the reducer’s Slow start and the size of the cluster (amount
of Nodes). Interesting information can be extracted from those duration times:

The strongest impacts probably bear the amount of mappers and reducers, the input
split size which defines the input split quantity, the laziness of reducers (the reducers
start working after 80% of the mappers have finished for example) and so on. Additional
the hardware settings of each node, like extra CPU cores or RAM, can be modified.
Having levelled up the node’s hardware, in turn further possibilities of cluster config-
urations are opened like executing more mappers on a single node and thus reducing
the network load. Getting out the best of Hadoop involves adjustments to the respec-
tive use case (here: log file). Besides from complying general guiding lines, changes
in performance by varying the parameters have to be observed to derive best strategies
for certain kinds of log files (i.e. amount of traces, average events per trace, amount of
different events, distribution of all events onto traces and so on).

The average map time rises with a simultaneous reduction of the map jobs. This can
be controlled with increasing the input split size. We observe a growing average map
time per mapper as each mapper has to work off a greater number of traces. There is
an optimal split size between the split sizes 4 and 6. A potential explanation could be,
that the latency periods for allocating new containers for the map jobs are upholding the
durations for low split sizes and inefficient sorting and shuffling processes may cause
increasing map times for too big split sizes.

However, this is only true within the restriction of limited nodes. Disregarding the
cluster size, for a 1 MB split size, the level of parallelization is the highest and each
of the 191 splits can be computed at the same time, which leads to a total map phase
time of circa 15 min. The average reduce time obviously depends on the participating
reducers. But there is no linear dependency as the total reduce time with 12 reducers
is round about 16 min, with only one acting reducer 12 min and with 4 reducers, the
elapsed time for reducing is 7 min. Those values may be contaminated by the slowstart
threshold, but 4 reducers turned out to be good anyway.

The measurements for the shuffle phase are not so transparent as desired. Although
there seems to be a dependency on the slowstart threshold (the bigger the value the
faster is the shuffling), the idle time when waiting for the next mapper to finish has to
be considered. This means with a slowstart threshold of 0.2 the first shuffle action takes
place at the very beginning and thus runs longer as if the first shuffling is just right
before the reducer starts. To optimize the performance, finer grained logging informa-
tion has to be consulted. There are hardly any limits of possibilities for instance (i)
analyzing which mappers work on which traces and how long; (ii) how evolves the
mapping time? (more finished mappers causes bigger sorting and shuffling effort); (iii)
are there valuable information hidden in a complete gantt chart of the MapReduce job?
- to name only a few.

As Hadoop overpowers conventional systems more and more, the more data has to
be processed, a discussion on the data volume is appropriate on top of the performance
analysis as seen in Sect. 4.
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Fig. 6. MP-Declare Miner control centre with available logs and executed jobs.

Due to the characteristics of the Declare constraints, the quotient of the average
occurred events per trace is a crucial factor. In case of the hospital log this value is equal
to 131. In the worst-case scenario for the response constraint, that is when every event
in a trace is different, the mapper produces (n−1)×n

2 key-value pairs (10153 for n =
131). Multiplied with the number of traces (1143) the MR-I-Mapper output comes up to
about 12 × 106 elements for the response constraint only. Assuming 250 Bytes per
output pair, this leads to a total required memory space of up to 20 GB. Hence, even
with current available event logs, declarative process mining may produce a quantity of
data which reaches the level of available RAM in conventional systems.

5.3 System Support

The user can provide the input event log and configure the mining parameters via a web
front-end shown in Fig. 6. We first load each of the event logs given as a XES file into
a MongoDB. Having loaded the XES file into the MongoDB database, the event log is
available in the New Job section shown in Fig. 7.

The tool is configured to discover the conditions under which a certain constraint
is fulfilled in the log. The user can select the data attributes that should be considered
for the mining. Columns refer to the activities involved in the constraint. In Fig. 7, the
checked attributes specify that the activity names are taken into account for both activ-
ities. Additionally, the org:resource attribute is analysed for the first one, e.g., the acti-
vation of the Response constraint. The application sends the command to the Hadoop
cluster to start the job with the given parameters. Afterwards, the distributed discovery
is started and the user can check the progress in the Control Center (Fig. 6). The sup-
port and confidence values are stored in the MongoDB for further processing and the
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Fig. 7. User interface to start a new mining job.

graphical representation of models. Further screenshots, the application results as
well as a screencast illustrating the mining procedure are accessible on-line at http://
mpdeclare.kppq.de.

6 Discussion

In [23], we proposed a MapReduce approach for the discovery of a declarative process
model in the form of MP-Declare constraints and have proven the feasibility in a con-
ventional proof-of-concept implementation. As MapReduce is the inbuilt computation
model of BigData frameworks like Hadoop, we here continue our work to analyse the
suitability of process discovery on a Hadoop cluster using MapReduce. BigData. We
stated that Hadoop needs a bunch of data to work powerful, but current available event
logs are far beyond this size. Nevertheless, there are still valid arguments for this app-
roach: Due to the nested for-loop and the characteristics of the MP-Declare constraints,
a normal-sized event log in the megabyte range can lead to a data production of lots
of gigabytes in the mapper. Thus, our BigData is not concerning the input size, but the
output size of the mapping stage. MapReduce. We further misuse the idea of MapRe-
duce a little bit. In most open examples, the mapping stage iterates over the input once
and after that, the reducers combines the information in a sensible way. In contrast, we
have implemented a nested for-loop in each Mapper to address the MP-Declare con-
straints, but as stated, this produces our BigData. Hence, our hardware requirements
may differ from usual Hadoop clusters, as we need a powerful single-threaded CPU in
the mapping nodes.

Conventional Implementation vs. Hadoop Cluster. After a comparison of both’s per-
formance, we are allowed to draw the following conclusion. For currently available
event logs, the conventional implementation outperforms the too powerful Hadoop clus-
ter which suffers from transferring data between nodes and costly management issues.
On the contrary, in future due to the Internet of Things or OpenData-Initiatives much

http://mpdeclare.kppq.de
http://mpdeclare.kppq.de
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more data will be produced and incorporated into process discovery, so that conven-
tional implementations can not handle the amount of data anymore and distributed
computing on a cluster becomes much more favourable.

7 Related Work

Several approaches have been proposed for the discovery of declarative process mod-
els. In [13], the authors present an approach that allows the user to select from a set of
predefined Declare templates the ones to be used for the discovery. Other approaches to
improve the performances of the discovery task are presented in [8,25]. Additionally,
there are post-processing approaches that aim at simplifying the resulting Declare mod-
els in terms of redundancy elimination [5,14] and disambiguation [2]. An approach
similar to the SQL-based one used in this paper is presented in [19] and is based on
temporal logic query checking. In [24], the authors define Timed Declare, an extension
of Declare that relies on timed automata. In [11], an approach for analysing event logs
with Timed Declare is proposed. The DPILMiner [20] exploits a discovery approach to
incorporate the resource perspective and to mine for a set of predefined resource assign-
ment constraints. In [15], the authors introduce for the first time a data-aware semantics
for Declare and [12] first covered the data perspective in declarative process discovery,
although this approach only allows for the discovery of discriminative activation condi-
tions. [21] proposes an approach to enable the discovery of MP-Declare constraints by
querying event logs given in relational databases with SQL. Here, a performance evalu-
ation has not been described. In recent work [22,23], the authors presented a distributed
approach for mining MP-Declare process models based on MapReduce. The paper at
hand extends this work by providing an in-depth description of a Hadoop-based imple-
mentation approach as well as further information on the implemented prototype.

8 Conclusions

In this paper, we continued our work from [23], where we introduced the discovery of
MP-Declare models based on the distributed processing method MapReduce. The con-
ventional methods of the proposed proof-of-concept implementation back then is capa-
ble to handle only Event Logs having state-of-the-art size, but will fail when the amount
of processed and recorded data follow latest trends and the data volume will explode in
the upcoming years. For this purpose, special frameworks are available with Hadoop as
the most famous representative using MapReduce as core computation method. In this
paper, we propose implementation concepts of the MapReduced-based MP-Declare dis-
covery algorithms on a running Hadoop cluster. We further provide an in-depth analysis
of the implementation approach and detailed information on the implemented prototype
as well as an analysis in comparison with the conventional implementation. The mining
performance and effectiveness have been tested with real-life event logs. The exper-
iments show that our technique solves this complex mining task in reasonable time.
Further screenshots, the application results as well as a screencast illustrating the min-
ing procedure are accessible on-line at http://mpdeclare.kppq.de.

http://mpdeclare.kppq.de
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The approach at hand represents a step into the direction of integrating process and
data science and depicts a customisable and high performant declarative process mining
technique. For future work, we plan to consider also correlation and time conditions
as well as an additional integration of all MP-Declare constraints. Furthermore, we
will examine how to improve performance even more, for instance with alternative
MapReduce frameworks which can be set up and tested with the proposed algorithms.
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