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Preface

The Pacific-Asia Conference on Knowledge Discovery and Data Mining (PAKDD) is
one of the longest established and leading international conferences in the areas of data
mining and knowledge discovery. It provides an international forum for researchers and
industry practitioners to share their new ideas, original research results, and practical
development experiences from all KDD-related areas, including data mining, data
warehousing, machine learning, artificial intelligence, databases, statistics, knowledge
engineering, visualization, decision-making systems, and the emerging applications. As
the first joint event, PAKDD 2019 was held in Macau SAR, China, during April 14–17,
2019.

Along with the main conference, PAKDD workshops intend to provide an
international forum for researchers to discuss and share research results. After
reviewing the workshop proposals, we were able to accept five workshops that covered
topics in intelligence and security informatics, weakly supervised learning, data
representation for clustering, biologically inspired techniques, and deep learning for
knowledge transfer. The diversity of topics in these workshops contributed to the main
themes of the APWeb-WAIM conference. These workshops were able to accept 30 full
papers that were carefully reviewed from 52 submissions. The five workshops were as
follows:

– The 14th Pacific Asia Workshop on Intelligence and Security Informatics (PAISI
2019)

– PAKDD 2019 Workshop on Weakly Supervised Learning: Progress and Future
(WeL 2019),

– Learning Data Representation for Clustering (LDRC 2019),
– The 8th Workshop on Biologically Inspired Techniques for Knowledge Discovery

and Data Mining (BDM 2019)
– The First Pacific Asia Workshop on Deep Learning for Knowledge Transfer (DLKT

2019)

July 2019 Hady W. Lauw
Leong Hou U.
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A Supporting Tool for IT System
Security Specification Evaluation Based
on ISO/IEC 15408 and ISO/IEC 18045

Da Bao(B), Yuichi Goto, and Jingde Cheng

Department of Information and Computer Sciences,
Saitama University, Saitama, Japan

{baoda,gotoh,cheng}@aise.ics.saitama-u.ac.jp

Abstract. In evaluation and certification framework based on ISO/IEC
15408 and ISO/IEC 18045, a Security Target, which contains the speci-
fications of all security functions of the target system, is the most impor-
tant document. Evaluation on Security Targets must be performed as
the first step of the whole evaluation process. However, evaluation on
Security Targets based on ISO/IEC 15408 and ISO/IEC 18045 is very
complex. Evaluation process involves of many tasks and costs lots of time
when evaluation works are performed by human. Besides, it is also diffi-
cult to ensure that evaluation is fair and no subjective mistakes. These
issues not only may result in consuming a lot of time, but also may affect
the correctness, accuracy, and fairness of evaluation results. Thus, it is
necessary to provide a supporting tools that supports all tasks related
to the evaluation process automatically to improve the quality of eval-
uation results at the same time reduce the complexity of all evaluator
and certifiers’ work. However, there is no such supporting tool existing
until now. This paper proposes a supporting tool, called Security Target
Evaluator, that provides comprehensive facilities to support the whole
process of evaluation on Security Targets based on ISO/IEC 15408 and
ISO/IEC 18045.

Keywords: IT security evaluation · ISO/IEC 15408 ·
ISO/IEC 18045 · Security target

1 Introduction

ISO/IEC 15408 [1–3] and ISO/IEC 18045 [4] (also known as Common Criteria
and Common Evaluation Methodology) are a pair of international competitive
standards for security evaluation on IT systems. They are used to evaluate the
security capability of different target information systems. The results of eval-
uation can be used for comparisons among different IT systems, such that cus-
tomers can easily choose the systems. Evaluation based on ISO/IEC 15408 and
ISO/IEC 18045 now is widely used, there are already 28 countries have taken

c© Springer Nature Switzerland AG 2019
L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 3–14, 2019.
https://doi.org/10.1007/978-3-030-26142-9_1
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these standards as their national standards to measure security of IT systems
[9].

A Security Target (ST), which contains the specifications of all security func-
tions of the target system, is the most important document in evaluation based
on ISO/IEC 15408 and ISO/IEC 18045. Mistakes in ST can have repercussions
throughout the whole evaluation process based on ISO/IEC 15408. Consequently,
it is necessary to perform a strict evaluation on ST as the first step of the eval-
uation.

However, evaluation on Security Targets based on ISO/IEC 15408 and
ISO/IEC 18045 is very complex. The evaluation process involves of many tasks
and costs lots of time when evaluation works are performed by human [5,6].
Besides, it is also difficult to ensure that evaluation is fair and no subjective
mistakes. These issues not only may result in consuming a lot of time, but also
may affect the correctness, accuracy, and fairness of evaluation results. Thus,
it is necessary to provide a supporting tool that supports all tasks related to
the evaluation process automatically to improve the quality of evaluation results
at the same time reduce the complexity of all evaluator and certifiers’ work.
However, there is no such supporting tool existing until now.

This paper proposes a supporting tool, called Security Target Evaluator, that
provides comprehensive facilities to support the whole process of evaluation on
STs based on ISO/IEC 15408 and ISO/IEC 18045. This paper analyzed the
evaluation process of STs based on ISO/IEC 18045 and clarified 168 detailed
evaluation tasks. The procedures of performing those tasks are also proposed.
Then the paper provides corresponding methods to support evaluation on STs.
With these methods, we can implement a comprehensive supporting tool for
evaluation on STs.

2 Security Target and Its Evaluation Process

2.1 Security Target with ISO/IEC 15408

ISO/IEC 15408 gives a unified vocabulary to describe security characteristics
of the target systems. The standard is composed of 3 parts: Part 1 is an intro-
duction to the framework of ISO/IEC 15408; Part 2 is the security functional
components; Part 3 is the security assurance components. The abstract security
requirements are provided in Part 2 and Part 3 of ISO/IEC 15408.

An ST is the document that describes security specifications of the target sys-
tem and clarifies the scope of it in the unified vocabulary provided by ISO/IEC
15408. The basic contents of an ST are organized as the Fig. 1. The figure shows
the structural outline of an ST. ST introduction describes the target system,
which is called Target of Evaluation (TOE) in ISO/IEC 15408, on different lev-
els of abstraction. Conformance claims shows that the ST claims conformance
to ISO/IEC 15408 Part 2, ISO/IEC 15408 Part 3, etc. Security problem def-
inition (SPD) shows which threat, organizational security policies (OSP) and
assumption that must be countered, enforced and upheld by the TOE; Security
objectives shows the solution (TOE itself and operational environment) to the
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security problems for the TOE; Extended components definition defines new
components if the components are not included in ISO/IEC 15408 Part 2 or
CC Part3. Security requirements defines the SFRs and SARs; TOE summary
specification shows how the SFRs are implemented in the TOE.

Fig. 1. The structure of security target

2.2 Evaluation Process Based on ISO/IEC 18045

ISO/IEC 18045 is a companion standard of ISO/IEC 15408, and provides a set
of activities that can be followed to conduct an ISO/IEC 15408 evaluation on the
target system. These activities describe the minimum actions to be performed in
the evaluation. What to evaluate STs is also provided in ISO/IEC 18045, which
consists of 76 activities.

For example, INT.1-10 is an activity of ISO/IEC 18045 for evaluating STs.
That is to examine the TOE description to determine that it describes the logical
scope of the TOE. According to INT.1-10, there are 3 actions in the activity that
should be performed. The first action is to confirm whether the logical scope
description of the target system is in the TOE description section. The second
action is to confirm whether the security functions are described in the logical
scope description. The third action is to confirm whether the security functions
are described clearly and not possible to lead a misunderstanding. When INT.1-
10 is followed to examine the ST, all of the 3 actions must be performed properly.

2.3 Issues of the Evaluation Process

Although, ISO/IEC 18045 has given a set of instructions to guide the evaluation
activities, but some are not clear enough. Some instructions may include multiple
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actions about how to evaluate ST. Some activities may include implicit actions,
that may cause confusion of non-experienced evaluators and result in no subjec-
tive mistakes in evaluation. The example instruction is combined with 3 targets.
Those targets are the smallest unit of verification and validation. Moreover, for
the tasks included in the same instruction, their procedures are different with
each other, and the corresponding supporting methods will also be different.
Thus, it is necessary to divide or clarify activities into detailed tasks. Addi-
tionally, ISO/IEC 18045 does not specify procedures clearly to carry out those
activities. Many procedures of the activities are basing on experienced evalua-
tors’ judgment and background knowledge. It is difficult for evaluators who are
lack of experience and knowledge of the standard.

3 Supporting Methods for Evaluation on Security Targets

3.1 Analysis of Evaluation Tasks on Security Targets

Considering that each action should be taken as an independent task for evaluat-
ing STs, we analyzed all of 76 activities and clarified the original set of evaluation
activities by following two rules. (1) Some activities required a lot of multiple
actions or steps, which required each action to be separated into a separate eval-
uation task. (2) Some activities implicitly contain some actions that should be
specified explicitly and taken as an independent evaluation task. We clarified
168 evaluation tasks in the 76 activities. The details of each evaluation task was
shown in related work, which is published in another papers [12].

Then, we clarified the procedures for each evaluation tasks. Among the pro-
cedures for 168 evaluation tasks, the procedures of some tasks are similar with
each other. Therefore, we classified the 168 evaluation tasks into 6 groups. Pro-
cedures of tasks in a group have similar pattern. Table 1 shows which group the
tasks belong to.

Table 1. Count of evaluation tasks in each classification

Classification of evaluation tasks Count

Existence of content 68

Sufficiency and necessity of content 47

Correctness of outside relationship 16

Sufficiency and necessity of inside relationship 24

Correspondence of security requirements 10

Dependency among security requirements 3

The following paragraph shows the 6 groups of targets and the procedures
patterns of each group. The underlined text changes according to the targets
just like parameters in a function.
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– Existence of Content
The tasks in this group is about examining whether the contents, that should
be included in the ST, is existing or not.
procedure pattern
1. select The task about existence of the contents
2. examine whether the content that should be contained in STs according

to the rule, is existing in related section of the ST
– Sufficiency and Necessity of Content

The tasks in this group is about examining whether the contents is sufficient
or necessary or possible to occur misunderstanding for this ST.
procedure pattern
1. select The task about the relationship between ST and other documents
2. find out the section relating to The task
3. examine the content in these sections whether the contents is sufficient

or necessary or possible to occur misunderstanding for this ST according
to the provided explanations and tips

– Correctness of Outside Relationship
The tasks in this group is about examining whether the relationship between
ST and other document (ISO/IEC 15408 Part 2, ISO/IEC 15408 Part 3, etc.)
claimed in the ST is the same as actual relationship.
procedure pattern
1. select The task about the relationship between ST and other documents
2. find out these the elements in the ST and the other document relating

to target
3. examine whether the set of elements in the ST has one different element

from or is a subset of elements in the other documents by comparing the
two sets

– Sufficiency and Necessity of Inside Relationship
The tasks in this group is about examining whether the relationship between
different parts of the ST is sufficient and necessary for this ST.
procedure pattern
1. select The tasks about the relationship between two parts of ST
2. find out these sections, that reflect the relationship
3. examine the sufficiency and necessity of the relationship by analysis the

contents of these sections according to the provided explanations and tips
– Correspondence of Security Requirements

The tasks in this group is about examining whether security requirements in
this ST is an instance of the abstract security requirements (SRs) provided
in ISO/IEC 15408 Part 2 and Part 3.
procedure pattern
1. select The task about the security requirements
2. find out the SRs in the ST and the corresponding abstract SRs in CC

Parts
3. prove whether these SR in the ST is instance of abstract SR in CC Parts
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– Dependency among Security Requirements
The tasks in this group is about examining whether the dependency of secu-
rity requirements in this ST satisfied the dependency that defined in ISO/IEC
15408.
procedure pattern
1. select The task about the security requirements
2. find out the SRs in the ST
3. examine every SR and confirm that the SRs depended by this SR is

existing in the ST

The procedural order is also important parts of evaluation on STs. We divided
the activities into small tasks, but all of tasks should be combined to form a
complete evaluation process. For example, suppose there are two targets from
group Existence of Content and group Sufficiency and Necessity of Content,
the target about examining whether the content is existing must be confirmed
firstly, then another target will be examined to determinate the sufficiency and
necessity of existing content. Thus, we should clarify the procedural order among
the targets, so that the evaluation process can be supported properly.

3.2 Supporting Methods

We proposed the supporting methods under the consideration that procedures
of the evaluation tasks in the same group can be supported by the the same
method. The following paragraphs show the supporting method for each group.

Existence of Content: The tasks in this group can be checked automatically
if an ST is formalized in XML. For example, INT.1-2-2 is a target of this group.
That is “existence of version of the ST”. It is possible to examine INT.1-2-2 by
defining the tags <st version>, </st version> in the XML format of STs and
checking whether a text exists between the tags <st version>, </st version> or
not.

Sufficiency and Necessity of Content: The determinations of the tasks in
this group can only be made by human. Thus, the supporting method for this
group is providing an environment to display only the specification of the ST
and guidances or helpful explanations. It is possible to implement by tagging STs
and related documents. The environment is a convenience that the evaluators
can focus on making the determination and have no more need of finding out
the relevant sections by themselves.

Correctness of Outside Relationship: The tasks in this group can be checked
automatically by providing some functions. The functions can extract the rele-
vant sections from the ST formatted in XML and relevant documents formatted
in XML, and then compare these sections to confirm the relationship among
these sections according to the targets. The extraction and comparison can be
easily completed by the software that can save a lot of time for the developers.

Sufficiency and Necessity of Relationship: The determinations of the tasks
in this group can only be made by human. Thus, the supporting method for this
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group is providing an environment in which the content of trace and the two
relevant sections are displayed automatically by search the tagging ST. Some
prepared explanations and tips will also be displayed in the environment to help
the developers to make the determination. The environment is a convenience
that the developers can focus on making the determination and have no more
need of finding out the relevant sections by themselves.

Correspondence of Security Requirements: The tasks in this group can
be checked by a formal method that performs the evaluation tasks based on
ISO/IEC 15408 [13]. The formal method uses in Z notation to formalize the
ST’s security requirements and ISO/IEC15408’s security requirements, and uses
Z/EVES [8], a theorem proving tool, to support the tasks in this group. An
environment [11] is provided to supporting the process of formalizing the STs’
security requirements in Z notation [7]. The abstract security requirements in the
ISO/IEC 15408 has been formalized and will be provided when the evaluation
tasks is performed.

Dependency Among Security Requirements: The tasks in this group can
be performed automatically if an ST is formalized in XML and the dependency is
organized in structural format. To support the tasks, we built a hierarchical tree
based on the dependency that is defined in the ISO/IEC 15408 Part 2. For each
SFR in ST, a list, that include all necessary SFRs, will be produced according to
the hierarchical tree. Every security function requirement in the list is examined
to confirmed whether it is existing in the ST.

Procedural Order: Supporting for procedural order of evaluation tasks can be
performed automatically according to the relationship among the tasks. To sup-
port the tasks, we built a hierarchical tree based on the procedure order. When
a task is going to be examined, the relevant task will be confirmed according to
the relationship. A list is produced to show all of the tasks whose examination
must be performed before the selected one’s. A second list is produced to show
the targets whose examination can be performed after the selected one. It will
provide a convenient for the developers, because there is no need to prepare the
execution order for the tasks and focus on determination and checking contents.

4 Security Target Evaluator: A Supporting Tool for
Evaluation on Security Targets

4.1 Requirements for Security Target Evaluator

Security Target Evaluator (STE for short) is a supporting tool which pro-
vides functionality to support the whole process of evaluation on STs based
on ISO/IEC 15408 and ISO/IEC 18045. We defined 3 basic requirements for
STE. Its requirements are as follows:

R1. STE must guarantee that all of evaluations tasks for STs must be performed
properly. According to our analysis and classification on evaluation tasks, we
need to implement components for executing each supporting method.
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R2. STE must provide facilities for all evaluators to perform their tasks in a
guided regular order. Evaluation based on ISO/IEC 15408 and ISO/IEC 18045
is a very complex process. The evaluation process corresponds to a set of eval-
uation tasks from different classification, wherefore different components must
collaborate with each other to perform these evaluation task completely.

R3. STE must guarantee that each relevant document and relevant data must be
managed in an appropriate format. The evaluation process of STs would refer
to ISO/IEC 15408 and ISO/IEC 18045, the Security Target document, all of
comments from evaluators and kinds of temporary files in evaluation tasks. All
of document and data must be managed in an appropriate format, so as to be
accessed and reused easily.

4.2 Components for Supporting Methods in Security Target
Evaluator

To perform all evaluation tasks on STs, we implemented corresponding compo-
nents to execute each supporting method. We devised the algorithm for each
component according to the procedural pattern for each supporting method. We
also designed each component with the capability of handling different inputs
that is required by the evaluation tasks in corresponding group. Additionally, we
assigned Group ID for each evaluation task so that each tasks can refer to the
right component. The Fig. 2 shows all components of STE and relevant data.

Fig. 2. Components in security target evaluator

To support the evaluators for performing the evaluation task in regular order,
we assigned Task ID for each evaluation tasks and defined the hierarchical tree
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to organize the IDs. We also devised the function for produce the sequential list
for each tasks. The list can be shown to the evaluators who can make their own
plan according to the sequential.

We designed STE as a web application for evaluators to ubiquitously evaluate
STs without depending on a particular environment. We implemented it with
Java (Version 8 Update 171) and Play Framework (Version 2.2.1). Figure 3 show
user interfaces for choose ST and the evaluation tasks.

Fig. 3. Choosing ST and the evaluation tasks.

4.3 Management of Relevant Documents and Data

To manage the relevant documents and data, we prepared appropriate formats
for them. Because XML has the ability of the flexible representing, we used
XML to design formats for ST, ISO/IEC 15408, each kind of list and hierarchical
tree. Considering that the ST formalized in XML is the basis of all the support
methods, we defined XML-based format (named ST-XML) for the ST according
to ISO/IEC 15408 and ISO/IEC 18045. ISO/IEC 15408 explains what an ST
must contain, and defines a normative structure for STs. That can be used as
guidance in the producing an ST. ISO/IEC 18045 provides the criteria that
it is necessary for ST to satisfy. From another perspective, the criteria also
put out information about what an ST must contain. Therefore, we adapted
the normative structure in ST-XML, and defined every necessary tags that are
sufficient for the production of STs. Furtherly, we defined some necessary tags
relating to examining the targets of verification and validation to make the ST-
XML more suitable for the verification and validation. With the help of ST-XML,
relating sections can be easily found out by searching the corresponding tags.
There is no need to execute the searching actions by the developers themselves,
and they can focus on the judgment whether the ST satisfied the targets of
verification and validation. The Fig. 2 shows all the relevant document and data,
and also the relationship between components and these data.

In order to manage ISO standards and relating data by database, various
characteristics of the standards and documents have to be taken into a careful
consideration.
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– The database should satisfy following requirements according to their char-
acteristics.

– The database should correspond with semistructured structure of the stan-
dards.

– The database should manage all relating documents of evaluation process and
be able to extract needed parts from the standards and documents.

– The database should maintain the relationship among the standards and the
documents.

– The database should manage relationship between components composed in
STE.

To satisfy requirements, each relating document or data need a general nor-
mative template with specific unique identify informations for each specific con-
tent that need to be searched out. ISO/IEC 15408 defines what contents eval-
uation evidences must contain, that can be used as guidance for developers to
producing an IT systems. ISO/IEC 18045 provides the criteria that the evalu-
ation contains must satisfy. Therefore, we summarized the normative template
for Security Target.

As the Fig. 2 shows, we choose to implement our database based on a combine
of XML data model and relational model. And the Fig. 4 shows the structure
of our database. We chose to implement the evaluation management database
by using IBM DB2 Express-C. Because data model of evaluation management
database is based on a combine of XML data model and relational model. IBM
DB2 Express-C is a free hybrid type database management system with strong
functions to support such data models.

Fig. 4. Data model in security evaluation database
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We have designed XML templates for evaluation relating documents, sum-
marized all tasks of evaluation process based on Version 3.1 of ISO/IEC 15408
and ISO/IEC 18405. We implemented a prototype of database with all the tables
we designed by using IBM DB2 Express-C Database Management System [10].

5 Concluding Remarks

This paper proposes a supporting tool, called Security Target Evaluator, that
provides facilities to support the whole process of evaluation on STs based on
ISO/IEC 15408 and ISO/IEC 18045. To implement the supporting tool, this
paper analyzed the evaluation process of STs based on ISO/IEC 18045 and
clarified 168 detailed evaluation tasks. The we clarified the procedures of each
evaluation task and provided supporting methods for them. This paper also
shown the design and implementation of STE. STE is the first tool that can
support the whole process of evaluation on STs. Currently, STE can provide
partial facilities for evaluating STs. The next step, we are going to implement
all components and provide full facilities for evaluators to perform all evaluation
tasks on STs.

Besides evaluating STs, ISO/IEC 15408 and ISO/IEC 18045 also provides
instruction to guide evaluators to perform evaluation on development process,
evaluation on the guidance document, evaluation on life-cycle support process,
evaluation on test process, evaluation on vulnerability assessment process, and
evaluation on composition process. The evaluation activities should be also sup-
ported properly. In the future, we will construct the supporting environment
for IT system security evaluation and certification based on ISO/IEC 15408
and ISO/IEC 18045 that provides comprehensive facilities to support the whole
evaluation and certification process. This supporting environment can no only
provide evaluators with a high time efficiency, but also can provide more fairness,
more correctness and more accuracy of evaluation results.
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Bertoni, A., Preneel, B., Návrat, P., Bieliková, M. (eds.) SOFSEM 2008. LNCS,
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Abstract. Online Social Networks have become immensely vulnerable for
spammers where they spread malicious contents and links. Understanding the
behaviors across multiple features are essential for successful spam detection.
Majority of the existing methods rely on single view of information for spam
detection where diversified spam behaviors may not allow these techniques to be
survived. As a result, Multiview solutions are getting emerged. Based on
homophily theory, a hypothesis of spammer’s behaviors should be inconsistent
across multiple views compare to legitimate user behaviors is defined. We
investigated the consistency of the user’s content interest and popularity over
multiple topics across multiple views. The results confirm the existence of
notable difference of average similarity between legitimate and spam users. It
proved that the legitimate user behaviors are consistent across multiple views
while spammers are inconsistent. This indicates that consistency of user
behavior across multiple views can be used for spam detection.

Keywords: Spam detection � Content interest � Behavior consistency

1 Introduction

The nature and the structure of a complex social system are determined by the members
and their relationships of the system. Online Social Networks (OSN) enable new forms
of social interaction with profound influence on our social, political and business
cultures. They are inherently liable to be exploited for malicious and criminal purposes.
For example, malicious users spread unsolicited or harmful information (i.e., spam-
ming), or persuade other users to provide sensitive information (i.e. phishing) that can
be exploited for further attacks [1]. The development of techniques to protect against
OSN-based threats is critically important and a matter of urgency. Among all types of
OSN attackers, Social spammers have shown a significant growth in OSNs by
spreading phishing scams, publishing malicious contents with links and promotion
campaigns [1]. The spammers frequently change their spamming strategies and try to
disguise as benign users.

State of the art reveals that, mainly classification methods have been proposed for
spam detection [2, 3] while they used user features and OSN features for spam
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detection. Many efforts try to find the new features or use combination of features to
improve the accuracy of the classifiers [3, 4]. Essentially, classifiers are constructed
based on a labelled training dataset with selected features. However, the labelled
training datasets are expensive to generate and mostly unavailable to users. Moreover,
attackers’ features change over time, meaning that classifiers that are constructed based
on previous data cannot detect new forms of attacks. In addition to the limitations
associated with classification techniques, successful classifiers developed for spam
detection even suffered with the problems of data labelling, spam drift, imbalance
datasets and data fabrication in terms of spam detection.

The areas of sociology and phycology have revealed that the human behaviors are
consistent across different contexts. Nevertheless, they suffered with limitations of
using less samples of human beings for their experiments. There is no such investi-
gation which used the digital data to prove this nature of human behaviors. The
homophily theory [7] suggests that, people with similar characteristics or interests are
likely to connect. Cardoso [6] has investigated that two users who follow reciprocally
have the same user interest in their shared contents. Further they highlighted the fact
that “there exists a higher topical similarity between connected users in social net-
works”. Consistency can be defined as the adherence to the same principles or
agreement or compatibility among the parts of complex processes. Sharemen et al.
defined that the situational similarity along with behavioural and usage similarity imply
the behavioural consistency of human personalities in their day to day lives [8].
Consistency can be considered as one of the fundamental factors to determine the trust
and loyalty among individuals or communities. According to above theories, benign
users have similar interest over the same contents and their behaviors should be con-
sistent across different situations. At the same time malicious users may not similar in
terms of their content interest and their behaviors are not consistent across different
situations.

Based on the theories of homophily and consistency we developed a general
hypothesis: “The user behaviors should be consistent across multiple aspects. We
considered the user’s information interest and the popularity derived through the
retweeting behavior as two separate views. Based on two views, we extend the general
hypothesis: “Legitimate users should have a higher consistency over multiple views
while spam users are less consistent or inconsistent”. The intention was towards the
spam detection and we conducted a set of experiments to verify the hypothesis. Three
publicly available twitter data sets, Social Honeypot [9], HSpam14 [10] and “The fake
project” [11] were used for the experiments. The results were supporting the hypothesis
and indicated that the user behavior consistency across multiple views can be useful for
spam detection. The contributions of this paper can be summarized as follows. The
paper presents an in-depth empirical analysis on three real world twitter datasets and
the investigation results proved that the features distribution across different views for
legitimate users and spammers are different. Hence it is possible to use multiple views
for spam detection. The investigation reveals that the user’s behaviors across multiple
views for legitimate users are consistent while spam user behaviors are inconsistent.
Thus user behavior consistency across multiple views could be used for spam
detection.
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2 Related Work

There are numerous efforts for spam detection which used the raw twitter contents from
both message and account aspects. They employ the machine learning techniques to
detect spammers. Few others tried to combine features from twitter contents and apply
some statistical methods to detect the spams. Connecting with third-party services for
the detection has become the third approach for spam detection [12]. Majority of the
spam detection techniques employed with classification techniques by utilizing dif-
ferent features to train the classifiers. SMFSR used the information of user activities to
train the classifier while SSDM introduced a combination of text information and
network information for spam detection through classification [13]. Some efforts tried
to learn classifiers by only using the features extracted from user’s behaviors [4, 14] by
distinguishing the features for identifying spammers. Some content features used for
spam detection include post to comment similarities, noun phrase analysis, word usage
such as keywords or patterns, frequency of words, bag of words etc. It is essential to
combine these text features with other features such as url or connection features to
detect the spammers [4]. Some efforts have utilized the OSN features for spam
detection. Ghosh et al. [15] proposed a ranking scheme by using the link farming and a
SybilRank algorithm is presented in [16] by considering the social graph properties as
inputs. Social account relationships are used to construct a social relationship building
algorithm and they extended their algorithm to detect spammers based on account
relationships [17]. The current spam detection approaches suffered with the problems
of data collection and labelling [18], spam drifting, class imbalance problems [13]
where many of these problems have a higher influence from the features used in these
classification techniques.

In most scientific data analysis problems, data are collected from diverse domains
or features are extracted from different extractors. They are classified in to different
groups. These groups are named as “views” and multiple views are considered for final
solution by combining them in different ways. Multi View clustering (MVC) is used to
group the objects in to different clusters by considering the features derived from
different views [8]. NMF can be considered as the common method for Multiview
clustering. They used the joint factorization of different metrics. By applying the
clustering methods, results could be obtained from each view. Shen et al. [3] have
developed a Multiview based spam detection approach by considering text, url and
hash tags as different views. They try to combine the multiple social information
extracted from multiple views to learn a model based on NMF. Nevertheless, their
intention was to test the possibility of getting accurate results by combining multiple
features to train the classifiers. Homophily is the principle that a contact between
similar people occurs at a higher rate than among dissimilar people. The pervasive fact
of homophily means that cultural, behavioural, genetic or material information that
flows through networks will tend to be localized” [7]. In our investigation we try to use
the idea of user’s interest should be consistent across multiple views. We also assumed
that combination of different features of OSN across multiple views could be used to
distinguish spammers from legitimate users in online social networks.
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3 Hypothesis

Investigations conducted in psychology and sociology have revealed the nature of user
behaviors and their changes in different contexts, situations and time frames. Funder
[19] studied the behavioural changes and stated that the “set of user behaviors expected
to be operant are tended to be more consistent across situations”. Further study con-
ducted by Furr and Funder [20] categorized the behaviors into automatic and con-
trolled where they stated automatic behaviors are highly consistent in both similar and
dissimilar situations. They found that “participants were more behaviorally consistent
across similar pairs of situations than across dissimilar pairs”. More importantly they
observed the nature of “greater similarity is related to greater consistency”. Tapper [21]
studied the behavior of criminal offenders in her thesis and stated that the offender
behaviors are consistent in all their criminal offences. By adhering to the investigations
of “User behavior consistencies”, we developed the following hypothesis to conduct
our investigation. “The user behavior should be consistent across multiple views and if
pair of users are consistent in one view, they must be consistent in other views also”.

Hypothesis 1: Legitimate users should have a higher similarity over multiple topics
while spam users have either less similarity in terms of content or the “similarity
difference” between two user groups must have a significant difference.

Hypothesis 2: Legitimate users should have a higher consistency over multiple views
while spam users have either less consistency or “consistency difference” between two
user groups must have a significant difference in terms of multiple views.

In other terms legitimate users should be consistent across multiple views and the
malicious users should not be consistent across multiple views.

4 Approach and Experimental Setup

In the investigation, we used the twitter social network which contains short text
messages. The hash tags are considered as relevant topics for the twitter content. We
used two important factors in twitter messages to represent users. 1. The user’s
information interest derived through the content similarity over different topics (hash
tags) in tweets. 2. The popularity of a certain user which is calculated through average
number of retweets per each topic. The investigation is conducted to validate the
hypothesis by considering the idea of users’ information interest should be consistent
across all the topics, and if a pair of individuals or a set of users are consistent in one
view, they should be consistent in other view also.

4.1 Dataset Description

Three publicly available data sets were used to conduct the investigation.
Social Honey Pot [9] contains 22,223 content polluters with 2,353,473 tweets, and

19,276 legitimate users with 3,259,693 tweets.
HSpam14 million Tweets-HSpam14 [10] contains over 10 million of labelled

genuine tweets along with over three million of spam tweets with their hashtags. The
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tweets were collected during the year of 2015 and labelled using a mixture of human
annotation and a combination of traditional classification algorithms.

The Fake Project dataset [11] is a dataset of twitter spam bots and genuine
accounts released by Institute of Informatics and Telematics of Italian National
Research Council (CNR). The data set contains over eight million of genuine tweets
from more than 3000 user accounts and over nine million of tweets collected across
more than 8000 different user accounts.

4.2 Representation of User’s Content Interest for the Investigation

Topics: (hash tags): consist of all hash tags used by users in U, U is the set of users in
the social networks. A topic is a text content given by users to describe the content in
the posts. We assume that the tags given by users in twitter posts have some
relationship/relevance or meaning to the post content. Topics are denoted as
T ¼ t1; t2; . . .; tnf g. The topics in T are frequent topics extracted from all the tweets by
users in U based on the percentage of tweets which contain each topic. The topics are
used to highlight the content of a post and there must be some correlation between the
topic and the content. We can assume that, posts can be clustered in to groups by using
the given hash tags if we consider the semantic meaning of the topic.

Posts (Twitter tweets): Consist of all the posts with tagged topics by all the users in
U. Let P ¼ p1; p2; . . .; pNf g denote a set of posts each of which contains some topics
in T.

Users: Consist of all the users in the Online Social network who used hash tags to
label their posts (tweets). The set of users is denoted as U ¼ fu1; u2; . . .; umg. The
investigation has focused on two types of users in terms of their content usage or other
behaviors in social network. In the datasets used in this investigation, Legitimate users
and spam users have been labelled as separate groups, denoted as UL and US,
respectively.

Words: From P using tf-idf, we extract the frequent terms or words. Let Pi � P
contain all the tweets posted by user ui 2 U, Pi is considered as one document con-
catenating all tweets posted by ui, {P1,…, Pn} is a collection of documents for users in
U. For the words in Pi for user ui, based on their tf-idf values on the collection {P1,…
Pn}, the top frequent words, denoted as Wi, are selected for user ui. Overall, W ¼S

ui2UWi contains all the frequent words from all users.

Simple User Profile Based on Tweet Content (T C): The three-dimensional rela-
tionship with hash tags, users and the content (words) are defined as T C : U � T �
W ! 0; 1f g If user ui published posts with tag tj that contain word wk, then
T C ui; tj;wk

� �
¼ 1, otherwise T C ui; tj;wk

� �
¼ 0. A three order tenser representing the

users’ content was constructed to represent the users’ content interest for the investi-
gation. The three dimensions of the tensor represents the User, Topic and the Word. The
values were word availability (1 or 0) over certain topic for a given user. Another matrix
is generated to represent the popularity of the user by using the User, Topic and the
retweet percentage. For a user ui 2 U and a topic tj 2 T , T C ui; tj

� �
¼ w1; . . .;w Wj j

� �
is

An Investigation on Multi View Based User Behavior Towards Spam Detection 19



the user’s profile under topic tj. Using two individual user profile vectors, the similarity
between the two users’ content over the topic is calculated using the “jaccard similarity”
index using the following formula. The Eq. (1) calculates the jaccard similarity between
two users:

Simj ui; ukð Þ ¼
T C ui; tj

� �T
T C uk; tj

� �

T C ui; tj
� �S

T C uk; tj
� � ð1Þ

4.3 Representation of User’s Popularity for the Investigation

The popularity of a user in a social network can be determined using the number of
friends and number of follower/followee relationships. In general, a user who is having
more friends or follower/followee relationships can be considered as a popular user in
the community and otherwise the user is unpopular. In addition to that if a user’s posts
over different topics are being shared (retweeted) for many times by the others, we
could assume that the user is popular among the members of the community. We may
need to consider the number of posts and the average of retweets for those posts to
determine the popularity of that user. If the average retweet over all the topics is high
we considered the user as a popular user. We assume that a user will share some post
since they are interested in that post and the owner of the post is reliable. Generally
there exists some level of trustworthiness between post owner and the person who
retweeted. In general people share someone else’s content, if they accept the content or
if the content is reliable and trustworthy. Spam users also have the habit of sharing
spam content over multiple user groups, nevertheless, we expect that the popularity of a
spam user should not be consistent over multiple topics or content. For each post we
calculated the number of retweets and we represented the retweet as an average across
each topic to normalize the differences in posting behaviors. In order to derive users’
popularity, we defined the following tensor and matrix.

Retweet Tensor: RT 2 N
Uj j� Tj j� Pj j, RT ui; tj; pk

� �
is the number of times (i.e., count)

that user ui’s tweet pk was retweeted by other users. The tweet pk is in topic tj. Average
retweet count: AR 2 R

Uj j� Tj j, AR ui; tj
� �

is the average retweet count of user ui’s
tweets in topic tj, i.e., AR ui; tj

� �
¼ 1

Pijj j
P

p2Pij
RTðui; tj; pÞ, Pij is a set of tweets that

user ui posted in topic tj. For example, if a user ui has posted 5 tweets in topic tj, each of
the tweets has been retweeted by other users 5, 10, 0, 12, 20 times (i.e., counts),
respectively. The average retweet count for the user in this topic is 9.4, i.e.,
AR ui; tj

� �
¼ 9:4. By considering all topics, each user can be represented by a vector

containing the average retweet counts of all topics, i.e., AR ui; t1ð Þ; . . .;AR ui; t Tj j
� �� �

.
Over the all users’ average retweet vectors, an average vector can be derived, which is
called the centroid average retweet vector, denoted as CA t1ð Þ; . . .; CA t Tj j

� �� �
, where

CA tj
� �

¼ 1
Uj j
P

u2U AR u; tj
� �

is the average retweet count for topic tj over all users. For

some users their retweet count for several tweets were comparably high while some
users had less number of retweets. To normalize this behavior, for each user we
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compare the retweet count of each post in each topic with the centroid average retweet
count, and use the percentage of posts whose retweet count is above the average
retweet count to represent the user’ popularity. Let UP ui; tj

� �
represent user ui’s

popularity in topic tj, UP ui; tj
� �

is calculated as follows:

UP ui; tj
� �

¼ HRijj j
Pijj j

HRij ¼ p p 2 Pij;AR ui; tj
� ��� �

CA tj
� �� � ð2Þ

4.4 Experimental Methods for User Behavior Analysis

Experiment 1: User’s Content Interest Over Multiple Topics
The investigation used the derived user similarities to analyze the interest similarity
between pairs of users over each topic. The investigation was conducted for afore-
mentioned three data sets for both legitimate and spam users separately and together.
For each pair of users in each user set, we calculate the content similarity of the two
users under each topic. Then based on the pairwise similarities, the average similarity
for each user over all the other users is calculated for each topic. Figures 1, 2 and 3
show the average similarity distribution for all datasets for both legitimate and spam
users. For legitimate users there exists a higher average similarity while spammers have
a comparably lower similarity. The highest similarity of spammers and the lowest of
the legitimate users had at least a difference of 0.1 in all datasets. It is noticed that for
some spam users there is no similarity at all.

The investigation revealed that the content usage for these spammers for a certain topic
were highly diversified and it reduced the similarity in this user group. The analysis of
datasets indicated that spammers include the hash tags for their content without having
any correlation with the content. The nature of malicious users targeting the trending
topics confirms the findings from the previous efforts [14, 22]. We further analyzed the
spam user groups in all data sets as a separate collection and discovered that some of
the frequent hash tags are never or rarely used by the benign user tweets. This indicates
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Fig. 1. Average similarity distribution of “HSpam14 data set”
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that the malicious users frequently embed some hash tags to their tweets to promote
their contents. We have investigated the nature of average similarity variation over
number of topics by increasing the number of topics. With increased topics, the average
similarity for both user groups gone down and the average difference also getting closer
to each other. This happens due to a smaller number of users who shared those topics.

It is also evident that for the spam user groups, the similarity stays closer to 0. The
findings conclude the similarity comparison for both user groups, there is a relationship
between user’s post/contents and the hash tag. The user’s interest over multiple topics
are higher in legitimate users while spammers have a lesser content interest over
multiple topics.

Experiment 2: Investigating the User’s Popularity Over Multiple Topics
User’s popularity of the social network is essential to determine the user’s nature in a
social network. We assumed that their posts were retweeted due to their popularity in
the network. To prepare the popularity view, we determine the popularity of a user for
each topic. In there, we get number of retweet for each post under each topic and
compare that with the centroid retweet value of the topic. If it is above the centroid, the
post is popular for that topic and otherwise unpopular. We calculate the percentage of
posts above the centroid and defined that as the popularity of that user over the topic. If
the popularity of a user is above the threshold (0.5) for a certain topic, we considered
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that the user is popular within that topic. By following that, we calculated the per-
centage of users who are popular for each topic. It is evident from the literature that the
spammers also have the retweeting behavior for different posts [11, 15]. We assume
that a spam tweet will not get a higher percentage of retweet compare to the legitimate
users. Figure 4 depicts the behavior of retweets distribution for the two user groups
across multiple topics. It is evident from the results that there is a clear separation
between the two user groups for the top frequent topics. In comparison the difference of
minimum and maximum values and the averages are larger than the results of exper-
iment 1.

There were very few outliers in the spammers group with very high retweets,
nevertheless, their percentage over a certain topic for multiple posts were not signifi-
cant. Analysis support our hypothesis by confirming that there exists a very low
popularity for spam users while legitimate users have a higher popularity rate.

Experiment 3: User Behavior Consistency Across Multiple Views
It is noticed that the similarity of legitimate users and spammers have considerable
variation in terms of content and the popularity. In Experiment 3, we investigated the
consistency of users’ behavior across the two views, i.e., content interest and popu-
larity. In general, for the malicious user detection, the definition for the consistency
would be varied on the nature of the views used. We observed that both user interest
similarity and popularity are high for the legitimate users while they are low for the
spam users. To determine the values, a threshold is maintained. If we consider two
values, {High, Low}, for each view, for all the combinations, we defined the consis-
tency of user behaviors across the two views as follows. High in both views are
considered as consistent while Low in both and H/L or L/H are considered as incon-
sistent. For the investigation, we expect that most of the legitimate users have con-
sistent behavior, while spammers don’t. In the investigation we calculated the Content
interest and popularity for each user for each topic. For a given topic ti, user ui ‘s
content interest compare to all the users is calculated using a predefined threshold and it
can be either High or Low compare to the threshold. The popularity of that user for
topic ti can be calculated using another threshold and it can also considered as high or
low. To determine whether user u i is consistent for a given topic ti, we used the above-
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mentioned consistency definition. Figure 5 depicts the consistency of content interest
and popularity for top 50 topics. The results indicated that the consistency between two
views has a notable difference for both user groups. It is indicated that the majority of
the users who are similar in terms of content has a higher popularity in terms of their
posts. For legitimate users their consistency ranged from (0.52–0.89) while spammer
shows a distribution range of 0.0 to 0.35 across multiple views. For spam users their
consistency has gone down for multiple views which indicated a positive direction
towards our hypothesis. The legitimate user’s consistency variation is also expected to
increase by some notable margin nevertheless the increase was only 1.5%. We believe
that this rate should be increased with a usage of better user profile or representation.

5 Discussion

The homophily effect for user relationships in OSNs have been investigated in different
forms. They explored the similarities of features such as user contents, connections etc.
They all have emphasized the importance of using these features for spam detection.
Homophily effect for user behavior analysis is discussed in few efforts where they
mainly focused on similarities of different features in social networks. Nevertheless,
majority of them did not focus on considering multiple features together. This paper
aimed to build a hypothesis based on the homophily theory. The investigation used the
findings of behavior consistencies in the fields of psychology and sociology. Based on
the general hypothesis, an extended hypothesis was proposed to classify the spam and
legitimate users based on consistency between content interest and the popularity. This
paper used frequent terms and frequent topics (hash tags) to represent user’s interest.
The analysis confirmed that the spammers are using trending topics in their tweets. We
successfully revealed two important findings: 1. The user’s interest similarity over
multiple topics has a considerable difference between spam users and legitimate users.
2. Most importantly the fact of consistency between a user’s content interest with the
popularity of a user is determined through the investigation. In there if user’s interest
similarity is high, they are popular in most of the occasions. It is evident that the
legitimate users are consistent among the multiple views and the spammers are
inconsistent or poorly consistent across the multiple views. The current features used in
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the literature for spam detection are easily forged by the attackers. Nevertheless,
maintaining the consistency across multiple aspects would be hard to forged. The
investigation conducted on user interest similarity depicts the maximum similarity
ranges we can use to distinguish the spammers from legitimate users. he strengths of
the investigation can be summarized as follows.

1. Most important finding of the investigation is the applicability of user behavior
consistencies across multiple views to identify the spam users. It is evident from the
investigation that we can use the consistency of user’s content interest and popu-
larity across multiple views to separate the spammers from non-spammers. Even
though we only focused on user’s content interest and popularity, consistency of
other user features across multiple views should depict the same pattern for many
other features.

2. The investigation considered the user’s content interest through engagement of user
activities in social networks and it is difficult for a spammer to manipulate this
feature since many spammers have a non-focus interest.

3. The popularity as a feature to classify the spammers would be independent from an
individual user where the user’s popularity over a certain content is generated
through the interaction with other users in the social network.

Finally, we need to discuss the limitations of this investigation too. The repre-
sentation of user interest used a 3-order tensor with frequent word as features. A better
user representation would have a provision to improve the results in our investigation.
We didn’t use the community connection data such as friends, groups that users belong
to. These communities may have some effect on user’s behaviors. We didn’t consider
the focused and non-focused spammers where focused spammers may have some
different behaviors.

6 Conclusion

The investigation was conducted to analyse the user behaviors across multiple aspects in
online social networks. We operated on two main hypotheses, the content interest of
legitimate spammers should be higher than the spammers and the user’s content interest
and the popularity should be consistent across multiple views. In there we assumed that
the legitimate users should be consistent and the spammers should be inconsistent across
multiple views. We used the hash tag oriented user content and retweet percentages for
our investigation and used three publicly available datasets Social Honeypot, HSpam14
and “The fake project data set” for our investigation. We measured the user’s interest
similarity over multiple topics for both user groups and observed that it is comparably
high for legitimate users and low for spammers in both data sets. The similarity vari-
ations across multiple topics for both user groups were closer within each group. The
popularity over multiple topics for both user groups were also depicted a similar
behavior where legitimate users have a higher popularity and the spammers have very
low popularity over multiple topics. We analyzed the consistency of the content and
popularity across multiple views and noted that the legitimate users are consistent across
both views while spammers were depicted a very low consistency across both views.
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Findings of the investigation are encouraging to develop a novel approach of multi view
based spam detection framework based on user behavior consistencies. In future
directions we planned to improve the user profile which may improve the results. The
investigation has shown the provision of trust based spam detection framework using the
user behavior consistencies.
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Abstract. Football betting has grown rapidly in the past two decades,
among which fixed odds betting and Asian handicap betting are the
most popular mechanisms. Much previous research work mainly focus
on fixed odds betting, however, it is lack of studying on Asian handicap
betting. In this paper, we focus on Asian handicap betting and aim to
propose an intelligent decision system that can make betting strategy.
To achieve this, a cluster ensemble model is presented, which is based on
the fact that matches with similar pattern of expected goal trend series
may have the same actual outcome. Firstly, we set up the component
cluster which classifies matches by the pattern of expected goal trend
series and then makes the same betting decision for matches that belong
to the same group. Furthermore, we adopt plurality voting approach
to integrate component clusters and then determine the final betting
strategy. Using this strategy on the big five European football leagues
data, it yields a positive return.

Keywords: Asian handicap · Component cluster · Cluster ensemble ·
Betting strategy

1 Introduction

Association Football (hereafter referred to simply as football) is the most popular
sport internationally [1] and attracts a significant share of the total sports betting
pie, particularly after its introduction online [2].

Asian handicap is a popular form of spread betting on football which creates
a more level betting environment between two mismatched competing teams by
giving a “handicap” (expressed in goals) to the teams before kick-off. In Asian
handicap, a goal deficit is given to the team which is more likely to win (the
favourite) and a head start is given to the team which is less favoured to win
(the underdog) [3].

Football is one of the few sports in the world where a tie is a fairly common
outcome. However, in Asian handicap, the chance for a tie is eliminated by use of
c© Springer Nature Switzerland AG 2019
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a handicap that forces a winner. This simplification delivers two betting options
that each have a near 50% chance of success [4]. The bookmakers’ aim is to
create a handicap that will make the chance of either team winning (considering
the handicap) as close to 50% as possible.

The handicap often changes from the time the first bet is placed to the time
the last bet is placed. The betting handicap at the close of the book on a match
is called the closing handicap. The closing handicap incorporates all available
information and any biases of the market participants, which make it difficult, if
not impossible, to find profitable betting strategy at the close of book that beat
the vigorish of the sportsbook. The football outcome and bookmaker’s odds in
Asian handicap between two very popular clubs Chelsea and Manchester United
are shown in Table 1.

This paper aims to propose an intelligent decision system that can make bets
at the close of Asian handicap. We propose a cluster ensemble model to determine
betting strategy. First, we set up the component cluster model which makes
the same decision for matches in the same group. Furthermore, we adopt the
plurality voting method to integrate component clusters and then determine the
final betting strategy. We evaluate our proposed model on a real-world dataset
for the big five European football leagues.

Table 1. A typical example of football outcome and bookmaker’s odds

Favourite

team

Underdog

team

Match date Result Date Favourite

odds

Handicap Underdog

odds

Chelsea Man

united

2017-03-14 03:45 1:0 2017-02-27 21:59 2.12 −0.50 1.81

2017-03-02 04:37 2.18 −0.50 1.77

2017-03-04 21:20 2.12 −0.50 1.81

2017-03-05 04:06 2.06 −0.50 1.86

2017-03-07 23:58 1.86 −0.50 2.06

2017-03-09 22:56 1.83 −0.50 2.06

2017-03-10 22:23 1.93 −0.50 1.99

2017-03-11 06:42 1.96 −0.50 1.96

2017-03-12 00:47 1.93 −0.50 1.99

2017-03-13 19:11 2.08 −0.75 1.85

2017-03-13 24:29 1.80 −0.50 2.08

2017-03-14 01:14 1.90 −0.50 2.02

2017-03-14 01:44 1.92 −0.50 2.00

2017-03-14 03:35 1.92 −0.50 2.00

2017-03-14 03:39 1.96 −0.50 1.96

2017-03-14 03:44 2.00 −0.50 1.92

2 Related Works

There exists a large empirical literature analyzing the existence of weak form effi-
ciency in the football betting market [9]. In the market based on fixed-odds bet-
ting, there are some mixed results. Pope and Peel [5] found that although there
was some evidence of inefficiency, there did not appear to be profitable betting
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strategies that could have abnormal returns. But Dixon and Coles [6] proposed a
time-dependent Poisson parametric model, which yielded positive profits against
published market odds. Constantinou et al. [2] presented a Bayesian network
model that was used to generate forecasts about the English Premier League
matches during season 2010/2011, by considering both objective and subjective
information for prediction.

To the extent that such inefficiency exists, a natural question is whether it
can be systematically exploited. Poisson and Negative Binomial models have
been used to estimate the number of goals scored by Cain et al. [7]. They drew
the conclusion that even though the fixed odds offered against particular score
outcomes did seem to offer profitable betting opportunities in some cases, these
were few in number. Goddard and Asimakopoulos [8] proposed an ordered pro-
bit regression model to forecast the English Premier League match results in
an attempt to test the weak-form efficiency of prices in the fixed-odds betting
market. Even though they reported a loss of 10.5% for overall performance, the
model appeared to be profitable (on a pre-tax gross basis) at the start and at the
end of every season. Up to now, the study on fixed-odds betting is much more,
but it is lack of studying on Asian handicap betting, especially on the betting
decision which can make a profit. This motivates us to give a study on the Asian
handicap betting.

3 Methodology

3.1 Expected Goal Difference Trend

Over-under bet is also a popular type of bets. An over-under bet is a wager in
which a bookmaker will predict a number for the combined goal of the two teams
(total) in a given game, and bettors can wager that the actual number in the
game will be either higher or lower than that number [13].

Focusing on the published odds, in Asian handicap, the handicap, the odds
for favourite win and undergo win are denoted as δ, d1 and d2, respectively. In
over-under, the total, the odds for over win and under win are denoted as δ̃, d̃1
and d̃2, respectively. Based on bookmakers’ odds, the implied probabilities for
favourite win and over win are p1 = d2/(d1 + d2) and p2 = d̃2/(d̃1 + d̃2).

Based on the Dixon and Coles’ model [6], the implied probability functions for
favourite win and over win are f1(δ, δ̃, ρ, s1, s2) and f2(δ, δ̃, ρ, s1, s2), respectively,
where s1, s2 are favourite and undergo expected goals, respectively, ρ is a preset
correlation coefficient.

We propose an inversion algorithm to calculate expected goals derived from
bookmakers’ odds. The core principle is that implied probability by Dixon and
Coles’ model and implied probability by bookmakers’ odds are assumed to be
equal, namely, {

f1(δ, δ̃, ρ, s1, s2) = p1,

f2(δ, δ̃, ρ, s1, s2) = p2.
(1)
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The solutions of Eq. (1) are favourite expected goal and undergo expected
goal, denoted by s∗

1, s
∗
2, respectively. The expected goal difference between the

favourite and the underdog team is:

z = s∗
1 − s∗

2. (2)

Odds vary from the opening to the closing of the book. From the close of
book forward, the expected goal difference at j-th odds change point is zj based
on Eq. (2), and the corresponding expected goal difference trend xj between the
favourite and the underdog teams is defined as:

xj =
{

1, zj ≥ zj+1,
−1, zj < zj+1.

(3)

We group the xj into feature vector x, and denote xi as the feature vector for
match i.

Assuming we wager 1 pound stake for each possible outcome at the close of
Asian handicap, based on the actual outcome and dividend rules [3], return can
be obtained. For match i, the return of wagering on the favourite and the return
of wagering on the undergo are denoted by ai and ui, respectively.

3.2 Model Design

The basic thought of modeling is that matches with similar pattern of the
expected goal difference trend series may have the same actual outcome. Hence,
classifying matches by the pattern of expected goal difference trend series and
making the same betting decision for matches in the same category can expect
to yield a positive return.

The k-means clustering algorithm [11] is exactly the method of grouping a set
of unlabelled instances in such a way that instances in the same group (called
a cluster) are more similar to each other than to those in other clusters and
each cluster corresponds to a potential category. The disadvantage of k-means
algorithm is that an inappropriate choice of initial centers may yield poor results
[14].

The clustering ensemble is a powerful tool to improve the performance of k-
means algorithm, but this task is not trivial because there is no guarantee that
the clusters discovered by one component cluster can correspond to the clusters
discovered by the other component cluster [10].

Aiming at the particularity of data, a new ensemble model for bet decision-
making is presented. The proposed model runs the k-means algorithm t times to
obtain t different component clusters and then adopts plurality voting approach
to integrate those component clusters.

3.3 Component Cluster

The k-means clustering is a centroid-based method and cluster is represented
by a central vector [11]. Here, k-means clustering partitions the n expected goal
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difference trend series D = {x1,x2, . . . ,xn} into k clusters C = {C1, C2, . . . , Ck}
so as to minimize the within-cluster sum of distance. That is, the objective is to
find:

arg min
C

k∑
i=1

∑
x∈Ci

dist(x,μi), (4)

where

μi =
1

|Ci|
∑

x∈Ci

x, (5)

dist(x,μi) =
xTμi

‖ x ‖ ‖ μi ‖ , (6)

μi is the mean of instances in Ci, Cl′
⋂

Cl = ∅, D =
⋃k

l=1 Cl, and ‖ · ‖ is the
Euclidean norm.

The particularity of data we focus on is that the return of wagering on the
favourite ai and the return of on the undergo ui are both available for matches
in the training set. We introduce and define the decision label λj for the cluster
Cj as follows:

λj =

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1,
1

|Cj |
∑

xi∈Cj

ai ≥ max
(

τ,
1

|Cj |
∑

xi∈Cj

ui

)
,

−1,
1

|Cj |
∑

xi∈Cj

ui ≥ max
(

τ,
1

|Cj |
∑

xi∈Cj

ai

)
,

0, otherwise,

(7)

where |Cj | is the number of matches in cluster Cj , and τ is the return threshold.
Betting on the favourite, on the underdog and no betting are denoted by λj =
1,−1, 0, respectively.

The clustering that divides D into k clusters could be regarded as a betting
decision label vector λ = (λ1, . . . , λk)T . Formula (7) shows that matches in the
same cluster will make the same betting decision. The decision-making rule is
that betting on the outcome with the highest average return, if and only if the
highest average return is greater than return threshold.

For match l in the prediction set, we apply nearest centroid classifier to
classify the instance xl into the existing cluster , and then make betting decision
θl based on decision label of the cluster to which xl belongs.

l̂ = arg
i∈{1,2,...,k}

min dist(xl,μi),

θl = λl̂,
(8)

where θl = 1,−1, 0 express betting on the favourite, on the underdog and no
betting on the match l, respectively.

The procedure corresponding to component cluster is shown in Fig. 1. It
illustrates how to train model and make a prediction.
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set of the expected goal
difference trend series:
D = {x1, . . . ,xn}

return of betting on the
favorite: (a1, . . . , an)
return of betting on the
underdog: (u1, . . . , un)

randomly select k in-
stances as centroids

k cluster:
C = {C1, . . . , Ck}

decision label:
λ = {λ1, . . . , λk}

classify match
l into cluster Cl̂

the expected goal dif-
ference trend series: xl

betting decision θl: θl = λl̂

n matches in the training set
.

.

match l in the prediction set

.

.

Fig. 1. Component cluster: training model and making a prediction

3.4 Cluster Ensemble

We run the k-means algorithm t times with different initial points to obtain t
component clusters based on the method in Subsect. 3.3. For the match l in the
prediction set, we obtain t betting decisions based on those component clusters,
denoted by θl = (θ(1)l , θ

(2)
l , . . . , θ

(t)
l )T .

A critical problem in cluster ensemble is how to combine multiple clusters to
yield a superior result. But it is easy to deal with this problem here, because θ

(i)
l

made by component cluster i corresponds to θ
(j)
l made by component cluster j.
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Therefore, it is proper to apply voting as the combining method. The inte-
grated betting decision θ̃l is determined by the plurality voting result of θl:

θ̃l =

⎧⎪⎪⎨
⎪⎪⎩

1, P
(A)
l ≥ max(P (U)

l , γ),

−1, P
(U)
l ≥ max(P (A)

l , γ),
0, otherwise,

(9)

where γ is a voting threshold, P
(A)
l is the rate of betting on the favourite, and

P
(U)
l is the rate of betting on the underdog. θ̃l = 1,−1, 0 express betting on the

favourite, on the underdog and no betting on the match l, respectively.
Figure 2 illustrates how t component clusters are linked. We will refer to θ̃l

as the final betting decision for the match l in the prediction set.

component 1:
betting decision θ

(1)
l

...

component i:
betting decision θ

(i)
l

plurality voting final decision θ̃l

...

component t:
betting decision θ

(t)
l

match l in the prediction set
.

.

Fig. 2. How components are linked

4 Case Studies

4.1 Data

The basic dataset comprises the records of 5580 matches in the big five European
football leagues during seasons 13/14–15/16. The records include the actual out-
come, published market odds in Asian handicap and in over-under provided by
the leading UK bookmaker Bet365. We split the dataset into a training set span-
ning the 13/14–14/15 seasons of which include 3720 matches and a prediction set
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over the 15/16 season of which includes 1860 matches. The data used to model
are the returns for betting on each outcome based on the closing handicap and
the goal difference trend series. These information are all available according to
the method in Subsect. 3.1.

4.2 Evaluation Metrics

There are various ways in which the quality of a model can be assessed. In
particular, we can consider accuracy (how close the forecasts are to the actual
results) and profitability (how useful the forecasts are when used as a betting
strategy). For assessing the accuracy of the proposed model we use the win
rate which is the rate of forecasts are same as the actual outcome. We measure
the profitability on the basis of return rate relative to stakes. Wing and Yi have
already concluded that there is only a weak relationship between commonly used
measures of accuracy and profitability, and that a combination of the two might
be the best [12]. Hence we use assessments of both accuracy and profitability in
order to get a more informative picture about the performance of the proposed
model in Sect. 3.

4.3 Model Parameters Selection

Given that the training data include a large number of matches, we adopt cross
validation method for model parameters selection. The performance of the model
proposed in Sect. 3 depends on the number of clusters k, the number of com-
ponents t, the return threshold τ and the voting threshold γ. If the number of
clusters k is lower than the actual number of clusters, the within-cluster sum
of distance would rise rapidly. Thus we use the dichotomy method to cluster
for many times and compare the clustering results to determine the best value
of k. To select the best parameters, we perform a grid search under the ranges
t ∈ {500, 1000}, τ ∈ {0.01, 0.02} and γ ∈ {0.55, 0.60, 0.65}.

The model with parameters k = 12, t = 500, τ = 0.02, γ = 0.65 performs the
best. Therefore we opt for such parameters in the remainder of this paper.

4.4 Out of Sample Prediction

In real environment, the data should be regularly updated as new match data
becomes available. Hence, for testing predictive capability of the selected model
in previous subsection, we adopt a more realistic fixed size rolling window eval-
uation scheme that performs model update and discards the oldest data.

Figure 3 demonstrates the cumulative profit/loss generated after each subse-
quent match, assuming a 1-pound stake when the betting condition is met. The
model generates a profit and almost never leads into a negative cumulative loss
even allowing for the in-built bookmakers’ profit margin. Table 2 shows that the
proposed model wins 55.93% of the bets, with return rate at 2.35%.

The betting results for various ranges of handicap (the sign term omitted)
are shown in Table 3. It demonstrates that the majority of matches have a low
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Fig. 3. Cumulative profit/loss observed

Table 2. Betting statistics

No. of

bets

No. of bets

win

Win rate

(%)

Return

rate (%)

Min. P/L balance

observed (£)

Max. P/L balance

observed (£)

Final balance

observed (£)

1652 924 55.93 2.35 −1 61.55 38.89

handicap. The higher the handicap, the greater the win rate of the proposed
model. This suggests that the more equally matched two teams are, the harder
it is to predict the outcome. What is the most interesting is that the favourite
team and the underdog team really approximately win 50% of all the matches
respectively, which is consistent with the design intention of Asian handicap.

Table 3. Betting statistics for different handicap ranges

Handicap

range

No. of

favourite win

No. of

pusha
No. of

underdog win

Favorite

win rate

Underdog

win rate

No. of

bets

No. of

bets win

Win rate

[3,+∞) 1 2 1 50.00 50.00 3 2 66.67

[2, 3) 35 10 35 50.00 50.00 73 43 58.90

[1, 2) 146 35 124 54.07 45.93 265 162 61.13

[0, 1) 737 138 736 50.03 49.97 1311 717 55.09

[0,+∞) 919 185 896 50.63 49.37 1652 924 55.93
aPush means stake refund.

5 Conclusions

In this paper, we studied Asian handicap to find a profitable betting decision and
presented a novel cluster ensemble method to determine the betting strategy. The
basic thought of our model is that matches with similar pattern of the expected
goal difference trend series may have the same actual outcome. The innovation of
the proposed model mainly embodies in the following two aspects. Firstly, we set
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up the component cluster which classifies matches by the pattern of the expected
goal difference trend series and make the same betting decision for matches in the
same group. Next, we use the plurality voting method to integrate component
clusters and determine final betting strategy. The application of our model to
the real-world dataset shows that it is profitable. Our model wins approximately
56% of the bets, with the return rate at approximately 2.35%.

There are three main problems that need to be solved to further advance our
model in future research: (1) to consider more feature information of Asian hand-
icap; (2) to adopt more different ways of cluster methods as component clusters;
and (3) to pay more attention to betting amounts, not just concentrating on the
side to bet.
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Abstract. The rapid advancement and prevalence of Internet technology was
the biggest development of the 20th century. Because criminals use the Internet
to commit crimes, police work has needed to shift from traditional methods to
modern technology. As investigation strategies have evolved, sharable databases
and integrated intelligence have become increasingly important. By maintaining
data, information professionals play a crucial role in police departments, and an
integrated, sharable system is essential for supporting police work.
New Taipei City is one of six main cities in Taiwan and has the largest

population. Social order and traffic are the city’s greatest issues. The New Taipei
City Police Department (NTPD) uses integrated resources and new technology
to help first-line police and investigators focus on these issues. To solve com-
plicated problems, an integrated intelligence center (IIC) was designed to pro-
vide needed data, help team members analyze information, and guide users in
searching information systems.
The IIC’s services have successfully supported social maintenance tasks such

as covering celebration events and city elections. The support of IIC team
members has been recognized with Outstanding Government Employee and
Best Contribution awards from the Taiwanese government. This paper shows
the IIC’s structure and how it is designed with innovation approach how it
functions.

Keywords: New Taipei City � New Taipei City Police Department (NTPD) �
Integrated intelligence center (IIC) � Intelligence-Led Policing � Design thinking

1 Introduction

The mission of the New Taipei City Police Department (NTPD) is to improve criminal
investigation capability and integrate criminal investigation information so that the
most productive and efficient methods for countering criminal activity and appre-
hending criminals are available. End users and stakeholders benefit when actionable
information is disseminated and shared in a timely manner. First-line police officers and
investigators require prompt access to accurate information about suspects so that they
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can, for example, identify the model of a car to determine whether it has been stolen or
recognize a face to know whether the person is suspected of a crime. As the data might
be stored on different systems, an integrated intelligence center (IIC) is needed.

The information unit shoulders the responsibility of carrying out these tasks.
The IIC consolidates information and distributes needed information to users. A well-
designed structure makes the IIC reliable and convenient, while its operational stan-
dards makes it user-friendly and efficient.

This research used design thinking to develop the IIC’s services. End users’ needs
were collected and used in designing the center’s structure. The input resulted in a
prototype that offered six services: Queries, crime information analysis, search assis-
tance, image analysis, real-time image transmission, and Internet information collection.

2 Literature Review

Building a cross-system platform and providing accurate and up-to-date information for
law enforcement use requires an integrated intelligence system [1]. Adapting a system
from another country or industry might not meet the needs of local end users and
stakeholders due to inherent stereotypes or cultural differences. Design thinking can
be used to prototype a system that meets the needs of first-line police officers and
investigators.

Design thinking is generally defined as an analytic and creative process that
engages a person in opportunities to experiment, create and prototype a model [4].
Good design combines technology, cognitive science and human needs, and successful
service models have been developed using design thinking [5]. Design thinking was
successfully used to develop an IIC for the NTPD.

3 Method

Design thinking is a methodology that provides a solution-based approach to tackling
problems. Many variants of design thinking are being used in the 21st century. This
research involved three main steps: discovery (learn the end users’ needs), under-
standing (define the problem), and implementation (find a solution). The steps are as
following:

1. Discovery
(Interviews, surveys, etc.)

↓
2. Understanding

(Synthesize everything that has been learned, define the problem)
↓

3. Implementation
(Construct prototypes, focus on problem, solve the problems)
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3.1 Discovery

The needs of the police officers on patrol, detectives in the field, analysts, and senior
leadership were determined:

1. Suspects’ personal information
2. Suspects’ vehicle information (model, etc.)
3. Suspects’ background information
4. Suspects’ criminal record
5. Background information on local environment
6. Evidence collection

3.2 Understanding

Based on the users’ needs, a mapping table was used to match the needs with an
information source (Fig. 1):

3.3 Implementation

Based on the incident and database matches, an integrated structure with six services
was designed. The services are illustrated as Fig. 2, which are composed of Query
Service, Crime Info Analysis, Applied System Q&A, Image Analysis Service, Real-
Time Image Transmission, and Internet Information Collection.

Fig. 1. Relation between Events and Supported Database System.
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3.3.1 Query Service
The service gathers policing information by searching across 44 database platforms in
the National Police Agency, the Crime Investigation Agency and the NTPD (Fig. 3).
All of the information from databases should be automatically updated to the latest data
once a day at last, in order to provide the law enforcement officer with the criminal
information without any loss of immediacy. Furthermore, the security diagnostic of
databases must be conducted regularly. Due to the fact that most of information are full
of privacy and confidentiality, the implementation of information security measure and
remote backup of databases should be concerned.

3.3.2 Crime Information Analysis
The service analyzes criminal cases and operational work. For example, it can analyze
family member data as well as accomplices and provide information on families with a
high risk of criminal involvement to police officers and investigators. The analysis can
make use of international investigate analysis softwares, such as I2 Analyst’s Notebook
and QDA Miner, which combine with artificial intelligence (AI) as well as function of
visual analysis, relation analysis and text mining, for the sake of rapidly transforming
criminal-related information into intelligence. With the function of visual analysis, the

Fig. 2. Prototype of an Integrated Intelligence center.

Fig. 3. Information System Services.
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law enforcement officers can keep abreast of criminal intelligence and effectively gen-
erate the strategies to solve the crime case, moreover to achieve the crime prevention.

3.3.3 Applied System Q&A
The service provides assistance in searching criminal files on systems at the National
Police Agency, the Criminal Investigation Bureau, and New Taipei Police Department.
With the view to making every single user has a good command of the system, the IIC
educates the end-users, as well as hold training courses at regular intervals for the office
units. Furthermore, the organizer conduct the questionnaire survey of users’ request to
add the new function to the system and make well maintenances of system periodically.

3.3.4 Image Analysis Service
The service provides facial recognition, vehicle information (model, vehicle license
plate, etc.), and suspect information. Firstly, the facial recognition can be implemented
to the all kinds of civil demonstration and assembly parade. As soon as the fugitives get
into the meeting place, the law enforcement officers can follow theirs trace in instance
and get them busted. Secondly, the image analysis service of vehicle can be combined
with the surveillance system equipped with intelligent video condensing and recog-
nition technology. With the car license plate numbers of the suspects and accomplices,
the system can generate the trajectory of the target vehicles in a short time. Integrating
crime information analysis with the image analysis service, the law enforcement offi-
cers can effectively locate the criminal and bring them to justice. The last but not the
least, when the surveillance system capture the image of suspect, image analysis in
suspect information can play its full role to find out the information of the suspect.

3.3.5 Real-Time Video and Image Transmission
The service provides a 3D technology safety network. With a surveillance system of
high-quality cameras installed at the central, middle, and outer areas of an event or civil
demonstration (Fig. 4), the operational system can transmit images from anywhere at
the event upon request. It is especially efficient for large events, allowing the event
commander to instantly learn what happened at a crime scene and effectively collect
images of any evidence.

Fig. 4. Set-up of Surveillance System and Cameras.
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3.3.6 Internet Information Collection
The service provides other information upon request, presented as Fig. 5. The IIC
regularly holds training classes and serves as a consultant to other information units
within its jurisdiction. Information cultivation is one of its missions.

4 Discussion and Future Work

With an eye to making the systems well-functional and meeting all the end-users’
request, there are some problems and challenges as following to be solved. To begin with,
since the surveillance system equipped with 4G Internet technology could be discon-
nected with uncontrollable factor occasionally, especially in the crowded area. The law
enforcement officers have to stay by the side to keep the system working normally. If the
terrorist launch the hostile attack in the assembly parade, and surveillance system
coincidentally get disconnected at the same time, the law enforcement officers can’t
receive the firsthand video and information of the scene. The situation can lead to the
irrecoverable results. Furthermore, 44 database platforms from various departments
should be updated to the latest information to keep the law enforcement officers up to date
on criminal information. The time intervals between the update time should be short as
possible, accordingly, the servers in the computer facilities should be maintained as
perfect condition so as to provide the operation service smoothly and effectively.

5 Conclusion

The NTPD’s IIC has been successfully used to perform case analysis for investigations
involving homicides, defraud of the wealth, drug crimes, sexual assault and human
trafficking. The IIC has also evaluated the risk of criminals recommitting crimes and
determined locations that have a higher risk of criminal activity. The procedures
involve big-data techniques. The IIC provides information, data analysis (Fig. 5) and
user education. The multifunctional IIC solves complex data problems and meets the
informational needs of New Taipei City law enforcement.

Fig. 5. Integrated Intelligence Center (IIC) Working Model. (NPA: National Police Agency;
CIB: Criminal Investigation Bureau; NTC: New Taipei City; NTPD: New Taipei City Police
Department)
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Abstract. Social networking services (SNSs) see much early churn of
new users. SNSs can provide effective interventions by identifying poten-
tial early churn users and important factors leading to early churn.
The long short-term memory (LSTM) model, whose input is the user
behavior event sequence binned at constant intervals, is proposed for
this purpose. This model better classifies early churn users than previ-
ous machine learning models. We hypothesized that the importance of
each temporal part in the event sequence is different for classifying early
churn users because user behavior is known to consist of coarse and dense
parts and initial behavior influences long-term behavior. To treat this,
we proposed attention-based LSTM for classifying early churn users. In
an experiment conducted on RoomClip, a general SNS, the proposed
model achieved higher classification performance compared to baseline
models, thus confirming its effectiveness. We also analyzed the impor-
tance of each temporal part and each event. We revealed that the initial
temporal part and users’ actions have high importance for classifying
early churn users. These results should contribute to providing effective
interventions for preventing early churn.

Keywords: Identify early churn users · Social networking service

1 Introduction

Various social networking services (SNSs) have been launched with the increasing
number of Internet users. SNSs have changed how people share information, and
they are gradually playing the role of an information source. The richness of
information shared on SNSs depends on the number of users because SNSs host
user-generated content. For SNS to remain attractive to users and grow, they
must acquire new users and prevent user churn from the service.

SNSs see early churn of more than half of new users because of their low bar-
rier to registration and lack of penalty for churn [3,7,10]. Furthermore, acquiring
new users is well known to be more expensive than retaining existing users [11].
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Therefore, many SNSs are using interventions such as welcome messages, user
recommendations, and support for posting to prevent early churn of users [2,4].
To select effective interventions, it is important to identify potential early churn
users and factors influencing early churn.

Machine learning models (e.g., random forest, logistic regression) have been
widely applied for this purpose [3,10]. However, such models cannot well identify
user behavior sequences that reflect early churn potential. To overcome this
drawback, the long short-term memory (LSTM) model has been proposed; in
this model, the input is the user behavior event sequence binned at constant
intervals [6,15]. The LSTM model better identifies early churn users compared
to previous machine learning models.

We hypothesize that each temporal part in the event sequence has differ-
ent importance for the classification of early churn users for the following two
reasons: (1) the user behavior sequence consists of coarse and dense parts, sug-
gesting that some temporal parts include a lot of user behavior whereas others
do not [1,14], and (2) previous studies have suggested that users’ initial behavior
after registration may affect their long-term behavior [8,9]. However, the LSTM
model does not explicitly consider such information. By considering the differ-
ent importance of each temporal part in the event sequence, we can expect the
LSTM model to better identify early churn users.

In this study, we propose the attention-based LSTM model to identify early
churn users by explicitly considering the different importance of each temporal
part in the event sequence. Previous research has reported that the attention
mechanism can accurately classify contents, such as text, that have different
sequential importance [16]. Therefore, the proposed model should show good
performance for identifying early churn users. We evaluate this model on Room-
Clip, a popular Japanese SNS for sharing interior photos. We then investigate
which temporal part in the event sequence is important for identifying early
churn users. We also show the types of event sequences that are important for
identifying early churn users and discuss effective interventions for preventing
early churn on RoomClip. The main contributions of this study are as follows.

1. We proposed the attention-based LSTM model to identify early churn users.
2. We confirmed that the proposed model shows the highest identification perfor-

mance in terms of identifying early churn users compared to baseline models.
3. We confirmed that initial events occurring immediately after registration have

large importance for identifying early churn users.

2 Data

2.1 RoomClip

We evaluated the proposed model and conducted feature importance analysis
by using anonymized data from RoomClip1 for December 12, 2012, to May

1 http://roomclip.jp/.

http://roomclip.jp/
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Table 1. Basic statistics of new users

Early churn user (N = 29,988) Nonearly churn user (N = 25,513)

Action Reaction Action Reaction

Mean SD Mean SD Mean SD Mean SD

Posts 0.122 0.943 - - 1.42 4.85 - -

Likes 1.43 11.9 1.24 12.2 14.7 66.3 21.9 109

Comments 0.105 1.89 0.0925 1.31 1.89 8.51 1.98 9.45

Clips 0.967 4.06 0.0264 0.409 3.30 8.07 0.464 3.19

Follows 1.40 3.79 0.203 1.29 4.64 24.7 1.74 10.8

12, 2015. RoomClip restricts posting photos to a user’s room; its interface is
otherwise similar to that of Instagram. Users can post photos of their room with
freely chosen tags, communicate via posted photos, and follow other users. They
can also comment, like, and clip (i.e., make a list of) posted photos.

We defined user’s actions as actions and feedbacks from other users as reac-
tions; actions and reactions are both a type of event. We considered nine types of
events: post, like, liked, comment, commented, clip, clipped, follow, and followed.
We obtained timestamps of every event and registration.

2.2 Definition of Early Churn Users in RoomClip

We target users who have taken at least one action (i.e., post, like, comment,
clip, and follow) during O days since the registration day and define these users
as new users. We also exclude newly registered users on days when the number of
registered users has more than doubled in comparison with that on the previous
day to ignore spam users. Ultimately, the total number of new users is 55, 501.

We defined users who did not take any actions during C days after O days
since registration as early churn users and users who did take actions more than
once during this period as nonearly churn users. Therefore, we treat this as a
binary classification problem. We defined O = 7 and C = 180 in reference to
Dror et al. [3]. C = 180 was considered reasonable on this data because only
5.62% of the target users have an action interval exceeding 180 days.

Table 1 shows basic statistics for the new users. The number of early and
nonearly churn users is 29, 988 and 25, 513, respectively. The probability of early
churn users is around 55%. We confirmed that RoomClip has an early churn rate
similar to that of other SNSs [3,10]. A comparison of the mean number of each
event between early and nonearly churn users showed that the former had lower
mean values for all nine events than the latter.

2.3 Distribution of Event Interval of New Users

We investigate whether the event sequence of new users on RoomClip consists
of coarse and dense parts, as mentioned in the introduction, by observing the
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Fig. 1. Distribution of the event interval (τe) of new users within O = 7 days from
the registration day. Vertical axes indicate the probability. Horizontal axes indicates
τe + 1. To plot this data on a log-log scale, we add 1 to each τe value. The dotted line
is shown for reference.

distribution of the event interval (τe). When the distribution of τe obeys the
power law, the event sequence is characterized by coarse and dense parts [1,14].
Figure 1 shows the distributions of τe of new users within O days since the
registration day. We confirmed that the distribution of τe obeys the power law.

We confirmed that the event sequence of new users consists of coarse and
dense parts. We considered that these coarse and dense parts contribute to the
different importance of each temporal part in the event sequence for classifying
early churn users. Therefore, by considering such information, we can classify
early churn users more accurately.

3 Proposed Model

We describe the proposed attention-based LSTM model that explicitly considers
the different importance of each temporal part in the event sequence to classify
early and nonearly churn users by observing the event sequence on the first
O days. Figure 2 shows the proposed model. It mainly consists of three layers:
sequence encoding layer, attention layer, and classification layer.

3.1 Input

We define the event sequence as e = (e(1), ..., e(t), ..., e(T )). t is the index of
the temporal part of the event sequence. The t–th temporal part e(t) consists
of event occurrences summed over each b hour which takes an arbitrary value.
Before inputting e(t) to the sequence encoder, we apply a single-layer perceptron.
Furthermore, x(t) = ReLU (Wee(t) + be), where x(t) is the hidden representation
of e(t) and the actual input to the sequence encoder.

3.2 Sequence Encoding Layer

We used the LSTM to encode the sequence of x(t) [6]. Here, we used LSTM with
the forget gate, a basic expansion of the model proposed by Gers et al. [5]. The
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Fig. 2. Proposed model.

internal structure of LSTM with the forget gate is described as follows.

i(t) = σh

(
Wxix(t) + Wh̃ih̃(t − 1) + bi

)
,

f(t) = σh

(
Wxfx(t) + Wh̃f h̃(t − 1) + bf

)
,

c(t) = f(t)c(t − 1) + i(t) tanh
(
Wxcx(t) + Wh̃ch̃(t − 1) + bc

)
,

o(t) = σh

(
Wxox(t) + Wh̃oh̃(t − 1) + bo

)
,

h̃(t) = o(t) tanh (c(t)) .

(1)

i(t) is the input gate that determines the amount of input information to main-
tain. f(t) is the forget gate that determines the amount of information for for-
getting the previous cell state (c(t − 1)). o(t) is the output gate that determines
the amount of information of the current cell state that is applied to the final
output of the LSTM layer. h̃(t) is the final output of the LSTM layer in each t.
σh is the recurrent activation function, and it is a sigmoid function.

We used the bidirectional LSTM in which the forward LSTM output that
feeds x(t) from t = 1 to t = T and the backward LSTM output that feeds x(t)
from t = T to t = 1 are concatenated [13]. We expected that the bidirectional
LSTM can encode richer information than the forward LSTM. We defined the t-
th output from the forward and backward LSTM as

−→
h (t) and

←−
h (t), respectively.

We defined the final concatenated output as h(t) = [
−→
h (t),

←−
h (t)].

3.3 Attention Layer

To consider the different importance for each t, we used the attention after the
sequence encoding layer. To simplify the interpretation of the attention result,
we used the attention in reference to Yang et al. as follows [16].

u(t) = tanh (Wuh(t) + bu)

α(t) =
exp

(
u(t)Tue

)
∑

t exp (u(t)Tue)

v =
∑
t

α(t)h(t).

(2)
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u(t) is the hidden representation of h(t) by the single-layer perceptron. We calcu-
late the importance for each u(t) as the similarity between u(t) and ue. ue is the
global event representation vector that is randomly initialized and is updated
during learning. α(t) is the normalization result of ue by the softmax function
and the actual weight that is multiplied with the output of the bidirectional
LSTM. Therefore, α(t) determines the importance of h(t) for classification. v is
the final output from the attention layer; it is the sum of the weighted output
through every t.

3.4 Early Churn Classification Layer

To classify early and nonearly churn users, we assign the labels ŷ = 1 to early
churn users and ŷ = 0 to nonearly churn users. We used the sigmoid function as
the classification layer (y = sigmoid(Wyv + by)).

3.5 Learning Algorithm

We set binary cross-entropy as the loss function (loss(y, ŷ) = y log ŷ + (1 −
y) log (1 − ŷ)) and minimize this loss with back-propagation through time [12].

4 Experiment

4.1 Evaluation Criteria

To evaluate the classification performance of each model, we choose the area
under the receiver operating characteristic curve (AUC). The AUC is a graphical
plot created by plotting the true positive rate (TPR) as a function of the false
positive rate (FPR) while changing the classification threshold. In this task, TPR
and FPR are the proportion of correctly identified early churn users among actual
early churn users and the proportion of incorrectly identified nonearly churn
users among actual nonearly churn users, respectively. Because AUC is calculated
by changing the classification threshold, AUC is independent of the threshold.
Numerically, AUC ranges from 0 to 1, with values close to 1 indicating good
classification performance. To check the classification performance of unlearned
data during model training, we conducted 10-fold cross-validation.

4.2 Preprocessing

For RoomClip data with early churn user ratio of 55%, the number of each label
is biased. The learning result is known to depend on the major label. To treat
this, we applied undersampling. In undersampling, the major label is resampled
to have the same number of labels as the minor label.

We select the following binning intervals: b = 1, 2, 3, 6, 12, and 24 h. Smaller
b means that the input data contains more detailed temporal change. As b
increases, the input data contains less detailed temporal change. Because the
event sequence of new users consists of coarse and dense parts, we also con-
sidered that the different importance for each t for classification becomes more
remarkable.



Early Churn User Classification in Social Networking Service 51

4.3 Baseline Models

We evaluate the classification performance of the proposed model through com-
parisons with baseline models. In this study, we used two machine learning mod-
els, random forest and logistic regression, and LSTM without attention as the
baseline models.

Logistic regression is a classical model that is often used in binary classifi-
cation problems. Random forest is a type of ensemble learning approach that
learns a lot of weak trees and takes a decision by majority. To implement these
two machine learning models, we used scikit-learn that is provided for machine
learning in the Python library2. In logistic regression, we applied grid search to
the penalty and strength of regularization. In random forest, we set the number
of weak trees as 500. Furthermore, we applied grid search to two hyperparam-
eters: the number of features to consider in an individual tree and the minimal
number of samples to stop separation. We considered the effect of the remaining
hyperparameters to be low. Therefore, we used the default values of scikit-learn
for the remaining hyperparameters.

To implement LSTM-based models, we used Keras that is provided for deep
learning in the Python library3. To evaluate the effectiveness of the attention
on early churn user classification from the comparison between with attention
and without attention, we calculate the mean of all bidirectional LSTM outputs
and feed the calculated mean to the classification layer and call it as LSTM
without attention. We used the same hyperparameters between the proposed
model and LSTM without attention. We did not apply any hyperparameter
tuning method such as grid search because of the learning time and the large
number of influential hyperparameters. We use the Z-score to normalize the
input. We set the number of units in the LSTM and single perceptron as 10.
We set the learning epoch and batch size as 30 and 64, respectively. We used
Adam for determining the learning rate. We set the default value in Keras for
the remaining hyperparameters.

4.4 Result

Figure 3 shows the mean AUC for each model with varying b and ROC for b = 1.
For b = 12, the proposed model, LSTM without attention, and random forest
show almost the same performance. As b decreases, the proposed model grad-
ually outperforms other comparative models. Furthermore, we confirmed that
the proposed model shows the highest AUC among these comparative models
for b = 1.

Next, we confirm whether the proposed model classified early churn users by
considering the different importance for each t. Figure 4 shows the relationship
between α(t) for b = 1 and the event sequence in which the label was correctly
classified. The left- and right-hand-side figures show examples of nonearly and

2 https://scikit-learn.org/stable/.
3 https://keras.io/.

https://scikit-learn.org/stable/
https://keras.io/
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Fig. 3. Results of AUC and ROC of each model. The horizontal and vertical axis of
the left-hand-side figure indicate the mean AUC and b, respectively. The horizontal
and vertical axis of the right-hand-side figure indicate the TPR and FPR for b = 1,
respectively. Each vertical bar indicates the standard deviation. The highest mean AUC
among all b values of the proposed model, LSTM without attention, random forest, and
logistic regression is (Mean = 0.849, SD = 0.00499), (Mean = 0.845, SD = 0.00469),
(Mean = 0.841, SD = 0.00390), and (Mean = 0.823, SD = 0.00757), respectively.

early churn users, respectively. From Fig. 4, α(t) shows higher and lower values
than the theoretical value for each t.

We confirmed that the proposed model shows the highest performance for
small b by considering the difference in relative importance for each t. The event
sequence captures detailed temporal changes as b decreases. However, it is also
considered that the number of the less important bin increases. Because the
LSTM without attention nor other baseline models were not able to properly
handle it and it had a negative influence on the classification, we considered that
the result worsened with decreasing value of b to a certain degree. In contrast,
the proposed model seems to properly handle it, as seen in Fig. 4. These reasons
explain the highest performance of the proposed model for small b.

5 Feature Importance Analysis

We conducted two feature importance analyses using the proposed model for
b = 1 to consider effective interventions for preventing early churn in RoomClip:
we clarify the importance of each temporal part in the event sequence and we
clarify which event type is important for classification. We also used 10-fold
cross-validation to calculate the feature importance.

5.1 Importance of Each Temporal Part in Event Sequence

We clarify the importance of each temporal part in the event sequence for the
classification of early churn users because it contributes to considering effective
interventions from the aspect of elapsed time since the registration. We defined
αf (t) as the mean α(t) of all test data on each fold. Then, we calculated the
mean αf (t) of all folds. This indicates the global importance of the t–th temporal
part in the event sequence for classification. Figure 5 shows the mean αf (t) of
all folds.
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Fig. 4. Relationship between the event sequence and attention (α(t)) for b = 1. Left-
and right-hand-side figures show examples of nonearly and early churn users, respec-
tively. Horizontal axes of all figures indicate t. Vertical axes in the top figures indicate
α(t). The dotted line indicates α(t) = 5.95× 10−2, the theoretical value for every α(t)
that has the same importance for b = 1. Vertical axes in the bottom figures indicate the
type of events. The vertical gray bar indicates the occurrence of an action or reaction.
The darker the line color, the more frequently the event occurs.

Figure 5 shows that the mean αf (t) for t < 30 and t > 155 exceeded the
theoretical value for every αf (t) that has the same importance for b = 1. In
particular, we found that the mean αf (t) for t = 0 is remarkably large.

We confirmed that the initial temporal part from the registration has high
importance for the classification of early churn users. This is because the initial
user behavior of early and nonearly churn users on RoomClip is different, as
confirmed in previous studies [8]. As discussed, the event sequence of new users
consists of coarse and dense parts; we considered that users who took some
actions immediately before the end of O = 7 days take an action again after
O = 7 days. This explains the high importance of the period immediately before
the end of O = 7 days.

5.2 Importance of Event Type

Identifying the different importance of each event type for classification helps in
understanding effective interventions. To identify this, we performed classifica-
tions using only the features of each event sequence.

Figure 6 shows the classification performance of models classified by each
event sequence. We found that the classification performance of all action
sequences is around the same as that of the model classified from all event
sequences including reaction sequences. Among action sequences, we found that
the classification performance of like and follow sequences was high and that of
post and comment sequences was low. By contrast, we found that the classifica-
tion performance of each reaction and all reaction sequences was low.

Users who newly register on the service rarely post photos, as confirmed
from Table 1. Furthermore, new users seem to have weak relations to other users.
Therefore, new users have few opportunities to receive reactions from other users.
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Fig. 5. Result of mean αf (t). This figure is only slightly different from Fig. 4 above.
The blue line indicates the mean of αf (t). αf (t) is the mean α(t) of all test data per
fold in 10-fold cross-validation. The light blue shading indicates the standard deviation.
(Color figure online)

Fig. 6. Mean AUC of model classified by each event sequence. Horizontal axis indi-
cates the AUC and vertical axis, the used event sequence. Error bars indicate the
standard deviation. Vertical dotted lines indicate the classification performance of all
event sequences. Left- and right-hand-side figures show the results of actions and reac-
tions, respectively.

This leads to low importance of reactions for the classification of early churn
users. Table 1 confirms that the number of comments and posts is lower than
the number of likes and follows. New users seem to hesitate in performing both
actions because they need to think about contents when they post and comment.
This leads to the low importance of posts and comments and high importance
of likes and follows for the classification of early churn users.

6 Related Research

Many studies have used machine learning models to classify early churn users
in SNSs. Classification based on random forest showed high performance [3,10].
Recently, deep learning models have been proposed for this purpose. Yang et al.
proposed the LSTM model to classify early churn users on Snapchat and showed
that it achieves higher performance than other machine learning models [15].
Yang et al. also proposed an ensemble model by learning multiple LSTMs and



Early Churn User Classification in Social Networking Service 55

combining the weighting outputs from each LSTM based on the attention. Our
proposed model differs from their work in that the different importance of each
temporal part in the event sequence for classification can be considered by using
the attention. To the best of our knowledge, no early churn user classification
model considers the different importance of each temporal part in the event
sequence for classification in SNS. Because this study aims to clarify the effect
of the different importance of each temporal part in the event sequence for
classification, we did not consider how the classification performance changes
when we modified the ensemble model of Yang et al. by replacing LSTMs with
proposed models.

Previous studies have suggested that the initial behavior affects users’ long-
term behavior. For example, Pal et al. showed that users who will become experi-
enced users can be predicted from the first few weeks’ behavior after registration
[9]. Karumur et al. showed that early churn users can be classified from their
first consecutive actions after registration [8]. Previous studies focused on only
certain temporal parts in the event sequence and confirmed their effect on long-
term behavior. Therefore, it is unclear whether the initial behavior will have
relatively high influence among all temporal parts in the event sequence. This
study revealed the importance of each temporal part in the event sequence for
classifying churn users.

7 Discussion and Conclusion

In SNSs, the early churn rate is typically high. It is essential to identify poten-
tial early churn users and important factors that lead to early churn in SNSs
because doing so can enable effective intervention for preventing early churn. We
hypothesized that the importance of each temporal part in the event sequence
differs for classification. Therefore, we proposed attention-based LSTM. In the
experiment conduced on RoomClip, the proposed model achieved higher clas-
sification performance compared to baseline models. This result confirmed the
effectiveness of the proposed model. Because many human sequential activities
consists of coarse and dense parts like SNSs (e.g., exchanging e-mails, working
patterns), we believe that our approach is effective for them [1].

Furthermore, our analysis of the importance of each temporal part in the
event sequence revealed that the time immediately after registration has high
importance for classification. We also found that new users’ actions, especially
likes and follows, have high importance for classification whereas reactions from
other users have little influence. These two results can be used to consider effec-
tive interventions, such as presenting popular users and photos to a newly joined
user immediately after registration to encourage follows and likes.

These results can help apply interventions for potential early churn users and
general interventions for preventing early churn. These results can be applied to
general SNSs such as Instagram and Twitter for which temporal information is
available, and we hope that they will be of use to SNS developers.

Acknowledgement. We would like to thank RoomClip Inc. for providing data.
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Abstract. Context consideration can help provide more background and related
information for weakly supervised learning. The inclusion of less documented
historical and environmental context in researching diabetes amongst Pima
Indians uncovered reasons which were more likely to explain why some Pima
Indians had much higher rates of diabetes than Caucasians, primarily due to
historical, environmental and social causes rather than their specific genetic
patterns or ethnicity as suggested by many medical studies.
If historical and environmental factors are considered as external contexts

when not included as part of a dataset for research, some forms of internal
contexts may also exist inside the dataset without being declared. This paper
discusses a context construction model that transforms a confusion matrix into a
matrix of categorical, incremental and correlational context to emulate a kind of
internal context to search for more informative patterns in order to improve
weakly supervised learning from limited labeled samples for unlabeled data.
When the negative and positive labeled samples and misclassification errors

are compared to “happy families” and “unhappy families”, the contexts con-
structed by this model in the classification experiments reflected the Anna
Karenina principle well - “Happy families are all alike; every unhappy family is
unhappy in its own way”, an encouraging sign to further explore contexts
associated with harmonizing patterns and divisive causes for knowledge dis-
covery in a world of uncertainty.

Keywords: Weakly supervised learning � Context � Confusion matrix �
Context construction � Contextual analysis

1 Introduction

In many real-world data mining tasks, such as healthcare data investigation and
financial profile classification, it is often the case that not all sample records in training
sets are fully labeled due to various constraints such as cost and capability restriction,
sampling and classification limitation. The weakly supervised learning approach is
meant to handle these situations adaptively when only a small number of training
samples are labeled by initial probing classifications, and then some forms of self-
learning are engaged to revise progressively and to label the rest accordingly.

Weakly supervised learning may have emanated from the “bootstrapping” way of
semi-supervised self-learning in the field of data mining and classification [1, 2] and
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many strategies and techniques have been developed, for example, active learning by
uncertainty sampling, query-by-committee and a decision-theoretic approach assisted
by human experts as “oracles” [3], semi-supervised learning by an expectation–max-
imization approach, co-training and multi-view learning via separation of attribute sets
with integration of result learning [4], and reinforcement learning by an iteration of an
agent’s action and reward functions in a Markov decision process [5, 6]. Collectively
speaking, the more information available on the samples, the more informed decisions
can be made by the experts as “oracles” and by the researchers to improve the self/co-
training rulesets and the action-reward learning logic.

As an example of improved learning by considering contexts around the available
data, the inclusion of less documented historical and environmental context in
researching diabetes amongst Pima Indians by Schulz el al. and Phihl [7, 8], uncovered
reasons which were more likely to explain why some Pima Indians “have up to ten
times the rate of diabetes as Caucasians” which were not due to their specific genetic
patterns or ethnicity, but because of their loss of access to water from the Gila River in
the 1900s which adversely affected their agricultural supply and farm work, and their
later adaption of modern Western fast food and life-style. In comparison, another group
of Pima Indians from the same tribe migrated to Mexico in the 1890s and continued
their traditional farm work and traditional diet, have a significant lower rate of diabetes
despite these two groups sharing a common genetic background [8, 9].

A confusion matrix is a simple and effective way to summarize classification results
and algorithm performance in a tabular form by tallying the category results, making
result comparison easy between class label categories [10–12]. When using the term
“incremental context” to describe how data samples are sorted in ascending order to
emulate the value growth path of a lead attribute, and the term “correlational context”
to describe the subsequent and correlated value variation of other related attributes
along the value growth path of the lead attribute, then the term “categorical context”
can describe the cross-category interrelation when each matrix cell hosts both “incre-
mental context” and “correlational context” for their respective result category, which
makes cross-category context comparison simple, visual and systematic, and facilitates
learning in a category-by-category and side-by-side manner.

2 Context Construction with Confusion Matrix

2.1 Post-classification Analysis and Data Normalization for Easy
Comparison

Context construction can start as a part of the post-classification analysis process based
on the initial set of training samples which have been labeled, and the underlying
classification platform can be based on any classification algorithm, e.g. decision tree,
neural network or naive Bayes. The resulting confusion matrix can be evaluated first
and if suitable, be transformed into a table with each of its category cells to house the
incremental and correlational contexts of their respective training samples.

In order to construct incremental and correlational context for an easy and con-
sistent comparison between attributes in a dataset, the values of different attributes
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measured in different units are converted into one standardized value range between 0
and 100 via a min-max normalization routine, and ten key value growth stages of each
attribute can then be established by ten deciles based on these standardized values.

2.2 Construction of Categorical, Incremental and Correlational Context

Key steps in this construction process include:

1. Evaluate initial classification result and its confusion matrix
2. Define a selection list of lead attributes and their rotation/significance order
3. Select a lead attribute and redistribute its data records with standardized values into

categorized subsets according to their confusion matrix result categories
4. For each categorized subset sorted by the current lead attribute

4a. Extract the median record from each decile to simulate ten value growth stages
in a vertical way within its categorized cell as incremental context

4b. Start from the current lead attribute and for its ten growth stages, connect and
plot lines across other attributes accordingly as correlational context

4c. Evaluate these incremental and correlational contexts in the form of line and
value patterns between matrix categories as categorical context

5. Select the next lead attribute from the rotation list determined in Step 2 and repeat
Steps 3 & 4 to construct more contextual models for further analysis

This context construction process starts as a multi-contextual model with cate-
gorical, incremental and correlational context. It is hoped that this is only the begin-
ning, and other factors can later be introduced to this multi-contextual model to expand
the scope of data exploration and knowledge discovery for weakly supervised learning.

3 Experiments and Analysis

3.1 Context Construction for Attribute “Length” in the Page Blocks
Dataset

Experiments on the labeled training sets are based on ten UCI datasets [13] but only
two are highlighted in this short paper. WEKA’s [14] C4.5/J48 decision tree is utilized
as the initial probing classifier, but other algorithms can also be used.

When testing on the Page Blocks dataset, the attribute “length” is selected as the
first lead attribute because it is ranked as the most significant attribute by the gain ratio
evaluator, and its multi-contextual model is shown in Table 1. The four cells in Table 1
represent the four confusion matrix result categories based on an initial binary clas-
sification for the labeled text or non-text samples. The y-axis in each cell represents the
ten key value growth stages of attribute “length”, and the x-axis represents the other
related attributes in the training set. The ten plots starting from “length” and connecting
across the other attributes represent how the values of other attributes from the same
key growth stage samples change according to the incremental growth of the “length”
value in a correlational way, showing how the converging and diverging value patterns
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differentiate between the four confusion matrix categories and reflecting the Anna
Karenina principle [15] - text type page blocks share the same regular characteristics,
non-text type page blocks and classification errors differ in various ways due to
numerous factors such as varying color pigment and text font-size, etc. Context models
constructed for other attributes also present similar patterns.

3.2 Context Construction for Attribute “plas” in the Pima Diabetes
Dataset

In this test case demonstration of the Pima Indians diabetes dataset, the attribute “plas”
is selected as the lead attribute and its multi-contextual model is shown in Table 2. One
distinctive pattern is that the majority of “plas” values in the true negative category are
bounded in the middle range between the normalized median value of 37 and 70, and
as the “plas” value increases, the values of the other attributes vary rather uniformly,
and most are bounded by a narrow value range. In contrast, “plas” values in the true
positive category start from a higher point of 55 and scatter in a wider value range up to
97, and the values of the other related attributes, e.g. “mass”, “age” and “pedigree”,
also fluctuate in a wider value range with higher starting points. The two error cate-
gories, false positives and false negatives, share similar “bigger and rougher” value
variation patterns similar to the true positive category.

In essence, the true negative samples show more uniformity than the true positive
samples and the error samples. This is a theme that matches the contrast between the
benefits of harmonized patterns and the burdens of unrestrained value fluctuations
signified by the Anna Karenina principle and shared by other attributes and datasets.

Table 1. A confusion matrix of contexts constructed for the Page Blocks dataset

Visualization and comparison of a confusion matrix of incremental, correlational and categorical context using “length” as the lead attribute
Plotting incremental samples of the true negative category – non-text Plotting incremental samples of the true positive category - text

Plotting incremental samples of the false positive category Plotting incremental samples of the false negative category
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4 Potential Issues and Conclusion

Context construction by coupling incremental sampling with cross-attribute plotting
under a confusion matrix structure may sound trivial, and its representation of incre-
mental, correlational and categorical context may look inconsequential. However, the
focus of this study is not about breaking and winning in complexity, it is about sorting
and connecting data elements to gain more understanding about their internal rela-
tionship within context and to initiate such contextual analysis with simplicity and
practicality, hence the inclusion of ROC curve and F-score will be considered next.

A more specific issue concerns the suitability and adequacy of using ten sorted
deciles to represent ten key value growth stages of a lead attribute. While systematic
sampling can be considered as a kind of stratification with equal sampling fractions, its
value growth representation can be over-optimistic and will need improvement.

In conclusion, the experiments and examination of this multi-contextual model can
indeed highlight certain converging and diverging patterns in a contextual and mean-
ingful way, and they may potentially be applicable to unlabeled data for pattern-
matching and error-estimation when learning from labeled samples. It may seem far-
fetched, but supported by some interesting findings, it is worth exploring.
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Abstract. This paper contributes a new, real-world web image dataset
for cross-media retrieval called FB5K. The proposed FB5K dataset con-
tains the following attributes: (1) 5130 images crawled from Facebook;
(2) images that are categorized according to users’ feelings; (3) images
independent of text and language rather than using feelings for search.
Furthermore, we propose a novel approach through the use of Optical
Character Recognition (OCR) and explicit incorporation of high-level
semantic information. We comprehensively compute the performance of
four different subspace-learning methods and three modified versions of
the Correspondence Auto Encoder (Corr-AE), alongside numerous text
features and similarity measurements comparing Wikipedia, Flickr30k
and FB5K. To check the characteristics of FB5K, we propose a semantic-
based cross-media retrieval method. To accomplish cross-media retrieval,
we introduced a new similarity measurement in the embedded space,
which significantly improved system performance compared with the
conventional Euclidean distance. Our experimental results demonstrated
the efficiency of the proposed retrieval method on three different public
datasets.

Keywords: Cross-media search · Text-image-feeling embeddings ·
FB5K dataset

1 Introduction

The current era has seen rapid growth in Multimedia Information Retrieval
(MIR). Despite constant hard work in the development and construction of new
MIR techniques and datasets, the semantic gap between images and high-level
concepts remains high. We need a promising model to focus on modeling high-
level semantic concepts, either by image annotation or by object recognition to
diminish this semantic gap. Numerous real-world methods [1,2] have been intro-
duced for this kind of concept-based multimedia search system. Among several
c© Springer Nature Switzerland AG 2019
L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 65–76, 2019.
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of these methodologies, the first step is dataset selection for high-level concepts
and small semantic gaps, which are relatively easy for machine understanding
and training.

This paper presents a novel resource evaluation dataset for cross-media
searching, called FB5K along with a benchmark learning system. Existing cross-
media or multi-modal retrieval datasets have some limitations. Firstly, some
datasets lack context information i.e. link relations. Such context information is
quite accurate, and can provide significant evidence to ameliorate cross-media
retrieval system accuracy. Similarly, the Pascal VOC 2012 dataset1 [3] consists of
only 20 categories. However, cross-media retrieval implicates numerous domains
under real-world internet conditions. Cross-media retrieval systems trained on
scanty domain datasets have difficulties in handling queries from anonymous
domains. Secondly, popular cross-media datasets are small in size, for example
Xmedia [4], IAPR TC-12 [5], and Wikipedia2 [6]. This deficiency in appropriate
data makes it difficult for retrieval systems to learn and evaluate the robust-
ness in real-world galleries. Thirdly, datasets such as, ALIPR [7], SML [8], either
just used all the image annotation keywords associated with training images, or
unenforced any constraint to the annotation vocabulary for example ESP [9],
LabelMe [10], and AnnoSearch [11]. Therefore, these datasets essentially neglect
the differences among keywords relating to semantic gaps.

Feeling Sad

Feeling Happy

Feeling Hungry

Feeling Cold

Feeling 
Wonderful

Fig. 1. Some examples of FB5K dataset used for cross-media search.

1 http://host.robots.ox.ac.uk/pascal/VOC/.
2 http://www.svcl.ucsd.edu/projects/crossmodal/.

http://host.robots.ox.ac.uk/pascal/VOC/
http://www.svcl.ucsd.edu/projects/crossmodal/
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Considering the aforementioned problems, this paper makes three major con-
tributions. The first is the collection of a new resource evaluation cross-media
retrieval dataset, named FB5K. It contains 5130 image-feeling pairs collected
from Facebook3, introduced for the first time in the cross-media retrieval research
community. This dataset is differentiated from current datasets in three aspects:
varied domains, high-level semantic information incorporation, and rich context
information. Eventually, it should provide a more accurate standard for cross-
media study. Therefore, we constructed a standard dataset, keeping in mind
the research issues to focus researcher/developer efforts on cross-media retrieval
algorithm development, instead of laboriously comparing methods and results.
The second is that, to the best of our knowledge, this is the first effort to col-
lect a dataset of high-level concepts with small semantic gaps based on users’
semantic descriptions i.e. image-feeling relationships. Third, this approach aims
to learn the cross-media embeddings of users’ feelings, images, and tags/texts.
We propose a novel method by using Optical Character Recognition (OCR),
explicit incorporation of high-level semantic information, and a new similarity
measurement in the embedded space, which significantly overcomes the conven-
tional distance measurement methods and improve retrieval performance.

2 Proposed Dataset

This section describes a new dataset called FB5K, which comprises 5130 images
collected from Facebook. The complete FB5K dataset will be made available via
ABC4.

2.1 Dataset Collection

Each step in the dataset collection is briefly explained below.

Seed User Gathering. In order to obtain the genuine emotions of users asso-
ciated with an image rather than image contents, we obtained seed users by
sending queries to Facebook with numerous key words, for example happy, hun-
gry, love, etc.

User Candidate Generation. To generate user candidates we implement a
web spider to crawl the user accounts of individuals who were following the seed
users. This step was repeated a number of times until we obtained a lengthy list
of user candidates.

Feelings Collection. Another web spider collected feelings as text associated
with the matching images by visiting the web pages of different users present in
the candidate list. Our finding suggested that about 80% of the users’ feelings
accompanied the images.
3 facebook.com.
4 http://www.xyz.com/.

http://facebook.com
http://www.xyz.com/
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Data Pruning. We refer to an image, tag, or feeling-text pair as a tweet. Data
were pruned based on the following criteria (pruned out data were referred to
as garbage data):

– Feelings without images;
– Tweets not associated with images or feelings;
– Repeated images with the same ID;
– Error images.

As a result, a total of 5130 image-tag pairs were obtained. Figure 1 presents some
examples from this benchmark dataset.

2.2 Dataset Characteristics

The performance of cross-media retrieval methods is highly dependent on the
nature of the dataset used for their evaluation. The FB5K dataset includes
a set of images that are closely associated with user feelings. These images
were crawled from Facebook along with the user-associated feelings. The FB5K
dataset has the following attributes:

– First, since this dataset was collected from a social media website, it contains
a broad variety of domains under single examples of feelings such as, hungry,
love, sad, thankful etc.

– Second, the relationship between images and users’ feelings is often very
strong. In the examples given in Fig. 1, the images have strong ties with
the associated feelings. Such is the case in a realistic scenario.

– Third, FB5K is a large-scale dataset, containing 5130 image-text pairs, which
helps to avoid overfitting during system training. In other words, it helps to
test the cross-media retrieval method’s robustness via a wealth of data.

– Fourth, this dataset helps to reduce the semantic gap by providing more
accessible visual content descriptors using high-level semantic concepts.

To our knowledge, this is the first cross-media dataset that consists of the
above-mentioned characteristics. Also, we believe that FB5K is the first dataset
collected from Facebook that comprises high-level concepts with minor semantic
gaps between users’ semantic descriptions, and a ground-truth of 70 concepts
for the whole dataset.

3 Proposed Retrieval Method for the FB5K Dataset

This section briefly explains the proposed cross-media retrieval algorithm for
FB5K. Numerous features are used for image representation, for example SIFT
[12], color features [13], GIST [14] and HOG [15,16]. These features are useful
for extracting colors and shapes of images, but not for words represented by
the images. In this regards, we first propose OCR then adopt explicit incorpo-
ration of high-level semantic information and finally develop a novel similarity
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(a) Without semantic class. (b) With semantic class.

Fig. 2. Graphical representation of high-level semantic information incorporation: (a)
without semantic class and (b) with semantic class.

measurement in the embedded space to improve the retrieval performance. A
detailed explanation is provided as follows:

Text Extraction. First is the extraction of words on each image using tessart5.

Incorporation of High-Level Semantic Information. To facilitate OCR
text extraction we incorporate high-level semantic information for learning a
common space for image, text/tag, and semantic information (user feelings).
Assume we have n training images having if -dimensional visual feature vec-
tors and tf -dimensional tag feature vectors. Where I ∈ Rn×if and T ∈ Rn×tf .
Furthermore, we also associated each training image with a high-level semantic
class, C ∈ Rn×c, where c represents the number of categories. Individual images
are labeled with one c class (only one specific class in each row of K is 1 and
the remaining are 0).

Let i, j denote two points. We define similarity as:

Kx(i, j) = ψx(i)ψx(j)T (1)

where Kx is a kernel function and ψx(.) represent a function embedding the
original feature vector into a nonlinear kernel space. The goal is to find matrices
Wx that project the embedded vector ψx(i) to minimize the distance between
data items.

5 https://github.com/tesseract-ocr/tesseract.

https://github.com/tesseract-ocr/tesseract
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The objective function can be mathematically expressed as:

minw1,w2,w3 =
3∑

x,y=1

‖ψ1(I)W1 −ψ2(T )W2‖2

+ ‖ψ1(I)W1 −ψ3(C)W3‖2 + ‖ψ2(T )W2 −ψ3(C)W3‖2
where w1 = w2 = w3 = 0 (2)

this equation tries to align corresponding images and tags [17], whereas, the
remaining two terms try to align images with their semantic class. Figure 2 illus-
trates graphically the benefits of incorporating high-level semantic information.

Similarity Measure. We developed a novel similarity measurement that
yielded better realistic results. Mathematically, this can be expressed as:

sim(xiyi) =
(ψx(i)Wx)(ψy(j)Wy)

T

‖(ψx(i)Wx)‖2 ‖(ψy(j)Wy)‖ 2

(3)

where xi represents the training image and yi represents the corresponding tweet.
Wx projects the embedded vector ψx(i) and Wy projects the embedded vector
ψy(j) to minimize the distance between image and text.

Distance in Common Subspace. In this paper, we represent the
cosine distance between two different modalities in the common subspace as
Cos(Twt, Img), where Twt and Img represent the tweet and image. It was
learned by retrieval methods such as, Correspondence Auto Encoder (Corr-AE)
and subspace methods.

Ranking. Each candidate in the gallery was ranked, based on similarity dis-
tances between the queries and candidates.

4 Experimental Results and Discussion

4.1 Experimental Setup

All experiments were performed on four subspace learning methods, which were
Canonical Correlation Analysis (CCA) [6], Bilinear Model (BLM) [18], Partial
Least Square (PLS) [19], and Generalized Multi-view Marginal Fisher Analysis
(GMMFA) [20] and three Corr-AE methods [21]: Corr-AE, cross Corr-AE and
full Corr-AE.

In the case of subspace learning methods, we used the implementation from
[20] to compute the linear projection matrix. For Corr-AE methods, we use
the implementation of [21] to calculate the hidden vectors of the two different
modalities. We employed a 1024-dimensional hidden layer. For Corr-AE, cross
Corr-AE and full Corr-AE the weight factors for reconstruction errors and cor-
relation distances were set to 0.8, 0.2 and 0.8, respectively.
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Dataset Splitting. We used three datasets in each experiment: Wikipedia,
Flickr30k and FB5K. We split each dataset into a training set, a testing set, and
a validation set, as illustrated below:

1. Wikipedia dataset. In the case of subspace learning, we used 2173 and 500
image-text pairs for training and testing respectively, while for Corr-AE meth-
ods a further 193 pairs served as a validation set. We utilized all of the data
in a test set as a query.

2. Flickr30k dataset. For subspace learning, we used 15000 image-text pairs for
both training and testing while for Corr-AE methods an additional 1783
image-text pairs were added for validation. We randomly selected 2000 images
and texts from the test set to function as a query.

3. FB5K dataset. We split the dataset into 80% and 20% image-text pairs for
training and testing respectively. We used the same split for subspace learn-
ing, while for Corr-AE methods 250 additional image-text pairs served as a
validation set.

Representation. All images were first resized to dimension of 224 × 224. Then
we extracted the last fully connected (fc7) Convolution Neural Network (CNN)
features using VGG16 [22] with CAFFE [23] implementation. Text representa-
tion was based on Latent Dirichlet Allocation (LDA) [24]. An LDA model was
learned from all texts and used to compute the probability of each text under 50
hidden topics. We used this probability vector for text representation. A Bag-
of-Word (BoW) model was used for text representation in Corr-AE methods.
Initially, texts were converted into lower case, with all stopping-words removed.
A unigram model was adopted to form a dictionary of the most recurrent 5000
words. Based on this dictionary, for each text we generated a 5000-dimensional
BoW model.

Evaluation Parameters. We assessed the retrieval performance using Cumu-
lative Match Characteristic (CMC) curves and mean rank. CMC is a useful
approach that is used as the evaluation metric in many applications such as
face recognition [25–27] and biometric systems [28,29]. For cross-media retrieval,
CMC can be illustrated by a curve of average retrieval accuracy with respect
to the average ranks of the correct matches for a series of queries, K, where
rank is:

Rank =
1

|K|
∑K

x=1
rankx, (4)

rankx refers to the rank position of the correct match for the xth query.

4.2 Retrieval Methods Comparison Using Different Datasets

We tested different cross-media retrieval methods on Flickr30k, Wikipedia and
FB5K datasets. Figure 3 shows the effectiveness of the different retrieval meth-
ods. We drew several conclusions from this.
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(a)
Im2txt Retrieval Txt2im Retrieval

(b)
Im2txt Retrieval Txt2im Retrieval

Im2txt Retrieval Txt2im  Retrieval

(c)

Fig. 3. CMC curves compared for different Corr-AE and subspace learning methods
using different cross-media datasets: (a) Wikipedia, (b) Flickr30k, and (c) FB5K.

Corr-AE methods performed well compared to subspace learning methods
with all three datasets. However, CCA showed a significant improvement in per-
formance as the number of training samples increased using FB5K. The logic
behind this is that correlation is ignored between different modalities in sub-
space learning when representation learning is performed. However, representa-
tion learning and correlation learning are merged into a single process in Corr-AE
methods. Furthermore, Corr-AE is used to train a model by minimizing linear
combinations of representation learning error and correlation learning error for
individual modalities, and between hidden representations of two modalities [16].
This minimization of correlation learning error helps the model in learning hid-
den representations, while minimization of representation learning error makes
better hidden representations to reconstruct the input of individual modalities.

The retrieval performance was highest for FB5K and lowest for Wikipedia.
This shows that the tweets are highly correlated when using FB5K compared
with Flickr30k and Wikipedia. The main reason that FB5K obtained the highest
retrieval accuracy is twofold: first, it contained high-level concepts with small
semantic gaps. Second, text and images were highly correlated in this dataset. We
conclude that user descriptions on tweets are highly correlated to the scenarios.
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Fig. 4. CMC curves on FB5K with the proposed method and baselines. (a) Im2txt
retrieval. (b) Txt2im retrieval.

4.3 Proposed Method Performance

In this section, we describe the proposed method for evaluation of FB5K. We
compared its performance with the baseline methods.

Figure 4 clearly shows that using the proposed method in the baseline learn-
ing systems significantly improved their performance. In particular, using OCR,
explicit incorporation of high-level semantic information, and a specially devel-
oped similarity measurement in the embedded space improved cross-media
retrieval accuracy when similar retrieval methods were used. For example, in the
case of Txt2im retrieval, CCA achieved 45% accuracy at rank = 110, whereas
the BLM, PLS, and GMMFA methods achieved the same accuracy at ranks 20,
25 and 18, respectively. Incorporating the proposed method boosted the accu-
racy of CCA, BLM, PLS, and GMMFA to 6.5%, 4%, 5% and 7% respectively,
at the same rank.

4.4 FB5K Retrieved Examples

This section describes the retrieval examples for FB5K using CCA and the pro-
posed method.

Figure 5(a) shows the retrieval image results for different query tags. It shows
that the proposed method was successful in learning colors, background and class
information, e.g. in Fig. 5(a) we used the keyword cold to retrieve the images on
right, which strongly indicate that the keyword information lay in the retrieved
image. Moreover, incorporation of semantic class not only improved the retrieval
accuracy, but also provided higher weights to more minor concepts during the
formation of query tag vectors.

Figure 5(b) shows the tagging results retrieved by the proposed method on
some test images. It is clear that using the proposed method with FB5K signif-
icantly outperformed the baseline methods, despite its diverse features.
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Cold

Hungry

Happy

(a)

(b)

Cold Shivering Beautiful Travel Scenery

Love Laughing Person Shivering

Query Image Retrieved tags

Query tag Retrieved images

Fig. 5. Retrieval examples for FB5K using CCA and the proposed method. The first
two rows represent the query tag and its corresponding top five retrieved images,
whereas the last two rows show query images and their corresponding top five retrieved
tags. (a) tag/txt2img retrieval. (b) img2tag/txt retrieval.

Furthermore, FB5K provides information that is more realistic to the user. It
incorporates high-level semantic information by providing the class probability
for individual images. For example, in Fig. 5(b), with a query image of a baby,
the proposed method retrieved happy and love as high frequency words in the
retrieved text. This shows that despite the sentiment of an image being hidden
under high-level concepts, opinion characteristics can have an impact on multi-
modal retrieval.

5 Conclusion

This paper introduced a novel cross-media dataset called FB5K. We also pre-
sented a more realistic embedding approach for images, tags/texts, and their
semantics. Specifically, in order to learn the cross-modal embeddings of user
feelings, images and tags/texts, we developed a novel method by utilizing OCR,
explicit incorporation of high-level semantic information, and a new similarity
measurement in the embedded space, to improve the retrieval performance.

We believe that FB5K and the proposed cross-media retrieval method suffice
as a reference guide for researchers and developers to facilitate the design and
implementation of better evaluation protocols.
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Abstract. We present a robust active learning technique for situations
where there are weak and adversarial oracles. Our work falls under the
general umbrella of active learning in which training data is insufficient
and oracles are queried to supply labels for the most informative sam-
ples to expand the training set. On top of that, we consider problems
where a large percentage of oracles may be strategically lying, as in
adversarial settings. We present an adversarial active learning technique
that explores the duality between oracle modeling and data modeling.
We demonstrate on real datasets that our adversarial active learning
technique is superior to not only the heuristic majority-voting technique
but one of the state-of-the-art adversarial crowdsourcing technique—
Generative model of Labels, Abilities, and Difficulties (GLAD), when
genuine oracles are outnumbered by weak oracles and malicious oracles,
and even in the extreme cases where all the oracles are either weak
or malicious. To put our technique under more rigorous tests, we com-
pare our adversarial active learner to the ideal active learner that always
receives correct labels. We demonstrate that our technique is as effective
as the ideal active learner when only one third of the oracles are genuine.

1 Introduction

Active learning techniques use strategical sampling techniques to select the most
influential instances for training. These techniques are of great importance when
labeled data is expensive or difficult to obtain, such as malware samples and
intrusion instances that require comprehensive security domain knowledge and
are often laborious and time-consuming to label. The working philosophy of
active learning is based on the observation that some samples are more likely to
help reduce overall uncertainty than others.

Standard active learning techniques assume that correct labels are provided
by trustworthy oracles. This assumption is often falsified in real applications,
especially in the security domain where some oracles may maliciously return
incorrect labels to influence the learning outcome [10]. In this paper, we address
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this type of adversarial active learning problem. While learning with insuffi-
cient training data leads to poor predictive performance, learning with abun-
dant labeled samples with just a few incorrectly labeled may exacerbate the
situation. Some active learning models are extended to take into account noisy
oracles [12,16]. In these techniques, a probability of incorrect labels returned
by an oracle is assumed. These techniques can address the adversarial active
learning problem only when the adversary’s malicious behavior can be inter-
preted as a random noise defined by a probability density function. However, in
reality malicious oracles often lie selectively. The reasons are twofold. In some
cases, malicious oracles typically lie when examples are from a specific class. For
example, in spam filtering malicious oracles may lie only when a spam message
is promoting counterfeited drugs. In other cases, malicious oracles choose to lie
when the sample is in the vicinity of the separating boundary of different classes.
This lying tactic can prevent detection of these malicious oracles since they only
lie for a small number of difficult samples for which there is a great uncertainty
in deciding their class memberships.

In this paper, we consider adversarial active learning with a group of oracles,
among which some are noisy and some are malicious. Our work has two key
differences from the existing body of research on crowdsourcing: (1.) in crowd-
sourcing each correctly labeled input is perceived to be of equally high quality,
without taking into account its informativeness to learning a hypothesis; and
(2.) malicious annotators in crowdsourcing are not assumed to have the oracular
power to know the true decision boundary. Unlike the existing work in crowd-
sourcing either under the random worker paradigm [11,14] or assuming large
enough labeling activities for reputation assessment [5], our problem considers
cases where labeling activity is limited and selectively malicious. In addition, in
our work high quality samples are not simply those correctly labeled, but sam-
ples that improve the hypothesis most. We present an adversarial active learn-
ing model that differentiates genuine oracles from noisy and malicious ones. We
compute the behavior profile of the oracles from a bipartite graph between the
oracles and the data. In doing so, we establish a duality between two problems—
data modeling and oracle modeling. We build a mixture model for a given set
of N i.i.d. data points Xn∈[1,N ], with a latent variable Zn∈[1,N ] that indicates
which of the K components of the mixture Xn is from. We group data points

Fig. 1. The duality of the oracle mix-
ture model and the data mixture model.

corresponding to each component of the
mixture into a subset cj∈[1,K]. To estab-
lish a behavior profile for each oracle
Oi∈[1,M ], we let Oi label data points
in a subset cj and estimate its accu-
racy ej . After looping through all sub-
sets, we have a behavior profile Ei =
[ei1, . . . , eiK ] for Oi. Next we build an
oracle mixture model on the behavior
matrix [E1, E2, . . . , EM ]T of all the ora-
cles. Component oracles that have the
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highest accuracy are chosen as the genuine oracles, and are used for labeling
the selected sample in the current iteration of active learning. Consequently, the
newly labeled sample updates the data mixture model. The process continues as
shown in Fig. 1.

The main contribution of our work is a robust active learning model that
explicitly filters out noisy and malicious oracles, even when the majority of the
oracles are either weak or malicious. Our technique is robust against not only
random malicious noise, but more realistic lying behavior of malicious oracles
that mitigate their risk of being detected in the wild.

The rest of the paper is organized as follows. Section 2 presents the related
work on active learning with noisy oracles. Section 3 formally defines the adver-
sarial active learning problem and presents our adversarial active learning tech-
nique. Section 4 presents experimental results on five real datasets. Section 5
concludes our work and discusses future directions.

2 Related Work

Miller et al. [10] discuss potential challenges for adversarial active learning in
the security domain. They explore potential vulnerabilities of active learning
in terms of query strategy, oracle maliciousness, and inherent vulnerabilities in
existing machine learning algorithms. However, no specific defense strategies are
presented in their discussions.

There are several existing active learning models that consider noisy oracles in
their design. The Agnostic Active learning algorithm [1,2] works in the presence
of arbitrary forms of noise. Agnostic active learning does not specifically penalize
the noisy oracle for lying. It only guarantees that a hypothesis with the minimum
error rate, with respect to the sample distribution labeled by the noisy oracle,
never gets removed from the version space.

There are also extensive studies on learning from imperfect labels. Sheng
et al. [12] present a repeated labeling strategy for imperfect labeling. They show
that repeated-labeling can sometimes, but not always, improve data quality and
data mining results. French [4] presents a Bayesian perspective on combining
multiple opinions. There is also extensive research on latent variable models for
inferring hidden truth in the field of medical diagnosis [13]. Whitehill et. al. [16]
present a probabilistic model—Generative model of Labels, Abilities, and Diffi-
culties (GLAD)—to optimally combine labels from different labelers. Instead of
assuming a uniform probability on the error rate of the labelers, their model can
simultaneously infer the label and the difficulty of data given that the accuracy
of each labeler is different. GLAD is used for comparison in our experiments.

The problem of noisy labels has also been studied in crowdsourcing [8,9,
15] where worker quality and the truth of labels are updated iteratively until
convergence. This body of research perceives correctly labeled input to be of
equally high quality without taking into account its informativeness to learning
a hypothesis, and the workers are not assumed to have the oracular power to
know the decision boundary of the hypothesis. They also ignore the fact that
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in adversarial settings malicious oracles do not have to be disobedient all the
time. They only lie when mislabeling the selected sample allows them to craft
targeted classification errors. More importantly, none of the existing work has
been shown to be effective in situations where the majority of the oracles are
either weak or malicious. In contrast to the existing research, we consider all
these aspects in our design of the adversarial active learning technique.

3 Adversarial Active Learning

We consider the active learning problem in adversarial settings where a subset
of the oracles is malicious. For omniscient malicious oracles (knowing the true
decision boundary), an effective lying tactic is to return incorrect labels only
for data points that are close to the true decision boundary. Besides genuine
oracles and malicious oracles, in practice we also come across incompetent oracles
that return random noisy labels. A robust active learning algorithm should be
designed to be resilient to both malicious oracles and noisy oracles.

3.1 Problem Definition

Let D be a distribution over X × {±1} where X is the input space of a binary
classification problem. Let (X,Y ) be a pair of random variables with a joint dis-
tribution D where X ∈ X and Y ∈ {±1}. Let O = Og∪Ow∪Om = {O1, . . . , OM}
be a set of M oracles, where Og is a set of genuine oracles that returns correct
labels most of the time, Ow is a set of weak oracles that returns random noisy
labels with a certain probability, and Om is a set of malicious oracles that selec-
tively returns incorrect labels. More specifically, let S = {X1,X2, . . .} be a set
of i.i.d. samples of X. For an instance Xi ∈ S with a true label Yi, an oracle
Oj ∈ O returns a label Y ′

i . There are three cases:

(a.) If Oj is a genuine oracle, i.e. Oj ∈ Og, Pr(Yi = Y ′
i |Xi) ≈ 1;

(b.) If Oj is a weak oracle, i.e. Oj ∈ Ow, 0.5 < Pr(Yi = Y ′
i |Xi) � 1;

(c.) If Oj is a malicious oracle, i.e. Oj ∈ Om, Pr(Yi = Y ′
i |Xi ∈ S+) � Pr(Yi =

Y ′
i |Xi ∈ S \ S+), where S+ ⊂ S is a special subset of instances that the

adversary is particularly interested in mislabeling.

Let A be a generic active learning algorithm. If A always receives correct labels
during active learning, we refer to it as A∗. Let H∗ be the set of hypotheses
learned with A∗. Our objective is to find a subset of oracles O′ ⊂ O such that
for any instance Xi, the set of hypothesis H ′ learned with A, that receives labels
provided by O′, satisfies the constraint Pr(H∗(Xi) �= H ′(Xi) | |S′| > t) < δ
where S′ is the set of samples labeled by the oracles O′, 0 < t < |S|, and
δ ∈ (0, 1) is an arbitrarily small constant. In other words, predictions for Xi by
H∗ and H ′ are arbitrarily close after t samples have been labeled.
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3.2 Mixture Distributions of Oracles

Consider each oracle Oi ∈ O as a data point in some input space. With the
premise that oracles are sampled from three different distributions of genuine,
weak, and malicious oracles, we can define a mixture model of three components
over all observed oracles, and a latent variable Z that can be interpreted as
assigning an oracle to a specific component of the mixture. Therefore, Z has
three possible states, corresponding to the assignment to genuine, weak and
malicious, respectively. Our objective of searching for a subset O′ ⊂ O that
minimizes the gap between H∗ and H ′ is equivalent to learning and identifying
the component that generates the genuine oracles in the mixture model. Let θ
be the set of all model parameters, the log likelihood function is given by

ln Pr(X|θ) = ln
{∑

Z

Pr(X,Z|θ)
}

,

where Pr(X,Z|θ) is the complete-data likelihood function. Since Z is unknown,
model parameters can be found using EM by maximizing the expectation of the
complete-data log-likelihood function given by

∑
Z

Pr(Z|X, θ) ln Pr(X,Z|θ).

Unfortunately, there is no existing observed data about oracles that allows us
to infer the oracle mixture model. In the next section, we consider a duality
of the oracle modeling problem, from which an oracle behavior profile will be
computed for each oracle. The behavior profiles are later treated as observations
of the oracles, and are used to learn the oracle mixture model.

3.3 Mixture Distributions of Data

Assume data points are generated from a mixture model for which class labels
are generated randomly, conditional on the mixture component. Given a set
of instances X = {Xi}N

i=1, under the assumption of sampling from a uniform
distribution of the K Gaussians and identity covariance matrices, the expectation
of the complete-data log-likelihood function is:

EZ|X,θ[log Pr(X,Z|θ)] =
K∑

k=1

N∑
i=1

Pr(zk|Xi, θ) · log
(
πk · 1

(2π)1/2
e−||Xi−μk||2

)

= −
K∑

k=1

N∑
i=1

Pr(zk|Xi, θ) · ||Xi − μk||2 + const

where θ is the cluster means (μ1, . . . , μK) and πk is the mixture coefficient. In
our adversarial active learning, we set K ≤ |L0|—the size of the instances in the
initial labeled dataset |L0|, and for the set of instances cj generated by the jth
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Gaussian component, its class label Yj is determined by its nearest neighbor in
the labeled dataset L given by

X∗
L = arg min

X′∈L

|cj |∑
i=1

D(Xi − X ′),

where D(·, ·) is a distance measure. Thus Yj = Y ∗
L .

3.4 Oracle Behavior Profile

Ideally, if we have the solution to the mixture model for classifying given data, a
closed form solution becomes available to the oracle modeling problem because
we would know for each oracle whether it is genuine by verifying its labeling
on each category of the data. In other words, the latent variables in the oracle
mixture model become known. Vice versa, if we have the oracle mixture model,

Fig. 2. The oracle
behavior profile illus-
trated in a bipartite
graph.

the data categorization problem simply reduces to label
querying. This suggests a duality between oracle modeling
and data modeling. Although there are hardly perfect mix-
ture models for given data, an informed clustering would
be sufficient for creating behavior profiles for the oracles.

Initially, given a small set of labeled data L0 and a
large set of unlabeled data U , we build a Gaussian mixture
model with K ≤ |L0| components as described in Sect. 3.3.
Suppose we have a bipartite graph with one set of nodes
{Oi∈[1,M ]} representing oracles and the other set {cj∈[1,K]}
representing data generated by each of the K (in our case

K = 3) Gaussian components, as shown in Fig. 2. There is an edge eij between
every pair of (Oi, cj), weighted by the accuracy estimate of Oi on instances in
cj given by wij = Pr(Yij = Yj), where Yij is the set of labels returned by oracle
Oi for instances in cj , and Yj is the label of cj . The accuracy of oracle Oi∈[1,M ]

on instances in dataset cj∈[1,K] is estimated by comparing the labels assigned by
Oi and the labels assigned to instances in cj . For each Oi∈[1,M ] of the M oracles,
its behavior profile is defined as wi = [wi1, . . . , wiK ]. Therefore, the behavior
profile of the entire set of oracles is an M × K matrix, in which each row is
a behavior profile of an oracle. This behavior profile matrix is used to derive
the oracle mixture model as discussed in Sect. 3.2. To limit the instances for the
oracles to label to a small quantity, we randomly select a set of samples U from
the unlabeled dataset U =

⋃K
j=1 cj \ L0, where |U | ≤ |L0|. Instances in both L0

and U are included in the query and are labeled only once by each oracle at the
initialization stage.
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4 Experimental Results

Table 1. Statistics of the datasets.
Dataset Training Test

L0 U T

HateSpeech 25 4960 19842

Spam 12 228 4561

Webspam 18 175098 174884

Banknote Authentication 34 652 686

Occupancy Detection 40 774 7329

We experiment on five real
datasets—Hate Speech [3], Spam,
Banknote Authentication, Occu-
pancy Detection [7], and Web-
spam [6], all binary classification
problems. Each dataset is ran-
domly divided into two disjoint
sets, with one for active learn-
ing and the other for independent
testing. The detailed statistics of
the datasets is shown in Table 1. Except for Hate Speech and Webspam, each
dataset uses 5% of the training data as the initially randomly selected labeled
data L0 for active learning. The rest of the training data is treated as the set
of unlabeled data U , from which samples are selected for labeling by the oracles
during active learning. For Webspam and Hate Speech, only 18 instances (0.01%)
and 25 instances (0.5%) are needed to get the active learning to start at approx-
imately 50% accuracy. Instances in the test set are unseen and are used only for
evaluation.

We use 30 oracles in our experiment, including a different percentage of
genuine, weak, and malicious oracles. The genuine oracles provide correct labels
at least 90% of the time; the weak oracles return labels with accuracy between
50–79%; and the malicious oracles return incorrect labels for positive instances
that are less than the average distance away from the true decision boundary,
and return correct labels with an accuracy of at least 90% for everything else.
Note that the setup of oracles is strictly used for testing purpose. This
information is not modeled in any of the algorithms we are testing.

We compare our adversarial active learning technique to (1.) the majority-
voting heuristic; (2.) one of the state-of-the-art crowdsourcing techniques—
GLAD1; and (3.) the ideal active learner that always receives correct labels
for training. We use SVM with a Gaussian kernel with C = ∞ and γ = 1 as the
underlying learning algorithm in the active learning process. We set the number
of genuine oracles to 5, 10, and 15 out of the total 30 oracles, respectively. The
rest of the oracles are evenly split between weak oracles and malicious oracles.
Each experiment is repeated 10 times and the results are averaged over the 10
runs.

4.1 Results on the Hate Speech Dataset

Only 5.8% of tweets are labeled as hate speech, 77.4% are labeled as offensive
language, and the rest 16.8% is neither. To keep the dataset relatively balanced,
we keep all the tweets in hate speech and neither, and select from offensive
language an equal number of instances as in hate speech, and the learning task

1 https://s3.amazonaws.com/mplabsites/Sites/OptimalLabelingRelease1.0.3.tar.gz.

https://s3.amazonaws.com/mplabsites/Sites/OptimalLabelingRelease1.0.3.tar.gz
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is to differentiate hate/offensive speech from neither. We use 20% of the data for
training and 80% for independent testing. We sample 0.5% of the training data
as the initially labeled data. Figure 3 shows the accuracy of the four algorithms
on the independent test set when the number of genuine oracles is 5, 10, and 15,
respectively. The difference of all mean standard deviations is less than 0.022.
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Fig. 3. Adversarial active learning on the Hate Speech dataset when the number of
genuine oracles is 5, 10, and 15 out of the 30 oracles.

As can be observed, when there are only five genuine oracles, the ideal AL
has the best performance as expected since it always receives the true labels.
Meanwhile, our Adversarial AL significantly outperforms the Majority Vote and
GLAD algorithms. When there are 10 genuine oracles, the gap among the four
algorithms becomes much smaller. When the number of genuine oracles is greater
than or equal to 15, the difference among all four algorithms disappears.

Next, we demonstrate the impact of malicious oracles. Given the number of
genuine oracles, we compare two cases when the rest of the oracles are: (1.) only
weak oracles and (2.) only malicious oracles. We show that Majority Vote and
GLAD perform equally well as Ideal AL and Adversarial AL when there are only
weak oracles but no malicious oracles, as shown in Fig. 4. On the other hand,
when the rest of the oracles are all malicious, both Majority Vote and GLAD
fail miserably, as shown in Fig. 5.
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Fig. 4. Adversarial active learning on the Hate Speech dataset when there are no mali-
cious oracles.
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Fig. 5. Adversarial active learning on the Hate Speech dataset when the rest are all
malicious oracles

4.2 Results on the Spam Dataset

We use 5% of the data for training and the rest for independent testing. 5%
of the training data is used as the initially labeled data L0 for active learning.
Figures 6 shows the adversarial active learning results on the Spam dataset when
there are 5, 10, and 15 genuine oracles.
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Fig. 6. Adversarial active learning on the Spam dataset.

When the number of genuine oracles is as small as five, both Majority Vote
and GLAD perform poorly compared to our Adversarial AL and the Ideal AL.
When the number of selected samples reaches 100, the accuracy of Majority
Vote is approximately 9% lower than our Adversarial AL and 16% lower than
the Ideal AL. Our Adversarial AL consistently outperforms Majority Vote and
GLAD throughout the active learning process. The performance of Majority Vote
and GLAD improves significantly when the number of genuine oracles increases
to 10 and 15. The difference of all mean standard deviations is less than 0.044.

4.3 Results on the Webspam Dataset

We use 50% of the data for independent testing, and sample 18 instances (approx-
imately 0.01% of the training set) as the initially labeled data for active learn-
ing. We observe similar results on the Webspam dataset as shown in Fig. 7. Both
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Majority Vote and GLAD underperform our Adversarial AL and the Ideal AL
throughout the active learning process. When the number of genuine oracles
increases to 10 and 15, the performance of Majority Vote and GLAD is more
in sync with our Adversarial AL and the Ideal AL. The difference of all mean
standard deviations is less than 0.033.
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Fig. 7. Adversarial active learning on the Webspam dataset.

4.4 Results on the Banknote Authentication Dataset

For Banknote Authentication, 50% of the data is used for training and the rest
for testing; 5% of the training data is used as the initially labeled data. Figure 8
shows the results. Majority Vote is nearly 20% less accurate than our Adversarial
AL, and 36% less accurate than the Ideal AL when 100 samples are labeled
during the active learning process, and the gap never narrows as more samples
are labeled by the oracles. GLAD performs poorly throughout the active learning
process. When the number of the genuine oracles increases to 10, both Majority
Vote and GLAD perform much better (only 7% less accurate when 100 samples
have been labeled). Our Adversarial AL is as accurate as the Ideal AL during
the entire active learning process. When there are 15 genuine oracles (50% of the
total), the gap among all active learners is completely bridged. The difference of
all mean standard deviations is less than 0.024.
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Fig. 8. Adversarial active learning on the Banknote Authentication dataset.



Adversarial Active Learning in the Presence of Weak and Malicious Oracles 87

4.5 Results on the Occupancy Detection Dataset

The Occupancy Detection dataset is largely imbalanced and nearly 80% of the
instances fall in the class that we assume the adversary aims to attack. The
impact of maliciously mislabeled samples is so severe that labeling more data
only make the majority-voting active learner weaker when there are only a few
genuine oracles, as shown in Fig. 9. We use 10% of the data for training and the
rest for testing; 5% of the training data is used as the initially labeled data. The
difference of all mean standard deviations is less than 0.015.
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Fig. 9. Adversarial active learning on the Occupancy Detection dataset when the num-
ber of genuine oracles is 5 and 10 out of the 30 oracles.

When the number of genuine oracles is five, the accuracy of Majority Vote
is nearly 40% lower than our Adversarial AL and the Ideal AL after 50 samples
have been labeled. GLAD is as weak as Majority Vote. Even when the number
of genuine oracle increases to 10, the performance of Majority Vote is disappoint-
ing as more data is labeled by the oracles. GLAD is 7% better than Majority
Vote.

4.6 Impact of Genuine Oracles

We also tested the extreme cases where the accuracy of the genuine oracles is
also mediocre, between 60% and 89%. In other words, there are no real experts
in the group of given oracles. The best an oracle can label for the active learners
is less than 90% accurate. Figure 10 shows the active learning results on the five
real datasets when 60% of the oracles are weak and the other 40% are mali-
cious. As can be observed in Fig. 10, our Adversarial AL outperforms Majority
Vote and GLAD on all five datasets when there are no genuine oracles in the
group.
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Fig. 10. Adversarial active learning results when all the oracles are weak or malicious.

5 Conclusions

We present an adversarial active learning model that is resistant to noisy oracles
and robust against adversarial labeling. Our model takes advantage of the duality
between learning the mixture model of the data and the mixture model of the
oracles. Our technique is clearly superior to GLAD and the Majority Vote active
learners when the majority of the oracles are noisy or malicious. In addition, our
Adversarial active learning model demonstrates impressive performance even
when there are no genuine experts in the given oracles, while Majority Vote and
GLAD are devastated on some datasets.
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Abstract. In domain adaptation, how to select and transfer related knowledge
is critical for learning. Inspired by the fact that human usually transfer from the
more related experience to the less related one, in this paper, we propose a novel
progressive domain adaptation (PDA) model, which attempts to transfer source
knowledge by considering the transfer order based on relevance. Specifically,
PDA transfers source instances iteratively from the most related ones to the least
related ones, until all related source instances have been adopted. It is an iter-
ative learning process, source instances adopted in each iteration are determined
by a gradually annealed weight such that the later iteration will introduce more
source instances. Further, a reverse classification performance is used to set the
termination of iteration. Experiments on real datasets demonstrate the com-
petiveness of PDA compared with the state-of-arts.

Keywords: Domain adaptation � Progressive transfer � Iteration �
Reverse classification

1 Introduction

Domain adaptation, which aims to use knowledge in some related domain (source
domain) to help the learning of current domain (target domain), has attracted much
attention recently. The source and target domains usually have different data distri-
butions, as a result, domain adaptation makes it possible that knowledge can be
transferred across different distributions.

There are lots of domain adaptation methods developed in literature. Those
methods can mainly be divided into four categories [1]: instance-based method [2],
feature-based method [3], parameter-based method [4] and relational-based method.
Although the source instances have different distribution from the target ones, there are
certain parts that can still be used to help training a target classifier. Considering that,
instance-based methods attempt to select or weight source instances for transfer, such
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as TradaBoost [5] and Kernel Mean Matching (KMM). Feature-based methods can be
further categorized into two kinds: asymmetric and symmetric methods. The asym-
metric methods transform features of the source domain so that it can be more closely
match the target domain, typical including SCL [6] and ARTL [7]. The symmetric
methods aim at discovering a common latent feature space to minimize the distribution
difference between domains and maintain the intrinsic structure of original domains
simultaneously, such as TCA and BDA [8]. The parameter-based methods transfer
knowledge by sharing certain characters for parameters in both domains. Finally, the
relational-based methods transfer knowledge by utilizing the relationship of logistical
network in the source domain.

In fact, only part knowledge from the source domain can be helpful for learning in
the target domain. As a result, how to find and utilize the related source knowledge is
critical for transfer. From human cognition, one transfers the previous experience to the
current one, and in most cases, transfers from the more related experience to the less
related one. For example, when one learns the violin, one can transfer skills from the
related string instruments first, such as viola or cello, then the others if necessary. When
learning “dog” with the help of “cat” shown in Fig. 1, one usually transfers the more
related Siamese first, and then the others in a meaningful order. As a result, we attempt
to borrow such learning paradigm, in order to transfer from the most related source
knowledge to the least related one, until all related knowledge has been utilized.
Specifically, we develop a progressive domain adaptation (PDA) model, in which the
transfer order of source knowledge is considered in terms of relevance. It learns in an
iterative process, and the source instances adopted in each iteration are determined by a
weight, which is gradually annealed such that later iterations will introduce more
source instances. Further, we adopt the reverse classification performance to set the
iteration termination, in order to judge if all related knowledge has been adopted.

The main contributions of the paper are summarized as follows,

• A novel PDA model is proposed by iteratively transfer source instances from the
most related ones to the least related ones, until all related source knowledge has
been adopted.

(a) (b)  (c)

Fig. 1. Learning (a) “dog” with the help of “cat”, one usually transfers the more related
(b) Siamese first, then (c) the others in a meaningful order

The Most Related Knowledge First: A Progressive Domain Adaptation Method 91



• The reverse classification performance is used to determine the termination of
iteration, such that only the related source knowledge is transferred.

• Empirical results on real datasets demonstrate that by progressively transferring
source instances, PDA can achieve encouraging performance compared with the
state-of-the-arts.

2 Related Works

2.1 Iterative Domain Adaptation Method

There are already iterative domain adaptation methods in literature. Extended from
AdaBoost, TrAdaBoost uses a small amount of labeled target instances along with the
source instances to learn a target model. TrAdaBoost follows an iterative learning type.
In each round, if a target instance is misclassified, then a larger weight will be assigned
such that it will be given more importance in the next round. At the same time, if a
source instance is misclassified, then a smaller weight will be assigned such that it will
have less importance in the next iteration. PDA differs from TrAdaboost in that:
(1) TrAdaBoost selects instances based on classification error, while PDA selects
instances based on relevance. (2) The target instances should be labeled in TrAdaBoost,
while in PDA, there can be no labeled instances.

In [9], a domain adaptation method DASVM in the framework of SVMs has been
developed. It also learns in an iterative style. Specifically, labeled source instances are
used for determining an initial solution for the target domain. Then in each round, those
unlabeled target instances, which lie between margin with the maximum and minimum
decision function values, are exploited for properly adjusting the decision function.
While labeled source instances, which are far from the decision function, are gradually
erased. The final classification is determined by the semi-labeled samples, i.e., origi-
nally unlabeled target-domain instances that obtain labels during the learning process.
PDA differs from DASVM in that: (1) DASVM selects instances based on margin,
while PDA selects instances based on relevance. (2) DASVM is specially designed in
the large margin scheme, thus cannot easily be extended to other methods, while there
is no such restriction for PDA.

2.2 Self-paced Learning (SPL)

Inspired by the fact that human learns from the easy concepts to hard ones, SPL [10]
selects instances for learning in terms of easiness, i.e., learns by iteratively adding
training instances from easy ones to hard ones. It iteratively trains the classifier and
selects the easy instances for training. Further, SPLD [11] considers the diversity to
avoid the possibility that all “easy” samples may come from the same class. PDA
differs from SPL(D) in that SPL(D) is designed for supervised problems by iteratively
selecting training instances, while PDA is for domain adaptation by iteratively trans-
ferring labeled source instances. Furthermore, PDA has an early termination in order to
transfer only related source instances.
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3 Progressive Domain Adaptation

3.1 Problem Formulation

Given source domain Ds with instances fxsi ; ysignsi¼1 where x
s
i 2 Rd and ysi 2 RC, C is the

number of classes, target domain Dt with instances fxtjgntj¼1. The optimization problem
of PDA is formulated as

min
f ;vi

Pns
i¼1

vi‘ f xið Þ; yið Þþ r fk k2K þ k�Df ;K Js; Jtð Þþ c �Mf ;K Ps;Ptð Þþu v; d; bð Þ
s:t: vi 2 0; 1f g; i ¼ 1. . .ns

ð1Þ

Where ‘ �; �ð Þ is the loss function, vi is the weight for source instance xi, i = 1… ns,

fk k2K controls the complexity of f xð Þ. �Df ;K Js; Jtð Þ ¼ �Df ;K Ps;Ptð Þþ PC
c¼1

�D cð Þ
f ;K Qs;Qtð Þ

describes the joint distribution adaptation, where the marginal and conditional distri-
bution adaptations are formulated as

�Df ;K Ps;Ptð Þ ¼ 1
ns

Xns

i¼1
vif xið Þ � 1

nt

Xnt

j¼1
f xj
� �����

����
2

H
ð2Þ

And

�D cð Þ
f ;K Qs;Qtð Þ ¼ 1

n cð Þ
s

X
xi2D cð Þ

s
vif xið Þ � 1

n cð Þ
t

X
xj2D cð Þ

t
f xj
� �

�����

�����
2

H

ð3Þ

As a result,

�Df ;K Js; Jtð Þ ¼ tr aTK �M0Ka
� �þ

XC

c¼1
trðaTK �McKaÞ = tr(aTK �MKaÞ ð4Þ

Where K 2 Rðns þ ntÞ�ðns þ ntÞ is kernel matrix, and �M ¼ PC
c¼0

�Mc, �Mc are revised
MMD matrices [7, 12] formulated as

�Mcð Þij¼

vivj
n cð Þ
s �n cð Þ

s
; xi; xj 2 D cð Þ

s

1
n cð Þ
t �n cð Þ

t

; xi; xj 2 D cð Þ
t

�vi orvjð Þ
n cð Þ
s �n cð Þ

t

; xi 2 D cð Þ
s ; xj 2 D cð Þ

t or xi 2 D cð Þ
t ; xj 2 D cð Þ

s

0; otherwise

8>>>>>>><
>>>>>>>:

ð5Þ

The fourth item is the revised manifold regularizer formulated as

�Mf ;k Ps;Ptð Þ ¼
Xns

i;j¼1
vif xið Þ � vjf xj

� �� �2
Wij þ 2

Xns þ nt

i;j¼1
vif xið Þ � f xj

� �� �2
Wij

Xnt

i;j¼1
f xið Þ � f xj

� �� �2
Wij ¼ tr aTK�LKa

� � ð6Þ
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Where Wij denotes the similarity of instances over the manifold [7,

13].�L ¼ �D�1
2 �D� �Wð Þ�D�1

2, �D is a diagonal matrix with the diagonal component given
by �Dii ¼

Pns þ nt
j¼1

�Wij. �W is defined as

�Wij ¼
vivjWij; xi; xj 2 Ds

Wij; xi; xj 2 Dt

viWij or vjWij; xi 2 Ds; xj 2 Dt or xi 2 Dt; xj 2 Ds

8<
: ð7Þ

u v; d; bð Þ is a regularizer for the weights of source instance,

u v; d; bð Þ¼ � d vk k1�b vk k2;1 ð8Þ

Where the l1-norm controls the relevance degree of source instances in each round
with d as the parameter. When gradually increasing d as the learning proceeds, the
weights will generally become increasingly higher. This can gradually involve less
related source instances for transferring. The l2,1-norm controls the group sparsity such
that the selected source instances can be from all classes if possible. When all vi = 1,
i = 1… ns, PDA degenerates to ARTL.

3.2 Problem Optimization

By using the squared loss function, a progressive transfer regularized least square
classifier (PTRLS) is obtained, the optimization problem is written as

min
f ;vi

Pns
i¼1

vi f xið Þ � yið Þ2 þ r fk k2K þ k�Df ;K Js; Jtð Þþ c �Mf ;K Ps;Ptð Þþu v; d; bð Þ
s:t: vi 2 0; 1f g; i ¼ 1. . .ns

ð9Þ

The decision function f xð Þ and the weights vi are optimized at the same time, and
alternative convex search is adopted here. Specifically, with fixed weights, the opti-
mization problem for decision function can be formulated as

min
f

Xns

i¼1
vi f xið Þ � yið Þ2 þ r fk k2K þ k�Df ;K Js; Jtð Þþ c �Mf ;K Ps;Ptð Þ ð10Þ

Based on the representation theory [12], we have

min
a

J að Þ ¼ trð Ksa� Ysð ÞTV Ksa� Ysð ÞÞþ tr aTKað Þþ ktr aTK �MKað Þ
þ ctr aTK�LKað Þ

ð11Þ

Where Ks is the kernel matrix of source domain and Ys is a vector including labels
of Xs, V is a diagonal matrix with Vii= vi. By setting the derivation of J with respect a
to 0, we have
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2KT
sV Ksa� Ysð Þþ 2Kaþ 2kK �MKaþ 2cK�LKa ¼ 0 ð12Þ

Thus,

a ¼ KT
sVKs þKþ kK �MK þ cK�LK

� ��1
KT

sVYs ð13Þ

At the same time, with fixed f xð Þ, the source instance weights are obtained by

min
vi

Pns
i¼1 vi f xið Þ � yið Þ2 þ k�Df ;K Js; Jtð Þþ c �Mf ;K Ps;Ptð Þþu v; d; bð Þ

s:t: vi 2 0; 1f g; i ¼ 1. . .ns
ð14Þ

Following SPLD [14], the update criteria for vi in each iteration are obtained as
follows:

For source instances in each class,

• Instances with R y pð Þ
i ; f x pð Þ

i

� �� �
\dþ b 1ffi

i
p þ ffiffiffiffiffiffi

i�1
p will be selected in training, v pð Þ

i ¼
1 .

• Instances with R y pð Þ
i ; f x pð Þ

i

� �� �
� dþ b 1ffi

i
p þ ffiffiffiffiffiffi

i�1
p will not be selected in training,

v pð Þ
i ¼ 0.

Where R y pð Þ
i ; f x pð Þ

i

� �� �
¼ LþDþM describes the “relevance” of source instance

xi, L ¼ f xið Þ � yik k2 is the empirical loss, D ¼ f xið Þ �
P

xj2Dt
f xjð Þ

nt

����
����
2

þ f x cð Þ
i

� �
�

���
P

xj2Dt^ŷ xjð Þ¼c
f xjð Þ

n cð Þ
t

k2 is the joint distribution adaptation, and M ¼
P

xj2Dt
ðf xið Þ�f xjð Þ2Wij

nt

�����

�����
2

is the manifold consistency. A source instance is “related” if it is similar to the target
instances in distribution, at the same time, it is consistent in manifold structure, and
easy to be classified.

3.3 Iteration Termination Based on Reverse Classification Performance

In order to use only the related source instances, we design an early termination
strategy for PTRLS. Since there are limited or even no labeled instances in the target
domain, we refer to a reverse classification performance [15] to indirectly validate the
learning of target domain based on the source set. Specifically, a circular validation
strategy is adopted to validate the solution in each iteration. Firstly, the current clas-
sifier is used to get the pseudo-label Yt

p for the target data. Then target instances along
with pseudo-labels {{XT , Yt

p}} are used to train a classifier for the source instances.

Finally, classification accuracy
x:x2Ds

V
Ys¼Ys

pj j
x:x2Dsj j over the source instances is used for

performance assessment over the target domain indirectly, where Ys are the given
labels of Xs while Ys

p are the labels predicted.
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Through above steps, a group of classifiers can be obtained with respect to different
iterations, along with the corresponding reverse accuracies. Finally, the classifier with
the best accuracy is chosen to predict the target instances.

3.4 Algorithm Description

The following algorithm describes the learning of PTRLS. It alternatively seeks the
target decision function and transfers the related source instances in each class from the
most related ones to the least related ones. Finally, classifier with the best reverse
classification is adopted for predicting target instances. The alternative search con-
verges as the objective function is monotonically decreasing and bounded from below.

Algorithm 1: PTRLS
input: Source instances ,y with b classes target instances 

parameters , , , μ1 and μ2

output: target classifier w 
train initial classifier w0 with all source instances;
repeat 
for p = 1 to b do   //for each class

sort source instances in the pth class in ascending order by relevance R; 
for i = 1 to np do  //related samples first

if R(yi
(p), f(xi

(p), w)) < then vi
(p) = 1;  //transfer this instance

else vi
(p) = 0;  //do not transfer this instance

end
end

end
update w by (13) and compute the corresponding reverse performance

μ1 , μ2; 
until vi = 1, //all source instances are adopted 
return w with the best reverse classification performance;

4 Experiments

4.1 Datasets

Several image datasets are used here, which have been broadly adopted in compute
vision and pattern recognition, including USPS, MNIST, MSRC, VOC2007, Office
[16, 17] and Caltech-256 [18]. The description can be seen in Fig. 2.

USPS dataset is composed of 7291 training images and 2007 testing images of size
16 � 16. MNIST dataset is composed of 60000 training examples and 10000 testing
examples of size 28 � 28. USPS and MNIST [7] follow different distributions and
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share 10 semantic classes. We construct USPS_vs_MNIST by randomly selecting 1800
images in USPS as the source domain and 2000 images in MNIST as the target domain.
Meanwhile, we switch the source/target domain to get another dataset
MNIST_vs_USPS.

MSRC dataset contains 4323 images labeled by 18 classes. VOC2007 dataset
contains 5011 images annotated with 20 concepts. MSRC and VOC2007 [19] follow
different distributions and share 6 semantic classes. We construct one dataset
MSRC_vs_VOC by randomly selecting 1269 images in MSRC as the source domain
and 1530 images in VOC2007 as the target domain. Then, we switch the source/target
domain to get another dataset VOC_vs_MSRC.

Office is a benchmark database for visual domain adaptation. The database contains
three object domains, i.e., Webcam (low-resolution images by a web camera), and
DSLR (high-resolution images by a digital SLR camera). Caltech-256 is a standard
database for object recognition, it consists of 30607 images and 256 categories.

We adopt the smaller Office + Caltech10 datasets. They share 10 common classes.
More specifically, there are three domains, W (Webcam), D (DSLR), and C (Cal-
tech10). By selecting some of these three different domains, we construct 4 cross-
domain object datasets, e.g., W_vs_D, D_vs_C, C_vs_D, D_vs_W.

(a)           (b)                                 (c)                          (d)

(e)                                         (f)                                          (g)  

Fig. 2. Image datasets (a) USPS, (b) MNIST, (c) MSRC, (d) VOC2007, (e) Caltech-256,
(f) DSLR, (g) Webcam, where DSLR and Webcam images are from Office.
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Finally, the datasets used are list in the following Table 1.

4.2 Experimental Setup

In experiments, both source and target datasets are divided into two parts, one for
training while the other for testing. We use reverse classification method to validate
classifiers since no labels are contained. We compare our PTRLS with three domain
adaptation methods, including Joint Distribution Adaptation (JDA) [3], ARTL
(ARRLS) and DASVM, along with SVM on the target data as the baseline.

As in ARTL, the shrinkage regularization parameter r, MMD regularization k, and
manifold regularization c are fixed to 0.1, 10 and 1, respectively. Following SPLD, the
self-paced parameters and are updated by absolute values of µ1, µ2 (µ1, µ2 � 1) at the
end of every iteration. In practice, we actually specify the number of samples selected
from all classes during each iteration [14]. Specifically, we sort samples in each class
by “relevance”, then set and according to the “relevance” of the rth sample, where r is
the number of samples selected in each class. Therefore, we only need to set the
number of samples selected in each iteration according to the data size, and the number
increases with a ratio of 5% in the next iteration.

4.3 Comparison Results

The experimental results are given in Table 2. Each row gives the accuracy of indi-
vidual method over each dataset, and the bold value indicates the best performance in
each dataset. Further, a superscript “W/L” indicates that PTRLS achieves significant
better/worse performance than ARTL, and a subscript “W/L” indicates that PTRLS
achieves significant better/worse performance than DASVM. The next to last row gives
cases PTRLS performs better than DASVM/ARRLS, and the last row gives the average
performances of methods on all datasets.

Table 1. Datasets in our experiments

Datasets Source domain Target domain

USPS vs MNIST USPS MNIST
MNIST USPS

MSRC vs VOC MSRC VOC
VOC MSRC

Office and Caltech10 Caltech10 DSLR
DSLR Caltech10
Webcam DSLR
DSLR Webcam

98 Y. Wang et al.



From Table 2, we can get several observations as follows

• When PTRLS is adopted, the performance can be further improved over most cases.
Therefore, it is reasonable to transfer source instances iteratively from the most
related ones to the least related ones.

• Compared with iterative DASVM, PTRLS performs better over 5 datasets. As a
result, iteratively selecting source instances based on relevance, PTRLS can achieve
encouraging performance.

• Compared with ARRLS, PTRLS performs better over 4 datasets, and comparable
over the other 4 datasets, validating again the progressive learning of PTRLS. The
reason for insignificant improvements over some datasets can be that the termina-
tion by reverse classification cannot detect the best performance.

4.4 Performance of PTRLS with Different Iterations

We show the iterative progress of PTRLS in Fig. 3, with the performances of reverse
classification over 6 datasets, along with ARRLS as the baseline.

From Fig. 3, we can find that

• As iteration number increases, the performance of PTRLS usually increases first
while decreases later. It is consistent with our motivation that transferring the
related source instances can help learning for the target domain, while using
unrelated source knowledge can do no help or even harm for learning. As a result, it
is reasonable to transfer just the related source knowledge.

• PTRLS terminated by reverse classification can usually achieve a better perfor-
mance than ARRLS. However, the improvement is not so insignificant over some
datasets. As a result, some better termination strategy is still worth studying in the
future.

Table 2. Performance comparison on real datasets

Dataset SVM JDA DASVM ARRLS PTRLS

USPS_vs_MNIST 26.80 50.50 47.32 54.25 55.63W
MNIST_vs_USPS 54.22 62.28 63.84 66.72 71:89WW
MSRC_vs_VOC 32.66 27.39 37.13 33.92 32.27L
VOC_vs_MSRC 39.01 47.04 54.90 51.61 62:78WW
D_vs_C 51.48 51.85 56.83 52.70 52.05L
C_vs_D 52.58 50.58 55.24 50.86 53.05L
W_vs_D 57.77 72.78 70.32 73.33 78:22WW
D_vs_W 68.88 78.87 67.21 76.00 78:22WW
(DASVM/ARRLS) - - - - 5/4
Average 47.93 55.16 56.59 57.42 60.51
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5 Conclusion

In this paper, we develop a progressive domain adaptation (PDA) model, in which the
source instances are transferred iteratively from the most related ones to the least
related ones, until all related source instances have been adopted. It is an iterative
learning process, and the reverse classification performance is used to set the termi-
nating criterion, in order to judge if all related source knowledge has been adopted.
Experiments on several real datasets validate PTRLS compared with several state-of-
arts. It is noted that PDA is a data selecting process for the source domain, thus it can
be combined with other feature-based domain adaptation method to further boost the
performance. Furthermore, it is still worth to improve the iteration termination strategy,
such that PDA can detect the “best” performance in the iteration process.

(a) (b)

(c) (d)            

(e)                                                    (f)

Fig. 3. The iteration of PTRLS over (a) Webcam_vs_DSLR (b) DSLR_vs_Webcam
(c) VOC_vs_MSRC (d) MNIST_vs_USPS (e) USPS_vs_MNIST (f) Caltech10_vs_DSLR with
ARRLS as the baseline. The green line represents the iteration selected by reverse classification
(Color figure online)
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Abstract. Recent research has demonstrated how deep neural networks
are able to learn representations to improve data clustering. By con-
sidering representation learning and clustering as a joint task, models
learn clustering-friendly spaces and achieve superior performance, com-
pared with standard two-stage approaches where dimensionality reduc-
tion and clustering are performed separately. We extend this idea to
topology-preserving clustering models, known as self-organizing maps
(SOM). First, we present the Deep Embedded Self-Organizing Map
(DESOM), a model composed of a fully-connected autoencoder and a
custom SOM layer, where the SOM code vectors are learnt jointly with
the autoencoder weights. Then, we show that this generic architecture
can be extended to image and sequence data by using convolutional
and recurrent architectures, and present variants of these models. First
results demonstrate advantages of the DESOM architecture in terms of
clustering performance, visualization and training time.

Keywords: Clustering · Self-organizing map ·
Representation learning · Deep learning · Autoencoder

1 Introduction and Related Work

1.1 Joint Representation Learning and Clustering

Representations learned by deep neural networks are successful in a wide range
of supervised learning tasks such as classification. Recent research has demon-
strated how deep neural networks are able to learn representations to improve
unsupervised tasks, such as clustering, in particular for high-dimensional data
where traditional clustering algorithms tend to be ineffective. Most clustering
algorithms, the most well-know example being the k-means algorithm, rely on
similarity metrics (e.g. euclidean distance) that become meaningless in very high-
dimensional spaces. The standard solution is to first reduce the dimensionality
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and then cluster the data in a low-dimensional space. This can be achieved
by using, for example, linear dimensionality reduction techniques as Principal
Component Analysis (PCA), or models with more expressive power such as
deep autoencoder neural networks (AE). In other words, this standard approach
first optimizes a pure information loss criterion between data points and their
low-dimensional embeddings (generally via a reconstruction loss between a data
point and its reconstruction), and then optimize a pure clustering criterion (e.g.
k-means quantization error). In contrast, recent deep clustering approaches treat
representation learning and clustering as a joint task and focus on learning rep-
resentations that are clustering-friendly, i.e. that preserve the prior knowledge
of cluster structure.

One of the early approaches, Deep Embedded Clustering (DEC) [17],
jointly learns representations and soft cluster assignments by optimizing a KL-
divergence that minimizes within-cluster distance; IDEC [5] improves on this
approach by optimizing the reconstruction loss jointly with the KL-divergence.
The Deep Clustering Network (DCN) [18] combines representation learning
with k-means clustering using an alternating training procedure to alternately
update the autoencoder weights, cluster assignments and centroid vectors. A
review of deep clustering is available in [1]. More recently, [3] overcame the non-
differentiability of hard cluster assignments by introducing a smoothed version
of the k-means loss.

Most recent approaches perform clustering using generative models such as
variational autoencoders (VAE) with a gaussian mixture model (GMM) prior
[8] or Wasserstein generative adversarial networks (WGAN) with GMM prior [6]
and achieve state-of-the-art performance.

While the previously mentioned work do not make specific assumptions on
the type of data and its regularities, other methods focus on specific types of
data. For image data, it is common to use architectures based on convolutional
neural networks (CNN) that leverage the two-dimensional regularity of images
to share weights across spatial locations, as in [19] or [1]. Convolutional archi-
tectures can also be used for data with a one-dimensional regularity, such as
(multivariate) time series. In this case, one-dimensional causal convolutions (also
called temporal convolutions) are adapted. In particular, dilated convolutions are
particularly successful in learning long-term dependencies, and even outperform
recurrent LSTM networks on various tasks [2]. We are not aware of any appli-
cation of these architectures for clustering, and will expose this idea in the last
section. On the other hand, deep clustering of time series using an LSTM-based
architecture was tackled in a recent unpublished work, Deep Temporal Cluster-
ing [14].

1.2 Joint Representation Learning and Self-organization

We focus on a specific family of clustering algorithms called self-organizing
maps, which perform simultaneous clustering and visualization by projecting
high-dimensional data onto a low-dimensional map (typically two-dimensional
for visualization purpose) having a grid topology. The grid is composed of units,
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also called neurons or cells. Each map unit is associated with a prototype vector
from the original data space (also called code vector). Self-organizing map algo-
rithms enforce a topological constraint on the map, so that neighboring units
on the map correspond to prototype vectors that are close in the original high-
dimensional space. The most well-known self-organizing map model is Kohonen’s
self-organizing map (SOM) [10,11].

In this work, we propose several architectures for joint representation learning
and self-organization with SOM. The main goals are to:

1. Learn the feature space and the SOM code vectors simultaneously, without
using a two-stage approach.

2. Find a SOM-friendly space (using the term coined by [18]), i.e. a latent space
that is more adapted to the SOM algorithm, according to some quality metric.

The SOM prototypes are learned in the latent space. To learn this new rep-
resentation, we use an autoencoder neural network, composed of an encoder
network that maps data points to the latent space, and a decoder network that
reconstructs latent points into vectors of the original data space. For visualiza-
tion and interpretation of the map, we need the prototypes to lie in the original
feature space, so we reconstruct them using the decoder part of the autoencoder
network. This approach very much resembles joint representation learning and
clustering, but with an additional topology constraint. Our experiments show
that using autoencoders with sufficiently high capacity yields meaningful low-
dimensional representations of high-dimensional data that facilitate SOM learn-
ing and improve clustering performance, and that self-organization and represen-
tation learning can be achieved in a single joint task, thus cutting down overall
training time.

To the best of our knowledge, the only other work performing joint repre-
sentation learning with a SOM is the SOM-VAE model introduced in a recent
unpublished work [4]. Their model is based on the VQ-VAE (Vector Quantization
Variational Autoencoder) model which enables to train variational autoencoders
(VAEs) with a discrete latent space [15]. [4] have added a topology constraint
on the discrete latent space by modifying the loss function of VQ-VAE. How-
ever, there are many important differences between our DESOM model and
SOM-VAE. First, SOM-VAE utilizes a discrete latent space to represent the
SOM prototypes, whereas in DESOM, the SOM is learned in a continuous latent
space. Secondly, they use a fixed window neighborhood to update the map pro-
totypes, whereas we use a gaussian neighborhood with exponential radius decay.
Finally, the DESOM model presented in this work is based on a deterministic
autoencoder and not a VAE. Using a VAE in DESOM is left as future work.

We will first present our model with a generic, fully-connected, feed-forward
autoencoder. The last sections will extend it to convolutional and recurrent
architectures. Code is available at https://github.com/FlorentF9/DESOM.

https://github.com/FlorentF9/DESOM
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2 DESOM: Deep Embedded SOM

We propose an approach where self-organization of the SOM prototypes and rep-
resentation learning through a deterministic autoencoder are performed jointly
by stochastic gradient descent. The architecture of DESOM, in the case of a
fully-connected AE dimensioned for the MNIST dataset, a 10-dimensional latent
space and an 8 × 8 map, is illustrated in Fig. 1.
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Fig. 1. Architecture of DESOM layers with an 8 × 8 map and 10-dimensional latent

2.1 Loss Function

We note X = {xi}1≤i≤N the data samples. The self-organizing map is composed
of K units, associated with the set of prototype vectors {mk}1≤k≤K . δ(k, l) is the
topographic distance between units k and l on the map (Manhattan distance for
a 2D grid). We define the neighborhood function of the SOM and a temperature
parameter T , controlling the radius of the neighborhood. In this work, we adopt

a gaussian neighborhood: KT (d) = e− d2

T2 , and exponential temperature decay.
The encoder and decoder parameter weights are respectively noted We and

Wd. The encoding function is denoted by fWe and the decoding function by
gWd

. Thus, zi = fWe(xi) is the embedded version of xi in the intermediate latent
space, and x̃i = gWd

(fWe(xi)) is its reconstruction by the decoder. Our goal
is to jointly optimize the autoencoder network weights and the SOM prototype
vectors. For this task, we define a loss function composed of two terms, that can
be written as:

L(We,Wd,m1, . . . ,mK , χ) = Lr(We,Wd)+γLsom(We,m1, . . . ,mK , χ) (1)

The first term Lr is the autoencoder reconstruction loss, chosen to be a simple
least squares loss:

Lr(We,Wd) =
∑

i

||x̃i − xi||2 (2)
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The second term is the self-organizing map loss, denoted Lsom. It depends on
the set of parameters {mk}1≤k≤K and on the assignment function, denoted χ,
assigning a data point to its closest prototype according to euclidean distance,
i.e.:

χ(z) = argmin
k

||z − mk||2 (3)

The expression of the self-organizing map loss is:

Lsom(We,m1, . . . ,mK , χ) =
∑

i

K∑

k=1

KT (δ(χ(zi), k)) ||zi − mk||2 (4)

Note that when T converges towards zero, the SOM loss becomes identical to
a k-means loss, thus our model converges towards a model equivalent to DCN [18]
or DKM [3]. Finally, the hyperparameter γ trades off between minimizing the
autoencoder reconstruction loss and the self-organizing map loss.

2.2 Gradients and Training

We use a joint training procedure optimizes both the network parameters and
the prototypes using stochastic gradient descent (with the Adam optimization
scheme [9]), as the Lr loss is differentiable; the only non-differentiable parts are
the weighting terms wi,k ≡ KT (δ(χ(zi), k)) of the SOM loss. To alleviate this,
we compute the best matching units for the current (encoded) batch and fix the
assignment function χ between each optimization step. Thus, these terms wi,k

become constant with respect to the network parameters and the prototypes.
This requires to compute the pairwise euclidean distances between the map
prototypes and the current batch of (encoded) samples between each SGD step.
The gradients of the loss function L w.r.t. autoencoder weights and prototypes
are easy to derive if we consider the assignment function to be fixed at each step:

∂L
∂We

=
∂Lr

∂We
+ γ

∂Lsom

∂We
(5)

∂L
∂Wd

=
∂Lr

∂Wd
(6)

∂L
∂mk

= γ
∂Lsom

∂mk
(7)

The gradients for a single data point xi are:

∂Li
r

∂We
= 2(gWd

(fWe(xi)) − xi)
∂gWd

(fWe(xi))
∂We

(8)

∂Li
r

∂Wd
= 2(gWd

(fWe(xi)) − xi)
∂gWd

(fWe(xi))
∂Wd

(9)

∂Li
som

∂We
= 2

K∑

k=1

wi,k(fWe(xi) − mk)
∂fWe(xi)

∂We
(10)

∂Li
som

∂mk
= 2wi,k(mk − fWe(xi)) (11)
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Fig. 2. Path of gradients in the DESOM model

The paths of the gradients of the loss function are illustrated on Fig. 2. We
optimize 1 using backpropagation and minibatch stochastic gradient descent
(SGD), with a learning rate lr (in our experiments Adam is used instead, but
the equations are derived for vanilla SGD). Given a batch of nb samples, the
encoder’s weights are updated by:

We ← We − lr
nb

nb∑

i=1

(
∂Li

r

∂We
+ γ

∂Li
som

∂We

)
(12)

The decoder’s weights are updated by:

Wd ← Wd − lr
nb

nb∑

i=1

∂Li
r

∂Wd
(13)

And finally, the map prototypes are updated by the following update rule:

mk ← mk − lr
nb

nb∑

i=1

γ
∂Li

som

∂mk
(14)

2.3 Training Procedure

The training procedure is detailed in Algorithm1.
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Input: training set X; SOM dimensions (m, n); initial and final temperatures
Tmax, Tmin; number of iterations iterations; batch size batchSize

Output: AE weights We, Wd; SOM code vectors {mk}
Initialize AE weights We, Wd (Glorot uniform scheme) ;
Initialize SOM parameters {mk} (with random data sample) ;
for iter = 1, . . . , iterations do

T ← Tmax

(
Tmin
Tmax

)iter/iterations

;

Load next training batch ;
Encode current batch and compute weights wi,k ;
Train DESOM on batch by taking a SGD step (by 12, 13 and 14 ;

end
Algorithm 1: DESOM training procedure

3 Evaluation

We evaluated the clustering and visualization performance of our model on stan-
dard classification benchmark datasets. In this section, we will detail our evalu-
ation methodology and the results on the MNIST and REUTERS-10k datasets.

Datasets. The MNIST dataset [12] consists in 70000 grayscale images of hand-
written digits, of size 28-by-28 pixels. We divided pixel intensities by 255 to
obtain a 0–1 range and flattened the images into 784-dimensional vectors.
REUTERS-10k [13] is a text dataset built from the RCV1-v2 corpus. REUTERS-
10k is created by restricting the documents to 4 classes, sampling a subset of
10000 examples and computing TF-IDF features on the 2000 most frequently
occurring words. We used the same preparation code as in [5].

Qualitative Evaluation. We assessed that, just like a standard SOM, our
model produces a topologically organized map for efficient visualization, and
that the decoded code vectors are of high quality. An example of DESOM map
for MNIST can be seen on Fig. 3. We verified that the capacity of the AE (number
of layers and units) was directly linked with the visual quality of the prototypes.
In particular, using standard SOM directly on this kind of data produces blurred
prototype images, due to averaging in original space.

Quantitative Evaluation. Then, we evaluated the clustering quality of
DESOM by measuring two common external clustering indices, purity and NMI
(Normalized Mutual Information). We compared DESOM with 5 other SOM-
based models:

– minisom: a standard SOM (from minisom module1).
– kerasom: our implementation of a SOM in Keras (equivalent to DESOM

with identity encoder and decoder) and trained by SGD.
1 https://github.com/JustGlowing/minisom.

https://github.com/JustGlowing/minisom
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Fig. 3. Decoded prototypes visualized on a DESOM map for MNIST

– AE+minisom: a two-stage approach where minisom is fit on the encoded
dataset using an autoencoder with the same architecture as the one used in
DESOM.

– AE+kerasom: the same two-stage approach but with our kerasom model,
resulting in DESOM without joint optimization of AE and SOM.

– SOM-VAE: results from the author’s paper [4] (only for MNIST).
– DESOM: our proposed DESOM model with joint representation learning

and self-organization.

In all models, the AE has a [500, 500, 2000, 10] architecture and the map has
8×8 units. The γ parameter was fixed empirically to 0.001, number of iterations
is 10000 with a batch size of 256. Results are summarized in Table 1. Results
on MNIST show that reducing dimensionality with an autoencoder improves
clustering quality. DESOM and AE+kerasom perform best and have similar
results, but DESOM requires no pre-training. However, the AE struggles to
find good representations on REUTERS-10k, and DESOM outperforms all other
models by a large margin, suggesting that joint training with a self-organizing
map prior has enabled to learn SOM-friendly representations.

Training Time. An advantage of joint training is reduced training time of
DESOM compared with AE+kerasom (other models cannot be compared due
to difference in implementation). Indeed, to obtain the results listed in Table 1,
kerasom and DESOM were trained for the same number of iterations and
required the same training time (about 2 min on MNIST on a laptop GPU).
If we add the AE pretraining time, the overall training time of AE+kerasom
nearly doubles (we pretrained for 200 epochs). As a conclusion, the joint repre-
sentation learning adds almost no training time overhead.
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Table 1. Clustering performance of SOM-based models according to purity and NMI
(mean and standard deviation on 10 runs). Best performance in bold.

Method MNIST REUTERS-10k

Purity NMI Purity NMI

minisom (8× 8) 0.637 ± 0.023 0.430 ± 0.016 0.690 ± 0.028 0.230 ± 0.024

kerasom (8× 8) 0.826 ± 0.005 0.565 ± 0.003 0.697 ± 0.067 0.324 ± 0.051

AE+minisom (8× 8) 0.872 ± 0.017 0.616 ± 0.010 0.690 ± 0.021 0.235 ± 0.015

AE+kerasom (8× 8) 0.939 ± 0.003 0.661 ± 0.002 0.777 ± 0.012 0.306 ± 0.010

SOM-VAE (8× 8) 0.868 ± 0.003 0.595 ± 0.002 - -

DESOM (8× 8) 0.939 ± 0.004 0.657 ± 0.004 0.849 ± 0.011 0.381 ± 0.009

4 Architecture Variants

In this section, we present extensions of the generic DESOM architecture for data
with structural regularities such as images and sequential data (e.g. multivariate
timeseries). The advantage of deep architectures is that we only need to change
the representation learning part of the model (autoencoder), that maps the input
to its latent embedding; the SOM layer, training procedure and loss function
remain the same.

4.1 ConvDESOM: Convolutions for Images and Sequences

For image data, we can replace the fully-connected autoencoder with a convolu-
tional autoencoder and a typical architecture for image recognition, composed
of alternating 2D convolutions and pooling operations. An example of such an
architecture, that we call ConvDESOM, is represented on Fig. 4. The output of
the encoder is now a 2D feature map that is flattened before serving as input
to the SOM layer. The decoder is composed of convolutional and up-sampling
layers.
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Fig. 4. Architecture of the ConvDESOM model variant (example for 2D images).



114 F. Forest et al.

For sequence data and time series in particular, the same type of architecture
can be used, but with 1D convolutions instead. The exact architecture depends
on the use case:

– Pooling layers will mitigate location dependance.
– Convolutions may be causal and/or dilated (dilation allows to increase the

receptive field exponentially with the network depth while keeping the number
of parameters low, thus allowing for long effective memory [2]).

– Convolution kernel size, dilation, padding policy, pooling and the number of
layers have a direct influence on the dimensionality of the latent code used
by the SOM layer.

We are still conducting experiments on these architectures.

4.2 LSTM-DESOM: Recurrent Architecture for Sequences

In this last section, we propose a recurrent variant of DESOM, called LSTM-
DESOM, based on Long Short-Term Memory (LSTM) cells [7]. This architecture
is targeting sequential data, and like causal convolutions, recurrent networks can
handle sequences of arbitrary length. It is based on an LSTM autoencoder [16],
which is a particular case of the LSTM encoder-decoder architecture that learns a
code representation from an input sequence and then reconstructs this sequence.
Similarly to the standard DESOM presented in the second section, the latent
representation is used to learn the SOM code vectors. An unrolled illustration
of a basic LSTM-DESOM architecture is represented in Fig. 5.
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Fig. 5. Unrolled architecture of the LSTM-DESOM model variant.

In practice, the model can have multiple layers, and may condition the
decoder on the reversed input sequence for reconstruction (see [16]). A slightly
more complex architecture is used in [14] for joint representation learning and
clustering of time series. Again, no experiments with this architecture have been
conducted yet.
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5 Conclusion and Future Work

The Deep Embedded Self-Organizing Map extends the ideas of joint repre-
sentation learning and clustering to topology-preserving clustering with self-
organizing maps. It can be used to explore and visualize large, high-dimensional
datasets, and the architecture can be adapted for various types of data, includ-
ing images and sequences. Compared with other SOM-based algorithms, it shows
similar or superior performance. By combining representation learning and self-
organization in a joint task, it reduces overall training time compared with tradi-
tional two-stage approaches. The specific properties of the SOM-friendly latent
space learned by DESOM need to be studied more thoroughly in future work.
Future work will also include the study and evaluation of the convolutional and
recurrent variants of DESOM.
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Abstract. Deep neural networks have recently become popular because
of their success in such domains as image and speech recognition, which
has lead many to wonder whether other learners could benefit from
deep, layered architectures. In this paper, we propose the Deep Cascade
of Extra Trees (DCET) model. Representation learning in deep neural
networks mostly relies on the layer-by-layer processing of raw features.
Inspired by this, DCET uses a deep cascade of decision forests structure,
where the cascade in each level receives the best feature information pro-
cessed by the cascade of forests of its preceding level. Experiments show
that its performance is quite robust regarding hyper-parameter settings;
in most cases, even across different datasets from different domains, it is
able to get excellent performance by using the same default setting.

Keywords: Machine learning · Extra-Trees · Deep Forest ·
Deep learning

1 Introduction

Deep learning currently provides the best solution [20] to many problems in
image [21] and speech recognition [13], and natural language processing [8]. It
applies to such problems as anomaly detection, classifying or clustering.

Current deep models are usually neural networks, with layers of parametrized
differentiable nonlinear modules trained by backpropagation. Though powerful,
they have drawbacks, as model complexity or the powerful computing facilities
needed in training. On performance itself, there are two drawbacks: it is depen-
dant on careful tuning of many hyper-parameters; most models present a risk of
overfitting the training data.

Their success has lead researchers to wonder whether other learners could
benefit from deep, layered architectures. As others, we believe that in order to
tackle complicated learning tasks, it is likely that learning models have to go
deep. It is interesting to consider whether deep learning can be realized with
other models, because they have their own advantages and may exhibit great
potential if being able to go deep.

In a recent research [1], we proposed the Deep Extra Tree model, inspired
from extremely randomized trees, that was able to perform as well as deep neural
networks in a broad range of classification tasks, while being easier to tune and
c© Springer Nature Switzerland AG 2019
L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 117–129, 2019.
https://doi.org/10.1007/978-3-030-26142-9_11
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much faster. Here we present a more complex deep model, Deep Cascade Extra
Tree (DCET), whose performances are also on par with deep neural networks
in classification tasks. Though slightly slower than the DET model, DCET is
still way faster than deep neural networks; in half of the datasets, results are
enhanced over the DET ones.

The extremely randomized trees (Extra-Trees) model operates by strongly
randomizing both attribute and cut-point choices while splitting a tree node.
Our approach unifies decision trees with the representation learning functionality
inspired from deep neural networks. It also addresses the risk of overfitting.

In the next section we will present related works, before introducing DCET,
the experiments, and end with our conclusion.

2 Related Work

In 2005 [12] proposed the Deep Neural Decision Trees, a hybrid architecture
where the output of a deep neural network is fed to a random forest [3]. The
performance of their model is higher than the deep neural network alone, but
the drawback is that it is highly time consuming.

A very interesting new method devised to be an alternative to deep neural
networks is gcForest, a deep forest proposed in 2017 [24]. It is a multi-layered
structure where each layer is a set of random forests, without back-propagation.
However, this approach is slower than conventional approaches because of the
high number of random forests on each layer.

[22] proposes the Siamese Deep Forest, based on gcForest but modified in
order to develop a structure solving the task of metric learning, inspired by the
Siamese Neural Network [11].

[23] proposes a neural network operating similarly to random forests, Neu-
ral Network with Random Forest (NNRF). Like random forests, for each input
vector, NNRF only activates one path and thus efficiently performs forward and
backward propagation. In addition, the one path property also makes the NNRF
able to deal with small datasets, as the number of parameters for each path is
relatively small. Unlike random forests, NNRF learns complex multivariate func-
tions in each node in order to choose between relevant paths, and is thus able to
learn more complex datasets. Extensive experiments on real-world datasets from
different domains demonstrate the effectiveness of this model. Further experi-
ments are conducted to analyze the sensitivity of the hyper-parameters.

[18] introduces the Forward Thinking Deep Random Forest (FTDRF) close
to gcForest; one of the fundamental differences is that while gcForest passes
the output of whole random forests, concatenated with the original data, to
subsequents layers, FTDRF passes only the outputs of the individual trees. This
diminishes the number of trees needed while yielding a similar performance. They
provide a general mathematical formulation of Forward Thinking that allows for
other types of deep learning models to be considered. The proof of concept is
demonstrated by applying FTDRF on the MNIST dataset.
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3 The Proposed Approach

In this section, we will first present the extra trees which constitute the elements
of our DCET structure, then the global architecture and operation of our model,
ending with its hyper-parameters.

3.1 Extra Tree

The Extra Tree model was proposed in [6], with the main objective of further
randomizing tree building in the context of numerical input features. The choice
of optimal cut-points is responsible for a large proportion of the variance of the
induced tree. With respect to random forests, the method drops the idea of using
bootstrap copies of the learning sample, and instead of trying to find an optimal
cut-point for each one of the randomly chosen features at each node, it selects a
cut-point at random, which appears to be times faster.

Forests of Extra-Trees, usually called Extra-Trees (it would be clearer to call
it Extra-Forest) can be used as random forests. They estimate class distribution
by counting the percentage of each class at the leaf node containing the concerned
instances, and then averaging across all trees (Fig. 1).

Fig. 1. Computation of class vectors; symbols label the classes

3.2 Deep Cascade Extra Trees Structure

The main difference between the structure presented here and the DET structure
[1] is that while in the last each level in the deep structure is a layer of extra-trees
forests, here each level is a cascade of layers of extra-trees forests (Fig. 2).

For the sake of clarity, we differentiate levels and layers, calling “level” the
outside layers and reserving the term “layer” for the inside layers. Each level is
composed of a sequence of layers and each layer is a set of extra-trees forests.

The training set is divided in as many batches of vectors as they are forests
in each layer. To reduce the risk of overfitting, the batches produced for each
forest are generated by k-fold cross validation repeated at each level. With cross
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Fig. 2. Deep Cascade Extra-Trees structure

validation, each input vector is used as training data k− 1 times, resulting in
k− 1 vectors, which are then averaged to produce the final vector of the layer.

Each extra-trees forest contains 100 trees, generated by randomly selecting
a feature at each node of the tree, splitting it, and making the tree grow until
each leaf node contains only instances of the same class.

Given an instance, each forest will output an estimate of class distribution,
by counting the percentage of different classes of training examples at the leaf
node where the instance falls, then averaging across all trees in the same forest.

Thus the output of each forest is a vector representing the class distribution
of its batch vectors. For each first layer forest of the first level, the input simply
is its batch of vectors. The other layers of the first level are fed the output of the
first layer concatenated with the input vector. For every other level, the input
for each layer is the input vector concatenated with the best output vector of
the preceeding level (the one with the best accuracy).

The principle of operation at each level has the following stages:

1. generate k-1 batches of data across the forests;
2. if not first level, concatenate the output of previous level;
3. else if first layer do not concatenate;
4. else concatenate first layer output;
5. compute the output of each forest;
6. average all the outputs;
7. compute accuracy;
8. if accuracy is worsening by a threshold, terminate;
9. then transmit the output vector with best accuracy to next level

10. else transmit the input vector to next layer.
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Number of levels and of layers in each level is automatically determined by
the data, as a new level or a new layer is produced only if accuracy is not at
its maximum value. In contrast to most deep neural networks whose depth is
previously fixed, DCET, like DET, adaptively decides its depth by terminating
training when performance cannot be bettered, as is also the case for instance
with FTDRF [18]. Thus it can be applied to training data of different scales.

The main difference of operation between DET and DCET is that while in
the first model output vectors are concatenated with the input at each layer, in
DCET they are concatenated with the input only once at each level, enabling a
more thorough exploration of the hypotheses space.

The parameters of DCET are the following, with their default values (as one
can see, less parameters are needed than for deep neural models):

– k for k-fold: as is usual in the literature, we take k = 10;
– number of forests: k − 1;
– number of extra-trees in forest: 500;
– accuracy threshold: 0.3%.

If accuracy gets higher or does not lower significantly, we keep going on, else
we stop. Significance is measured with the accuracy threshold; if the lowering of
accuracy is less than the threshold, it is deemed unsignificant.

4 Experiments

4.1 Configuration

In this section, we compare DCET with deep multi-layer perceptrons (coined
simply MLP hereafter) and several other state-of the art algorithms. We have
used 9 different gold standard datasets for classification problems, that cover a
wide range of conditions: number of classes (between 2 and 10), learning sample
size (between 280 and 60,000), number of attributes. These datasets are pub-
licly available. We have chosen datasets which have no missing values and only
numerical attributes. Except for IMDB, we selected 70% of samples for training
(and validation), and 30% for testing.

We compare, for all datasets, DCET with MLP and DET. DCET has the
default value for its parameters (same for DET), as given above (those values
have been determined in our first experiments), but for small data sets, where
we choose 100 trees instead of 500 in the forest. MLP has been implemented
with Keras and Tensorflow, implementation available at1. Otherwise explicitly
indicated, it has two fully connected layers with 1024 and 512 units, respectively,
and a sigmoid layer appended. ReLU is used as activation function, categorical
cross-entropy as loss function, Adam for optimization.

For the other models, scikit-learn library was used (https://scikit-learn.org/).
For Decision Tree, the CART model was chosen.
1 https://github.com/KaderBerrouachedi/Deep-Models/tree/master/DeepCascadeEx

traTrees.

https://scikit-learn.org/
https://github.com/KaderBerrouachedi/Deep-Models/tree/master/DeepCascadeExtraTrees
https://github.com/KaderBerrouachedi/Deep-Models/tree/master/DeepCascadeExtraTrees
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4.2 Results

Our experiments use a PC Intel Xeon E5-2686 v4 with 64 vCPUs and 256 GiB
of RAM. We present three types of results: tables of performances, figures for
the trace of growing depth with accuracy values for the biggest depth and the
smallest depth, and the time comparison between MLP and DCET.

ALIO dataset is a set of images by Geusebroek [7] for outlier detection. It
has 27 numeric attributes (HSB histograms) and 50,000 instances, 1508 outliers
(3.04%) and 48492 inliers (96.98%). Table 1 shows DCET has best accuracy, and
Fig. 3 shows that it stopped at depth 5 (it is the optimal depth), adapting to
the small-scale data.

Table 1. Performances on ALIO

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 98.00% 98% 98% 98%

Deep Extra-Trees (DET) 97.77% 98% 98% 98%

Extra-Trees 97.32% 97% 97% 97%

MLP 97.19% / / /

Random Forest 97.14% 97% 97% 97%

AdaBoost 97.00% 96% 97% 96%

Decision Tree 95.60% 95% 96% 96%

Gaussian Naive Bayes 76.72% 73% 67% 70%

Fig. 3. Accuracy and depth for Alio dataset

PageBlocks is a collection of blocks of page layout of 54 documents detected by
a segmentation process [17], from the UCI Machine Learning Repository [5], for
separating text and picture. It has 5473 instances. All attributes are numeric.
Textual content is labelled as inlier, the rest as outlier. Table 2 shows that DCET
has best accuracy and F-score equal to the others (same configuration as above).
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Table 2. Performances on PageBlocks

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 99.26% 99% 99% 99%

Deep Extra-Trees (DET) 99.09% 99% 99% 99%

gcForest 98.79% 99% 99% 99%

AdaBoost 98.79% 99% 99% 99%

Decision Tree 98.32% 98% 98% 98%

MLP 98.53% / / /

Extra-Trees 97.06% 99% 99% 99%

Gaussian Naive Bayes 94.31% 98% 94% 96%

SpamBase is a dataset build from emails coming from postmasters and individ-
uals who had filed spam [5], created by Blake and Merz [2]. It has 58 attributes
and 4601 instances. 1813 are spam (39.4%), labelled as outliers, the remaining as
inliers. Table 3 shows performances nearly identical for all models except Naive
Bayes, even if DCET has a (very) slight advantage in accuracy.

Table 3. Performances on SpamBase

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 95.33% 95% 95% 95%

Deep Extra-Trees (DET) 95.25% 95% 95% 95%

Extra-Trees 95.01% 95% 95% 95%

gcForest 94.61% 95% 95% 95%

Random Forest 94.45% 94% 94% 94%

AdaBoost 94.37% 94% 94% 94%

MLP 93.91% / / /

Decision Tree 90.41% 90% 90% 90%

Gaussian Naive Bayes 81.63% 86% 82% 82%

Waveform dataset contains three classes of waves, with 33% of each; class 0
was defined here as an outlier class and down-sampled to 100 objects. It has 21
numeric attributes and 3443 instances, with 100 outliers (2.9%) and 3343 inliers
(97.1%) [25]. Table 4 contains the results.

Wilt is a collection of images segments generated by segmenting pansharpened
images of land cover, with spectral information from the QuickBird multispectral
image bands and texture information from the panchromatic image band. It
comes from a remote sensing study by Johnson et al. [9], that involved detecting
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Table 4. Performances on Waveform

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 97.87% 98% 98% 97%

Deep Extra-Trees (DET) 98.06% 98% 98% 98%

gcForest 97.96% 98% 98% 97%

Random Forest 97.57% 97% 97% 96%

Extra-Trees 97.28% 97% 97% 96%

MLP 97.05% / / /

AdaBoost 96.70% 96% 97% 96%

Decision Tree 96.32% 96% 96% 96%

Gaussian Naive Bayes 93.90% 96% 94% 95%

diseased trees in QuickBird imagery. Segments containing such trees are outliers.
It has 4,819 instances. Table 5 shows all models have equivalent performances,
except Naive Bayes, with a slight advantage to DET over DCET as second.

Table 5. Performances on Wilt

Accuracy Precision Recall F-score

Deep Cascade Extra-Trees (DCET) 98.34% 98% 98% 98%

Deep Extra-Trees (DET) 98.74% 99% 99% 99%

gcForest 98.20% 98% 98% 98%

Extra-Trees 97.57% 98% 98% 97%

AdaBoost 97.51% 97% 98% 97%

Random Forest 97.23% 97% 97% 97%

Decision Tree 96.68% 96% 97% 97%

MLP 93.91% / / /

Gaussian Naive Bayes 90.52% 93% 91% 92%

HTRU2 describes a sample of pulsar candidates collected during the High Time
Resolution Universe Survey [10]. It contains 17,898 spurious samples caused by
RFI/noise, manually checked, with 8 continuous attributes computed from the
pulse folded profile, describing a longitude-resolved version of the signal averaged
in time and frequency (see [15] for details). It is labelled positive or negative.
Data is stored in CSV and ARFF formats. Table 6 shows the performances of the
usual algorithms (MLP, gcForest, Extra Trees, Random Forest, Decision Tree,
Adaboost, Naive Bayes), and the performances of GH-VFDT as reported in [14].
They keep close to each other, Naive Bayes being behind. The complexity of the
dataset is shown by the depth 17 (Fig. 4).
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Fig. 4. Accuracy and depth for HTRU2

Table 6. Performances on HTRU2

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 98.16% 98% 98% 98%

Deep Extra-Trees (DET) 98.19% 98% 98% 98%

Extra-Trees 98.06% 98% 98% 98%

gcForest 98.06% 98% 98% 98%

Random Forest 98.10% 98% 98% 98%

GH-VFDT 97.80% [14] / / /

AdaBoost 97.80% 98% 98% 98%

MLP 97.54% / / /

Decision Tree 96.75% 97% 97% 97%

Gaussian Naive Bayes 94.89% 96% 95% 95%

Table 7. Performances on ORL

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 95.00% 97% 95% 95%

Deep Extra-Trees (DET) 97.50% 98% 97% 98%

gcForest 92.50% 95% 93% 93%

Extra-Trees 86.66% 91% 87% 87%

Random Forest 85.00% 91% 85% 85%

Gaussian Naive Bayes 74.16% 90% 74% 76%

Decision Tree 47.50% 56% 47% 47%

MLP 25.00% / / /

AdaBoost 14.16% 19% 14% 15%

ORL dataset [19] contains 400 gray-scale facial images taken from 40 persons (10
each). Pictures were taken at different times, varying lighting, facial expressions
and facial details (glasses/no glasses), against a dark homogeneous background
with the subjects in an upright, frontal position (with tolerance for some side
movement). Table 7 shows DET has the best performances, DCET is second.
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Cardiotocography (CTG) dataset is related to heart diseases in fetuses, with
three classes: normal, suspect, or pathological, the last two being treated as out-
liers [4]. 1688 fetal cardiotocograms (CTGs) with 34 outliers were automatically
processed and the respective diagnostic features measured. They were classified
by experts with respect to a morphologic pattern (code A, B, C...) and to a fetal
state (code N, S, P). Results are shown in Table 8.

Table 8. Performances on CTG

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 98.03% 98% 98% 97%

Deep Extra-Trees (DET) 99.1% 99% 99% 99%

gcForest 97.83% 97% 98% 97%

Extra-Trees 97.63% 98% 98% 98%

Random Forest 97.43% 96% 97% 97%

AdaBoost 97.23% 96% 97% 97%

Decision Tree 96.63% 97% 98% 97%

Gaussian Naive Bayes 93.29% 96% 93% 95%

Table 9. Comparison of test accuracy on IMDB

Accuracy Precision Recall F1-score

Deep Cascade Extra-Trees (DCET) 53.23% 53% 53% 53%

Deep Extra-Trees (DET) 53.17% 53% 53% 53%

Extra-Trees 51.82% 52% 52% 52%

Random Forest 53.06% 53% 53% 53%

MLP 50.02% / / /

Decision Tree 50.72% 51% 51% 51%

Gaussian Naive Bayes 50.41% 51% 50% 46%

IMDB. We used a subset of 50,000 movie reviews from IMDB, compiled by
Andrew Maas [16] labeled by sentiment (positive/negative). The data is split
evenly with 25k reviews intended for training and 25k for testing your classifier.
Moreover, each set has 12.5k positive and 12.5k negative reviews. IMDB lets
users rate movies on a scale from 1 to 10. To label these reviews the curator of
the data labeled anything with less than 4 stars as negative and anything with
more than 7 stars as positive. Reviews with 5 or 6 stars were left out. This dataset
has been first converted to vectors using Word2Vec Skipgram before being fed
to the models (Table 9); this probably explains the globally poor results.
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Fig. 5. Running time.

5 Conclusion

One first observation is that DCET, for all datasets, is at least on par with the
best algorithms, often slightly better, specially on accuracy. Except for the ORL
dataset, where DCET has a clear advantage on all other models except DET,
the advantage in performance is not such that it cannot be attributed to bias.

These models have been trained on a representative list of datasets, balanced
and unbalanced, small-scale and large-scale, with different contexts of use, in
order to limit the effect of data bias on the results (Fig. 5).

Our experiments show that DCET is a good alternative to deep neural net-
works in classification tasks, all the more so as it is very easy to configure. With
the DET experiments, this confirms that deep learning can benefit to non-neural
models. Comparing DCET, which has been devised in order to cope with bigger
volumes of data, and DET, more simple model, one can observe that the biggest
datasets (e.g. ALIO or IMDB) give best results with DCET, and the smaller
datasets (e.g. ORL) or those with the lowest number of attributes (e.g. Hilt or
HTRU2) give best results with DET.

We hope these results will encourage other researches on bringing deep-
layered architectures to other learning models.
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Abstract. Consider a data set collected by (individuals-features) pairs
in different times. It can be represented as a tensor of three dimen-
sions (Individuals, features and times). The tensor biclustering problem
computes a subset of individuals and a subset of features whose sig-
nal trajectories over time lie in a low-dimensional subspace, modeling
similarity among the signal trajectories while allowing different scalings
across different individuals or different features. This approach are based
on spectral decomposition in order to build the desired biclusters. We
evaluate the quality of the results from each algorithms with both syn-
thetic and real data set.

Keywords: Multilinear algebra · Tensor decomposition ·
Principal component analysis

1 Introduction

Clustering analysis has become a fundamental tool in statistics and machine
learning. Many clustering algorithms have been developed with the general idea
of seeking groups among different individuals in all space of features. Biclus-
tering consists of simultaneous partitioning of a set of observations and a set
of their features into subsets often called bicluster. Consequently, a subset of
rows exhibiting significant coherence within a subset of columns in the matrix
can be extracted, which corresponds to a specific coherent pattern [2,8]. Nowa-
days, there is a new type of data collection, in which we may collect data by
individual-feature pair at multiple times. The variation of a couple (individual-
feature) at different instants is called trajectory. This data can be represented
as a three dimensional object called tensor T ∈ R

n1×n2×m, where n1 and n2 are
respectively the size of observations and features at m different times. Tensor
biclustering selects a subset of individual indices and a subset of features indices
whose trajectories are highly correlated. Grouping those trajectories according
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to the correlation or similarity behaviour between them is useful in different area
such as decision making, but it is still a very challenging topic in research.

In [7], the authors proposed different methods based on the spectral decom-
position of matrix and the length of trajectory, although they provide a unique
bicluster. The goal of this article is to provide two algorithms for extracting r
biclusters in the tensor datasets (r ≥ 2). Many tools on tensor manipulation
already exist in literature to solve this tensor biclustering problem [1,3–6]. Our
algorithms are based on a spectral decomposition as proposed in [7]. This arti-
cle is structured as follows. In Sect. 2, we start by a brief summary of problem
formulation. Section 3 introduces our algorithm extensions. Section 4 is related
to the experiments. We make some concluding remarks in Sect. 5.

2 Problem Formulation

We use the common notation where T , X and Z are used respectively to denote
input, signal and noise tensors. For any set J , |J̄ | denotes its cardinality. [n]
denotes the set {1, 2, . . . , n}. |J̄ | = [n] − J . ‖x‖2 = (xtx)1/2 is the second norm
of the vector x. x ⊗ y is the Kronecker product of two vectors x and y. We
also use Matlab notation to denote the elements in tensor. Specifically, T (:, :, i),
T (:, i, :) and T (i, :, :) are respectively the i − th frontal, lateral and horizontal
slice. T (:, i, j), T (i, :, j) and T (i, j, :) denote respectively the mode − 1, mode − 2
and mode − 3 fiber. Let T ∈ R

n1×n2×m a third-order tensor, T = X + Z where
X is the signal tensor and Z is the noise tensor. Consider

T = X + Z =
q∑

r=1

σr(u
J

(r)
1

r ⊗ w
J

(r)
2

r ⊗ vr) + Z, (1)

where J
(i)
1 and J

(i)
2 are respectively the sets of observations indices and features

indices in the i − th bicluster and ur ∈ R
n1 , wr ∈ R

n2 and vr ∈ R
m are unit

vectors. We assume that u
J

(i)
1

i and w
J

(i)
2

i have zero entries outside of J
(i)
1 and

J
(i)
2 respectively for i ∈ {1, 2 · · · , q} and σ1 ≥ σ2 ≥ · · · ≥ σq > 0. We define

J1 =
⋃

i J
(i)
1 and J2 =

⋃
i J

(i)
2 . Under this model, trajectories X (J1, J2, :)

form at most q dimensional subspace.
Concerning the noise model, if (j1, j2) /∈ J1 × J2, we assume that entries

of the noise trajectory Z(j1, j2, :) are independent and identically distributed
(i.i.d) and each entry has a standard normal distribution. If (j1, j2) ∈ J1 × J2,
we assume that entries of Z(j1, j2, :) are i.i.d and each entry has a Gaussian
distribution with zero means and σ2

z variance. We analyse tensor biclustering
problem under two variances models of the noise trajectory:

– Noise Model I: in this model, we assume σ2
z = 1, i.e., the variance of

the noise within and outside of the clustering is assumed to be the same.
Although this model simplifies the analysis, it has the following drawback:
under this noise model, for every value of σ1, the average trajectory lengths in
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the bicluster is larger than the average trajectory lengths outside the biclus-
ter.
Indeed, let T1 ∈ R

m×k2
be a matrix whose columns include trajectories

T (j1, j2, : ) for (j1, j2) ∈ J1 × J2 (i.e T1 is the unfolded T (j1, j2, :)). We
can write T1 = X1 + Z1 where X1 and Z1 are unfolded X (j1, j2, :)
and Z(j1, j2, :), respectively. The squared Frobinius norm of X1 is equal to
‖X1‖2F = σ2

1 . Morever, the squared Frobenius norm of Z1 has a Chi-squared
distribution with mk2 degrees of freedom i.e χ2(mk2). Thus, the average
squared Frobenius norm of T1 is equal to σ2

1 + σ2
zmk2. Let T2 ∈ R

m×k2
be a

matrix whose columns include only noise trajectories. Using a similar argu-
ment, we have E[‖T2‖2F ] = mk2, which is smaller than σ2

1 + σ2
zmk2.

– Noise Model II: in this model, we assume σ2
z = max

(
0, 1−(σ2

1/mk2)
)
, i.e.,

σ2
z is modeled to minimize the difference between average trajectory lengths

within and outside the bicluster.
Indeed, if σ2

1 < mk2, without noise, the average trajectory in the biclus-
ter is smaller than the one outside the bicluster. In this regime, having
σ2
z = 1 − (σ2

1/mk2) makes the average trajectory lengths within and
outside the bicluster comparable. This regime is called the low-SNR (sig-
nal noise ratio) regime. If σ2

1 > mk2, the average trajectory lengths in the
bicluster is larger than the one outside the bicluster. This regime is called
high-SNR regime. In this regime, adding noise to signal trajectories increases
their lengths and makes solving the tensor biclustering problem easier. There-
fore, in this regime we assume σ2

z = 0 to minimize the difference between
average trajectory lengths within and outside of the bicluster.

2.1 Tensor Folding and Spectral (FS)

The algorithm and the asymptotic behaviour of Tensor FS method are available
in [7]. Under the assumption q = 1 and n = |n1| = |n2|, we drop the subscript
(1) from J

(1)
1 and J

(1)
2 . We assume also that |J1| = |J2| = k. The author propose

to provide only one bicluster. This method separates the selection of the two
sets J1 and J2 using lateral slice and horizontal slice of the tensor respectively.

T(j1,1) = T (j1, :, :) and T(j2,2) = T (:, j2, :) (2)

C1 =
n∑

j2=1

T t
(j2,2)

T(j2,2) and C2 =
n∑

j1=1

T t
(j1,1)

T(j1,1) (3)

The aim is to select the row and column indices whose trajectories are highly
correlated. The elements of J1 and J2 are the indices of the top k elements of the
top eigenvector of the matrix C1 and C2 respectively (Algorithm 1). We denoted
by Ĵ1 and Ĵ2 the subset of individuals and features respectively in the bicluster
given from the algorithm.

Tensor FS method have the best performance in both noise models com-
pared to the three another methods (tensor unfolding+spectral, thresholding
sum of squared and individual trajectory lengths) proposed by Soheil Feizi,
Hamid Javadi, David Tse [7].
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Algorithm 1. Tensor folding and spectral
Input: tensor T , and the cardinality of output k
Output: The set of indices Ĵ1 and Ĵ2

1 Input: T , k
2 Initialize: C1, C2, T1 and T2

3 for i in [n] do
4 Compute T1 according to equation (2)
5 Update C1 according to equation (3)
6 Compute T2 according to equation (2)
7 Update C2 according to equation (3)

8 Compute û1, the top eigenvector of C1

9 Compute ŵ1, the top eigenvector of C2

10 Compute Ĵ1, set of indices of the k largest values of |û1|
11 Compute Ĵ2, set of indices of the k largest values of |ŵ1|
12 return Ĵ1 and Ĵ2

3 Extension of Tensor Folding and Spectral

In this section, we aim to extract many biclusters in the tensor data and improve
the quality of the result. We propose several methods in order to do this task.
However instead of seeking only one bicluster, we assume that in Eq. (1) q = r ≥
2 where r is defined by the number of gap in the eigenvalues of the covariance
matrix C1 and C2 (Eq. (3)).

3.1 Recursive Extension

The classical method extracts one rank of the low dimensional subspace which is
not very interesting because it neglect the majority of the data sets. So, Direct
improvement of this method is to compute recursively according to the num-
ber of gap shown in the eigenvalues (Algorithm 2). In this method, there is no
intersection in two different blocks of tensor biclustering.

Algorithm 2. Recursive Extension
Input: tensor T , array cardinality of each bicluster k
Output: The set of all couple set of bicluster

1 i ←− 1
2 while i < k.length + 1 do

3 compute the first bicluster (Ĵ
(i)
1 , Ĵ

(i)
2 ) (by using the algorithm 1)

4 keep (Ĵ
(i)
1 , Ĵ

(i)
2 ) on the dataset and change the entries to zero. We use it as

a new dataset
5 i ←− i + 1

6 return (Ĵ
(1)
1 , Ĵ

(1)
2 ), (Ĵ

(2)
1 , Ĵ

(2)
2 ) · · ·
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Fig. 1. A visualization of the tensor FS extension algorithm to compute the bicluster
index (J

(i)
2 )i. Here we have two biclusters and the sets J

(1)
2 and J

(2)
2 do not intersect.

3.2 Multiple Biclusters

This method extract simultaneously the r biclusters in our tensor by using the
idea of top r principal component analysis (PCA). The orthogonality of the
principal components favor the quality of the result (Algorithm3).

The illustration step of tensor FS method is showed in the Fig. 1. For each
fix individual, we have a horizontal slice of the tensor represented by m × n2

matrix (Eq. (2)). Then, we compute the covariance matrix for each horizontal
slice and their sum give us only one squared matrix of order n2 (C2 in Eq. (3)).
We apply singular value decomposition (SVD) in C2, the top r eigenvectors in
the matrix C2 ensure the selection of the elements of the features index set
(J (i)

2 )i∈[r] (Algorithm 3). A similar step is applied to each lateral slice of the
tensor to find all the element of the index set (J (i)

1 )i∈[r].
Since k is a fix parameter, multiple biclusters method allow some trajectory

belong to many blocks of tensor biclustering. We call them a boundary of biclus-

Algorithm 3. Multiple Biclusters
Input: tensor T , and the list of cardinality of the tensor biclustering k
Output: The set of all couple set of bicluster

1 r ← length of k
2 Compute the matrices C1 and C2 according to equation (3)
3 Compute the top r eigenvectors of C1 and C2

4 for i ← 1 to r do

5 Compute Ĵ1
(i)

from eigenvector |ui|
6 Compute Ĵ2

(i)
from eigenvector |wi|

7 Compute I1 ←− ⋂
i Ĵ1

(i)
and I2 ←− ⋂

i Ĵ2
(i)

8 return
(
(Ĵ

(i)
1 , Ĵ

(i)
2 )

)
i∈[r]

and (I1, I2)
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ter. Those boundaries are very important as they belong to the intersection of
all the biclusters. Thus they have all their properties.

4 Experimentation

4.1 Synthetic Data

We generate synthetic data to evaluate the performance of our methods. In
this dataset, we create two biclusters with signal strength σ1 and σ2 such
that σ1 > σ2. We assume that v1 and v2 are fixed unit vectors in R

m and
v1 = v2. We assume also that J

(1)
1

⋂
J
(2)
1 = ∅ and J

(1)
2

⋂
J
(2)
2 = ∅. We have

n = n1 = n2 = 150, m = 40 and k = |J (1)
1 | = |J (2)

1 | = |J (1)
2 | = |J (2)

2 | = 30.
According to Sect. 2, we assume:

u1(j1) =
{

1/
√

k for j1 ∈ J
(1)
1

0 if not
, w1(j2) =

{
1/

√
k for j2 ∈ J

(1)
2

0 if not
,

u2(j1) =
{

1/
√

k for j1 ∈ J
(2)
1

0 if not
, w2(j2) =

{
1/

√
k for j2 ∈ J

(2)
2

0 if not

We apply the assumption above to generate the input tensor T with the
noise model II define in Sect. 2. Let Ĵ1

(1) × Ĵ2
(1)

and Ĵ1
(2) × Ĵ2

(2)
be the two

estimated biclusters indices of J
(1)
1 × J

(1)
2 and J

(2)
1 × J

(2)
2 respectively where

|J (1)
1 | = |J (1)

2 | = |J (2)
1 | = |J (2)

2 | = k. We fix the signal strength σ2 = 2σ1/3, if
the value of σ1 > 90, the bar plot of the top five eigenvalues of both covariance
matrices tell us that there is two block of tensor biclustering in the data (see
Fig. 2).

In this case, we know the value of parameter k = 30. To evaluate the inference
quality of the result given from the algorithm, we compute the recovery rate:

0 ≤ |Ĵ1
(1) ∩ J

(1)
1 |

4k
+

|Ĵ1
(2) ∩ J

(2)
1 |

4k
+

|Ĵ2
(1) ∩ J

(1)
2 |

4k
+

|Ĵ2
(2) ∩ J

(2)
2 |

4k
≤ 1.

Recovery rate return zero if the algorithm do not find any of the element of the
two biclusters and return one if the algorithm find all the elements of the two
biclusters.

We did the experiment with different value of signal strength (σ1) and for
each value of σ1 we repeat 10 times. Then we compute the average of the recovery
rate (Fig. 2(c)).

4.2 Real Data

We apply the both contribution algorithms to an electricity load diagrams datac

set during four years (2011–2014). This data set contains electricity consumption

c http://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014.

http://archive.ics.uci.edu/ml/datasets/ElectricityLoadDiagrams20112014
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(a) Matrix C1 (3) (b) Matrix C2 (3)

(c) Recovery rate with different values of
σ1.

Fig. 2. Synthetic data sets, n = 150, m = 40

of 370 clients for each 15 min during four years. After the data prepossessing,
we have a tensor T ∈ R

n1×n2×m where n1 = 365 is the number of day in one
year, n2 = 161 is the number of clients and m = 4 is the number of years.

As illustrated in Fig. (3(a), (d)), the gap on the eigenvalues shows the exis-
tence of two tensor biclustering (Sect. 3) in the data set. The parameter k car-
dinality of each index sets are defined from the multiple bicluster method, we
choose k with few intersection of two blocks of bicluster |J (1)

1 | = |J (2)
1 | = 50

and |J (1)
2 | = |J (2)

2 | = 25. After compilation, we note that the two individuals
sets J

(1)
1 and J

(2)
1 are disjoint in both methods. Besides, the two features sets

have 22 intersection elements for multiple biclusters method and 19 intersection
elements for the recursive method. So, we have two distinct blocks with two
distinct subsets of individuals and one subset of feature.

To evaluate the quality of the bicluster given for each algorithm, we compute
the total absolute pairwise correlations of the trajectories among each bicluster.
With the recursive method, the trajectories in first bicluster is highly correlated
but the quality of the second bicluster is a little bit low as seen in Fig. (3(b),
(c)). Besides, with multiple bicluster method, the trajectories on both biclusters
are highly correlated as seen in Fig. (3(e), (f)).
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(a) Eigenvalue C1 (3) (b) First bicluster of re-
cursive method

(c) Second bicluster of re-
cursive method

(d) Eigenvalue C2 (3) (e) First bicluster of mul-
tiple method

(f) Second bicluster of
multiple method

Fig. 3. Trajectories correlations of each bicluster for each method

5 Conclusion

In this article, we introduced two methods to increase the number of bicluster
selected in the tensor data set based on [7], which depends on the number of
rank of the low dimensional subspace. The goal is to extract r subsets of tensor
(r ≥ 2) rows and columns such that each block of the trajectories form a low
dimensional subspace. We proposed two algorithms to solve this problem, tensor
recursive and multiple bicluster. The performance of both algorithms depends
on the parameter k, one way to choose this parameter is in the multiple bicluster
method. If the parameter chosen gives a lot of index intersections, decreasing the
value of k is a good idea to improve the quality of the results.
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Abstract. This paper describes a novel method for common change
detection in panel data emanating from smart electricity and water net-
works. The proposed method relies on a representation of the data by
classes whose probabilities of occurrence evolve over time. This dynam-
ics is assumed to be piecewise periodic due to the cyclic nature of the
studied data, which allows the detection of change points. Our strategy
is based on a hierarchical mixture of t-distributions which entails some
robustness properties. The parameter estimation is performed using an
incremental strategy, which has the advantage to allow the processing of
large datasets. The experiments carried out on realistic data showed the
full relevance of the proposed method.

Keywords: Change detection · Segmentation-clustering ·
Robust mixture model · Incremental learning · Smart grid

1 Introduction

Nowadays, with the advent of smart cities, energy and water are monitored in
a very fine way, conjointly at different locations of the urban environment. The
analysis of the vast amount of data collected, conducted with respect for the
privacy, aims to achieve a better balance between supply and demand. It must
also lead to savings in resources. The data generally collected in this context are
consumption measurements from smart meters, that can be assimilated to panel
data. Indeed, these are relative to the dynamics of n entities (individual houses
or collective buildings) over time. Exploratory and predictive analyses of these
rich data require the implementation of powerful algorithms, based on flexible
statistical models. Latent variable models are typical examples.

In this article, our focus is on the (offline) change detection in such data, a
task which can also be regarded as the segmentation of the data along the time
axis. Several researches have been conducted in this context. A model called
random break model has been proposed in [11,12] for change detection in panel
data. It assumes that each individual series has its own break point and it is
c© Springer Nature Switzerland AG 2019
L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 139–150, 2019.
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shown that the distribution of the break points can be consistently estimated.
Under this random break model, the likelihood function is similar to that of mix-
ture distributions and the maximum likelihood estimates are obtained via the
Expectation Maximization (EM) algorithm. Within the framework of panel data
models with non-stationary errors, a change detection approach has been pro-
posed in [3,10]. In [2], the authors develop a statistical approach for estimating
a common break in the mean and variance of panel data. A quasi-maximum like-
lihood (QML) method is adopted for this purpose. In [4,9], an approach based
on the adaptation of the cumulative sum (CUSUM) method to panel data has
been proposed to detect a change point in the mean of panel data. Alternatively,
in [14], the authors propose a CUSUM-based statistic to test for a common
variance change point in panel data. The problems of single and multiple change
point detection in panel data have also been considered in [5]. A double CUSUM
statistic is proposed, which uses a cumulative sums of ordered CUSUMs at each
point, and a bootstrap procedure is used for test criterion selection.

The approach adopted in this paper consists in representing panel data,
which are dynamic in nature, by a set of clusters whose probabilities of occur-
rence evolve over time. In the perspective of data segmentation while taking
into account their cyclic character, the prior probability of classes is assumed
to be piecewise periodic, its break times being the desired change points. This
approach leads us to propose a dynamic hierarchical mixture of t-distributions
which entails also some robustness properties. To estimate the model parameters
in a massive data context, an incremental variant of the algorithm, derived from
the method of Neal and Hinton [17], is also developed.

The article is organized as follows. Section 1 introduces the proposed hierar-
chical mixture model. Section 2 shows how this model can be estimated incre-
mentally, and Sect. 3 describes the application of this method to realistic data.

The data considered in this article represent energy, water or gas consumption
recorded from n smart meters linked to individual houses or collective buildings
in an urban area. Within this framework, it is usually assumed that, for each
meter, the consumption is measured at hourly intervals during several days.
Since we are interested here in the dynamics of a panel of consumers on a daily
time-scale, the data will be denoted as (x1, . . . ,xT ), where xt = (xt1, . . . ,xtn)
is the cross-sectional sample extracted on day t ≤ T from the n meters, with
xti ∈ Rd. Each individual xti consists of d = 24 values (hourly consumption).

2 Robust Mixture Modeling for Change Detection and
Clustering

The model proposed for change detection in panel data is a hierarchically struc-
tured model involving a finite mixture of multivariate t-distributions whose mix-
ing weights themselves are modeled as a temporal mixture model which is piece-
wise periodic. This strategy results in a two-way clustering of panel data: a clus-
tering of individual observations xti, and a segmentation of the time instants,
which constitutes the detection of change points. The following sections define
this model and describe the estimation strategy used.
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2.1 Proposed Model

Under the proposed model, each observation xti is assumed to have originated
from the hierarchical mixture distribution

p(xti;θ) =
K∑

k=1

(
L∑

�=1

π�(t;α)π�k(ut;β�)

)
f(xti;μk,Σk, νk), (1)

where θ is the global parameter vector of the mixture, K and L are the numbers
of mixture components at the two levels of the hierarchy, and f is the multivariate
t-distribution defined by

f(x;μ,Σ, ν) =
Γ (ν+d

2 )

(πν)
1
2 |Σ|1/2Γ (ν

2 )

(
1 +

(x − μ)′Σ−1(x − μ)
ν

)− 1
2 (ν+d)

, (2)

with mean μ ∈ Rd, scale matrix Σ ∈ Rd×d and degrees of freedom ν, Γ being
the Gamma function. Here, we chose to work with the multivariate t-distribution
rather than the basic Gaussian distribution for its more generic character (we
obtain the Gaussian density when ν is large) and for its robustness to outliers
[16].

For our mixture model, the proportions pk(t) =
∑L

�=1 π�(t;α)π�k(ut;β�)
allow the time axis to be segmented into contiguous parts, while remaining peri-
odic within each segment. Indeed, we define the mixing weights π� by

π�(t;α) =
exp(β�1t + β�0)∑L

h=1 exp(βh1t + βh0)
, (3)

where α = (β�0, β�1)�=1,...,L ∈ R2L is the parameter vector to be estimated.
Using linear functions of time inside the logistic transformation leads to the
desired segmentation [18]. For instance, for L = 2 segments, the single change
point is given by t∗ = −β�0/β�1 [18].

For the proportions π�k (bottom of the hierarchy) to vary periodically in
the course of time while taking into account special days (for example public
holidays), we define them as

π�k(ut;β�) =
exp

(
β′

�kut

)
∑K

h=1 exp
(
β′

�hut

) , (4)

where β� = (β′
�1, . . . ,β

′
�K)′ is the parameter vector to be estimated,

with β�k = (α�k0, . . . , α�,k,2q+1)′ ∈ R2q+2, and ut = (1, C1(t), S1(t), · · · ,
Cq(t), Sq(t),1sd(t))′ is the corresponding covariate, with

Cj(t) = cos
(

2πjt

m

)
Sj(t) = sin

(
2πjt

m

)
1sd(t) =

{
1 if t is a special day,
0 otherwise.

Concerning the analyzed data, we have m = 7 (weekly seasonality), and q(≤
�m

2 �) is the required number of trigonometric terms, where �a� is the integer
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part of a. It should be noticed that if there is no special day in the examined
period, then we take ut = (1, C1(t), S1(t), · · · , Cq(t), Sq(t))′, the corresponding
parameter being given by β�k = (α�k0, . . . , α�,k,2q)′. For identifiability purposes,
the parameters (βL0, βL1) and β�K are set to be the null vector.

2.2 Generative Formulation

The proposed model can be interpreted from a generative point of view as follows:

(i) generate the cluster labels zti ∈ {1, . . . , K} of observations xti as follows:
(a) randomly draw segment labels wti ∈ {1, . . . , L} according to the multi-

nomial distribution M(1;π1(t;α), . . . , πL(t;α));
(b) given wti = �, randomly draw cluster labels zti according to the multino-

mial distribution M(1;π�1(ut;β�), . . . , π�K(ut;β�));
(ii) given zti = k, generate xti from the t-distribution with parameters μk, Σk

and νk as follows:
(a) generate yti according to the Gamma distribution Γ (νk/2, νk/2);
(b) given yti, generate xti according to the distribution N (μk,Σk/yti).

Defined in this way, the model involves the discrete latent variables w =
(w1, . . . ,wT ) and z = (z1, . . . , zT ), and the continuous latent variables y =
(y1, . . . ,yT ), with wt = (wti)i=1,...,n, zt = (zti)i=1,...,n and yt = (yti)i=1,...,n.
Figure 1 shows the graphical probabilistic representation of the proposed model.
Figure 2 displays examples of mixture weights π� and π�k, and labels zti generated
from these ones, with (L = 2,K = 3).

Fig. 1. Graphical probabilistic representation associated to the proposed model

3 Incremental Learning Algorithm

The parameter vector θ is estimated from the temporal data (x1, . . . ,xT ) and
their associated covariates (u1, . . . ,uT ), by maximizing the log-likelihood

L(θ) =
∑

t,i

log

⎛

⎝
∑

k,�

π�(t;α)π�k(ut;β�) f(xti;μk,Σk, νk)

⎞

⎠ (5)
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Fig. 2. Examples of mixture proportions π�(t; α) and π�k(ut; β�) for L = 2, K = 3
and q = 3, and labels zti generated from these probabilities

via the Expectation-Maximization (EM) algorithm [7,15]. For our model, the
specificity of this algorithm lies in the estimation of the two categories of mixing
weights, in addition to the use of multivariate t-distributions. In the perspective
of massive data processing, we propose in this article an incremental version of
the EM algorithm. Before introducing this latter version, we start by developing
the non-incremental version of the algorithm.

3.1 Parameter Estimation via the EM Algorithm

From the generative formulation of the proposed model, it can easily be shown
that the complete log-likelihood is given by

CL(θ) =
∑

t,i,k

wti� ztik log
(
π�(t;α)π�k(ut;β�)

×Γ (yti;
νk

2
,
νk

2
)N (xti;μk,

Σk

yti
)
)
, (6)
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where Γ (·; a, b) is the Gamma density with parameters a and b, N (·;μ,Σ) is
the normal distribution with mean μ and covariance matrix Σ. Variables wti�

and ztik, which correspond to the binary encoding of wti and zti, are defined
as follows: wt� = 1 if wt = � and 0 otherwise, and ztik = 1 if zti = k and 0
otherwise. The EM algorithm starts from an initial parameter θ(0) and repeats
the following steps until convergence:

Expectation Step. Computation of the expected complete log-likelihood con-
ditionally on the observed data and the current parameter θ(c), which is given
by the following auxiliary function Q:

Q(θ,θ(c)) = E[CL(θ)|x1, . . . ,xT ;θ(c)]

= Q
(c)
1 (α) +

∑

�

Q
(c)
2� (β�) +

∑

k

Q
(c)
3k (μk,Σk) +

∑

k

Q
(c)
4k (νk), (7)

with

Q
(c)
1 (α) =

∑

t,�

( ∑

i,k

τ
(c)
ti�k

)
log π�(t;α), (8)

Q
(c)
2� (β�) =

∑

t,k

( ∑

i

τ
(c)
ti�k

)
log π�k(ut;β�), (9)

Q
(c)
3k (μk,Σk) =

∑

t,i

( ∑

�

τ
(c)
ti�k

)
log N (xti;μk,Σk/νk), (10)

Q
(c)
4k (νk) =

∑

t,i,�

τ
(c)
ti�k Γ (λ(c)

tik; νk/2, νk/2)

+
(∑

t,i,�

τ
(c)
ti�k

)(νk

2
− 1

) (
ψ

(ν
(c)
k + d

2
)

+ log
(ν

(c)
k + d

2
)
)

, (11)

where

τ
(c)
ti�k = E[wti� ztik|xti;θ(c)]

=
π�(t;α(c))π�k(ut;β

(c)
� ) f(xti;μ

(c)
k ,Σ

(c)
k , ν

(c)
k )

∑
�,k π�(t;α(c))π�k(ut;β

(c)
� ) f(xti;μ

(c)
k ,Σ

(c)
k , ν

(c)
k )

(12)

is the posterior probability that xti originates from the kth cluster and the �th
segment given the current parameter θ(c), and

λ
(c)
tik = E[yti|zti = k,xti;θ(c)]

=
ν
(c)
k + d

ν
(c)
k + (xti − μ

(c)
k )′Σ(c)−1

k (xti − μ
(c)
k )

(13)

is the current conditional expectation of yti. In Eq. (11), ψ makes reference to
the Digamma function, which is defined by ψ(a) = ∂ log Γ (a)/∂a = Γ ′(a)/Γ (a).
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Maximization Step. Computation of the parameter θ(c+1) maximizing the
auxiliary function Q w.r.t. θ. The maximizations of Q

(c)
1 and Q

(c)
2� are logistic

regression problems weighted by the probabilities
∑

i,k τ
(c)
ti�k and

∑
i τ

(c)
ti�k. These

problems cannot be solved in a closed form. We exploit the well-known Iteratively
Reweighted Least Squares (IRLS) algorithm [8,13] to this end.

The maximization of Q
(c)
3k with respect to (μk,Σk) is performed in a similar

way as for the standard mixture of multivariate Gaussian distributions [15]. We
get:

μ
(c+1)
k =

∑
t,i(

∑
� τ

(c)
ti�k)λ

(c)
tik xti

∑
t,i

∑
�(τ

(c)
ti�k)λ

(c)
tik

, (14)

Σ
(c+1)
k =

∑
t,i(

∑
� τ

(c)
ti�k)λ

(c)
tik

(
xti − μ

(c+1)
k

)(
xti − μ

(c+1)
k

)′

∑
t,i(

∑
� τ

(c)
ti�k)λ

(c)
tik

. (15)

The maximization of Q
(c)
4k with respect to νk cannot be solved in a closed

form, but it can easily be proven that the estimate ν
(c+1)
k is the solution of the

non-linear equation

log(
νk

2
) − ψ(

νk

2
) =

∑
t,i,� τ

(c)
ti�k

(
λ
(c)
tik − log(λ(c)

tik)
)

∑
t,i,� τ

(c)
ti�k

. (16)

3.2 Incremental Version

For massive panel data (T × n relatively large), as is generally the case with
smart meters data, the EM algorithm can become very slow. Indeed, each of
its iterations, and more particularly the E-step, requires to process all the data.
A solution would consist in distributing the E-step among several process units
[6,19], which is made possible by the fact the posterior probabilities τtik can
be computed independently. In this article, we opted for an adaptation to our
periodic mixture of the incremental strategy initiated by Neal and Hinton [17].
In order to derive this algorithm, let us emphasize that the EM algorithm pre-
viously described can also be developed using exclusively the following sufficient
statistics:

S
(c)
1�k =

∑

t

s
(c)
1t�k, where s

(c)
1t�k =

∑

i

τ
(c)
ti�k, (17)

S
(c)
2�k =

∑

t

s
(c)
2t�k, where s

(c)
2t�k =

∑

i

τ
(c)
ti�k λ

(c)
tik, (18)

S
(c)
3�k =

∑

t

s
(c)
2t�k, where s

(c)
3t�k =

∑

i

τ
(c)
ti�k log(λ(c)

tik), (19)

S
(c)
4�k =

∑

t

s
(c)
4t�k, where s

(c)
4t�k =

∑

i

τ
(c)
ti�k λ

(c)
tikxti, (20)

S
(c)
5�k =

∑

t

s
(c)
5t�k, where s

(c)
5t�k =

∑

i

τ
(c)
ti�kλ

(c)
tikxtix

′
ti, (21)
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computed from θ(c). A mean to accelerate the algorithm without visiting at each
E-step the complete data set is to use partial E-steps [17] and to update incre-
mentally both the sufficient statistics and the parameters accordingly. By using
the recently computed posterior probabilities to update the parameters gener-
ally contributes to accelerate the convergence of the algorithm. In this paper,
we opted for a partial E-step, which consists in computing the posterior prob-
abilities (τti�k)i�k only for a day t. Due to their additive nature, the expected
sufficient statistics defined by Eqs. (17)–(21) can then be updated incremen-
tally. Algorithm 1 summarizes the main steps of this procedure which is called
IEM-SPMIX, where I stands for “incremental”, S for “segmental”, and P for
“periodic”. As shown in [17], the resulting incremental algorithm maximizes
monotonically the log-likelihood criterion described in Sect. 3.

Algorithm 1. IEM-SPMIX
Input: data (x1, . . . ,xT ) with xt = (xti)i, covariates (u1, . . . , uT ),
numbers of segments L and local clusters K, initial parameter θ(0)

Set c = 0
while the maximum number of iterations is not reached do

Choose a time instant t (day)
E-step

For the chosen time instant t, compute τ
(c)
ti�k and s

(c)
rt�k (Eqs. 12, 17–21)

∀t′ �= t, set s
(c)

rt′�k = s
(c−1)

rt′�k

Update the expected sufficient statistics:

S
(c)
r�k = S

(c−1)
r�k − s

(c−1)
rt�k + s

(c)
rt�k (22)

M-step

From sufficient statistics S
(c)
1�k, use the IRLS algorithm to compute

α(c+1) = arg max
α

Q
(c)
1 (α) and β

(c+1)
� = arg max

β �

Q
(c)
2 (β�)

From sufficient statistics S
(c)
2�k, S

(c)
4�k and S

(c)
5�k, compute

μ
(c+1)
k = S

(c)
4�k/S

(c)
2�k and Σ

(c+1)
k = S

(c)
5�k/S

(c)
2�k − μ

(c+1)
k

′
μ

(c+1)
k (23)

From S
(c)
1�k, S

(c)
2�k and S

(c)
3�k, compute ν

(c+1)
k by solving the equation

log(νk/2) − ψ(νk/2) =
( ∑

�

S
(c)
3�k −

∑
�

S
(c)
2�k

)/ ∑
�

S
(c)
1�k (24)

c ← c + 1
end

Output: parameter vector θ̂
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From the parameters θ̂ estimated by the model, a segmentation of the time
instants into contiguous temporal segments E� (� = 1 . . . , L) can be obtained by
setting

E� =
{

t ∈ [1;T ]
∣∣ π�(t; α̂) = max

1≤h≤L
πh(t; α̂)

}
. (25)

The estimated change points are therefore the starting time stamp for segments
E�. A partition of the data is deduced by setting

ẑti = k ⇐⇒ k = argmax1≤h≤KP (zti = h|xti; θ̂) = argmaxh

∑

�

τti�h, (26)

where τti�k is given by Eq. (12).

4 Experiments

In this section, we apply the proposed change detection algorithm to realistic
consumption data similar to those collected from real world water networks. This
realistic panel data set is obtained using simulations from a specific dynamic
model [1]. For this purpose, each observation xti ∈ R24 corresponds to the
behavior adopted by a user i during a day t (one numeric value per hour). The
data set is made of L = 3 segments (change at t = 36 and t = 71) and K = 8
clusters. The considered numbers of time instants and individuals are T = 105
days (10 weeks) and n = 100. The outcome of these data is therefore a tensor of
100×105×24 numeric values. Figure 3 shows an extract of these data. Each plot
represents the set of observations (xti)i=1,...,n of a day t, each observation xti
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Fig. 3. Extract of a realistic panel data set (20 individuals observed during 16 days)
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being represented longitudinally by the series of its 24 numerical values. Since
we are mainly concerned in this study with change detection in consumption
habits (time series shape) rather than consumption volumes, each series xti =
(xtis)s=1,...,24 has been standardized by setting xtis to (xtis −xti)/σ(xti), where
xti and σ(xti) are respectively the mean and standard deviation of xti.

The algorithm IEM-SPMIX has been launched on these data with L = 3 and
K = 8. Figure 4 shows the estimated mixture proportions. From Fig. 4(a), which
gives the proportions π�(t; α̂), we get the correct change points t = 36 and t = 71.
In Fig. 4(b–d), the periodic proportions π�k(ut; β̂�) are displayed. They reflect
the local dynamics of panel data within segments. To have a synthetic view of the
global dynamic behaviour of the data, Fig. 4(e) displays, as a function of time,
the probability pk(t) = P (zti = k; θ̂) =

∑
� π�(t; α̂)π�k(ut; β̂�). This specific

plot allows the differences between segments to be clearly distinguished. It can
be observed, in particular, that the 4th component has a majority occurrence
on the working days of segment 1, while the 2nd component has a majority
occurrence on the working days of segment 2.

Fig. 4. Estimated mixture proportions: (a) π�(t; α̂), (b–d) π�k(ut; β̂�), and (e) pk(t)



Change Detection in Periodic Panel Data 149

Figure 5 shows the 8 estimated means μk(k = 1 . . . , 8) of the t-distributions
together with a few observations considered to be noise. An observation xti is
considered as noise if

∑

�,k

τti�k(xti − μ̂k)′Σ̂
−1

k (xti − μ̂k) > χ2
d;0.95, (27)

where χ2
d;0.95 is the 95th percentile of the Chi-square distribution with d degrees

of freedom [16]. These means constitute typical consumption behaviour patterns
which can help analyzing the data.

Fig. 5. Estimated means of the t-distributions and a few noise observations obtained
from Eq. (27)

5 Conclusion

This article has presented a method for change point detection in periodic panel
data such as those collected from smart meters in the electricity and water sec-
tors. The proposed approach is based on a hierarchical mixture of t-distributions
whose proportions evolves over time. At the highest level of the hierarchy, the
mixture weights, which act as change detectors are logistic regression models
involving linear functions of time. At the bottom of the hierarchy, the weights of
the mixture are modeled as periodic logistic functions. The parameter estima-
tion is performed incrementally using the expected sufficient statistics associated
with the model. This strategy has the advantage of maintaining the monotonic
convergence of the log-likelihood. Experiments conducted on realistic simulated
data revealed good performances of the proposed method. The perspectives of
this work remain the comparison of the proposed method with other strategies,
both in terms of change detection and clustering. First of all, we think of a two-
step strategy involving clustering into K clusters and then segmentation into L
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segments. The relevance of model selection criteria such as BIC, ICL and AIC
also deserves to be studied.
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Abstract. This paper proposes a neural network-based deep encoding
(DE) method for the mixed-attribute data classification. DE method first
uses the existing one-hot encoding (OE) method to encode the discrete-
attribute data. Second, DE method trains an improved neural network
to classify the OE-attribute data corresponding to the discrete-attribute
data. The loss function of improved neural network not only includes
the training error but also considers the uncertainty of hidden-layer out-
put matrix (i.e., DE-attribute data), where the uncertainty is calculated
with the re-substitution entropy. Third, the classification task is con-
ducted based on the combination of previous continuous-attribute data
and transformed DE-attribute data. Finally, we compare DE method
with OE method by training support vector machine (SVM) and deep
neural network (DNN) on 4 KEEL mixed-attribute data sets. The experi-
mental results demonstrate the feasibility and effectiveness of DE method
and show that DE method can help SVM and DNN obtain the better
classification accuracies than the traditional OE method.

Keywords: Mixed-attribute data · Discrete-attribute data ·
Continuous-attribute data · One-hot encoding · Uncertainty

1 Introduction

The mixed-attribute data classification is a research hotspot in the field
of machine learning. The mixed-attribute data are composed of continuous-
attribute (or numeric-attribute) data and discrete-attribute (or categorical-
attribute) data. Nowadays, the mixed-attribute data become more and more
common with the rapid and wide applications of complex and advanced infor-
mation technologies, e.g., the credit approval data [19], medical examination
data [3] and electric consumption data [8]. It is of positive theoretical and prac-
tical significance to train an efficient classification model based on the available
mixed-attribute data.
c© Springer Nature Switzerland AG 2019
L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 153–163, 2019.
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Currently, there are three main strategies to deal with the classification prob-
lems of mixed-attribute data, i.e., constructing the hybrid model, discretizing
the continuous-attribute data and encoding the discrete-attribute data. The
well-known hybrid models for classifying the mixed-attribute data are hybrid
decision tree [21] and extreme learning machine tree [16]. The hybrid model is
a tree structure-based classifier in which the neural networks in leaf nodes are
used to handle the continuous-attribute data and the decision trees that deter-
mine the breach nodes are used to deal with the discrete-attribute data. The
main limitation of hybrid model is the high complexity due to the utilization of
multiple neural networks. There are many famous discretization methods that
can be used to preprocess the continuous-attribute data, e.g., class-dependent
discretization [4], Bayes optimal discretization [2] and dynamic discretization [6].
It is unavoidable to loss the data information (e.g., the order relation) in the pro-
cess of continuous-attribute discretization. The mostly-used method of encoding
the discrete-attribute data is the one-hot encoding (OE) [11], which uses a multi-
dimensional 0–1 vector to represent a discrete-attribute. In fact, OE method can
not transform the discrete-attribute data into the continuous-attribute data, but
uses a numeric trick to represent the discrete-attribute.

This paper proposes a deep encoding (DE) method to tackle the mixed-
attribute data classification problem. DE method first uses OE method to encode
the discrete-attribute data. Second, DE method trains an improved neural net-
work to classify the OE-attribute data corresponding to the discrete-attribute
data. The loss function of improved neural network not only includes the train-
ing error but also considers the uncertainty of hidden-layer output matrix (i.e.,
DE-attribute data), where the uncertainty is calculated with the re-substitution
entropy [5]. Third, the classification task is conducted based on the combina-
tion of previous continuous-attribute data and transformed DE-attribute data.
Finally, we compare DE method with OE method by training support vector
machine (SVM) and deep neural network (DNN) on 4 KEEL [14] mixed-attribute
data sets. The experimental results demonstrate the feasibility and effectiveness
of DE method and show that DE method can help SVM and DNN obtain the
better classification accuracies than the traditional OE method.

The remainder of this paper is organized as follows. In Sect. 2, we provide
a brief introduction to OE method. In Sect. 3, we present the proposed DE
method. In Sect. 4, we report experimental comparisons that demonstrate the
feasibility and effectiveness of DE method. Finally, we give our conclusions and
future works in Sect. 5.

2 One-Hot Encoding (OE) Method

Assume there is a mixed-attribute data set D as shown in Table 1, where M1 and
M2 are the numbers of continuous-attributes and discrete-attributes, respec-
tively; N is the number of instances; A

(C)
m1 is the m1-th continuous-attribute,

x
(C)
n,m1 ∈ �, m1 = 1, 2, · · · ,M1; A

(D)
m2 is the m2-th discrete-attribute of which

the attribute values are
{

a
(D)
m2,1

, a
(D)
m2,2

, · · · , a
(D)
m2,Km2

}
, Km2 is the number of
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attribute values, x
(D)
n,m2 ∈

{
a
(D)
m2,1

, a
(D)
m2,2

, · · · , a
(D)
m2,Km2

}
, m2 = 1, 2, · · · ,M2; yn is

the label of the n-th instance x̄n, yn ∈ {c1, c2, · · · , cL}, n = 1, 2, · · · ,N ; cl is the
l-th class label, l = 1, 2, · · · ,L, L is the number of labels.

Table 1. The mixed-attribute data set D

D Continuous-attributes Discrete-attributes Label

A
(C)
1 A

(C)
2 · · · A

(C)
M1

A
(D)
1 A

(D)
2 · · · A

(D)
M2

ȳ

x̄1 x
(C)
11 x

(C)
12 · · · x

(C)
1M1

x
(D)
11 x

(D)
12 · · · x

(D)
1M2

y1

x̄2 x
(C)
21 x

(C)
22 · · · x

(C)
2M1

x
(D)
21 x

(D)
22 · · · x

(D)
2M2

y2
...

...
...

. . .
...

...
...

. . .
...

...

x̄N x
(C)
N1 x

(C)
N2 · · · x

(C)
N ,M1

x
(D)
N1 x

(D)
N2 · · · x

(D)
N ,M2

yN

For the discrete-attribute A
(D)
m2 , m2 = 1, 2, · · · ,M2 as shown in Table 1, its

OE-attribute is represented as
{

A
(OE)
m2,1

, A
(OE)
m2,2

, · · · , A
(OE)
m2,Km2

}
. (1)

The corresponding OE-attribute vector of x
(D)
n,m2 , n = 1, 2, · · · ,N is

{
x
(OE)
n,m2,1

, x
(OE)
n,m2,2

, · · · , x
(OE)
n,m2,Km2

}
, (2)

where

x
(OE)
n,m2,k

=

{
1, if x

(D)
n,m2 = a

(D)
m2,k

0, otherwise
, k = 1, 2, · · · ,KM2 . (3)

In fact, we find that OE method does not transform the discrete-attribute
into continuous-attribute and only extends one discrete-attribute into multi-
ple discrete-attributes, where each discrete-attribute takes the value 0 or 1.
For example, the discrete-attribute A(D) having two attribute values a and b

is extended into two discrete-attributes A
(OE)
1 and A

(OE)
2 which also have two

attribute values 0 and 1. In the following example, {1, 0, 0, 1} or {1, 0, 0, 1} is
equivalent to {a, b, b, a}. This indicates that OE method does not fundamentally
transform the discrete-attribute A(D) into the continuous-attribute.

A(D)

a
b
b
a

→ A
(OE)
1

1
0
0
1

A
(OE)
2

0
1
1
0
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3 Deep Encoding (DE) Method

DE method uses an improved neural network, i.e., encoding neural network
(ENN), to classify the OE-attribute data set D

(OE) as shown in the following
Table 2.

Table 2. The OE-attribute data set D
(OE)

D
(OE) OE-attribute vector of A

(D)
1 · · · OE-attribute vector of A

(D)
M2

Label

A
(OE)
11 A

(OE)
12 · · · A

(OE)
1K1

· · · A
(OE)
M2,1

A
(OE)
M2,2

· · · A
(OE)
M2,KM2

ȳ

x̄
(OE)
1 x

(OE)
111 x

(OE)
112 · · · x

(OE)
11K1

· · · x
(OE)
1M2,1

x
(OE)
1M2,2

· · · (OE)
1M2,KM2

y1

x̄
(OE)
2 x

(OE)
211 x

(OE)
212 · · · x

(OE)
21K1

· · · x
(OE)
2M2,1

x
(OE)
2M2,2

· · · x
(OE)
2M2,KM2

y2

.

..
.
..

.

..
. . .

.

.. · · ·
.
..

.

..
. . .

.

..
.
..

x̄
(OE)
N x

(OE)
N11 x

(OE)
N12 · · · x

(OE)
N1K1

· · · x
(OE)
N ,M2,1

x
(OE)
N ,M2,2

· · · x
(OE)
N ,M2,KM2

yN

There are

K =
M2∑

m2=1

K
m2

(4)

nodes in the input-layer of ENN. The input and output matrices of ENN are

X
(OE) =

⎡
⎢⎢⎢⎢⎢⎣

x
(OE)
111 x

(OE)
112 · · · x

(OE)
11K1

· · · x
(OE)
1M2,1

x
(OE)
1M2,2

· · · x
(OE)
1M2,KM2

x
(OE)
211 x

(OE)
212 · · · x

(OE)
21K1

· · · x
(OE)
2M2,1

x
(OE)
2M2,2

· · · x
(OE)
2M2,KM2

...
...

. . .
... · · · ...

...
. . .

...
x
(OE)
N11 x

(OE)
N12 · · · x

(OE)
N1K1

· · · x
(OE)
N ,M2,1

x
(OE)
N ,M2,2

· · · x
(OE)
N ,M2,KM2

⎤
⎥⎥⎥⎥⎥⎦

(5)

and

Y =

⎡
⎢⎢⎢⎣

y11 y12 · · · y1L
y21 y22 · · · y2L
...

...
. . .

...
yN1 yN2 · · · yNL

⎤
⎥⎥⎥⎦ , (6)

respectively, where

ynl =
{

1, if yn = cl
0, otherwise , l = 1, 2, · · · ,L. (7)

ENN has F hidden layers and the output matrix corresponding to the f -th
(f = 1, 2, · · · ,F) hidden-layer is

H
(f) =

⎡
⎢⎢⎢⎢⎣

h
(f)
11 h

(f)
12 · · · h

(f)
1Qf

h
(f)
21 h

(f)
22 · · · h

(f)
2Qf

...
...

. . .
...

h
(f)
N1 h

(f)
N2 · · · h

(f)
NQf

⎤
⎥⎥⎥⎥⎦

, (8)
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where Qf is the number of nodes in the f -th hidden-layer. H
(F) is the DE-

attribute data corresponding to the discrete-attribute data X
(OE). ENN uses an

updated loss function

Loss = Error
[
D

(DE)
]

− λ × Uncertainty
[
H

(F)
]

(9)

to train the network weights, where λ > 0 is the enhancement factor. Equa-
tion (9) not only includes the training error but also considers the uncertainty
of hidden-layer output matrix H

(F). Here, we don’t discuss the calculation of
Error

[
D

(DE)
]

in detail, because it is the most general training scheme for multi-
layer feed-forward neural networks [7,12,13]. For the uncertainty, we use the
re-substitution entropy [5] to calculate it as

Uncertainty
[
H

(F)
]

=
1

QF

QF∑
q=1

Entropy
[
H(DE)

q

]
, (10)

where

Entropy
[
H(DE)

q

]
= − 1

N
N∑

n=1

In
[
p̂−n

(
h(F)
nq

)]
(11)

is the re-substitution entropy of one-dimensional DE-attribute data set

H(DE)
q =

[
h
(F)
1q , h

(F)
2q , · · · , h

(F)
Nq

]T
, q = 1, 2, · · · ,QF .

The probability density function in logarithm term of Eq. (11) is estimated as

p̂−n

(
h(F)
nq

)
=

1
N − 1

N∑
m=1,m �=n

1√
2πbq

exp

⎡
⎣−1

2

(
h
(F)
nq − h

(F)
mq

bq

)2
⎤
⎦ (12)

with Parzen window method [1,10], where bq > 0 is the bandwidth parameter
which is a function with respect to N and satisfies the following conditions
[15,17]: ⎧

⎨
⎩

lim
N→+∞

bq = 0

lim
N→+∞

N bq = +∞ . (13)

When the training of ENN is terminated, DE method transform the discrete-
attribute data

[
A

(D)
1 , A

(D)
2 , · · · , A

(D)
M2

]

into the DE-attribute data
[
H

(DE)
1 ,H

(DE)
2 , · · · ,H

(DE)
QF

]
,
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where h
(F)
nq ∈ �, n = 1, 2, · · · ,N is a real number rather than a discrete or

categorical value. Based on the data set
[
A

(C)
1 , A

(C)
2 , · · · , A

(C)
M1

,H
(DE)
1 ,H

(DE)
2 , · · · ,H

(DE)
QF , ȳ

]
,

we train the final classifier, e.g., support vector machine and neural network, to
deal with the mixed-attribute data classification.

4 Experimental Results and Analysis

Three experiments are conducted based on 4 KEEL [14] data sets (1000 instances
are randomly selected from the original Adult data set) to demonstrate the fea-
sibility and effectiveness of deep-encoding (DE) method: validating the conver-
gence of encoding neural network (ENN), checking the time consumption of DE
method and comparing DE method with one-hot encoding (OE) method.

4.1 Convergency of ENN

We use the ENNs with 1 hidden-layer and 4 hidden-layers to validate the vari-
ation tendencies of loss, error and uncertainty with the change of iteration
numbers. For the sake of simplicity, the designed ENNs in this experiment are
denoted as ENN

K
2

and ENN
3K→2K→K→ K

2

. ENN
K
2

has 1 hidden-layer with K
2 nodes and

(a) Australian credit approval (b) CRX

(c) German credit (d) Adult

Fig. 1. Convergence of ENN
K
2
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(a) Australian credit approval (b) CRX

(c) German credit (d) Adult

Fig. 2. Convergence of ENN
3K→2K→K→ K

2

(a) Australian credit approval (b) CRX

(c) German credit (d) Adult

Fig. 3. Time consumptions of ENN
3K→2K→K→ K

2

, ENN
2K→K→ K

2

, ENN
K→ K

2

and ENN
K
2
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ENN
3K→2K→K→ K

2

has 4 hidden-layers with 3K, 2K, K and K
2 nodes, respectively.

The network weights are initialized with random numbers belonging to inter-
val [0, 1]. The activation function of hidden-layer is the recitified linear unit [9].
The enhancement factor λ is 0.1. The termination threshold is 10−5. The band-
width of Parzen window method is 0.5. The experimental results are presented
in Figs. 1 and 2. In the sub-figures of Figs. 1 and 2, we find that ENNs are con-
vergent, i.e., the loss values gradually decreases with the increase of iteration
numbers. Equation (9) indicates that the optimized network weights not only
minimize the training error but also minimize the uncertainty of DE-attribute
data. Generally speaking, the learning system established based on the data set
with the smaller uncertainty is more stable [18] and has the better generalization
capability [20]. This conclusion is confirmed in the following experiment.

4.2 Time Consumption of DE

This experiment test the time consumption of DE method to transform the
discrete-attribute data D

(DE) into the DE-attribute data H
(F). There are 4 dif-

ferent ENNs which are used in this experiments, i.e., ENN
3K→2K→K→ K

2

, ENN
2K→K→ K

2

,

ENN
K→ K

2

and ENN
K
2

. The parameter settings are same as the previous experiment.

The experimental results are listed in Fig. 3. We can see that the encoding time
of ENN linearly increases with the increase of iteration numbers. This indicates
that our designed DE method has the polynomial time complexity and thus has
the potential to handle the mixed-attribute classification of large-scale data set.

4.3 Comparison Between OE and DE

We compare DE method with OE method by training support vector machine
(SVM)1 and deep neural network (DNN) with 4 hidden-layers2 on 4 KEEL [14]
mixed-attribute data sets. The parameter settings are same as ones mentioned
in Subsect. 4.1. The comparative results are summarized in Table 3, which are
obtained based on 10-times cross-validation (70% of instances for training and
30% of instances for testing) operation. In Table 3, we see that DE method (e.g.,

ENN
3K→2K→K→ K

2

) helps SVM and DNN to obtain the better training and testing

accuracies than OE method. This confirms that the proposed DE-method is effec-
tive. There are two main reasons that DE method improves the performance of
mixed-attribute data classification. The first one is that the DE-attribute data
have the smaller uncertainty than the discrete-attribute data or OE-attribute
data and thus improves the classification capabilities of SVM and DNN. The
second one is that DE method transforms the discrete-attribute data into the

1 https://www.scipy.org/scipylib/download.html.
2 https://keras.io/.

https://www.scipy.org/scipylib/download.html
https://keras.io/
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true continuous-attribute data rather than uses the newly-introduced discrete-
attributes to represent the previously-existed discrete-attributes. The experi-
mental results in Figs. 1 and 2 confirm that the transformation increases the
information amount of data set, i.e., the uncertainty increases with the increase
of iteration numbers. The uncertainty of DE-attribute data is represented with
re-substitution entropy which is the measurement of information amount.

5 Conclusions and Future Works

In this paper, a new deep encoding (DE) method based on an improved neural
network model was proposed to deal with the mixed-attribute data classification.
DE method transformed the one-hot encoding (OE)-attribute data correspond-
ing to the discrete-attribute data set into the DE-attribute data set which was
the hidden-layer output matrix of improved neural network. When designing the
loss function of neural network, the uncertainty of hidden-layer output matrix
was considered to ensure the stability and generalization capability of trained
learning system. The experimental results demonstrate the feasibility and effec-
tiveness of DE method. DE method will be extended to deal with the big data
classification under the distributed computation environment.
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Abstract. Protein complexes play an important role for scientists to
explore the secrets of cell and life. Most of the existing protein complexes
detection methods utilize traditional clustering algorithms on protein-
protein interaction (PPI) networks. However, due to the complexity of
the network structure, traditional clustering methods cannot capture the
network information effectively. Therefore, how to extract information
from high-dimensional networks has become a challenge. In this paper,
we propose a novel protein complexes detection method called DANE,
which uses a deep neural network to maintain the primary information.
Furthermore, we use a deep autoencoder framework to implement the
embedding process, which preserves the network structure and the addi-
tional biological information. Then, we use the clustering method based
on the core-attachment principle to get the prediction result. The exper-
iments on six yeast datasets with five other detection methods show that
our method gets better performance.

Keywords: Protein complexes detection · Artificial neural network ·
Deep learning · Network embedding · PPI network

1 Introduction

In the post-genomic era, functional genomics becomes the major task of human
life science research. One of the important sub-disciplines is proteomics, which
focuses on the study of protein characteristics at a large scale. Protein is of
great significance in cellular activities, but this effect is not apparent on a single
protein. Existing studies have shown that most proteins accomplish intracellular
work by forming complexes with other proteins. Proteins are with close physically
interacting in the complexes, these interactions can create, regulate and maintain
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specific functions of cells. So, the key to protein complex studies is the interaction
between the proteins.

Traditional methods for detecting protein complexes use biological experi-
ments, but suffer from the low efficiency and accuracy. With the widely appli-
cation of high-throughput techniques in molecular biology, a large amount of
physical interactions between the proteins have been found [6,9], which made
it possible to build meaningful large PPI networks. Wang et al. [21] proposed
a principle that the densely linked regions in the PPI network are more likely
to be the real protein complexes. If we analyze the PPI network from a compu-
tational perspective, it can be represented as an undirected graph. Vertexes in
the graph represent proteins and edges represent the interactions between pro-
teins. Therefore, the problem of detecting protein complexes can be transformed
into a computational problem of detecting dense subgraphs from the graph. The
large PPI networks facilitate the development of protein complexes detecting by
computational methods.

Existing computational methods usually analyze the PPI network in a direct
way, which utilize traditional clustering methods in the original network space.
However, due to the high non-linearity and sparsity of the network structure,
these methods cannot extract the information of the PPI network effectively. The
PPI network is in a high-dimensional space, which includes the information of
proteins and the relationship between proteins. The relationship are non-linear
and difficult to obtain by direct analysis. Therefore, we attempt to map the PPI
network into a low-dimensional space for analysis. This is a network embed-
ding process, which maintains the information of the network while reducing
the dimension of space. Due to the excellent performance in feature extraction,
we utilize a deep neural network to handle the embedding process. Using deep
neural networks can map the original data to a non-linear latent space, which
better extracts features contained in the data. In the existing network embedding
method, SDNE [20] used a deep autoencoder framework to handle the embed-
ding process and performed better than other methods. So we utilize the same
architecture based on the deep neural network to embed PPI networks.

Furthermore, we extend the network embedding method by adding the
attribute information of the proteins in GO (Gene Ontology). As shown in the
traditional computational methods, the use of additional biological information
sources can boost the detection performance significantly. GO is currently one
of the most comprehensive ontology databases in the bioinformatics community
[3]. It provides GO terms to describe three different aspects of gene product fea-
tures: biological process (Bp), molecular function (Mf), and cellular component
(Cc).

In this paper, we propose a protein complexes prediction method called
DANE, which combines the deep attributed network embedding process with
the clustering process. Firstly, we use a deep neural network to get the vector
representation for each protein from GO attributed PPI networks. Secondly, we
use a clustering method based on the core-attachment principle to get the final
prediction result. We compared with five classic protein complexes detection
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methods to evaluate the performance of our method, which are COACH [22],
CMC [11], MCODE [1], ClusterOne [12] and IPCA [8] on six yeast PPI net-
works respectively. Experiment results show that our method outperforms the
state-of-the-art methods with respect to different evaluate metrics.

In summary, we list the contributions of this paper as follows:

– We make a new attempt that applying a deep network embedding method to
the protein complex recognition task, and achieving good results.

– Our embedding method preserves the structural information and vertex
attribute information of the network simultaneously. This also makes sense
in other network analysis tasks.

– The proposed network representation are able to be integrated with other
biological tasks like PPI prediction and disease gene prediction.

The rest of the paper is organized as follows. We reviewed the related work
in Sect. 2. In Sect. 3, we introduced the DANE method in detail. In Sect. 4, we
compared DANE with five classic protein complex detection methods and showed
the experiment results. We summarized this article in Sect. 5.

2 Related Work

2.1 Computational Methods for Protein Complexes Detection

Existing computational methods can be roughly divided into two categories [17]:
(1) The methods based on the topological information only. These methods
detect dense subgraphs using the original structural information of the graph
generated by the PPI network. Most of these methods use traditional graph clus-
tering algorithms to accomplish this task, such as ClusterOne, MCODE, CMC,
IPCA and PEWCC [24]. (2) The methods use additional biological information.
There are several meaningful biological information like gene expression data
and functional data can be used to help the detection process. COACH used the
principle that a protein complex conforms to the core-attachment structure to
detect complexes. DECAFF [10] generated the predictive complexes by using GO
information as the functional information. Ozawa et al. [13] proposed a refine-
ment method to filter predicted complexes based on exclusive and co-operative
interactions.

2.2 Network Embedding

Existing methods use a variety of means to achieve the embedding process.
Based on the feature vectors, LLE [15] constructed the affinity graph first and
then solved the leading eigenvectors as the network representations. DeepWalk
[14] used random walk to get the vertex sequence, and adopted the SkipGram
model which usually used in the natural language processing task for network
embedding. Node2vec [5] introduced two parameters to improve the random
walk strategy of DeepWalk, which considered the local and global information
simultaneously.
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Fig. 1. The basic idea of DANE.

3 Methods

In this section, we explain the details of our algorithm. The DANE algorithm con-
sists of two steps. The first step is to retain the information of the GO attributed
PPI network using the deep autoencoder architecture. Then, each protein in the

Table 1. Terms and notations.

Symbol Definition

N Number of vertexes

M Number of layers

Wm The m-th layer weight matrix of the encoder

Ŵm The m-th layer weight matrix of the decoder

bm The m-th layer biases of the encoder

b̂m The m-th layer biases of the decoder

S = {s1, ..., sN} The adjacency matrix for the networks

X = {x1, ..., xN} The input data

X̂ = {x̂1, ..., x̂N} The reconstructed data

Y m = {ym
1 , ..., ym

N } The m-th layer hidden representations

Ŷ m = {ŷm
1 , ..., ŷm

N } The reconstructed hidden representations
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PPI network has a low dimensional vector representation. In the second step, we
use a weighted adjacency matrix calculated from the vector representation for
protein complex prediction. Then, we apply a clustering method based on the
core-attachment principle to the matrix to get the final prediction result. The
complete algorithm framework is shown in Fig. 1. The notations used in Fig. 1
are shown in Table 1.

3.1 Learning Vector Representations for Proteins

Definitions. In order to understand the working process of the deep network
embedding method, we give the definition of a graph first. A graph is denoted as
G = (V,E), where V represents the vertexes and E represents the edges in the
graph. In the undirected graph transformed from the PPI network, the weights
between two vertexes have two values. If the two vertexes are linked by an edge,
the weight is 1, otherwise is 0.

The goal of network embedding is to obtain the low-dimensional vector
representation of the vertexes while preserving the structural information and
attribute information of the network. For the structural information, both local
and global structure are essential to be preserved. These two kinds of structural
information can be characterized by the first-order and second-order similarities
of vertexes.

The first-order proximity describes the pairwise proximity between vertexes,
which represents the local structure. For each pair of vertexes linked by an edge
(vi, vj), the first-order proximity can be measured by the corresponding element
sij in the adjacency matrix S. If there is no edge between vi and vj , their first-
order proximity is 0.

The second-order proximity between a pair of vertexes vi and vj describes
the proximity of the pair’s neighborhood structure, which represents the global
structure. Let Fi denote the first-order proximity between vi and other vertexes,
the second-order proximity is described as the similarity of Fi and Fj . If there
are no coincident vertexes in their neighborhood structure, the second-order
proximity between vi and vj is 0.

Basis of Deep Autoencoder. DANE uses deep autoencoder as the compu-
tational structure, so here we make a brief description. A deep autoencoder
consists of two parts, an encoder and a decoder. The two parts are both com-
posed of multiple layers of nonlinear transformation layers. For a given input x,
the encoder aims to get a latent representation y in a low-dimensional space, and
the decoder aims to reconstruct the input from the latent representation. So, the
goal of the deep autoencoder is to get a good reconstruction x̂ for input x.

Given the input xi as y0
i , the latent representation of the m-th layer can be

calculated as follows:

ym
i = sigmoid(Wmym−1

i + bm),m = 1, ...,M (1)
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The reconstruction process is the opposite of the process of getting the latent
representation:

ŷm−1
i = sigmoid(Ŵmŷm

i + b̂m−1),m = M, ..., 1 (2)

where ŷ0
i is the reconstruction result x̂i.

The goal of the autoencoder is to minimize the reconstruction error of the
output and input. The loss function is shown as follows:

Le =
N∑

i=1

||xi − x̂i||22 (3)

Preserving Second-Order Proximity. Based on the loss function of the
autoencoder, we first consider the second-order proximity. In the PPI network,
the second-order proximity of proteins refers to how similar the neighborhood
structure of a pair of proteins are. Here, we use the adjacency matrix S of the
PPI network to model the neighborhood of each protein. Each element sij in
S reflects the connection between the protein vi and vj . If and only if there is
an edge (vi, vj) in set E, sij = 0. Therefore, the row vector si in S describes
the neighborhood structure of the protein vi and S contains the neighborhood
information of all proteins.

Although the loss function of the autoencoder is to make a better reconstruc-
tion of the input instead of directly maintaining the similarity between similar
inputs. As [16] proved, minimizing the reconstruction loss can capture the data
manifolds to maintain structural information about the network. Thus, we use
the adjacency matrix S as the input to the autoencoder. Each row vector si
in the adjacency matrix S represents the neighborhood structure of the protein
vi. During the reconstruction process, the maintenance of the input information
will make the low-dimensional representations of proteins similar if they have
the similar neighborhood structure. So, we use formula (3) as the loss function
of the second-order proximity.

Preserving Attribute Information. Due to the sparsity of the PPI network,
the number of links visible is far less than the number of links that may exist.
Therefore, the number of non-zero elements in the adjacency matrix S is much
smaller than the zero element. If S is reconstructed directly using the autoen-
coder structure, the entire reconstruction process will pay more attention to the
zero elements that account for a larger proportion in S.

To solve this problem, we make a modification to the loss function. A penalty
matrix P is added to the loss function to emphasize the non-zero elements in
the adjacency matrix S. We use a hyperparameter β to control the size of the
penalty and consider the attribute information of the proteins into this penalty
matrix. We use GO slims as the attribute information to build the attribute
matrix G, in which gik = 1 represents the protein i has a corresponding GO slim
attribute k. Here, we removes the Cc part in GO slims because it includes some
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protein complexes information. We calculate the cosine similarity between each
row vector in the matrix G to get the attribute similarity matrix A. Since the
adjacency matrix S and the attribute similarity matrix A both characterize the
degree of similarity between the proteins, we use the summed result of the matrix
as the reference of the penalty matrix P . The calculation of P is as follows:

P = (S + A) · (β − 1) + 1 (4)

Thus, the non-zero elements in S are multiplied by a larger coefficient to
increase their proportion in the loss function, which mitigates the effect of zero
elements in S on the reconstruction process. The joint loss function of the second-
order proximity and attribute information is shown as follows, where � denotes
the Hadamard product:

L2+a =
N∑

i=1

||(si − ŝi) � pi||22 = ||(S − Ŝ) � P ||2F (5)

Preserving First-Order Proximity. For the first-order proximity, we use the
latent representations Y that calculated by the encoding process. The first-order
proximity considers whether there is a connection between two proteins, which
is reflected in the adjacency matrix S of the PPI network. If using S as the input
of the autoencoder, the similarity between each latent representation yM

i can be
regarded as the first-order proximity between proteins. The loss function is to
minimize a pair of yM

i of the proteins which are linked in the original network:

L1 =
N∑

i,j=1

sij ||(yM
i − yM

j )||22 (6)

Preventing Over-Fitting. To prevent the over-fitting problem, we add a regu-
larization function to constrain the parameters W and Ŵ in the layer of autoen-
coder. We use L2-norm regularizer and the loss function is shown as follows:

Lr =
1
2

M∑

m=1

(||Wm||2F + ||Ŵm||2F ) (7)

With combining three parts of loss function together, we preserve the
attribute information, the first-order and second-order proximity simultaneously.
The joint loss function is as follows, where harmonic factor α balances the weight
of the first-order, second-order and attribute proximity between vectors:

L = L2+a + L1 + Lr = ||(S − Ŝ) � P ||2F

+ α ·
N∑

i,j=1

sij ||(yM
i − yM

j )||22 +
1
2

M∑

m=1

(||Wm||2F + ||Ŵm||2F )
(8)
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3.2 Clustering Based on Core-Attachment Structure

Before clustering begins, we first make a transformation on the vector represen-
tation of the protein resulted by the network embedding process. By calculating
the cosine similarity between yi and yj for the vector representation of each inter-
connected pair of proteins, we obtain a weighted adjacency matrix Q, which is
shown as follows:

qij =
{

cos sim(yi, yj) sij = 1
0 sij = 0.

(9)

where cos sim indicates the cosine similarity of the vector representation between
two linked proteins.

Our clustering method is based on the structural principle that proposed by
Gavin et al. [4]. They suggest that the structure of protein complexes can be
divided into two parts, a core and the attachments. The proteins in the core
structure are usually functionally similar and closely related. These proteins are
unique, which do not appear in other complexes. The proteins in the attach-
ment structure are not closely related with each other, but they have strong
connections with the proteins in the core structure. These proteins are reusable,
different protein complexes may share the same attachment structure.

In order to simulate the core-attachment structure, our method divides the
formation of protein complexes to two steps. The first step is generating a set
of seed cores, the second step is adding the attachments into each core based on
their connection strengths.

In the first step, we use the maxima cliques generating algorithm proposed
by Tomita et al. [19] to mine the cliques that have at least three proteins in
the PPI network. We name these cliques Core c. Using the following steps to
process the Core c set, we can get the final Seed c set without overlap:

– Sort the cliques in the Core c set in descending order of their bio score, which
considers both the inside connective density and biological correlation of each
clique:

bio score(Cliquep) =
∑

i,j∈Cliquep

qij (10)

– Remove the first item Clique1 from the sorted set {Clique1, Clique2, ...,
Cliquem}, add it into Seed c set.

– For any other clique Cliquei ∈ Core c, if Cliquei
⋂

Clique1 �= ∅, update
Cliquei with Cliquei − Clique1. Then, check whether |Cliquei| ≥ 3. If not,
remove Cliquei from the Core c set.

Repeating this process until Core c is empty, the cliques in the Seed c can
be regarded as the real core structure in protein complexes.
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In the second step, we use the con score to measure the strength of the
connection between core Cliquej and a candidate attachment protein pi:

con score(pi, Cliquej) =

∑
k∈Cliquej

qik

|Cliquej | (11)

This score considers the topological and biological connectivity simultane-
ously. We judge the candidate attachment protein by whether the con score is
bigger than a threshold value θ. If yes, adding pi to the attachment structure
of core Cliquej . After all the attachment structures have been constructed, we
combine each core and its attachments as the final protein complex prediction.

4 Experiment Results

4.1 Datasets

For performance comparison, we implemented six real world yeast PPI networks:
DIP [23], Krogan-core [7], Krogan14k [7], Biogrid [18], Gavin [4] and Collins [2].
The details of these networks are shown in Table 2. The GO slim information
was downloaded from the website https://downloads.yeastgenome.org/curation/
literature/go slim mapping.tab. To compare the predicted results with reference
complexes, we downloaded benchmark complex dataset from a public repository
http://wodaklab.org/cyc2008/ and prune out all complexes whose size is less
than or equal to 2. The final reference complex dataset contains 231 protein
complexes.

Table 2. The PPI datasets used in the experiment.

PPI networks Number of proteins Number of interactions

DIP 4928 17201

Krogan-core 2708 7123

Krogan14k 3581 14076

Biogrid 5640 59748

Gavin 1430 6531

Collins 1622 9074

4.2 Evaluation Metrics

For comprehensive comparisons, we adopt several evaluation measures which
have mentioned in ClusterOne [12]. First, in order to evaluate the performance
of this detection algorithm, we define P as the set of protein complexes detected
from detection algorithm and B as the set of reference protein complexes. Here,

https://downloads.yeastgenome.org/curation/literature/go_slim_mapping.tab
https://downloads.yeastgenome.org/curation/literature/go_slim_mapping.tab
http://wodaklab.org/cyc2008/
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Table 3. Performance comparison based on four evaluation metrics on the six yeast
datasets.

Datasets Methods #predicted
complexes

#matched
complexes

Precision Recall F-score Acc F-score
+ Acc

DIP COACH 747 253 0.339 0.655 0.447 0.550 0.997

CMC 543 182 0.335 0.634 0.438 0.519 0.957

MCODE 59 24 0.407 0.116 0.181 0.301 0.482

ClusterOne 341 108 0.317 0.418 0.360 0.477 0.837

IPCA 1236 425 0.344 0.664 0.453 0.542 0.995

DANE 315 168 0.533 0.606 0.567 0.585 1.152

Krogan-core COACH 348 190 0.546 0.526 0.536 0.529 1.065

CMC 177 96 0.542 0.496 0.518 0.534 1.052

MCODE 71 49 0.690 0.241 0.358 0.395 0.753

ClusterOne 243 112 0.461 0.478 0.470 0.510 0.980

IPCA 579 339 0.585 0.534 0.559 0.541 1.100

DANE 204 145 0.711 0.524 0.603 0.553 1.156

Krogan14K COACH 570 233 0.409 0.539 0.465 0.527 0.992

CMC 396 166 0.419 0.552 0.476 0.510 0.986

MCODE 49 28 0.571 0.129 0.211 0.315 0.526

ClusterOne 225 90 0.400 0.358 0.378 0.497 0.875

IPCA 983 444 0.452 0.547 0.495 0.558 1.053

DANE 247 158 0.640 0.511 0.568 0.560 1.128

Biogrid COACH 1507 373 0.248 0.772 0.375 0.615 0.990

CMC 1349 265 0.196 0.815 0.317 0.625 0.942

MCODE 58 11 0.190 0.052 0.081 0.355 0.436

ClusterOne 475 160 0.337 0.655 0.445 0.654 1.099

IPCA 3473 1362 0.392 0.762 0.518 0.699 1.217

DANE 671 285 0.462 0.792 0.584 0.672 1.256

Gavin COACH 326 145 0.445 0.453 0.449 0.528 0.977

CMC 272 119 0.438 0.431 0.434 0.468 0.902

MCODE 69 46 0.667 0.228 0.340 0.388 0.728

ClusterOne 243 85 0.350 0.427 0.384 0.534 0.918

IPCA 557 257 0.461 0.452 0.457 0.525 0.982

DANE 190 115 0.605 0.424 0.499 0.539 1.038

Collins COACH 251 154 0.614 0.539 0.574 0.605 1.179

CMC 146 98 0.671 0.513 0.582 0.615 1.197

MCODE 111 85 0.766 0.448 0.566 0.558 1.124

ClusterOne 203 105 0.517 0.539 0.528 0.613 1.141

IPCA 396 280 0.707 0.530 0.606 0.592 1.198

DANE 197 141 0.716 0.528 0.608 0.618 1.226

we utilize the neighborhood affinity score NA(p, b) to evaluate whether a pre-
dicted protein complex p ∈ P matches a known protein complex b ∈ B or not.
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Fig. 2. Comparison of other five algorithms in terms of the composite scores of F-score
and Acc. Shades of the same color indicate different evaluating scores F-score and Acc.
(Color figure online)

The function is as follows:

NA(p, b) =
|Vp

⋂
Vb|2

|Vp| × |Vb| (12)

where Vp is the set of proteins in the detected protein complex p and Vb is the
set of proteins in the reference protein complex b. Following previous studies, p
and b are considered to matched if NA(p, b) > 0.25.

Based on this parameter, we use four statistic measures for evaluating the
performance of different methods: Precision, Recall, F-score and Acc. The
Precision measures the proportion of predicted complexes that match at least
one reference complex. The Recall measures the proportion of reference com-
plexes that match at least one predicted complex. The F-score is the harmonic
mean of Precision, and Recall, which can be used to evaluate the overall perfor-
mance. The Acc is the geometric accuracy that consider the number of matched
proteins.

4.3 Performance Comparison

We compared DANE with five protein complex detection methods: COACH [22],
CMC [11], MCODE [1], ClusterOne [12] and IPCA [8] on six PPI datasets. The
parameters of these methods are set to default values as mentioned in their
original papers. All experimental results are listed in Table 3 and Fig. 2.

As shown in Table 3, our method achieved the highest Precision on four
datasets except Gavin and Collins. Although MCODE achieved the highest
Precision on these two datasets, the total number of predicted complexes was
rather small since it only kept the dense complexes during its post-processing
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(a) Embedding vector dimension (b) Penalty factor

(c) Harmonic factor (d) Threshold value

Fig. 3. The performances of DANE based on four parameters.

step. Our method did not always achieve the highest Recall, probably because
its number of predicted protein complexes was small. Overall, our method per-
formed the best with respect to the overall evaluation metric F-score for all
datasets. This showed that our method outperformed other methods in terms
of comprehensive performance. Our method achieved the highest Acc on five
datasets except Biogrid. IPCA performed the best on this dataset probably
because it can form tighter cliques in a large network with many vertexes and
edges, but its F-score was lower than DANE. We added the two indicators to
get the composition scores, DANE had the highest value on all six datasets,
which indicated our method had better performance than other algorithms on
the protein prediction task.

4.4 Parameter Sensitivity

In this part, we examined the sensitivity of DANE with respect to four param-
eters: the embedding dimension d, the penalty factor β, the harmonic factor α
and the threshold value θ. We conducted four experiments to adjust these four
parameters separately. Before the experiments began, we set the default values of
these four parameters to 100, 10, 0.01 and 0.3. In each experiment, we adjusted
one parameter and fixed the other three parameters to the default values.
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The Embedding Dimension d. The embedding dimension d affects the
expression ability of vector representations, which is the basis of subsequent
clustering processes. In the experiments, the embedding dimension d is varied
between 50 and 250. As Fig. 3(a) shows, the effect of dimension d on DANE is not
obvious. Although the best results on different datasets correspond to different
dimensions d, we choose 100 as the default value of dimension.

The Penalty Factor β. The penalty factor β is aiming to emphasize the non-
zero elements in the adjacency matrix. We vary β from 1 to 30 to investigate
the impact of β, which is shown in Fig. 3(b). The method does not perform well
when β is less than 10, this is probably because the β is too small to achieve
enough emphasis, so the 0 elements in the adjacency matrix still play a major
role. When the β is between 10 and 30, the performance of the method is not
much different. Here, we set the default value of β to 10.

The Harmonic Factor α. The harmonic factor α balances the weight of the
first-order, second-order and attribute proximity between vectors. We adjust α
from 0 to 0.04 to get different vector representations. When α = 0, the perfor-
mance is only determined by the second-order proximity. As α increases, the
first-order proximity plays more roles. As shown in Fig. 3(c), DANE achieves the
best results on all datasets except Krogan-core when α = 0.01. So, we choose
0.01 as the default value of α.

The Threshold Value θ. The threshold value θ is an important factor that
influences the structure of protein complexes. This parameter measures the tight-
ness of the connection between the protein and the subgraph. When the value θ
is higher, it is harder for each neighbor protein to be added into this subgraph.
In other words, internal connections of the resulting protein complex are tighter.
As shown in Fig. 3(d), when θ is less than 0.3, the performance is relatively low.
This is because when θ is small, most of the neighbors can be added into the
subgraph. On the other hand, when θ is more than 0.7, the performance is rela-
tively low on the contrary. The reason is that when θ is big, few neighbors can
be added into the cluster. Although the best results on different datasets are
achieved with different threshold values, 0.3 or 0.4 are relatively good choices in
practice.

5 Conclusions

In this paper, we proposed a novel network embedding method for identifying
protein complexes named DANE. Firstly, we used a deep autoencoder model to
learn the vector representation for each protein from GO attributed PPI net-
works. We combined the first-order proximity and the second-order proximity,
and added the biological attribute proximity into consideration. Secondly, we
calculated the weighted adjacency matrix and used a clustering method based
on the core-attachment principle to get the predicted protein complexes. Exper-
iments on six different datasets showed that DANE outperforms five protein
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complex detection methods, which indicates our method can produce better pre-
diction results. Our future work will focus on utilizing this new representation
learning method to other biological networks such as gene-phenotype networks.
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Learning
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Abstract. Due to superstition, license plates with desirable combina-
tions of characters are highly sought after in China, fetching prices that
can reach into the millions in government-held auctions. Despite the high
stakes involved, there has been essentially no attempt to provide price
estimates for license plates. We present an end-to-end neural network
model that simultaneously predict the auction price, gives the distri-
bution of prices and produces latent feature vectors. While both types
of neural network architectures we consider outperform simpler machine
learning methods, convolutional networks outperform recurrent networks
for comparable training time or model complexity. The resulting model
powers our online price estimator and search engine.

Keywords: Price estimate · Residual learning · License plate

1 Introduction

Chinese society place great importance on numerological superstition. Numbers
such as 2 and 8 are often used solely because of the desirable qualities they rep-
resent (easiness and prosperity, respectively). For example, the Beijing Olympic
opening ceremony occurred on 2008/8/8 at 8 p.m., while the Bank of China
(Hong Kong) opened for business on 1988/8/8. Because license plates represent
one of the most public displays of numbers for many people, people are willing
an enormous amount of money for license plates with desirable combinations of
characters. Local governments often auction off such license plates to generate
public revenue. The five most expensive plates ever auctioned in Hong Kong
have each sold for over US$1 million.

Unlike the auctioning of other valuable items, license plates generally do not
come with a price estimate, even though price estimates have been shown to
be a significant factor affecting the sale price [1,8]. It is also very difficult to
discover which plates are available at what price because auction outcomes are
not always available online. In Hong Kong, the government only provides the
results of the three most recent auctions online, despite having hosted monthly
auctions for several decades.
c© Springer Nature Switzerland AG 2019
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We build an online service, markprice.ai, that seeks to fill this gap by pro-
viding three specific features:

1. Price estimation. The primary service we provide is price estimation for
license plate auctions in Hong Kong. In Hong Kong, license plates consist of
either a two-letter prefix or no prefix, followed by up to four digits (e.g., HK 1,
BC 6554, or 138). Plates can be desirable because the characters rhythm with
auspicious Chinese phrases ( e.g. “168” rhythms with “all the way to prosper-
ity”, while “186” does not rhythm with anything) or have visual appeal (e.g.
“2112” is symmetric, while “2113” is not.) The model learns which features
are valuable from the training data, allowing it to then generate a predicted
price for the specific combination of characters a user enters.

2. Distribution of predicted prices. Even with a perfect model, there will be
variation in the realized price due to factors we cannot capture. We do not
wish to give the site’s users a false impression of certainty, so it is important
that we provide a distribution of possible outcomes. The main challenge here
is providing a distribution for extremely expensive plates, for which there are
very few examples to use to generate a distribution from.

3. Search engine. Beyond the price estimation service, we also want to help users
research and discover plates that they might be interested in. We provide a
way for users to not only search for past records of a specific plate, but also
to discover other plates that are reasonably similar.

We detail our solution to the above three targets in this study. Our model is
powered by a neural network that generates a distribution of predicted prices for
a given license plate. In the process, the network also learns to generate latent
feature vectors, which we extract to construct our search engine. With both
linguistic and visual factors affecting a plate’s value, our primary focus is on the
relative performance of recurrent networks versus convolutional networks for our
task. Our results suggest that while both neural network architecture outperform
simpler machine learning methods, convolutional networks outperform recurrent
networks for comparable training time or model complexity.

2 Related Studies

Early studies into the prices of license plates use hedonic regressions with a
larger number of handpicked features [9–11]. Due to their reliance on ad-hoc
features, these models adapt poorly to new data, such as when plates with new
combinations of characters are auctioned off for the first time. In contrast, our
model is able to learn the value of license plates from their prices. As we demon-
strate below, no handpicked feature is needed to achieve high prediction accu-
racy, although the presence of such features does improve the consistency of the
learned features. [3] attempts to model prices with a standard character-level
recurrent neural network, achieving higher accuracy than that previous studies.
In this paper we utilizes more advanced neural network designs, resulting in
significant improvement in accuracy and consistency.
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3 Model

3.1 Overall Structure

Figure 1 illustrates the structure of our model. Each plate is represented by
a vector of numerically-encoded characters, padded to the same length. The
characters are fed into a feature extraction unit, either one at a time for RNN
or as a vector for CNN. The feature extraction unit outputs a feature vector,
which is used in three ways. First, it is concatenated with auxiliary inputs and
fed into a set of fully-connected layers to generate the predicted price. Second, it
is fed into another set of fully-connected layers to generate a number of auxiliary
targets. Third, it is fed into a k-nearest-neighbor clustering model to produce
a list of similar plates. Finally, the predicted price is fed into another fully-
connected layer responsible for producing distributional parameters for the final
price distribution.
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1d conv, 1024, /2

Embedding
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Fig. 1. Model structure and examples of feature extraction unit design

3.2 Feature Extraction Unit

The feature extraction unit begins with an embedding layer g(s), which con-
verts each character s to a vector representation hs: g(s) = hs ≡ [h1

s, ..., h
n
s ].

The dimension of the character embedding, n, is a hyperparameter. The values
h1
s, ..., h

n
s are initialized with random values and learned through training. We

experiment with n ranging from 8 to 24 as well as replacing learned embedding
with one-hot encoding.

The embedding layer is followed by one or more layers of neurons. We explore
three architectures:

1. RNN. As a baseline, we adopt the model used in [3], which has been shown to
perform significantly better than simpler models such as hedonic regressions
and n-grams. Specifically, the unit consists of one or more bi-directional,
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batch-normalized recurrent layers with rectified linear units as activations.
The feature vector is the sum of the last layer’s recurrent output. We conduct
a hyperparameter search with the number of layers varying from 1 to 7 and
the number of neurons varying from 128 to 1024.

2. LSTM. It is widely recognized that Long Short-Term Memory (LSTM) net-
works performs better than simple recurrent networks in deep learning [6].
Following standard practice, we implement the unit as one or more bi-
directional, batch-normalized LSTM layers with logistic and tanh activations.
The feature vector is the output from the last time step of the last LSTM
layer. As with RNN, we conduct a hyperparameter search with the number
of layers varying from 1 to 5 and the number of neurons varying from 128 to
1600.

3. Residual CNN. Our implementation is a 1-demensional version of ResNet [5],
illustrated in the rightmost panel of Fig. 1. The main features are residuals
being added to the output after every two layers, and the number of filters
being doubled whenever there is a 50% down sampling. All layers are batch
normalized and activated by exponential linear units, the latter having been
shown to improve training speed and accuracy [4]. We conduct a hyperpa-
rameter search with the number of layers varying from 1 to 7 and the number
of filters in the first layer varying from 64 to 1024.

3.3 Auxiliary Inputs

The auxiliary inputs are the date and time of the auction, the most-recent general
price level index on the day of the auction, the local stock market index and the
return of the index in the past year and the past month. Historical values are
used for training, but our actual product utilizes up-to-date data.

3.4 Auxiliary Targets

Previous versions of our model did not have auxiliary targets, but we discov-
ered that while prediction accuracy was similar across different runs of the
same model, the feature vectors generated were not. In hindsight, this should
be expected: neural network training is non-convex problem, and there is no
reason why the model should settle on a particular set of latent factors after
every training run. This imposed a significant problem for our search engine, as
search results would at times change noticeably after retraining the model with
new data.

Our solution to these problem is to train the model with auxiliary targets,
based on the handpicked features of [9]. The idea is to provide guidance on
what features users might be looking for, while still allowing the model enough
flexibility to learn additional features. Table 1 lists the 32 objective measures
of plate characteristics, which include the number of characters, the number of
repeated characters and whether the combination of characters is symmetric or
sequential.
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Table 1. Auxiliary targets

Letters Numbers

Repeated letters x00 abab aab aaa # of 0’s # of 5’s

No letters x000 aaab abb aaaa # of 1’s # of 6’s

= HK symmetric abbb abcd aabb # of 2’s # of 7’s

= XX contains “13” aaba dcba # of 3’s # of 8’s

= 911 abaa aa # of 4’s # of 9’s

3.5 Mixture Density Network

A common way of estimating a distribution is to divide the target samples into
mutually-exclusive categories and train a classifier. That does not work in our
case because during inference the target is not bounded from above—there is
always the possibility of a record-breaking price. Instead, we uses a mixture
density network (MDN) to generate the distributional parameters [2].

The estimated probability density function of the realized price p for a given
predicted price p̂ is modelled as a Gaussian mixture:

P (p | p̂) =
24∑

k=1

ezk(p̂)
∑24

i=1 ezi(p̂)
φ(p | μk(p̂), σk(p̂)), (1)

where φ represents the standard normal probability density distribution and
[z1(p̂), ..., zi(p̂), μ1(p̂), ..., μi(p̂), σ1(p̂), ..., σi(p̂)] the output vector from a single
fully-connected layer with a single input p̂. σ’s have exponential activations to
ensure that they take on positive values, while μ’s and z’s have linear activations.
We conduct a hyperparameter search with n varying from 3 to 24 and the number
of hidden neurons varying from 64 to 256.

4 Experiment Setup

4.1 Data

The data used in this study come from the Hong Kong government and are an
extension of the dataset used in [9–11]. They cover Hong Kong traditional license
plate auctions from January 1997 to February 2017. To include as many ultra-
expensive plates as possible, we also include the 10 most expensive plates since
auctions commenced in 1973, information that is publicly available online. The
data consist of 104,994 auction entries, almost twice that of previous studies.
Each entry includes i. the characters on the plate, ii. the sale price (or a specific
symbol if the plate was unsold), and iii. the auction date.

The distribution of prices is highly skewed—while the median sale price is
$641, the mean sale price is $2,064. The most expensive plate in the data is
“28,” which sold for $2.3 million in February 2016. Following previous studies,
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we compensate for this skewness by using log prices within the model. The use
of log price also means that the loss function depends on relative error rather
absolute error.

Plates start at a reserve price of at least HK$1,000 ($128.2). The existence of
reserve prices means that not every plate is sold, and 12.6% of the plates in our
data were unsold. Because these plates do not possess a price, we follow previous
studies and drop them from the dataset, leaving us 91,784 entries. The finalized
data are randomly divided into three parts: 64% for training, 16% for validation
and 20% for the final hold-out test.

4.2 Training

Continuous outputs of the model are trained using mean-squared error as the
loss function, while binary outputs are trained using cross entropy as the loss
function. The primary target and the whole of the auxiliary targets carry equal
weight in the overall loss function. To allow ourselves the flexibility to use a
different training duration for the mixture density network, the latter is trained
separately after other parts of the model have been trained, using the negative
log-likelihood of the Gaussian mixture as the loss function.

To compensate for the scarcity of expensive plates, we weight samples accord-
ing to their log price. We further overweight the most expensive plates, specif-
ically those with a log price above 12.5 (approximately $34402), by a factor of
40. These weights are used in all training runs without further experimentation.

Drop out is applied to each layer in the feature extraction unit except the
embedding layer. When we started our experiment with RNN we experimented
with drop out rate ranging from 0 to 30%, but by the time we reached CNN
we have decided to settle on 15% since there is little variation between differ-
ent positive drop out rates—excluding a rate of zero, the correlation between
validation RMSE and drop out rate is only 0.003.

In total, we have 432 sets of hyperparameters for both RNN and CNN. Due
to time constraint, we had to do a relatively sparse search for LSTM with only 95
sets of hyperparameters. We train the model under each design and each set of
hyperparameters three times, with early stopping and reloading of the best state.
Recurrent versions of the model are trained for 120 epochs while convolutional
versions are trained for 800. We pick these numbers because trials we conducted
before this study suggest these values are large enough for the model to almost
certainly stop early. The mixture density network is trained for 5000 epochs with
reloading of the best state.

The Adam optimizer with a learning rate of 0.001 is used throughout [7].
Training is conducted with NVIDIA GTX 1080 s with mini-batch size of 2,048.

5 Experiment Results

5.1 Predicted Price

Table 2 lists the performance figures of the best model in each category and that
of a number of simpler models for comparison. The best performing model is
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Table 2. Model performance

Configuration Train RMSE Valid RMSE Test RMSE Train R2 Valid R2 Test R2

Residual CNN .3859 .4692 .4721 .8985 .8499 .8471

LSTM .4747 .5007 .4982 .8464 .8290 .8297

RNN .5069 .5443 .5492 .8473 .8197 .8237

Woo et al. [10] .6739 .6808 .6769 ..6905 .6840 .6857

Ng et al. [9] .6817 .6880 .6856 .6833 .6773 .6775

unigram kNN-10 .8924 1.174 1.165 .4572 .0599 .0690

For Residual CNN, LSTM and RNN, the average numbers from the best-performing set
of hyperparameters are reported

a 6-layer ResNet, with 512 filters per layer in the first five layers and a 50%
down-sampling in the last, paired with a single 256-neuron fully-connected layer
and an 8-channel embedding. This is followed by the bi-directional LSTM with
3200 neurons and two fully-connected layers of 512 neurons each. The basic
bidirectional RNN comes in last among the three, performing at its best when
there is a single recurrent layer of 1024 neurons and three fully-connected layers
of 1024 neurons each. Both recurrent models perform best with one-hot encoding.
The best convolutional model is able to explain a significantly higher fraction
of variation in prices than the best recurrent models, both in sample (5.2% as
measured by R-squared) and out of sample (1.7%).
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Fig. 2. Performance as a function of training time and model complexity

Figure 2 plots validation RMSE against training duration and complexity of a
given model. Each marker is the average from all runs of a particular set of hyper-
parameters. Except for the smallest convolutional networks, it is clear from the
plots that convolutional networks outperform recurrent networks for either com-
parable training time or comparable model complexity. One interesting observa-
tion from Fig. 2 is that the relationship between a model’s performance and its
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training time/complexity is much more pronounced for convolutional networks
than recurrent networks.

To better understand why convolutional networks perform better than recur-
rent networks, Table 3 lists the error figures for three linguistic patterns and three
visual patterns. Although the best LSTM model is behind the best CNN model
in all cases, the differences in error are much smaller for linguistic patterns than
for visual patterns.

Table 3. Model performance by plate characteristics

CNN RMSE LSTM RMSE Absolute diff. Relative diff.

Linguistic patterns

168 (all the way to prosperity) .3284 .4156 .0872 27%

28 (easy prosperity) .3662 .4291 .0629 17%

1314 (together forever) .6049 .7000 .0951 16%

Visual patterns

abba .4466 .6139 .1673 37%

abcd .4753 .6479 .1726 36%

aabb .4934 .8006 .3071 62%

Figure 3 plots predicted prices against actual prices from the best model,
grouped in bins of HK$1000 ($128.2). The model performs well for a wide range
of prices, with bins tightly clustered along the 45-degree line. In particular, due to
a better model architecture and weights of samples, the systemic underestimation
of prices for the most expensive plates observed in [3] is not present here.

5.2 Feature Vector and Auxiliary Targets

To demonstrate the effectiveness of the auxiliary targets, we rerun the best model
with auxiliary targets replaced by the auction price. This allows us to maintain
model complexity while removing the auxiliary targets.

Table 4 lists the top-three search results for three representative plates from
each of three runs of the best CNN model, with and without the auxiliary targets.
We measure the consistency of the search results by computing the fraction of
search results that appeared in all three runs. The examples listed in the table
illustrate how training the model with auxiliary targets significantly increase
consistency across different runs of the same model.

To evaluate consistency systemically, we generate 1000 random new plates
and feed them through all six runs of the model. Figure 4 plots the consistency
measure’s distribution with and without the auxiliary targets. The search results
are much more inconsistent when there is no auxiliary target (Mann-Whitney
z = −11.2, p = 0.0000), with significantly more cases of zero consistency.
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Table 4. Auxiliary targets and search consistency

RMSE Search results

With auxiliary targets 2112 BB239 LZ3360

Run 1 0.4750 2012 1812 2121 CC239 AA239 AL239 HV3360 BG3360 HC3360

Run 2 0.4681 1012 2012 1812 CC239 AA239 LL239 HV3360 BG3360 HC3360

Run 3 0.4671 1812 1012 2113 AA239 CC239 PP239 HV3360 BG3360 ND6330

Consistency 0.33 0.67 0.67

Without auxiliary targets 2112 BB239 LZ3360

Run 1 0.4884 9912 2223 8182 AA239 CC199 AA3298 HV3360 HC3360 JA6602

Run 2 0.4771 1212 1812 2012 CC239 BB989 AA239 KE9960 FE9960 JR6360

Run 3 0.4749 2832 8122 8182 CC239 AA239 AA269 HV3360 FM6369 JR6360

Consistency 0 0.33 0

Each row is one training run. For each run, the top three search results are listed for each plate

queried (2112, BB239, LZ3360). Consistency is calculated as the fraction of matches that appear

in all three runs

5.3 Estimated Price Distribution

Figure 5 plots the estimated price distribution at selected prices from a mixture
density network of 256 hidden neurons and a mixture of six Gaussian densities,
approximately evenly spaced on a log scale. The red lines represent the estimated
density for a given predicted price, while the bars represent the actual distribu-
tion of prices for the predicted price. The estimated density closely resembles the
actual distribution for common, relatively low-value plates. For very expensive
plates, the model is able to produce a density even if there is only a single sample
at a given price. As can be seen from the examples, the spread of the estimated
density generally covers any actual price that deviates from the predicted price.
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6 Conclusion

We demonstrate that a model based on residual convolutional neural net can
generate accurate predicted prices and produce stable feature vectors for use in
a search engine. We demonstrate that for comparable training time or model
complexity, a model base on convolutional neural nets outperforms one that is
base on recurrent neural network.
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Abstract. We propose in this paper an image mining technique based on
multispectral aerial images for automatic detection of strategic bridge locations
for disaster relief missions. Bridge detection from aerial images is a key land-
mark that has vital importance in disaster management and relief missions.
UAVs have been increasingly used in recent years for various relief missions
during the natural disasters such as floods and earthquakes and a huge amount of
multispectral aerial images are generated by UAVs in the missions. Being a
multi- stage technique, our method utilizes these multispectral aerial images for
identifying patterns for effective mining of bridge locations. Experimental
results on real-world and synthetic images are conducted to demonstrate the
effectiveness of our proposed method, showing that it is 40% faster than the
existing Automatic Target Recognition (ATR) systems and can achieve a 95%
accuracy. Our technique is believed to be able to help accelerate and enhance the
effectiveness of the relief missions carried out during disasters.

Keywords: Image mining � Disaster management �
Isotropic surround suppression � Image processing � Object recognition �
Linear object detection � Bridge recognition � Road recognition

1 Introduction

Many countries are frequently hit by various natural disasters such as floods. The loss
of lives proves to be extremely devastating for them from an economic perspective [1].
It is hoped that the rise in technology will provide more effective ways in which the
disasters could be managed, and the system could be developed for dealing with the
task of analyzing the weak zones and areas that are majorly hit by floods. As the natural
disaster happens, the existing system of aerial imaging in many countries is quite weak
in that they rely on the approach of manual analysis by personnel involved in recog-
nizing the real-time static images [2]. With the help of the modern systems, the
detection and mining results can be achieved in the times of disaster where the matter is
not the cost but technology for saving lives. Automatic recognition and mining of
bridges from aerial images are very important [4] as the bridges over water are one of
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the most important spatial objects for recognizing the access to the flooded areas. The
modern approach of using the image processing techniques for data and information
mining through the existing digital images could be used. Once a pattern has been
identified, the images can be processed, and feature extraction can be carried out
followed by thorough analysis to interpret the meaning and knowledge gained through
these images [5]. Extraction of features from images has been widely studied since the
early days of remote sensing and aerial imaging. The research studies so far illustrate
recursive scanning, clustering regions and searching features for extraction of objects
from images [7]. For the cause of estimating positions and navigating UAVs, these
applications have a wide usage holding advancements in future detection techniques by
making use of multispectral images (Thermal, Satellite, visible, SAR, Infrared etc.) [8].
This study aims to develop an algorithm based on the latest technology for aiding the
humanitarian purposes and ensuring that technology could come into use for the
purpose of saving lives.

2 Literature Review

A profound effort is made to gather the resources deployed around the globe in the past
to detect linear targets such as bridges and plausible avenues that can be marched on
from this point [9]. From the perspective of relief work, bridges over water are extremely
significant and are the most crucial for detection and understanding of an area; hence
their detection is required for several applications including relief applications, updating
geographical data- bases and in case of identifying the extent of destruction caused by
natural calamities. Over the last few years, extensive research has been carried out on
detection of bridges in infrared images, SAR (Synthetic Aperture Radar) images, and
visible images [10]. The methods for bridge recognition can be broadly classified into
five categories, namely knowledge-based methods, machine learning based methods,
composite (feature & knowledge-based) methods, dynamic programming-based meth-
ods and context-based methods [11]. Currently, the knowledge-based methods are used
for identifying the difference between the object and background but also use their
spatial relationship. Trias-Sanz et al. [14] studied the difference of backscattering
intensity between targets and background and used it along with the spatial relation and
context dependency between bridges and rivers. A study conducted in this regard [15]
proposed a method for automatically detecting and tracking bridges over water in IR
images. First, they used the OTSU algorithm (using a global threshold) to separate the
foreground and the background. Detection involves the detection of a river, detection of
a bridge’s edge/arch (using edge enhancement) and detection of a bridge’s piers i.e., the
bridge’s horizontal and vertical extent is determined. Yuan et al. [16] gave a two-step
knowledge-based strategy to recognize large bridges over water having a complicated
background. Images are pre-processed to remove noise. Context-based information
about bridges over water is considered and used in the process of marking the ROIs in
the field of view. However, the confidence level for the detected ROIs is low [17]. Image
mining is a diverse field that combines the tasks of information mining, image pro-
cessing and computer vision. It is not simply the harvesting of data or information from
the images, rather it requires detailed analysis and extraction of information from the
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images and requires the use of different techniques to ensure that the patterns and
information present in the images are truly under- stood [18]. The essence of image
mining is that this technique does not only identify the image patterns but also divulges
into extracting the knowledge pre- sent in the image sets through the low-level pixel s of
an image. The process is complex and requires various steps including analysis, feature
recognition and extraction, classification, image indexing, retrieval and finally the data
management [19].

2.1 Research Gap

The development of a new bridge detection and mining approach is motivated by our
identification of the following research gaps existing in literature:

(1) The traditional method uses a simple edge detection scheme, which is not enough
for gathering concrete information about the areas being analyzed.

(2) Another problem that is encountered in the literature is that the existing approaches
search in the horizontal, vertical and diagonal directions. It is unnecessary and too
expensive for detecting Bridge targets in all directions in complex situations.

Here effective edge detection and a large Gaussian kernel [20] are used. Fur-
ther ROI regions are segmented using Hough transform and analysis of the ROI for
being a possible target has been done. To evaluate the detection and recognition limits
along with the presence of weather and camera effects, we propose a fully automatic
object recognition system that involves a real-time cognitive approach utilizing sur-
round suppression-based Hough voting scheme.

3 Our Method

Our method takes multiple stages to complete the bridge mining process, as elaborated
as follows:

• The multispectral images are firstly grouped into eight land-cover types by means of
a majority-must-be-granted logic based on the multi-seed super- vised classification
technique. The eight classes include ice/snow, shrubs, concrete, water, sand, forest,
soil and rock. For bridge mining, concrete and water are the most important classes.
These three classes are thus selected. After this step, each and every pixel in the
image is labeled accordingly as concrete, water or background;

• Bridges are then recognized in this tri-level image by using a knowledge- based
approach that exploits the spatial arrangement of bridges and their respective sur-
roundings by means of a five-step approach. The possible bridge pixel s are
identified by using a neighborhood operator and the information of the spatial
dimensions of a typical bridge.

• Lastly, these bridge segments are subjected to verification on the basis of directional
water index in the line of different directions and their association with the segments
of the road. All surrounding directions are covered by water except for the direction
of the bridge.
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Therefore, the water densities in different directions and connectivity between the
bridge and road are used as the basis for confirmation. Signed directional water index
along 9 different directions are computed. After smoothing the image, segmentation is
carried out via a region-correlating. Using the segmentation outcome, geometrical
knowledge of bridge and the water region, a bridge is detected. Our proposed method
assumes the following prior knowledge in the mining process:

• Grey levels of a bridge and the land are higher as compared to water;
• The area encompassed by the river is larger than the bridge’s area;
• The edges of a bridge are considered to be two near-parallel lines;
• The river is divided into two homogeneous regions by the bridge situated across it;
• The length of a bridge is greater than its width;
• When a bridge is close to the image acquisition system, it can be clearly seen as the

divider between the two sides of a river. However, when seen from afar, the bridge
appears as a thick dark line.

The proposed algorithm is not specific to any orientation of the target nor rely on
any structural formation of the target. Even with low image contrast, the proposed
algorithm offers a good viability and precision in recognition of linear targets such as
bridges. Figure 1 present below explains the overall methodology which has been used
for the implementation of the proposed method.

Fig. 1. Architecture of the bridge detection and mining method
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3.1 Edge/Cornerness

Edge is the gradient magnitude in either direction whereas corner detection is an
approach used within computer vision systems to extract certain kinds of features and
infer the contents of an image. Corner detection is frequently used in motion detection,
image registration, video tracking, image mosaicking, panorama stitching, 3D mod-
eling and object recognition. A corner can be defined as the intersection of two edges
while an edge is a sharp change in image brightness. Edges are a location with high
gradient need smoothing to reduce noise prior to taking derivative, in x and y-direction.
In the start image is converted to a gray level using rgb2gray, using the gray image. It is
hard to find the gradient by using the Eq. 1 as shown below.

G xð Þ ¼ e� x2=2r2 ð1Þ

In order to simplify the computation, we adopt another equation equal to the Eq. 1.
The Eq. 2 present below is a first-order derivative function of a Gaussian function.

G xð Þ ¼ � x
r2

� �
e
�x2

2r2
ð2Þ

Because the computation of 2D convolution is complex and large, find the gradient
by convolving x-direction and y-direction individually. Basic Idea of corner detection
algorithm is always finding a point where two edges meet, i.e. high gradient in two
directions, this is why it is undefined at a single point as there would be only one
gradient per point [16]. Edges always show strong brightness change in single direction
while Corner shows strong brightness changes in orthogonal direction. The edges and
cornerness features which can be used for applying Hough transform are represented in
Fig. 3 while the Fig. 4 which follows shows the creation of masks and the imple-
mentation of the proposed algorithm.

Fig. 2. (Left to Right) Applied Harris on a gray image, R1 (Edges but not corner) and Applied
Peaks
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As shown in Fig. 2, we have edges, cornerness, and non-cornerness features, using
these to find line after applying Hough transform and the sum of cornerness crosswise
that line (considering no apparent texture across bridges).

3.2 Implementation

In order to determine the gradient image in the x-direction measuring the horizontal
change in intensity is calculated by using this mask. Similarly, to determine the gra-
dient image in the Y direction measuring the horizontal change in intensity is calculated
by using this mask. The surround inhibition step is meant to suppress texture edges
while leaving relatively unaffected the contours of objects and region boundaries. This
biologically motivated mechanism introduced in Fig. 3 is particularly useful for
contour-based object recognition.

In that case, texture edges play the role of noise that obscures object contours and
region boundaries and should preferably be eliminated [21]. Different types of super-
position can be used: L1, L2, and L-infinity norms. Alpha(a) This parameter controls
the strength of surround suppression - the higher the value of Alpha (a), the more the
strength (gradient magnitude) of an edge surrounded by other edges will be reduced.
The default is 1 but one may need larger values in order to completely suppress texture
edges K1 and K2. The size of the annual surround which has a substantial contribution
to the suppression increases with K2. Default values are K1 = 1 and K2 = 4.

In order to compute corner, first, we have to smooth the integral Ix and Iy com-
ponent found above by using this mask. Figure 4 represents the Ix and Iy components
on a grayscale image after it has been converted from a color image.

The output image I is of the same class as the input image. If I is a color map, the
input and output color maps [11] are both of class double. A gradient image in the x-
direction measures the horizontal change in intensity.

Fig. 3. (Left to Right) Gx Smoothing Mask, Gy Smoothing Mask, Inhibitor Kernel and Corner
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A gradient image in the y-direction measures the vertical change in intensity.
Gradient magnitude of Gray images uses Ix and Iy. Simplified edge is computed using
threshold.

3.3 Finding Edge, Energy and Texture

Iy
2 is the square of a smoothed version of integral Iy for corner detection and Ixy is the
integral of a smoothed version of after being convolution. Ix

2 is the square of a smoothed
version and smoothed version of integral Ix for Texture detection. Iy

2 is the square of a
smoothed version of integral Iy for Texture detection. Ix is the integral of a smoothed
version of after being convolution.

R2 is positive Texture density computed using Harris corner and edge detection. R1
is negative with large magnitude for an edge, computed using Harris corner and edge
detection. To find R1_Edge, R1 is threshold using method, its value varies for visible
and thermal imagery. The parameters of edge detection and texture determination have
been represented in Fig. 5.

To find R2_Corner, R2 is threshold using its maximum value percentage; its value
varies for visible and thermal imagery. The Fig. 6 shows the R2 corner and the peal
results. To find Texture, R2 is threshold using its maximum value percentage; its value
varies for visible and thermal imagery. To find Edge, R1 is threshold using its maxi-
mum value percentage; its value varies for visible and thermal imagery. The input
image contains the minimum texture and the mean value which have been rep resented
in the Fig. 7 present below.

Fig. 4. (Top Left to Right) Original, RGB to Gray, lx, ly, Grad

Mining Multispectral Aerial Images 195



4 Experimental Results

Projected data set is of 70–80 images including Google images. All parameters used in
this algorithm depends upon the camera and image characteristics; fov, focal length,
aov, Threshold for controlling Parameter R1 (cornerness) and R2 (edges), it depends

Fig. 5. (Top Left to Right) Ix
2, Iy

2, Ixy, R2, R1 and R1 edge.

Fig. 6. (Top Left to Right) R2 Corner, R1 surround suppress edge, Peak Result, Hough
Transform and Crosswise Image study of lines

Fig. 7. The minimum Texture and mean value are our feature, so we plot the lines to express the
Bridge as a final result.
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upon sigma values provided for edges and corners and that also depends upon the
parameters set. The yellow lines are not qualified as rejected by GAP analysis, green
lines are showing least cornerness (almost zero) and therefore not considered in the
respective target, red lines show Single Target qualified and the blue lines show other
lines processed but not qualified to be a bridge. Considering the orientation of the
bridge and it’s across area characteristics i.e.

a. Self-resemblance of features (similar apparent texture) on both side of the bridge
b. Lower gray value of river or canal. Crosswise corner sum; Perfect corner sum

across lines using Nhood, omitting corner pixel of the line and Ratio; Ratio of both
side of the line from the Corners (Corner ratio) and Mean value (Mean ratio). These
features crosswise corner sum, Ratios, slice (length of the line) and landmark check
can be used for creating clustering classifier, to train the data set and neural
networks.

In the following figures we have Ratio of both side of the line, Corners (Corner
ratio) and Mean value (Mean ratio). Corner ratio is 1 and means the ratio is greater than
1. We can build a role for any candidate line to have some reasonable ratio values.
While the Table 1 following the image represents the values obtained for the image
analysis and represent the single target qualified based on minimum corner density. The
same features are further represented in Fig. 9 and explained through Table 2 which
represent a bridge based in New York, which contain the analysis of a bridge in China.
These values with other features are helpful for creating clustering classifier to improve
the performance and elimination and approval of candidate line to be the targeted
bridge.

Fig. 8. The analysis of bridge image, determining the edges, ratio of sides and the mean ratio
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In Fig. 8, we have Ratio of both side of the line, Texture density and Mean value.

I. Texture Density should be minimum i.e. 6
II. Texture crosswise ratio should be close to 1 i.e. 1.00
III. Mean sum should not exceed a specific threshold.

Table 2. Single target qualified based on minimum corner density

Minimum Corner Density Index

2 3 5

Table 1. Single target qualified based on minimum corner density

Minimum Corner Density Index

6 4

Fig. 9. Aerial image of a New York bridge
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5 Conclusion and Future Work

The overall study was aimed at developing an algorithm that could be used for aid- ing
the humanitarian relief purposes. The proposed algorithm works on corner and edge
detection. The Hough transform is an image processing technique that is used to extract
or detect features of a particular shape in the image and best works with large images
where the effects of noise and undesired features are minimal. The result shows that this
approach consists of the basic and effective method with as low as 0.8 s to recognize
the target bridge from the image. The time is low indeed; real- time DSP/FPGA parallel
processing machines perform operations much faster than normal PC. Making it
suitable to operate and incorporate the speed with the standard time/frequency i.e.
4 images per second with lowest possible time expected to be as 0.20 s. The increase in
the image databases have made it possible to carry out database wide search for the
purpose of image mining. The use of the proposed algorithm can help in ensuring that
the image-based data is utilized for the purpose of information mining and that the
humanitarian purpose of saving lives through technology could truly be fulfilled.

The future enhancement may be carried out on hardware as well as software basis.
The key goal of the algorithm is to ensure that the geographical database could be
enhanced, and the image processing technique could be utilized for extracting infor-
mation about the disaster-prone areas and analyze the images of these areas to identify
the roads and bridges which could be used for making aid reach respective areas. The
enhancements may be based on upgrading the existing hardware as well as the software
to further increase the workability in the real-time environment and decrease the overall
time required for mining information through the images.
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Abstract. Spike sorting for neuron recordings is one of the core tasks in brain
function studies. Spike sorting always consists of spike detection, feature
extraction and clustering. Most of the clustering algorithms adopted in spike
sorting schemes are subject to the shapes and structures of the signal except the
spectral clustering algorithm. To improve the performance of spectral clustering
algorithm for spike sorting, in this paper, a locally weighted co-association matrix
is employed as the similarity matrix and the Shannon entropy is also introduced to
measure the dependability of clustering. Experimental results show that the
performance of spike sorting with the improved spectral clustering algorithm is
superior to that of spike sorting with other classic clustering algorithms.

Keywords: Spike sorting � Co-association matrix � Local weighting �
Spectral clustering

1 Introduction

Spike sorting for neuron recordings is very important in brain function studies. Neuron
recordings picked up by extracellular recordings are a mixture of several neuron signals
from the same brain area. Spike sorting is to separate the neuron recordings and group
them into different clusters [1]. Then spike sorting always consists of spike detection,
feature extraction and clustering. Spike detection is to detect the spikes from the
collected neuron recordings. The simplest spike detection method is amplitude
threshold detection [2, 3]. However, a wrong threshold will lead to a high mistake rate.
To solve this problem, ovonic threshold method and peak detection method have been
proposed [4]. After the spike detection, the feature extraction is implemented to capture
features from the spikes. Principal component analysis (PCA) [5] and wavelet trans-
form [6, 7] are widely used feature extraction methods. The final step of spike sorting is
to cluster the spikes and identify the single neuron signal. The frequently used clus-
tering algorithms in spike sorting is Gaussian mixed model (GMM) [8]. However, it is
subject to the shapes and structures of spike. Spectral clustering algorithm always
works well on complicated data [9], so it is a good choice for spike sorting.
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The classic spectral clustering algorithm NJW always uses Gaussian kernel func-
tion as the similarity matrix [10]. To set the parameter r in Gaussian kernel function,
Zelnik-Manor and Perona adopt K-nearest neighbor algorithm to optimize the
parameter r [11]. In order to furtherly improve the performance of spectral clustering
algorithm on spike sorting, in this paper, a spectral clustering algorithm based on
locally weighted co-association matrix (LWCA-NJW) is proposed to cluster the spikes.
In LWCA-NJW, locally weighted co-association matrix is employed as the similarity
matrix, ensemble idea is embedded in locally weighted co-association matrix to
improve the performance of clustering.

To evaluate the clustering performance, Davies-Bouldin Index (DBI) and Dunn
Index (DI) are utilized. The spike sorting performance is compared among the
improved spectral clustering algorithm LWCA-NJW, the classical spectral clustering
algorithm NJW, GMM and some ensemble clustering algorithms. Experimental results
show that the performance of spike sorting with the LWCA-NJW is superior to that of
spike sorting with other clustering algorithms.

The remainder of this paper is organized as follows. Feature extraction for spike
sorting with discrete wavelet transform is introduced in Sect. 2. Section 3 presents the
classic spectral clustering algorithm and the proposed improvement. The procedure of
spike sorting with the improved spectral clustering algorithm is summarized in Sect. 4.
Section 5 provides the experimental results and discussion. The paper ends with
conclusion in Sect. 6.

2 Feature Extraction for Spike Sorting

Wavelet transform is widely used to extract the features for spikes [12, 13]. The
wavelet transform is briefly introduced by the following equation,

WTx a; bð Þ ¼ 1ffiffiffiffiffiffi
aj jp Zþ1

�1
W

t � b
a

� �
x tð Þdt ð1Þ

where W(t) is mother wavelet, a is the scale parameter and b is the translation
parameter. In real application, discrete wavelet transform (DWT) is commonly used.
The multiresolution decomposition of discrete wavelet transform can separate the
signal into detailed components and approximation components at different scales [14].

In this paper, because the frequency range of spikes is from 0.4 Hz to 80 Hz,
discrete wavelet transform with four level decomposition is utilized to extract features
for spikes and each spike is ordinarily decomposed into five sub-bands: delta (0.5–
4 Hz), theta (4–8 Hz), alpha (8–12 Hz), beta (13–30 Hz) and gamma (30–60 Hz) [15].
In the first level decomposition, the spikes are filtered by the low pass filter and high
pass filter, respectively. Then the filtered spikes are sampled to fetch approximation
components (A1) and detailed components (D1) of the first level. The same procedure
can be duplicated for the first level approximation components (A1) to get its
approximation component (A2) and detailed component (D2) of the second level, and
so on. The above mentioned procedure is shown in Fig. 1.
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If the vector composed of A4, D4, D3, D2 and D1 is treated as a feature vector
directly, the clustering performance could be decreased. One possible reason is that
some wavelet coefficients in the feature vector fail to meet the requirement of distin-
guishing the different spikes. It’s necessary to pick out the desirable wavelet coeffi-
cients or extract feature furtherly. In this paper, the mean, standard deviation, skewness,
energy and entropy of wavelet coefficients [16] are calculated to represent the spikes.

3 Spectral Clustering Algorithm

Spectral clustering algorithm always works well on complicated data [9], so it is still a
good choice for spike sorting.

3.1 Classic Spectral Clustering Algorithm – NJW

The main idea of NJW is to construct a graph, denoted as G = (V, E), where V is the
set of vertexes in the graph and E represents the set of the edges in graph G [17]. The
vertex represents a sample and edge represents the similarity between samples in the
graph. Based on the graph, classic spectral clustering algorithm NJW is performed as
follows.

1. Constructing the similarity matrix W based on the following equation,

Wij ¼ e�
d2 xi ;xjð Þ

2r2 ð2Þ

where Wij and d xi; xj
� �

are the similarity and distance between the samples xi and xj
respectively.

Fig. 1. Four level wavelet decomposition
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2. Constructing the Laplace matrix Lsym based on the following equation,

Dii ¼
Xn
j¼1

Wij ð3Þ

L ¼ D�W ð4Þ

Lsym ¼ D�1
2LD�1

2 ¼ I � D�1
2WD�1

2 ð5Þ

where D is a diagonal matrix and n is the number of samples.
3. Making eigendecomposition for Lsym to fetch matrix E. E is a matrix composed of

the eigenvectors corresponding to the top g largest eigenvalues, denoted as E = [e1,
e2, …, e.g.].

4. Normalizing matrix E according to the following equation,

Yij ¼ EijffiffiffiffiffiffiffiffiffiffiffiffiP
j E

2
ij

q ð6Þ

5. Performing other traditional clustering algorithm on matrix Y, such as k-means.

In NJW, Gaussian kernel is always utilized to calculate the similarity matrix as shown
in (2). The parameter r in Gaussian kernel is always difficult to be set. Zelnik-Manor and
Perona optimized the parameter r by adopting K-nearest neighbors algorithm. The
optimized similarity matrix is given by the following equation,

Wij ¼ e
�d2 xi ;xjð Þ

rirj ð7Þ

where ri ¼ d xi; xKi
� �

is the distance between the sample xi and xKi . x
K
i represents K-th

nearest neighbor sample of xi.

3.2 Spectral Clustering Based on Co-association Matrix (CA-NJW)

To alleviate the issue of parameter setting in Gaussian kernel function and to improve the
clustering performance, co-associationmatrix [18] is utilized in spectral clustering. Given
a data set DS, B partitions are obtained by clustering B times on DS. And l-th partition is
denoted as pl. B partitions is represented as an ensemble P ¼ p1; p2; . . .; pB

� �
. For

example, given a data set DS ¼ x1; x2; . . .; x5f g, three partitions, p1, p2 and p3 are
obtained by clustering three times on it. Five samples are assigned into three clusters for
each partition, which is shown in Table 1. The elements are cluster labels of each sample
in p1, p2 and p3.

With the above definition, the co-association matrix CA is defined as follows,
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CA ¼ caij
� �

n�n ð8Þ

caij ¼ 1
B

XB
l¼1

hlij ð9Þ

hlij ¼
1;
0;

	
pli ¼ plj

otherwise
ð10Þ

where B is the number of partitions in ensemble P and pli is the cluster label of i-th
sample in partition pl. Co-association matrix evaluates the similarity among samples by
counting the times that different samples are located in the same cluster. The more
times that samples are grouped into the same cluster, the more similar they are.

3.3 Spectral Clustering Based on Locally Weighted Co-association
Matrix (LWCA-NJW)

The co-association matrix treats the clusters of B partitions equally without considering
the dependability of clusters. In other words, the same weight is assigned to the clusters
with different dependability, which will degrade the clustering performance. So we like
to introduce the Shannon entropy [19] to measure the unreliability of each cluster and
different weights are assigned to the clusters according to their dependability.

Before giving the definition of dependability, the cluster representation (CR) will be
presented. Given a partition pl, the cluster representation of pl is defined by the fol-
lowing equation,

CR pl
� � ¼ sl1; s

l
2; . . .; s

l
kl


 � ð11Þ

slc ið Þ ¼ 1;
0;

	
pli ¼ c

otherwise
ð12Þ

where kl is the number of clusters in partition pl and slc is the cluster representation of
c-th cluster in partition pl. If the i-th sample in pl is grouped into c-th cluster, the i-th

Table 1. A clustering ensemble with three partitions.

Sample P

p1 p2 p3

x1 2 1 3
x2 2 1 3
x3 1 2 3
x4 3 3 1
x5 3 3 2
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element in the slc is set as 1. Then slc is a column vector consists of 0 and 1. The cluster
representation of ensemble P is defined as (13).

T ¼ CR p1
� �

;CR p2
� �

; . . .;CR pB
� �
 � ð13Þ

where T is a n � b matrix. n is the number of samples and b is the total number of
clusters in ensemble P, denoted as b ¼PB

l¼1 k
l. For example, given the data set shown

in Table 1, the cluster representation of p1, p2 and p3 are shown in Table 2.

The unreliability of cluster Tf corresponding to pl is defined by the following
equation,

u Tf ; p
l

� � ¼ �
Xkl
c¼1

log2
Tf ; slc

 �
Tf ; Tf

 �

Tf ;s
l
c½ �

Tf ;Tf½ � ð14Þ

where Tf is the f-th column of matrix T and slc is the c-th column of CR pl
� �

. Tf ; slc

 �

represents the inner product of Tf and slc. Obviously, Tf ; slc

 �

= Tf ; Tf

 � 2 0; 1½ �. If all the

samples in Tf belong to slc, Tf ; slc

 �

= Tf ; Tf

 �

equals to 1 and the unreliability u Tf ; pl
� �

equals to 0. If all the samples in Tf belong to several clusters in pl, the value of
u Tf ; pl
� �

will increase in general. Specially, if all the samples in Tf belong to kl clusters
in pl evenly, Tf ; slc


 �
= Tf ; Tf

 �

equals to 1
kl and u Tf ; pl

� �
obtains the maximum value

logk
l

2 . Then u Tf ; pl
� � 2 0; logk

l

2

h i
.

Suppose that all the partitions in ensemble P are independent, the unreliability of
cluster Tf with respect to the ensemble P is defined as follows,

U Tf ;P
� � ¼ 1

B

XB
l¼1

u Tf ; p
l

� � ð15Þ

If all the samples in Tf belong to one cluster in each partition, which means that the
samples in Tf should be grouped into the same cluster in all the partitions. In this case,

Table 2. Cluster representation for the three partitions.

Sample CR p1ð Þ CR p2ð Þ CR p3ð Þ
s11 s12 s13 s21 s22 s23 s31 s32 s33

x1 0 1 0 1 0 0 0 0 1
x2 0 1 0 1 0 0 0 0 1
x3 1 0 0 0 1 0 0 0 1
x4 0 0 1 0 0 1 1 0 0
x5 0 0 1 0 0 1 0 1 0
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U Tf ;P
� �

equals to 0. If all the samples in Tf belong to different clusters in each
partition, indicating that the samples in Tf should not be assigned to the same cluster,
then the value of U Tf ;P

� �
increases.

The normalized unreliability is defined as (16),

NU Tf ;P
� � ¼ 1

B

XB
l¼1

nu Tf ; p
l

� � ð16Þ

nu Tf ; p
l

� � ¼ u Tf ; pl
� �
logkl2

ð17Þ

The normalized dependability of Tf with respect to the ensemble P is defined
as (18),

ND Tf ;P
� � ¼ 1� NU Tf ;P

� � ð18Þ

With the definition of cluster dependability, it is possible to weight the cluster
according to its dependability. Then the locally weighted co-association matrix is
defined as the following equation,

LWCA ¼ lwcaij
� �

n�n ð19Þ

lwcaij ¼ 1
B

XB
l¼1

nlij ð20Þ

nlij ¼ ND slpli
;P

� 
;

0;

pli ¼ plj
otherwise

(
ð21Þ

where ND slpli
;P

� 
is the normalized dependability of the cluster where sample xi is

located in l-th partition.

4 Spike Sorting with LWCA-NJW

The improved spectral clustering algorithm above is utilized for spike sorting. To
construct the locally weighted co-association matrix in LWCA-NJW, the spikes data
set is sampled randomly with the rate r, and the k-means algorithm is performed on
sampled data set. The procedure of spike sorting with LWCA-NJW is summarized in
Algorithm 1.
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Algorithm 1 Spike Sorting with LWCA-NJW 
Input: Spikes, k (the number of clusters), B (the number of partitions), r (sampling 
rate).
1: Extracting the features for spikes using discrete wavelet transform.
2: Generating the ensemble with the size of B.

For l=1, 2, …, B
Sample spikes data randomly.
Perform k-means clustering on the sampled spikes to obtain one partition . 

End 
3: Constructing the LWCA matrix with according to (19), (20) and (21).
4: Considering the LWCA matrix as a similarity matrix to construct the Laplace 

matrix Lsym according to (5).
5: Making eigendecomposition for Lsym to obtain matrix E and normalizing 

matrix E according to (6) to obtain matrix Y.
6: Performing k-means clustering on the matrix Y to obtain the consensus partition 

. 
Output: . 

5 Spike Sorting Experiments

In this section, we like to evaluate the spike sorting performance of the proposed
LWCA-NJW and other clustering algorithms on spikes data set.

5.1 Data Set and Evaluation Methods

The data set used in the experiments is from the University of Leicester. It consists of
simulated spike signals constructed using a database of 594 different average spike
shapes compiled from recordings in the neocortex and basal ganglia. To construct the
signals, spikes randomly selected from the database were superimposed at random
times and amplitudes to generate background noise. Then, a train of three distinct spike
shapes were superimposed on the noise signal at random times. The data set is available
on-line at https://vis.caltech.edu/*rodri/Wave_clus/Simulator.zip. The partial data are
shown in Fig. 2.

Two frequently-used clustering performance evaluation index, Davies-Bouldin
Index (DBI) and Dunn Index (DI), are used to evaluate the clustering quality. The DBI
and DI are independent. The lower DBI or the higher DI indicate the better clustering
performance. Given a partition with k clusters, i.e.. C1;C2; . . .;Ck , the DBI index is
defined as follow,

DBI ¼ 1
k

Xk
k;l¼1

max
k 6¼l

avg Ckð Þþ avg Cl
� �

dcen Ck;Cl
� �

 !
ð22Þ
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where avg Cð Þ is the average intra-distance among the samples in cluster C and
dcen Ck;Cl
� �

is the inter-distance between the center of cluster Ck and Cl.
The DI index is defined by the following equation,

DI ¼
min

1� k 6¼l� k
dmin Ck;Cl

� �
max

1�a� k
diam Cað Þ ð23Þ

where diam Cð Þ is the maximum intra-distance among the samples in cluster C and
dmin Ck;Cl

� �
is the minimum inter-distance between the Ck and Cl, which is calculated

by (24).

dmin Ck;Cl
� � ¼ min

xi2Ck;xj2Cl

dist xi; xj
� � ð24Þ

5.2 Experiments on Parameter k

Since the k-means clustering is used to generate the ensemble P, it is important to
determine the k value for the number of clusters in each partition. We like to draw a
curve about a proper clustering performance index along with the number of clusters k.
The common clustering performance index includes the radius and diameter of cluster,
which are defined as follows respectively,

radius ¼ max
1� i� Cj j

dist xi;Xð Þ ð25Þ

diameter ¼ max
1� i\j� Cj j

dist xi; xj
� � ð26Þ

where Cj j is the total number of samples in cluster C and X is the center of cluster C.
dist xi; xj
� �

is the distance between the sample xi and xj.

Fig. 2. The partial data used in the experiments.
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In our case, the diameter of cluster is employed to study the effect of the parameter
k. The experimental result is shown in Fig. 3. We can observe that the inflection point
of the curve is located in k = 4. As a result, the number of clusters for the experimental
spikes data is chosen as 4.

5.3 Experiments on Parameters B and r

To evaluate the effect of parameter B on spike sorting performance, different values are
chosen from the set {10, 20, 30, 40, 50, 60, 70, 80, 90, 100} in experiments. The DBI
index is computed 20 times for each B value, and the average DBI index with regard to
the different B is shown in Fig. 4.

We can observe that the DBI index decreases along with the B value generally. The
reason lies in that the original k-means algorithm for each partition tends to get local

Fig. 3. Effect of the number of clusters on cluster diameter.

Fig. 4. Effect of the ensemble size on DBI
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optimum, however, it can be alleviated through performing k-means repeatedly to
obtain multiple partitions. The clusters in partition that get the local optimum are
assigned a low weight. Of course, due to the randomness of sampling and the appli-
cation of k-means, the DBI does not decrease dramatically along with the increasing of
B. Based on the experimental results, the parameter B is set as 70 in our case.

For the parameter r, it is chosen from the set {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8,
0.9, 1.0}. The DBI index is also computed 20 times for each r value. The DBI indices
with regard to the different sampling rate r are shown in Fig. 5.

As shown in the figure, the DBI index decreases along with the growth of r and it is
obvious that the parameter r is better to be set as 0.9.

With the given k, B and r, the consensus partition obtained by the improved
algorithm is shown in Fig. 6. The left figure represents the mixed spike signals and the
clusters correspond to different neurons are shown on the right.

Fig. 5. Effect of the sampling rate on DBI.

Fig. 6. The result of spike sorting using LCWA-NJW
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5.4 Comparison with Other Clustering Algorithms on Spike Sorting

LWCA-NJW is compared with NJW and GMM first. Considering that the ensemble
idea is embedded into the locally weighted co-association matrix, LWCA-NJW is also
an ensemble clustering algorithm. So we like to compare LWCA-NJW with other
ensemble clustering algorithms such as voting and weighted-voting [20]. The main idea
of voting algorithm is to generate several partitions first, then counting the times that
the sample points are grouped into some cluster in these partitions. If the sample point
is assigned to a cluster for the most times, it is grouped into this cluster finally. Based
on the voting algorithm, the weighted-voting algorithm weights the partitions with the
normalized mutual information (NMI). Searching the maximum product of the times
and the weight to decide which cluster the sample point should be grouped into.

To compare the spike sorting performance among the clustering algorithms men-
tioned above, NJW and GMM are performed 10 times to obtain the mean value,
respectively. Since voting, weighted-voting and LWCA-NJW are ensemble clustering
algorithm, it is need to generate partitions first. In this paper, voting, weighted-voting
and LWCA-NJW utilize the same partitions which are generated by k-means. Simi-
larly, they are also performed 10 times to obtain the mean value, respectively. The
experimental results on DBI index and DI index are reported in Table 3. As shown in
the table, the proposed LWCA-NJW obtains the best performance among them on
spike sorting.

6 Conclusion

In this paper, a spectral clustering algorithm based on locally weighted co-association
matrix (LWCA-NJW) is proposed to improve the spike sorting performance efficiently.
Discrete wavelet transform is employed to extract the spikes features. Especially, the
locally weighted co-association matrix with ensemble idea is introduced to construct
the similarity matrix in spectral clustering. And Shannon entropy is also introduced to
calculate the dependability of clusters. The experimental results on spikes data set show
that the proposed LWCA-NJW always performs better than other classic clustering
algorithms in spike sorting task.

Acknowledgement. This work was partially supported by Natural Science Foundation of China
(No. 61603197, 61772284, 61876091).

Table 3. Experimental results of DBI andDI forNJW,GMM, voting, w-voting andLWCA-NJW.

Algorithm Davies-Bouldin Index, DBI Dunn Index, DI

NJW 2.3880 0.0257
GMM 2.5863 0.0139
Voting 1.5905 0.0259
w-voting 1.5773 0.0268
LWCA-NJW 1.4287 0.0289
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Abstract. Face recognition is an important application of computer vision. Al-
though the accuracy of face recognition is high, face recognition and retrieval
across age is still challenging. Faces across age can be very different caused by
the aging process over time. The problem is that the images are not too similar,
but with the same label. To reduce the intraclass discrepancy, in this paper we
pro-pose a new method called Label Distribution learning for the end-to-end
neural network to learn more discriminative features. Extensive experiments
conducted on the three public domain face aging datasets (MORPH Album 2,
CACD-VS and LFW) have shown the effectiveness of the proposed approach.

Keywords: Label distribution � Face recognition � Intra-class

1 Introduction

Recent years, Face recognition is developing very fast. There are many new methods
appearing and have near perfect results in the face database, especially in deep-learning
[1–8]. As a major challenge in face recognition, age-invariant face recognition is
extremely valuable on various application scenarios. For example, we can match face
images in different ages and find missing persons and child. it is very important and
age-invariant face recognition has attracted much attention from both academic and
industry for decades.

For face recognition, some researchers begin to design different loss functions to
learn discriminative features so that it can have a better performance. So contrastive
loss [20], triplet loss [21], were proposed to have better intra-class compactness and
inter-class separability. However, we need to select some training pairs and triplets
when using contrastive loss and triplet loss although they do really improve the per-
formance and extract more discriminative features. The selection of samples is
important for the training result, if all training samples are selected, the complexity can
go up to O(N2) where N is the total number of training samples. The L-softmax loss
[22] will enhance the angle margin between different classes. But the angle margin is
hard to train. A-softmax [23] was developed to explicitly enforce the angle margin with
two limitations based on the L-softmax. The center loss [24] learns different centers of
different classes, it was combined with the softmax loss and the intra-class compact-
ness, but center loss did not consider the inter-class separability. A deep convolutional
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neural network can learn a good feature if their intra-class compactness and inter-class
separability are well maximized. Actually, the feature of age-invariant face recognition
has the same question.

For age-invariant face recognition, some people construct 2D or 3D aging models
to reduce the age variation in face matching [9–11]. These models usually rely on
strong parametric assumptions, accurate age estimation, as well as clean training data,
and therefore they do not work well in unconstrainted environments. After some years,
some scholars propose to separate the feature into identity and age components [12]
using hidden factor analysis. sometimes the inter-class variation is much smaller than
the intra-class variation because of the age. To solve this problem, there are always two
technical schemes: generative scheme and discriminative scheme. The generative
scheme can make faces one or more fixed age category then do recognition with the
face representations. But the weakness of generative scheme is obvious, firstly, gen-
eration models sometimes generate noise that make results bad. Secondly, the gener-
ation models has two steps to do face recognition, it is not easy for us to optimize
models. The discriminative scheme can construct the sophisticated discriminative
model. Recently, The discriminative scheme develop rapidly, some researchers com-
bine the deep learning to have a better performance than before. For example, they
proposed a new coding framework called CARC that leveraged a reference image set
(available from Internet) for age-invariant face recognition and retrieval. They also
introduced a new large-scale face dataset, CACD. They used the linear combination of
jointly learned deep features to represent identity and age information. The LF-CNNs
(latent factor guided convolutional neural networks) achieved the state-of-the-art
recognition accuracy in age-invariant face recognition.

The problem is that dissimilar images, but the same label. In this paper, we aim at
designing a new deep learning approach called label distribution learning to effectively
make the distance of dissimilar images for same label closer. Specifically, we use the
siamese neural network trained with a label distribution loss function that attempts to
bring class conditional probability distributions closer to each other.

2 Proposed Method

In this section, we introduce the our method called label distribution learning. Consider
the conditional probability distributions for two input images x1 and x2, which can be
given by p(y|x1; H) and p(y|x2; H). For a classification problem with N output classes,
each of these distributions is an N-dimensional vector, with each element i denoting the
belief of the classifier in class yi given input x. we should learn parameters H to make
the image x1 and x2 of their label distributions closer under some distance metric, that
is, make the feature x1 and x2 closer.

2.1 Label Distribution Distance

In the method above, we can use some ways like metric learning to measure the
distance between two conditional probability distribution. The Euclidean distance and
Kullback-Leibler (KL) divergence are defined as the loss function measuring the
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similarity. Firstly, We consider the Euclidean Distance. With two images x1 and x2, N
is the number of classes, it can be expressed as:

LEu ¼
XN

i¼1

ðpðyijx1;HÞ � pðyijx2;HÞÞ2

¼ jjpðyjx1;HÞ � pðyjx2;HÞÞjj22
ð1Þ

The Kullback-Leibler (KL) divergence can be expressed as

LKL ¼
XN

i¼1

ðpðyijx1;HÞln pðyijx1;HÞ
pðyijx2;HÞÞ ð2Þ

2.2 The Proposed Deep Learning Model

We train a Siamese-like neural network with shared weights, training each network
individually using softmax and add the label distribution loss between the conditional
probability distributions obtained from each network, as shown in Fig. 1.

When training, we split an incoming batch of training samples into two parts, and
evaluating softmax loss on each sub-batch identically, followed by a distribution loss
function term when two samples are the same class. Because they are dissimilar
images, but the same label, We make class conditional probability distributions closer
to each other. When testing, we use only one branch of the network, and calculate the
highest probability to predict which category it is.

Fig. 1. The CNN training model, We use a Siamese-like architecture, with softmax loss in each
network, followed by a label distribution loss when two samples are the same class. We split each
incoming batch of samples into two mini-batches, and feed the network in pairs.
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The joint loss function can be expressed as:

L ¼ Ls1 þ Ls2 þ kcLEu ð3Þ

The Ls1 and Ls2 are the softmax loss function, Ls can be expressed as:

Ls ¼ � logð ew
T
y xi þ by

Pm
j¼1 e

wT
j xi þ bj

Þ ð4Þ

Where k denotes the scalar used for balancing the joint loss functions, c is a
constant 1 or 0, when two images are the same class, we set c as 1, the other is 0. When
c is 0, this total loss becomes original softmax loss. The finally term represents the label
distribution loss function, we tried two methods, but the Euclidean Distance is better
than Kullback-Leibler (KL) divergence, we use LEu.

Taking Eqs. (1) and (4) into Eq. (3), we get:

L ¼ �logð ew
T
y x1 þ by

Pm
j¼1 e

wT
j x1 þ bj

Þ � log(
ew

T
y x2 þ by

Pm
j¼1 e

wT
j x2 þ bj

)

+ kcjjpðyjx1;HÞ � pðyjx2;HÞÞjj22
ð5Þ

Then the above parameters can be computed with backward propagation algorithm
with two stages, we can optimize the w and the label distribution model parameters are
implemented together using the stochastic gradient descent (SGD) method with the
backpropagation algorithm.

Actually, the first two terms can be written as entropy loss between p(yi|x;H) and y,
where y denotes the predict label, N is the number of classes. The formula can be
expressed as:

LCEðpðyjxÞ; y� ;HÞ ¼ �
XN

i¼1

y�i logðpðyijx;HÞ
y�i

Þ[ 0 ð6Þ

The total loss function can be expressed as:

Ltotal ¼
X2

i¼1

ðLCEðpðyjxiÞ; y� ;HÞÞ

þ kcjjpðyjx1;HÞ � pðyjx2;HÞÞjj22
ð7Þ

Then the above parameter h can be computed with only one stage, using the
stochastic gradient descent (SGD) method with the backpropagation algorithm.
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3 Experiment

To improve our work is effective, we evaluate our approach on existing public-domain
cross-age face benchmark datasets MORPH Album2, CACD-VS and FG-NET.

3.1 Experiments on the MORPH Album 2 Dataset

There are 78,000 face images of 20,000 identities in the MORPH Album2 dataset. The
data has been split into training and testing set. The training set contains 10,000
identities. The rest of 10,000 identities belong to testing set where each identity has 2
photos with a large age gap. We evaluate the rank 1 identification rates of our algo-
rithm. We compare different baseline model: (1) Softmax: the CNN-baseline model
trained by the original Softmax loss, (2) center loss: the CNNbaseline model guided by
the center loss(3) L-Softmax: the CNNbaseline model guided by the L-Softmax loss,
(4) A-softmax: the CNNbaseline model guided by the A-Softmax loss, (5) the proposed
approach. Table 1 compares the rank 1 identification rates testing on 10,000 subjects of
Morph Album 2 over Softmax, L-softmax, center loss, A-softmax, and Label distri-
bution Learning.

The result is shown in Table 1. We can observe that:

(1) A-softmax makes the rank 1 identification rates increased by 1.43% compared
with the nets only used softmax loss.

(2) Our proposed Label distribution Learning can achieve a better performance and
the rank 1 identification rates is increased by 0.83% compared with the net used
A-softmax loss.

To prove our method is effective and stable, we also test our performance with
other methods. Table 2 shows the Rank-1 Identification Rates of different methods. We
split two different schemes on Morph Album 2: testing on 10,000 subjects or 3,000
subjects. For fairly comparing against other methods, we evaluate the proposed
methods on both schemes.

The result is shown in Table 2. We can observe that the performance of our method
is better than other methods.

Table 1. Rank-1 Identification Rates of different baselines on Morph Album 2.

Method Rank-1 Identification Rates

Softmax 94.84%
center loss 95.94%
L-softmax 95.90%
A-softmax 96.27%
Our Label distribution learning 97.10%
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3.2 Experiments on the CACD-VS Dataset

CACD dataset has 163,446 images from 2,000 distinct celebrities. The age ranges from
10 to 62 years old. This dataset collects from the celebrity. The images include various
illumination condition, different poses and makeup with the effect of various illumi-
nation condition, different poses and makeup, which can effectively reflect the robust-
ness of the age-invariant face recognition algorithm. As shown in Table 3, We compare
the accuracy of different models and the above baselines on the CACD-VS Dataset.

We can observe that our proposed Label distribution Learning can achieve a better
performance and the accuracy is increased by 0.4% compared with the net used A-
softmax loss.

Table 2. The Rank-1 Identification Rates of different methods
on Morph Album 2 dataset

Method Test subjects Rank-1
Rates (%)

HFA [12] 10000 91.14
CARC [13] 10000 92.80
MEFA [14] 10000 93.80
MEFA+SIFT+MLBP [14] 10000 94.59
LPS+HFA [15] 10000 94.87
LF-CNNs [16] 10000 97.51
Our label distribution 10000 98.10
GSM [17] 3000 94.40
AE-CNNs [18] 3000 98.13
Our label distribution 3000 98.56

Table 3. The accuracy of different baselines and methods on the CACD-VS Dataset.

Method Accuracy

High-Dimensional LBP [19] 81.6%
HFA 84.4%
CARC 87.6%
LF-CNNs 98.5%
Human, Average [25] 85.7%
Human, Voting [25] 94.2%
Softmax 98.4%
center loss 98.62%
L-softmax 98.58%
A-softmax 98.7%
Our Label distribution learning 99.10%
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3.3 Experiments on the LFW Dataset

LFW [9] is a very famous benchmark for general face recognition. The dataset has
13,233 face images from 5,749 subjects. We test our model on 6,000 face pairs. The
training data are disjoint from the testing data.

As can been seen in Table 4, we can observe that:

(1) The performance of our proposed label distribution learning is better than LF-
CNNs, a method used in age-Invariant face recognition.

(2) When the dataset is the same order of magnitude, our method can achieve the best
performance in these methods.

4 Conclusion

Age-Invariant FaceRecognition is a remained challenging computer vision task, The
problem is that the images are not too similar, but with the same label. To reduce the
intraclass discrepancy, in this paper we propose a new method called Label Distribu-
tion learning for the end-to-end neural network to learn more discriminative features.
We believe that there are some more effective methods solving this problem.
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Abstract. Convolutional Neural Network (CNN) have been widely used for
image classification and computer vision tasks such as face recognition, target
detection. Softmax loss is one of the most commonly used components to train
CNN, which only penalizes the classification loss. So we consider how to train
intra-class compactness and inter-class separability better. In this paper, we
proposed an Overall Loss to make inter-class having a better separability, which
means that Overall loss penalizes the difference between each center of classes.
With Overall loss, we trained a robust CNN to achieve a better performance.
Extensive experiments on MNIST, CIFAR10, LFW (face datasets for face
recognition) demonstrate the effectiveness of the Overall loss. We have tried
different models, visualized the experimental results and showed the effective-
ness of our proposed Overall loss.

Keywords: Overall loss � Intra-class � Deep learning

1 Introduction

Image classification and recognition are still difficult problem in machine learning and
computer vision tasks. Recent years, the deep convolutional neural network
(CNN) have a state-of-art performance in many image classification tasks such as hand-
written digit recognition [1], visual object classification [2–6], object recognition [7],
and face recognition such as DeepFace [8], FaceNet [9], Deep-Id [10–12], OpenFace
[13]. In order to train a CNN model, there are some tricks when training CNN such as
Regularization [14], Dropout [15], new activations [16], different CNN network
structure [7], different pooling methods [5, 17] and so on. On the other hand, some
researchers also optimize the task from loss function by using softmax in the last layer
to classify images to different classes.

Recently, some researchers begin to design different loss functions which could
learn discriminative features so that it can have a better performance. A deep convo-
lutional neural network can learn a good feature if its intra-class compactness and inter-
class separability are well maximized. So contrastive loss [11], triplet loss [9], were
proposed to have better intra-class compactness and inter-class separability. However,
we need to select some training pairs and triplets when using contrastive loss and triplet
loss although they do really improve the performance and extract more discriminative
features. The selection of samples is important for the training result, if all training
samples are selected, the complexity can go up to O(N2) where N is the total number of
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training samples. The L-softmax loss [18] will enhance the angle margin between
different classes. But the angle margin is hard to train. A-softmax [19] was developed
to explicitly enforce the angle margin with two limitations based on the L-softmax. The
center loss [20] learns different centers of different classes, it was combined with the
softmax loss and the intra-class compactness, but center loss did not consider the inter-
class separability.

In this paper, we propose the Overall loss, which penalize the inter-class separa-
bility and align the center of each class to have a general representation for all classes.
Overall loss considers the difference between the L2 norm and angle norm of each
center of classes and the other centers. When training, we combine multiple losses
(softmax loss, center loss, and Overall loss) so that we can train a more robust CNN to
have a better representation for all classes.

Experiments and visualizations show the effectiveness of our method. The exper-
iments on MNIST, CIFAR10, LFW (face datasets for face recognition) and compare
different CNN models, our method have a better performance.

2 Related Work

In order to learn better discriminative feature, there are two ways to improve the
performance. One way is to improve the deep CNN structures, another way is to design
better loss functions.

CNN Structures: VGGNet explored the relationship between the depth of the con-
volutional neural network and its performance through stacking 3 * 3 small convo-
lutional kernals and 2 * 2 maximum pooling layer. GooleNet controls the amount of
computation and the number of parameters, and its classification performance is very
good. ResNet Solves the missing information problem in information transmission of
traditional CNN, the entire network only need to learn the differences between the input
and output, simplifies the learning difficulty and goal. The R-CNN resorted to a
recurrent CNN for visual classification by incorporating recurrent connections into each
convolutional layer. Although existing CNN structures have achieved promising results
for classification, they still have limitation because of softmax-loss.

Loss Functions: Recent years, There are many related works about loss functions
such as contrastive loss, triplet loss, center loss, L-softmax loss and A-softmax loss.
Expected for the contrastive loss and triplet loss, they need pre-selected sample pairs or
triples, the aim of other loss functions not only consider the intra-class compactness,
but also the inter-class separability. Our work combined the center loss with softmax
loss to learn discriminative features. The softmax loss differ from softmax which is
widely used in CNN and it can be written as:

Lsoftmax ¼ 1
N

X
i

Li ¼ 1
N

X
i

� log
efyiP
j e

fj
ð1Þ
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where xi denotes the deep feature of the i� th training sample. yi is its corresponding
label. fj represents the j� th element of the class output vector f of the final full
connection layer, and N is the number of training samples. f is the output of the final
full connection layer, so fyi can be expressed as fyi ¼ WT

yi xi.

3 Proposed Method

In this section, we introduce center loss and indicate its weakness. We introduce the
Overall loss, present the formulation of the Overall loss, which considers the intra-class
compactness and inter-class separability. And we will show how to optimize the
Overall loss with stochastic gradients descent.

3.1 Center Loss

As shown in Fig. 1(a), the features extracted from the deep neural network trained
based on softmax loss are distinguishable, but the discriminant ability is not enough
because of the characteristics of the class changes, the distance between intra-class is
greater than the distance between inter-class. So the center loss is developed to improve
the ability of the features extracted from deep neural networks. As shown in Fig. 1(b),
this loss can minimize the intra-class variations while keeping the features of different
classes separable. The loss function can be expressed as:

Lc ¼ 1
2

Xm
i¼1

xi � cyi
�� ��2

2 ð2Þ

where m denotes the number of training samples, xi denotes the ith training sample. yi is
its corresponding label. Lc denotes its center loss. cyi denotes the yith class center of
deep features. Then the author combined softmax loss and center loss to train the
network, it can be expressed as:

L ¼ Lsoftmax þ kLc ð3Þ

Where k is a scalar to balance the center loss and softmax loss, Lsoftmax denotes the
softmax loss, Lc denotes the center loss and L denotes the sum of the two losses.

The Weakness of Center Loss: We believe that a good design loss function should
simultaneously consider the intra-class compactness and inter-class separability. The
center loss consider the intra-class and have a large margin. However, this loss does not
consider the inter-class. This phenomenon makes the distance of different classes not
far enough so that the feature learn from deep neural network will be not more
discriminative.
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3.2 Overall Loss

The overall loss denoted as Lo, it can be expressed as:

Lo ¼
Xm

i;j¼1;i6¼j

1

qþ xi � cyj
�� ��2

2

þ
X
cj�N

X
ck�N;ck 6¼cj

ck � cj
ckk k2 cj

�� ��
2

þ 1

 ! ð4Þ

where N is the set of expression labels; ck and cj denotes the kth and jth center with the
L2 norm, . represents the dot product. The first term 1

1þ xi�cyjk k2

2

considers the sum of the

distances of training samples to their non-corresponding class centers, q is a constant
used for preventing the denominator equal to 0. We set q equals to 1. The second term

ck �cj
ckk k2 cjk k2

þ 1
� �

penalizes the different class centers. But this term will not influence

the xi when doing backward propagation. By minimizing the overall loss, the samples
of different centers will be more separated. Our Overall loss can improve the power of
the deep features extracted from deep neural networks.

Here we add softmax loss and center loss to jointly supervise the training of the
CNN model. Total loss can be written as: L ¼ Lsoftmax þ kLcþ cLo.

Except for Lsoftmax and Lc, the gradient @Lo
@x

� �
of the Lo with respect to xi can be

computed as:

@Lo
@x

¼ @

@xi

1

1þ xi � cyj
�� ��2

2

 !

¼ �2xi � cyj

1þ xi � cyj
� �2� �2

ð5Þ

Then this term can be optimized by the standard Stochastic Gradient Descent
(SGD). The second term aims to update the cluster center, the jth class center can be
calculated as

Dcj ¼
Pi¼1

m dðyi; jÞðcj � xiÞ
1þ Pi¼1

m dðyi; jÞ
þ c

N � 1

X
ck2N;ck 6¼cj

ck
ckk k2 cj

�� ��
2

� ð ck � cj
ckk k2 cj

�� ��3
2

Þcj

ð6Þ

Then this term can be updated in each mini-batch.
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(a) sofmax loss

(b) Center loss

(c) Overall loss

Fig. 1. Visualization of MNIST. Note: The center loss can be observed that the distance
between the classes is very small compared to softmax, and the Overall loss we proposed has a
greater distance than the center loss. In our experiments, we select c = 0.0001 to train the deep
neural network.
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4 Experiments

In this section, we evaluate the experiments on two typical visual tasks: visual clas-
sification and face recognition. The experiments demonstrate our proposed Overall loss
is robust on different datasets, can not only improve the accuracy on visual classifi-
cation, but also boost the performance on visual recognition. In visual classification, we
used dataset (MNIST [21] and CIFAR10 [22]). In face recognition, we use the usual
face datasets LFW [23]. We implement the Overall loss and do experiments using
Tensorflow.

4.1 Experiments on MNIST and Visualization

Firstly, we introduce the MNIST dataset, contains 60,000 training images and 10,000
testing images in total. The images all hand-written digits 0–9 in 10 classes which are
28 * 28 in size.

We use the network LeNets++ in the experiments, the LeNets++ is based on LeNet
and it is more deeper and wider. In order to visualize the datasets, we reduce the last
hidden layer dimension to 2, although this dimension losts a lot of information, also can
reflect the relationship of original features. The details of the network architecture are
given in Table 1.

When training and testing the MNIST, we use only all original training images and
testing images without any data augmentation. The result is shown in Table 2. Overall
loss boosts accuracy of 0.41% compared to the softmax loss and 0.25% compared to
the center loss.

We use all testing images and visualize the deep features of the last hidden layer in
Fig. 1. We can observe that:

(1) with sofmax loss only, we can train a deep neural network to make the features
separable, but not consider the intra-class compactness.

(2) the center loss considers the intra-class compactness and have a better perfor-
mance compared to the softmax loss, but the the inter-class separability is not
good enough. It is close to each other and some times the performance will be
limited.

(3) what we proposed Overall loss can consider a large margin of the inter-class
separability. This can achieve a better performance than center loss. Intuitively,
the distance between classes gets greater.

Table 1. The CNNs architecture we use for MNIST, called LeNets++. (5, 32)/1,2 * 2 denotes 2
cascaded convolution layers with 32 filters of size 5 * 5, the stride and padding are 1 and 2. 2/2,0
denotes the max-pooling layers with grid of 2 * 2, where the stride and padding are 2 and 0. We
use Parametric Rectified Linear Unit (PRelu) as the nonlinear activation function.

stage1 stage2 stage3 stage4

Layer conv + pool conv + pool conv + pool FC
LeNets 5; 20ð Þ=1;0 þ 2=2;0 5; 50ð Þ=1;0 þ 2=2;0 500

LeNets++ 5; 32ð Þ=1;2 � 2 þ 2=2;0 5; 64ð Þ=1;2 � 2 þ 2=2;0 5; 128ð Þ=1;2 � 2 þ 2=2;0 2
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4.2 Experiments on CIFAR10

The CIFAR10 dataset includes 10 classes of natural images with 50,000 training
images and 10,000 testing images. Each image is RGB image of size 32 * 32.

The deep neural network is 20-layer ResNet. In detail, we use Parametric Rectified
Linear Unit (PRelu) as the nonlinear activation function to do data augmentation in
training. In testing, we only use the original testing images. While training, we use
Batch Normalization, set loss weight k = 0.1.

The result is shown in Table 3. We can observe that:

(1) the center loss makes the accuracy increased by 0.85% compared with the nets
only used softmax loss.

(2) our proposed Overall loss make the accuracy increased by 1.20% compared with
the net only used softmax loss.

(3) our proposed Overall loss can achieve a better performance and the accuracy is
increased by 0.43% compared with the net used center loss.

4.3 Experiments on LFW

The LFW dataset is established to study face recognition in unrestricted environments.
This collection contains more than 13,233 face images from 5749 persons (all from the
Internet). Each face was given a standard name. This set is widely used to evaluate the
performance of face verification algorithm.

Firstly, we use MT-CNN to detect the faces and align them based on 5 points (eyes,
nose and mouth), then we train on another dataset called CASIA-WebFace (490k
labeled face images belonging to over 10,000 individuals) and test on 6,000 face pairs
on LFW. We train a single network for feature extraction. For good comparision, we
use the network FaceNet, the architecture is the Inception-ResNet. Based on the net-
work publicly available, we achieve a better performance than many other models. The
result is shown in Table 4. We can observe that train FaceNet in same dataset and use
the Overall loss have a better performance than other softmax loss and center loss.
Secondly, Overall loss can get a better performance than other models.

Table 2. Classification accuracy(%) on MNIST dataset

Method Accuracy(%)

Softmax 98.8
Center loss 98.94
Our Overall loss 99.21

Table 3. Classification accuracy(%) on CIFAR10 dataset

Method Accuracy(%)

20-layer ResNet based on softmax loss 91.23
20-layer ResNet based on center loss 91.98
20-layer ResNet based Overall loss 92.43
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5 Conclusion

In this paper, we proposed an Overall loss for deep neural networks. With softmax loss
and center loss joint training, we not only consider the intra-class compactness but also
consider the inter-class separability. We train a robust CNN to learn discriminative
features so that it can have a better performance. The extensive experiments and visu-
alizations of different datasets demonstrated the effectiveness of the proposed approach.
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Abstract. Sentiment analysis is one of the most important research directions
in natural language processing field. People increasingly use emoticons in text to
express their sentiment. However, most existing algorithms for sentiment clas-
sification only focus on text information but don’t full make use of the emoticon
information. To address this issue, we propose a novel LSTM architecture with
emoticon attention to incorporate emoticon information into sentiment analysis.
Emoticon attention is employed to use emoticons to capture crucial semantic
components. To evaluate the efficiency of our model, we build the first senti-
ment corpus with rich emoticons from movie review website and we use it as
our experiment dataset. Experiments results show that our approach is able to
better use emoticon information to improve the performance on sentiment
analysis.

Keywords: Sentiment analysis � Emoticon � Attention

1 Introduction

Sentiment analysis has attracted increasing research interest in recent years. The
objective is to classify the sentiment polarity of a text as positive, negative or neural.
There has been a variety of approaches for this task. Representative approaches at
present include machine learning algorithm and neural network models. [1] employ
machine learning techniques to the sentiment analysis problem. Under this direction,
most of studies [2] focus on designing effective features to obtain better classification
performance. Feature engineering is important but labor-intensive. Neural network
models [3–6] are popular for their capacity to learn text representation from data
without careful engineering of features.

Sentiment analysis is a special case of text classification problem. For such tasks,
neural network models take the text information as input and generate the semantic
representations. Many models based on neural network have achieved excellent per-
formance in sentiment analysis. However, these models only focus on the text content
but ignore the crucial characteristics of emoticons. In recent years, people have become
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more and more interested in using emoticons when chatting or commenting online. It is
a common sense that the emoticon makes significant influence on the ratings and
emoticon is an additional factor to help extract sentiments. For instance, a text con-
taining “:)” is most likely to have a positive emotion but containing “:(” is most likely
to have a negative emotion. Even though, there are some work have focused on using
emoticons as noisy labels to learn the classifiers from the data [7, 8] and exploiting
emoticons in lexicon-based polarity classification [9]. However, they only consider the
word-level preference rather than semantic levels.

Attention has become an effective mechanism to obtain superior results in a variety
of NLP tasks such as machine translation [10], sentence summarization [11], and read
comprehension [12]. In this paper, we propose an attention mechanism based on
emoticon information to enhance the sentiment representation and improve the clas-
sification performance of our model. We explore the potential correlation of emoticons
and sentiment polarity in sentence-level sentiment analysis. In order to capture infor-
mation in response to given sentences with emoticons, we design an attention based Bi-
LSTM. We evaluate our approach on DouBan movie review dataset, which contains
short movie reviews data and each of the movie review contains one or more
emoticons.

To Summarize, our effort provide the following contributions:

(1) Most existing algorithms for sentiment analysis only focus on text information
and don’t full make use of the emoticon information. We propose a neural net-
work model with emoticon information for sentiment analysis, and we consider
the information conveyed by emoticons is assumed to affect the surrounding text
on sentence level.

(2) We explore the attention mechanism based on emoticon information for sentiment
analysis. Traditional attention-based neural network models only take the local
text information into consideration. In contrast, our model puts forward the idea of
emoticon attention by utilizing the emoticon information.

(3) We build corpus with rich emoticons from DouBan and we use it as our exper-
iment dataset to verify the effectiveness of our model. The experimental results
demonstrate that our model are able to better use emoticon information to improve
the performance on sentiment analysis.

2 Related Work

2.1 Sentiment Analysis

Sentiment analysis is a long standing research topic. Readers can refer to [13] for a
recent survey. In this section, we describe some related work about sentiment analysis.

The problem of sentiment analysis has been of great interest in the past decades
because of its practical applicability. For example, a sentiment model could be
employed to rank products and merchants [14]. In [15], Twitter sentiment was applied
to predict election results. In [16], a method was reported for predicting comment
volumes of political blogs. In [17], movie reviews and blogs were used to predict box-
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office revenues for movies. In [18], sentiment flow in social networks was investigated.
In [19], expert investors in microblogs were identified and sentiment analysis of stocks
was performed. In [20], sentiment analysis was used to characterize social relations.
[21] used deep learning to predict movie reviews’ sentiment polarity.

Existing approaches to sentiment analysis can be grouped into three main cate-
gories: knowledge-based techniques, statistical methods, and hybrid approaches.
Knowledge-based techniques classify text by affect categories based on the presence of
unambiguous affect words such as happy, sad, afraid, and bored. Statistical methods
leverage on elements from machine learning such as latent semantic analysis, support
vector machines, “bag of words” and Semantic Orientation—Pointwise Mutual
Information [22]. Hybrid approaches leverage on both machine learning and elements
from knowledge representation such as subtle manner, e.g., through the analysis of
concepts that do not explicitly convey relevant information, but which are implicitly
linked to other concepts that do so. With the trends of deep learning in computer vision,
speech recognition and natural language processing, neural models are introduced into
sentiment analysis field due to its ability of text representation learning.

2.2 Neural Network Models for Sentiment Analysis

Neural network models have achieved promising results for sentiment analysis due to
its ability of text representation learning. There’re three main neural network models
for sentiment analysis, recursive neural network, convolution neural network and
recurrent neural network. Socher conducts a series of recursive neural network models
to learn representations based on the recursive tree structure of sentences, including
Recursive Autoencoder (RAE) [23], Matrix-Vector Recursive Neural Network (MV-
RNN) [4] and Recursive Neural Tensor Network (RNTN) [24]. [6] (Kim et al. 2014)
and [25] adopt convolution neural network (CNN) to learn sentence representations and
achieve outstanding performance in sentiment analysis. [26] investigate tree-structured
long-short term memory (LSTM) networks on sentiment analysis.

2.3 Emoticons

People’s facial expression like laughing and weeping are often considered to be
involuntary ways of expressing oneself in face-to-face communication, whereas the use
of their respective equivalents emoticons like “:-)” and “:-(” in computer mediated
communication is intentional [27].

Even though some works has taken into account the information conveyed by
emoticons, most of existing sentiment analysis models just consider emoticons as noisy
labels. For instance, [7, 8, 28] uses the emoticons like and as
noisy labels to construct training data for polarity classification. The basic assumption
is that a text contains is most likely to have a positive emotion and that
containing to be negative. Provided that emotions are important cues for
sentiment in text, the key to harvesting information from emoticons lies in under-
standing how they related to a text’s overall polarity. To address this issue, [9] exploit
emoticons in lexicon-based polarity classification. Nevertheless, it only considers the
word-level preference rather than semantic levels and ignores the interplay of
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emoticons and textual cues for sentiment, for instance, in cases when emoticons are
used to intensify sentiment that is already conveyed by the text. In contrast, we propose
an efficient neural sentiment analysis model with emoticons which serve as attention to
take the interplay of emoticons and textual into consideration.

3 Method

We describe the proposed sentiment analysis model with emoticon attention in this
section. Figure 1 gives the overall architecture of our model. First, we use Bidirectional
Long Short-Term Memory (Bi-LSTM) network to learn the representation of input
sentences, due to its ability in capturing both past and future information. Furthermore,
all emoticons in sentence are extracted to enhance sentence semantic representations.
Finally, the enhanced sentence representation is used as input of sentiment analysis
model.

3.1 Bi-directional Long Short-Term Memory Network

In this subsection, we describe the Bidirectional Long Short-Term Memory (Bi-LSTM)
network for sentiment analysis. Recurrent neural network (RNNs) is a very useful
model in dealing with language data. RNNs, particularly ones with gated architectures
such as the LSTM, are very powerful at capturing statistical regularities in sequential
inputs. To learn the semantic representation of a sentence, we adopt Bi-LSTM network
as our sentiment analysis model.

Given an input sentence, we represent this sentence as S ¼ w1;w2; . . .wnf g. In
which wj is the j-th word in sentence S and n is the length of sentence. In the

Fig. 1. Neural sentiment analysis model with emoticon attention.
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embedding layer, we embed each word in a sentence into a low dimensional semantic
space. That means each word wj is mapped to its embedding xj 2 Rd . Then we obtain a
x1; x2. . .xnf g represent the word vector in a sentence. At time step j, we use the word

vector xj as LSTM cell’s input. More formally, given an input word vector xj, the
current cell state cj and hidden state hj can be update with previous cell state cj�1 and
hidden state hj�1:

ij
fj
oj

2
4

3
5 ¼

r
r
r

2
4

3
5 W � hj�1; xj

� �þ b
� � ð1Þ

ĉj ¼ tanh W � hj�1; xj
� �þ b

� � ð2Þ

cj ¼ fj � cj�1þ ij � ĉj ð3Þ

hj ¼ oj � tanh cj
� � ð4Þ

We use the bidirectional LSTM structure in the LSTM layer. Given a input
sequence S1:n. The Bi-LSTM works by maintaining two separate states, the forward

state~hj and the backward state h
 
j for each input position j. The forward and backward

states are generated by two different LSTM cell. The first LSTM is fed with the original
input sequence, while the second LSTM is fed with the input sequence in reverse. As a
result, we can obtain the final hj as follow:

hj ¼ hj
!
; hj
 h i

ð5Þ

3.2 Emoticon Attention

We bring in emoticon attention to get the representation of semantic levels and exploit
the interplay of emoticons and textual cues for sentiment. The emoticons has different
effects on different words in the sentence. Hence, instead of feeding hidden states to an
average pooling layer, we adopt an emoticon attention mechanism to extract emoticon
specific words that are important to the meaning of sentence. Finally, we aggregate the
representations of those informative words to form the sentence representation. For-
mally, the enhanced sentence representation is a weighted sum of hidden states as:

s ¼
Xn

j¼1 ajhj ð6Þ

Where aj measures the importance of the j-th word for current emoticons. For each
input sentence, there are k emoticons e1; e2; . . .; ekf g. Here, we embed each emoticon
as a continuous and real-valued vector ej 2 Rde , where de is the dimension of emoticon
embeddings respectively. Then the vector of all the related words are made an average
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operation. After that, we get a emoticon representation e 2 Rde . Thus, the attention
weight aj for each hidden state can be defined as:

aj ¼
exp att hj; e

� �� �
Pn

k¼1 exp att hk; eð Þð Þ ð7Þ

Where att is an attention function which scores the importance of words for
composing sentence representation. The attention function att is defined as:

att hj; e
� � ¼ vTtanh WHhjþWEeþ b

� � ð8Þ

Where WH and WE are weight matrices, v is vector and vT denotes its transpose.

3.3 Sentiment Classification

Since sentence representation s is hierarchically extracted from the words in the sen-
tences, it is a high level representation of the sentence. Hence, we regard it as a features
for sentence sentiment classification. We use a non-linear layer to project sentence
representation s into the target space of C classes:

ŝ ¼ tanh Wcsþ bcð Þ ð9Þ

Afterwards, we use a softmax layer to obtain the sentence sentiment distribution:

pc ¼
exp ŝcð ÞPC
k¼1 exp ŝkð Þ

ð10Þ

where C is the number of sentiment classes, pc is the predicted probability of sentiment
class c. In our model, cross-entropy error between gold sentiment distribution and pre-
dicted sentiment distribution is defined as loss function for optimization while training

L ¼ �
X

s2S
XC

c¼1 p
g
c sð Þ � log pc sð Þð Þ ð11Þ

4 Experiments

In this section, we describe the experiment settings and give empirical results and
analysis.

4.1 Data

In order to study the role of emoticon in the sentiment analysis of text, we constructed a
dataset of DouBan movie reviews (DBMR), which is the first Chinese sentiment corpus
with rich emoticons.
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DBMR is collected from DouBan site, which is the largest movie review website in
China. We crawled about 9 million raw data from douban.com. Besides, we have built
a common emoticon set that contains about 100 commonly used emoticons. We
cleaned the data and kept all the emoticons in the text according to a series of strict
rules such as removing reviews with less than 3 words and so on. Then we extracted
47250 samples containing emoticons from the original data as our experimental data
sets (DBMR).

In our emoticon set, each emoticon contains different emotional meanings such as
laughing emoticon ‘:)’ and weeping ‘: (’. Some of these emoticons contain more
complex meanings, such as ‘= =’ which means awkward, indifferent or satiric. Each of
the movie reviews contains one or more emoticons. There are some samples shown in
Table 1. In order for non-Chinese readers to better understand the examples, we
translate the reviews into English besides. In Table 1, proportion gives the distribution
of different emoticons.

The sentiment label of DBMR dataset ranges from 1 to 5, which is scored by the
reviewer. 1 means very negative, 2 means negative, 3 means neural, 4 means positive and
5 means very positive. Our task aims to identify the sentiment score of a movie review.

We split train, validation and test sets in the proportion of 8:1:1(80% for training,
10% for validation, and 10% for test). Validation set is used to find the optimal
parameters for model. The statistical information of the dataset is shown in Table 2.

Table 1. DBMR samples.

Emoticon Meaning Proportion Sample Label

awkward,  

indifferent,  

atiric

0.402 (= =The only highlight is that 
song...) 

2

Angry,bored 
0.003 

(Just 
to pass the time ..o( )o alas)

2

Happy,

Delightful, 

excitement 0.019 
o( )o

(It is not beyond comprehension, It's 
the story of a bunch of crazy people 

o( )o haha.

5
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4.2 Metrics

We employ standards accuracy rate [29] to measure the overall sentiment analysis
performance. The higher accuracy is, the better performance is. The accuracy rate is
defined as following equation:

Accuracy ¼ T
N

ð12Þ

T is the number of predicted sentiment label equal to ground truth label, N is the
overall number of text.

4.3 Baseline

In order to fully assess the efficiency of our model, we compare with following
methods, which are widely used as baselines in other sentiment analysis work.

Majority Method: It is a basic baseline method, which assigns the majority sentiment
label in train set to each instance in the test set. This method has been widely used as a
baseline in sentiment analysis task [30].

SVM: We implement the standard SVM method and adopt tf-idf as word represen-
tation as baseline methods in our task. This method has been widely used as a baseline
in sentiment analysis task [31].

NB: We implement the standard Naive Bayes method and adopt tf-idf as word rep-
resentation as baseline methods in our task.

LSTM/Bi-LSTM: Long Short-Term Memory [32] and the bidirectional variant as
introduced previously, the Bidirectional LSTM can capture both past and future
information.

CNN: Convolutional Neural Network [33] generates sentence representation by con-
volution and pooling operations.

Table 2. DBMR Samples

Label Train-set Validation-set Test-set

1 2191 310 298
2 6318 769 829
3 10562 1271 1277
4 9348 1206 1182
5 9381 1169 1139
Total 37800 4725 4725
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4.4 Model Comparison and Analysis

As shown the experimental results in Table 3, we divided the results into two parts, the
left one of which only consider the text information and the right one consider the text
with emoticons.

Majority is just a simple statistics method without any semantic analysis. So it’s no
wonder that it performs worst. Morever, from the results, we observe that neural
network models, the basic implementation of our model, significantly outperforms
traditional machine learning algorithms. It indicates the efficiency of deep neural
networks.

Besides, in the right part of Table 3, we show the performance of models with
emoticon information. From this part, we can see that the emoticon information is
helpful for sentiment analysis. For example, with the consideration of such information
in DouBan, LSTM achieves 2.1% improvement, Bi-LSTM achieves 0.9% improve-
ment and CNN achieves 1.2% improvement.

In our experiment, most of the baseline models achieved 42% accuracy, but we
consider that relying on base network structures such as CNN or RNN is difficult to
make full use of emoticons in a sentence, and it’s hard to fully extract the emotional
information in the sentence. We consider the importance of emoticons and adopt an
attention mechanism to extract emoticon specific words that are important to the
emotional attributes of sentence. Our proposed Bi-LSTM model with emoticon
attention (Bi-LSTM + EA) outperforms all the other baseline methods. It indicates our
model incorporates emoticon information in an effective and efficient way.

5 Conclusion and Future Work

In this paper, we propose a neural network which incorporates emoticon information
via semantic level attentions. With the emoticon attention, our model can take account
of the emoticons in semantic level. In experiments, we evaluate our model on sentiment

Table 3. Sentiment analysis result

Models Without emoticon information in text With emoticon information in text

Majority 0.270 0.270
SVM 0.349 0.373
NB 0.357 0.385
CNN 0.409 0.421
CNN-kmax 0.408 0.422
LSTM-1 0.399 0.420
LSTM-2 0.401 0.422
Bi-LSTM 0.413 0.422
Bi-LSTM + EA 0.421 0.433
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analysis task. The experimental results show that our model achieves significant and
consistent improvements compared to other popular models. In this paper, we only
consider the emoticon information. In fact, most movies usually have some background
information such as director and actor. We will take ad-vantages of that information in
sentiment analysis in future.
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Abstract. Aspect level sentiment classification is a fundamental task
in the field of sentiment analysis, which goal is to inferring sentiment
on entities mentioned within texts or aspects of them. Since it per-
forms finer-grained analysis, aspect level sentiment classification is more
challenging. Recently, neural network approaches, such as LSTMs, have
achieved much progress in sentiment analysis. However, most neural
models capture little aspect information in sentences. Aspect level sen-
timent of a sentence is determined not only by the content but also by
the concerned aspect. In this paper, we propose a novel LSTM with
Aspect Attention model (LSTM AA) for aspect level sentiment classifi-
cation. Our model introduces aspect attention to relate the aspect level
sentiment of a sentence closely to the concerned aspect, as well as to
explore the connection between an aspect and the content of a sentence.
We experiment on the SemEval 2014 datasets and results show that our
model performs comparable to state-of-the-art deep memory network,
and substantially better than other neural network approaches. Besides,
our approach is more robust than deep memory network which perfor-
mance heavily depends on the hops.

Keywords: Aspect attention · Sentiment analysis ·
Natural language processing

1 Introduction

Sentiment analysis, also called opinion mining, is the field of study that analyzes
people’s opinions, sentiments, evaluations, appraisals, attitudes, and emotions
towards entities such as products, services, organizations, individuals, issues,
events, topics, and their attributes [11]. It represents a large problem space.
The field of sentiment analysis has seen a lot of attention in the last few years.
The corresponding growth of the field has resulted in the emergence of various
subareas, each addressing a different level of analysis or research question.

Aspect level sentiment classification is a fundamental task in the field of sen-
timent analysis [9,15,17]. The problem of aspect level sentiment analysis has
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L. H. U and H. W. Lauw (Eds.): PAKDD 2019 Workshops, LNAI 11607, pp. 243–254, 2019.
https://doi.org/10.1007/978-3-030-26142-9_22

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-26142-9_22&domain=pdf
https://doi.org/10.1007/978-3-030-26142-9_22


244 C. Li et al.

received much attention these years because of its practical applicability. The
goal of aspect-level sentiment analysis is to inferring sentiment on aspects men-
tioned within texts. It is based on the idea that an opinion consists of a sentiment
and an aspect. An opinion without its aspect being identified is of limited use.
Realizing the importance of aspects also helps us understand the sentiment anal-
ysis problem better. For example, the sentence “The iPhone’s call quality is good,
but its battery life is short” evaluates two aspects, call quality and battery life,
of iPhone. The sentiment on iPhone’s call quality is positive, but the sentiment
on its battery life is negative. Based on aspect level of analysis, a structured
summary of opinions about entities and their aspects can be produced.

Aspect level sentiment classification is more challenging since it performs
finer-grained analysis. Researchers typically use machine learning algorithms and
build sentiment classifier in a supervised manner. Neural networks have achieved
state-of-the-art performance in a variety of NLP tasks including sentiment anal-
ysis. However, neural network models are still in infancy to deal with aspect
level sentiment classification. Conventional neural models like long short-term
memory (LSTM) [5,24] cannot explicitly reveal the importance of aspect word.
In some works, target dependent sentiment classification can be benefited from
taking into account target information, such as in Target-Dependent LSTM (TD-
LSTM) and Target-Connection LSTM (TC-LSTM) [26]. However, those models
can only take into consideration the target but not aspect information.

We believe that aspect plays a key role in aspect level sentiment analysis,
and the context words play different roles while inferring the sentiment towards
different aspects of a sentence. In this paper, we propose a LSTM with aspect
attention (LSMT-AA) model for aspect-level sentiment classification, which is
inspired by the recent success of computational models with attention mechanism
[1,3,22]. Attention has become an effective mechanism to obtain superior results.
Our model can highlight aspect word’s role and is able to attend different parts
of a sentence when different aspects are concerned. Our model mainly consists
of two parts. One is LSTM model to generate sentence representation. Another
is aspect information as attentions over context words. Besides, our approach is
data-driven, and does not rely on syntactic parser or sentiment lexicon.

We apply the proposed approach to laptop and restaurant datasets from
SemEval 2014 task 4: Aspect Based Sentiment Analysis [17]. Experimental
results show that our approach performs comparable to a top system using
deep memory networks [26], and substantially better than other neural network
approaches. Besides, our approach is more robust than deep memory network
which performance heavily depends on the hops. Our model gives a new per-
spective to research on aspect level sentiment analysis.

The rest of our paper is structured as follows: Sect. 2 discusses related works,
Sect. 3 gives a detailed description of our LSTM with Aspect Attention model,
Sect. 4 presents experiments and analysis, and Sect. 5 summarizes this work and
the future direction.
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Fig. 1. LSTM AA Model

2 Related Work

The problem of aspect specific sentiment analysis has been of great interest in
the past decades because of its practical applicability. The majority of current
approaches attempt to detect the polarity of the entire sentence, regardless of the
entities mentioned or aspects. Traditional approaches to solve those problems are
to manually design a set of features. With the abundance of sentiment lexicons
[16,19], the lexicon-based features were built for sentiment analysis [13]. Most of
these studies focus on building sentiment classifiers with features, which include
bag-of-words and sentiment lexicons, using SVM [8,14]. However, the results
highly depend on the quality of features. In addition, feature engineering is
labor intensive.

[7] formulated this problem and proposed association mining based algorithm
to extract product features. Wordnet was used to capture sentiment polarity of
words. [18] approached this problem by proposing rule-based ontologies. [2] and
[12] proposed models for uncovering parts of reviews which mention specific
aspects. [10] proposed sentence level topic models to extract aspects and identi-
fying the sentiment polarity. Though these models account for joint modeling of
aspects and sentiments, they make assumptions about the syntax of the words
and how the syntax governs if a particular word is an aspect or a sentiment.
This is not ideal because there are words that we encounter in real world (such
as “tasty”) which play a dual role of representing both aspects and sentiments.
[6]suggest an approach to Aspect-Based Sentiment Analysis that incorporates
structural information of reviews by employing Rhetorical Structure. [23] apply
the Latent Dirichlet Allocation model to discover multi aspect global topics of
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the product reviews, then extract the opinion short sentences based on sliding
windows and pattern matching from context over the review text.

These years, LSTMs have achieved a great success in NLP field. LSTMs are
explicitly designed to avoid the long-term dependency problem [5]. Remember-
ing information for long periods is practically their feature, and it has been
widely used in various NLP tasks including sentiment analysis. Standard LSTM
cannot take advantage of the aspect information, so it must get the same senti-
ment polarity although given different aspects. TD-LSTM and TC-LSTM [25],
which took target information into consideration, achieved good performance in
target-dependent sentiment classification. TC-LSTM obtained a target vector
by averaging the vectors of words that the target phrase contains.

Recently, attention has become an effective mechanism to obtain superior
results, as demonstrated in many machine learning applications [1,4,20,21].
The attention mechanism allows the model to capture the most important
part of a sentence when different aspects are considered. Such attention-based
approaches have achieved promising performances on sentiment analysis tasks.
TDLSTM+ATT model extends TDLSTM by incorporating an attention mech-
anism, which can capture the key part of sentence in response to a given aspect,
over the hidden vectors to improve the performance. [27] concatenate the aspect
vector into the sentence hidden representations for computing attention weights
for aspect level sentiment analysis.

Despite the effectiveness of those methods, it is still challenging to discrim-
inate different sentiment polarities at a fine-grained aspect level. Therefore, we
are motivated to design a powerful model, which can fully employ aspect infor-
mation for aspect level sentiment classification.

3 LSTM with Aspect Attention Model

In this section, we will introduce our LSTM with Aspect Attention model
(LSTM AA) for aspect level sentiment classification in detail. First, we give
the formalization of aspect level sentiment classification. Then, we discuss how
to obtain semantic representation via the LSTM network. At last, we present
our aspect attention, which highlights aspect word’s role and reveal the connec-
tion between different semantic parts of a sentence with aspects concerned. An
overall illustration of LSTM sentiment classification with aspect attention model
(LSTM AA) is shown in Fig. 1.

3.1 Formalization

Given a sentence s = (w1, w2, · · · , wa i, · · · , wN ) which consists of N words and
one or more aspect words represented as wa i, aspect level sentiment classification
aims at determining the sentiment of sentence s towards the aspect wa i. For
example, the sentence “great food but the service was dreadful!” has two aspects
wa 1 food and wa 2: service. The sentiment polarity of sentence towards aspect
“food” is positive, while the polarity towards aspect “service” is negative.
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3.2 LSTM Sentiment Classification Model

In this work, to model the semantic representations of sentences, we adopt Long
Short-Term Memory (LSTM) network because of its excellent ability to remem-
ber information for long periods.

A LSTM unit is composed of three multiplicative gates, which control the
proportions of information to forget and to pass on to the next time step.

Given an input word wi, we compute the values for it, the input gate, and
Ct the candidate value for the states of the memory cells at time t:

it = σ(Winwi + Uinht−1 + bin) (1)
̂C = tanh(Wcwi + Ucht−1 + bc) (2)

σ is the element-wise sigmoid function; Win and Wc denote the weight matri-
ces of input gate and cell respectively for input word wi; Uin and Uc denotes the
weight matrices of hidden state ht−1; bin and bc denote the bias vectors.

Then we compute the value for ft, the activation of the memory cells’ forget
gates at time t :

ft = σ(Wfwi + Ufht−1 + bf ) (3)

Wf denotes the weight matrices of forget gate for input word wi; Uf denotes
the weight matrices of hidden state ht−1; bf denotes the bias vectors.

Given the value of the input gate activation it, the forget gate activation ft
and the candidate state value ̂Ct, we can compute Ct the memory cells’ new
state at time t:

Ct = it � ̂Ct + ft � Ct−1 (4)

� is the element-wise product. With the new state of the memory cells, we
can compute the value of their output gates and, subsequently, their outputs :

ot = σ(Wowi + Uoht−1 + bo) (5)

ht = ot � tanh(Ct) (6)

Wo denotes the weight matrices of output gate for input word wi; Uo denotes
the weight matrices of hidden state ht−1; bo denotes the bias vectors.

Thus, from an input sequence {w1, w2, · · · , wN}, the memory cells in the
LSTM layer will produce a representation sequence {h1, h2, h3, . . . , hi, · · · , hN}.

3.3 Aspect Attention

Aspect information is vital when classifying the polarity of one sentence given
aspect. We may get opposite polarities if different aspects are considered. To
make the best use of aspect information, our model introduces aspect attention
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Table 1. Examples in two datasets

Domain Sentence Aspect Sentiment

Laptop air has higher resolution but the fonts
are small

resolution Pos

fonts Neg

usb3-peripherals are noticeably less
expensive than the thunderbolt ones

thunderbolt Neg

usb3-peripherals Pos

Restaurant great food but the service was
dreadful!

food Pos

service Neg

the appetizers are ok, but the service
is slow

appetizers Neu

service Neg

to both explore the connection between an aspect and the different semantic
parts of a sentence, and highly relate the sentiment polarity of a sentence closely
to the concerned aspect.

Since we have the semantic representations {h1, h2, h3, · · · , hi, · · · , hN} in
hidden layer, then we aggregate the representations using aspect attention to
form the sentence representation for the k-th aspect in aggregate layer, which is
a weighted sum of hidden states as:

sk =
N

∑

i=1

ak
i hi (7)

Where ak
i is aspect attention factor, which reflects the importance of the i-th

word for the k-th aspect word in the sentence.
In aspect attention layer, we represent each aspect asp as continuous and real

valued vectors asp ∈ Rda, where da is the dimensions of aspect embeddings. As
a result, the aspect attention factor αi for each hidden state can be defined as:

ak
i =

exp(e(hi, aspk))
∑N

j=1 exp(e(hj , aspk))
(8)

Where e is a score function which explores the connection between an aspect
and the different semantic parts of a sentence. The score function e is defined as:

e(hi, aspk) = V tanh(WHhi + WAaspk + b) (9)

Where WH , V and WA are weight matrices.

3.4 Sentiment Classification

Since sk is a high-level representation of the sentence semantic representation for
the k-th aspect. Hence, we regard it as features for aspect level sentiment clas-
sification. We use a non-linear layer to project sentence semantic representation
sk into the target space of C classes:
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ŝk = tanh(Wcsk + bc) (10)

Wc is weight matrices. Afterwards, we use a softmax layer to obtain the
aspect level sentiment distribution:

pc =
exp(ŝk)

∑c
k=1 exp(ŝk)

(11)

where C is the number of sentiment classes; pc is the predicted probability of
aspect level sentiment class c. In our model, cross-entropy error between gold
sentiment distribution and our model’s aspect level sentiment distribution is
defined as loss function for optimization when training:

L = −
∑

s∈S

C
∑

c=1

ptc(s) · log(pc(s)) (12)

ptc is the gold probability of sentiment class c with ground truth being 1 and
others being 0, S represents the training sentences.

4 Experiment

In this section, we introduce the experimental settings and empirical results on
the task of aspect level sentiment classification.

4.1 Experiment Settings

We conduct experiments on SemEval 2014 task 4: Aspect Based Sentiment Anal-
ysis (Pontiki, Galanis et al. 2014). The task aims to determine the polarity of
each aspect given a set of pre-identified aspects. For example, given a sentence,
“The restaurant was too expensive.”, there is an aspect price whose polarity is
negative. Two domain-specific datasets for laptops and restaurants, consisting of
over 6000 sentences with fine-grained aspect-level human annotations have been
provided for training.

Table 1 shows some examples in two datasets. Each sentence has two aspects,
and for each aspect the sentiment polarity is different. Pos means positive; Neg
means negative and Neu means neutral.

Statistics of the datasets are given in Table 2. It is worth noting that the orig-
inal dataset contains the fourth category conflict, which means that a sentence
expresses both positive and negative opinion towards an aspect. Like work of
[26], we remove conflict category as the number of instances is very tiny, incor-
porating which will make the dataset extremely unbalanced. Evaluation metric
is classification accuracy.
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Table 2. Statistics of two datasets

Dataset Pos. Neg. Neu.

Laptop-Train 994 870 464

Laptop-Test 341 128 169

Restaurant-Train 2164 807 637

Restaurant-Test 728 196 196

4.2 Baselines

In order to fully evaluate our LSMT-AA model, we compare with the following
baseline methods on both datasets.

– Majority method
It is a basic baseline method, which assigns the majority sentiment label in
training set to each instance in the test set.

– LSTM models
We compare with three LSTM models [25]. In LSTM, a LSTM based recurrent
model is applied from the start to the end of a sentence, and the last hidden
vector is used as the sentence representation. TDLSTM extends LSTM by
taking into account of the aspect, and uses two LSTM networks, a forward one
and a backward one, towards the aspect. TDLSTM+ATT extends TDLSTM
by incorporating an attention mechanism [1] over the hidden vectors.

– ContextAVG
We also compare with ContextAVG method [26]. In this approach, context
word vectors are averaged and the result is added to the aspect vector. The
output is fed to a softmax function.

– Deep memory networks (MemNet)
The approach consists of multiple computational layers with shared param-
eters [26]. Each layer is content and location based attention model, which
first learns the importance/weight of each context word and then utilizes this
information to calculate continuous text representation. The text representa-
tion in the last layer is regarded as the feature for sentiment classification.

4.3 Experiment Results

Experimental results are given in Table 3. We can find that on Laptop dataset,
our LSTM AA model achieves state-of-the-art. While on Restaurant dataset, our
model substantially outperforms all other baseline methods, except MemNet
approach when it selects more than 5 hops. However, we can find that our
LSTM AA model is more robust than MemNet, which performance depends
closely on the number of hops. On Laptop dataset, MemNet needs to select 7
hops to get its best performance. While on Restaurant dataset, MemNet needs
to select 9 hops to get its best performance. The results demonstrate our model
is more powerful and robust for aspect level sentiment classification.
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Table 3. Experiment Results

Method Laptop Restaurant

Majority 53.45 65

LSTM 66.45 74.28

TDLSTM 68.13 75.63

TDLSTM+ATT 66.24 74.31

ContextAVG 61.22 71.33

MemNet(1) 67.66 76.10

MemNet(2) 71.14 78.61

MemNet(3) 71.74 79.06

MemNet(4) 72.21 79.87

MemNet(5) 71.89 80.14

MemNet(6) 72.21 80.05

MemNet(7) 72.37 80.32

MemNet(8) 72.05 80.14

MemNet(9) 72.21 80.95

LSTM AA 72.88 80.00

Among three LSTM models, TDLSTM performs better than LSTM. Stan-
dard LSTM cannot capture any aspect information in sentence, so it must get
the same sentiment polarity although given different aspects. Since it cannot
take advantage of any aspect information, it is no wonder that it has poor per-
formance on aspect level sentiment analysis.

TDLSTM can improve the performance of sentiment classifier by treating an
aspect as a target. Since there is no attention mechanism in TDLSTM, it cannot
reveal which words are important for a given aspect.

From the result of TDLSTM+ATT, we can see that it is useless to simply
employ attention mechanism to TDLSTM architecture. This highlights the role
and necessary of our proposed aspect attention.

We can also find that the performance of ContextAVG is very poor, which
means that assigning the same weight/importance to all the context words is
not an effective way.

4.4 Effects of Aspect Attention

In this section, we will further show the advantages of our LSTM AA model
through some typical examples. We visualize the aspect attention weight of each
context word to get a better understanding of our LSTM AA model.

Figure 2 gives one example, “the food is mediocre and the service was severely
slow”, to show effects of aspect attention of our LSTM AA model. The aspects
of this sentence are service and food respectively. The color depth expresses the
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Fig. 2. Visualization of aspect attention

importance degree of the weight in aspect attention vector. Given aspect “ser-
vice”, aspect attention can detect the most important word from the whole sen-
tence for aspect is “slow”. As a result, the model correctly predicts the polarity
towards aspect “service” as negative. While given aspect “food”, aspect atten-
tion can detect the most important word from the whole sentence for aspect is
“mediocre”. As a result, the model correctly predicts the polarity towards aspect
“food” as neutral. The predicted sentiment is closely related to the given aspect.
Meanwhile, aspect attention fully explores the connection of different semantic
parts and the given aspect. Therefore, it is helpful to predict the aspect level
sentiment correctly.

However, in standard LSTM architecture, each word contributes equally to
the sentence semantic representation. So it is not hard to understand that it
performances badly. LSTM architecture with traditional attention mechanism,
though it can explore the role of different parts of the sentence, it cannot capture
the aspect information. Given different aspects, it can only get one sentiment
polarity like standard LSTM architecture. It demonstrates that the traditional
attention mechanism cannot address the aspect level sentiment analysis.

From this case, we can see that our LSTM AA model is very fit to address
the aspect level sentiment analysis.

5 Conclusion and Future Work

In this paper, we propose a LSTM with aspect attention (LSTM AA) model for
aspect level sentiment analysis. Sentiment polarity of a sentence is determined
not only by the content but also highly by the concerned aspect. Therefore, it
is worthwhile to consider the aspect information. Our model introduces aspect
attention to relate the sentiment polarity of a sentence closely to the concerned



Aspect Level Sentiment Analysis with Aspect Attention 253

aspect, as well as to explore the connection between an aspect and the different
semantic parts of a sentence. We experiment on the SemEval 2014 datasets and
results show that our model gives good performance and is more robust than
state-of-the-art approach. Besides, our approach is data-driven, more robust,
and does not rely on syntactic parser or sentiment lexicon. Our approach gives
a new perspective to research on aspect level sentiment analysis.

The proposals have shown potentials for aspect level sentiment analysis. We
will explore more in future. For example, in this paper, we only consider the
sentence level. We will research paragraph or document for aspect level sentiment
analysis in future.
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Abstract. Deep unsupervised domain adaptation has recently received
increasing attention from researchers. However, existing methods are
computationally intensive due to the computational cost of CNN (Con-
volutional Neural Networks) adopted by most work. There is no effec-
tive network compression method for such problem. In this paper, we
propose a unified Transfer Channel Pruning (TCP) approach for accel-
erating deep unsupervised domain adaptation (UDA) models. TCP is
capable of compressing the deep UDA model by pruning less important
channels while simultaneously learning transferable features by reduc-
ing the cross-domain distribution divergence. Therefore, it reduces the
impact of negative transfer and maintains competitive performance on
the target task. To the best of our knowledge, TCP is the first app-
roach that aims at accelerating deep unsupervised domain adaptation
models. TCP is validated on two benchmark datasets – Office-31 and
ImageCLEF-DA with two common backbone networks – VGG16 and
ResNet50. Experimental results demonstrate that TCP achieves compa-
rable or better classification accuracy than other comparison methods
while significantly reducing the computational cost. To be more specific,
in VGG16, we get even higher accuracy after pruning 26% floating point
operations (FLOPs); in ResNet50, we also get higher accuracy on half of
the tasks after pruning 12% FLOPs.

Keywords: Unsupervised domain adaptation ·
Transfer channel pruning · Accelerating

1 Introduction

Deep neural networks have significantly improved the performance of diverse
machine learning applications. However, in order to avoid overfitting and achieve
better performance, a large amount of labeled data is needed to train a deep
network. Since the manual labeling of massive training data is usually expensive
c© Springer Nature Switzerland AG 2019
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Fig. 1. The framework of the proposed Transfer Channel Pruning (TCP) approach.

in terms of money and time, it is urgent to develop effective algorithms to reduce
the labeling workload on the domain to be learned (i.e. target domain).

A popular solution to solve the above problem is called transfer learning,
or domain adaptation [27,40,41], which tries to transfer knowledge from well-
labeled domains (i.e. source domains) to the target domain. Specifically, unsuper-
vised domain adaptation (UDA) is considered more challenging since the target
domain has no labels. The key is to learn a discriminative model to reduce the
distribution divergence between domains. In recent years, deep domain adapta-
tion methods have produced competitive performance in various tasks [19,39].
This is because that they take advantages of CNN (convolutional neural net-
works) to learn more transferable representations [19] compared to traditional
methods. Popular CNN architectures such as AlexNet [17], VGGNet [32], and
ResNet [11] are widely adopted as the backbone networks for deep unsupervised
domain adaptation methods. Then, knowledge can be transferred to the target
domain by reducing the cross-domain distance such as MMD (maximum mean
discrepancy) [26] or KL divergence [26].

Unfortunately, it is still challenging to deploy these deep UDA models on
resource constrained devices such as mobile phones since there is a huge compu-
tational cost required by these methods. In order to reduce resource requirement
and accelerate the inference process, a common solution is network compression.
Network compression methods mainly include network quantization [30,44],
weight pruning [10,12,24], and low-rank approximation [3,9]. Especially chan-
nel pruning [12,24], which is a type of weight pruning and compared to other
methods, it does not need special hardware or software implementations. And
it can reduce negative transfer by pruning some redundant channels, so it is a
good choice for compressing deep UDA models.

However, it is not feasible to apply the above network compression methods
directly to the UDA problems. The reasons are two folds. Firstly, these com-
pression methods are proposed to solve supervised learning problems, which is
not suitable for the UDA settings since there are no labels in the target domain.
Secondly, even if we can acquire some labels manually, applying these compres-
sion methods directly to UDA will result in negative transfer [27], since they fail
to consider the distribution discrepancy between the source and target domains.
Currently, there is no effective network compression method for UDA.
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In this paper, we propose a unified network compression method called
Transfer Channel Pruning (TCP) for accelerating deep unsupervised
domain adaptation models. The general framework of our method TCP is shown
in Fig. 1. Starting from a deep unsupervised domain adaptation base model, TCP
iteratively evaluates the importance of channels with the transfer channel eval-
uation module and remove less important channels for both source and target
domains. TCP is capable of compressing the deep UDA model by pruning less
important channels while simultaneously learning transferable features by reduc-
ing the cross-domain distribution divergence. Experimental results demonstrate
that TCP achieves better classification accuracy than other comparison pruning
methods while significantly reducing the computational cost. To the best of our
knowledge, TCP is the first approach to accelerate the deep UDA models.

To summarize, the contributions of this paper are as follows:

(1) We present TCP as a unified approach for accelerating deep unsupervised
domain adaptation models. TCP is a generic, accurate, and efficient compres-
sion method that can be easily implemented by most deep learning libraries.

(2) TCP is able to reduce negative transfer by considering the cross-domain
distribution discrepancy using the proposed Transfer Channel Evaluation
module.

(3) Extensive experiments on two public UDA datasets demonstrate the signif-
icant superiority of our TCP method.

2 Related Work

Our work is mainly related to unsupervised domain adaptation and network
compression.

2.1 Unsupervised Domain Adaptation

Unsupervised domain adaptation (UDA) is a specific area of transfer learning [27,
40], which is to learn a discriminative model in the presence of the domain-shifts
between domains. The main problem of UDA is how to reduce the domain shift
between the source and target domains. There are many methods to tackle this
problem: traditional (shallow) learning and deep learning.

Traditional (shallow) learning methods have several aspects: (1) Subspace
learning. Subspace Alignment (SA) [5] aligns the base vectors of both domains
and Subspace Distribution Alignment (SDA) [34] extends SA by adding the
subspace variance adaptation. Gong et al. proposed the Geodesic Flow Kernel
(GFK) [8] to sample indefinite points along the geodesic flow between domains.
CORAL [33] aligns subspaces in second-order statistics. (2) Distribution align-
ment. Pan et al. proposed the Transfer Component Analysis (TCA) method to
align the marginal distributions between domains. Based on TCA, Joint Distri-
bution Adaptation (JDA) [20] is proposed to match both marginal and condi-
tional distributions. Later works extend JDA by adding regularization, structural



260 C. Yu et al.

consistency [14] and domain invariant clustering [36]. But these works treat the
two distributions equally and fail to leverage the different importance of dis-
tributions. Recently, Wang et al. proposed the Manifold Embedded Distribu-
tion Alignment (MEDA) [40,41] approach to dynamically evaluate the different
effect of marginal and conditional distributions and achieved the state-of-the-art
results on domain adaptation.

As for deep learning methods, CNN can learn nonlinear deep representations
and capture underlying factors of variation between different tasks [1]. These
deep representations can disentangle the factors of variation, which enables the
transfer of knowledge between tasks.

Recent works on deep UDA approaches can be mainly summarized into two
cases [29]. The first case is the discrepancy-based deep UDA approach, which
assumes that fine-tuning the deep network model with labeled or unlabeled
target data can diminish the shift between the two domains. The most com-
monly used methods for aligning the distribution shift between the source and
target domains are maximum mean discrepancy (MMD), correlation alignment
(CORAL) [35], Kullback–Leibler (KL) divergence [45], among others. The sec-
ond case can be referred to as an adversarial-based deep UDA approach [7]. In
this case, a domain discriminator that classifies whether a data point is drawn
from the source or target domain is used to encourage domain confusion through
an adversarial objective to minimize the distance between the source and target
distributions [6]. Recent works on deep UDA embed domain-adaptation mod-
ules into deep networks to improve transfer performance [7], where significant
performance gains have been obtained. UDA has wide applications in computer
vision [13,19] and natural language processing and is receiving increasing atten-
tion from researchers. In this paper, we only concentrate on accelerating the
discrepancy-based deep UDA approaches, and we will discuss the adversarial-
based deep UDA approaches in the future work.

As far as we know, no previous UDA approach has focused on the acceleration
of the network.

2.2 Network Compression

These years, for better accuracy, designing deeper and wider CNN models has
become a general trend, such as VGGNet [32] and ResNet [11]. However, as
the CNN grow bigger, it is harder to deploy these deep models on resource
constrained devices. Network compression becomes an efficient way to solve this
problem. Network compression methods mainly include network quantization,
low-rank approximation and weight pruning. Network quantization is good at
decreasing the presentation precision of parameters so as to reduce the storage
space. Low-rank approximation reduces the storage space by low-rank matrix
techniques, which is not efficient for point-wise convolution [2]. Weight pruning
mainly includes two methods, neural pruning [10,18] and channel pruning [12,
23,24].

Channel pruning methods prune the whole channel each time, so it is fast
and efficient than neural pruning which removes a single neuron connection each
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time. It is a structured pruning method, compared to network quantization and
low-rank approximation, it does not introduce sparsity to the original network
structure and also does not require special software or hardware implementa-
tions. It has demonstrated superior performance compared to other methods
and many works [12,23,24] have been proposed to perform channel pruning on
pre-trained models with different kinds of criteria.

These above pruning methods mainly aim at supervised learning problems,
by contrast, there have been few studies for compressing unsupervised domain
adaptation models. As far as we know, we are the first to study how to do channel
pruning for deep unsupervised domain adaptation.

TCP is primarily motivated by [24], while our work is different from it. TCP
is presented for pruning unsupervised domain adaptation models. To be more
specific, we take the discrepancy between the source and target domains into
consideration so we can prune the less important channels not just for the source
domain but also for the unlabeled target domain. We call this Transfer Channel
Evaluation, which is highlighted in yellow in Fig. 1.

3 Transfer Channel Pruning

In this section, we introduce the proposed Transfer Channel Pruning (TCP)
approach.

3.1 Problem Definition

In unsupervised domain adaptation, we are given a source domain Ds =
{(xs

i , y
s
i )}ns

i=1 of ns labeled examples and a target domain Dt = {xt
j}nt

j=1 of nt

unlabeled examples. Ds and Dt have the same label space, i.e. The marginal
distributions between two domains are different, i.e. Ps(xs) �= Pt(xt). The goal
of deep UDA is to design a deep neural network that enables learning of transfer
classifiers y = fs(x) and y = ft(x) to close the source-target discrepancy and
can achieve the best performance on the target dataset.

For a pre-trained deep UDA model, its parameters can be denoted as W.
Here we assume the lth convolutional layer has an output activation tensor al

of size of hl × wl × kl, where kl represents the number of output channels of
the lth layer, and hl and wl stand for the height and width of feature maps
of the lth layer, respectively. Therefore, the goal of TCP is to prune a UDA
model in order to accelerate it with comparable or even better performance on
the target domain. In this way, we can obtain smaller models that require less
computation complexity and memory consumption, which can be deployed on
resource constrained devices.

3.2 Motivation

We compress the deep UDA model using model pruning methods for their effi-
ciency. A straightforward model pruning technique is a two-stage method, which
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Fig. 2. The basic deep UDA architecture. (Color figure online)

first prunes the model on the source domain with supervised learning and then
fine-tune the model on the target domain. However, negative transfer [27] is
likely to happen during this pruning process since the discrepancy between the
source and target domains is ignored.

In this work, we propose a unified Transfer Channel Pruning (TCP) app-
roach to tackle such challenge. TCP is capable of compressing the deep UDA
model by pruning less important channels while simultaneously learning trans-
ferable features by reducing the cross-domain distribution divergence. There-
fore, TCP reduces the impact of negative transfer and maintains competitive
performance on the target task. In short, TCP is a generic, accurate, and effi-
cient compression method that can be easily implemented by most deep learning
libraries.

To be more specific, Fig. 1 illustrates the main idea of TCP. There are mainly
three steps. Firstly, TCP learns the base deep UDA model through Base Model
Building. The base model is fine-tuned with the standard UDA criteria. Sec-
ondly, TCP evaluates the importance of channels of all layers with the Transfer
Channel Evaluation and performs further fine-tuning. Specifically, the convolu-
tional layers, which usually dominate the computation complexity, are pruned
in this step. Thirdly, TCP iteratively refines the pruning results and stops after
reaching the trade-off between accuracy and FLOPs (i.e. computational cost) or
parameter size.

3.3 Base Model Building

In this step, we build the base UDA model with deep neural networks. Deep
neural networks have been successfully used in UDA with state-of-the-art algo-
rithms [7,19,37] in recent years. Previous studies [37,43] have shown that the
features extracted by deep networks are general at lower layers, while specific
at the higher layers since they are more task-specific. Therefore, more transfer-
able representations can be learned by transferring the features at lower layers
and then fine-tune the task-specific layers. During fine-tuning, the cross-domain
discrepancy can be reduced by certain adaptation distance. Since our main con-
tribution is not designing new deep UDA networks, we build the base model like
most discrepancy-based deep UDA approaches [19,35,38]. In the following, we
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will briefly introduce the main idea of the base model, and more details can be
found in the original paper of these discrepancy-based deep UDA approaches.

As shown in Fig. 2, we learn transferable features via several convolutional
and pooling layers (the blue and purple blocks). Then, the classification task can
be accomplished with the fully-connected layers (the yellow blocks). MMD (max-
imum mean discrepancy) [26] is adopted as the adaptation loss in order to reduce
domain shift. MMD has been proposed to provide the distribution difference
between the source and target datasets. And it has been widely utilized in many
UDA methods [19,21,25]. The MMD loss between two domains can be computed
as

Lmmd =
∥
∥
∥
∥

1
ns

∑

xi∈Ds

φ(xi) − 1
nt

∑

xj∈Dt

φ(xj)
∥
∥
∥
∥

2

H
, (1)

where H denotes RKHS (Reproducing Kernel Hilbert Space) and φ(·) denotes
some feature map to map the original samples to RKHS.

Several popular architectures can serve as the backbone network of the base
model, such as AlexNet [17], VGGNet [32], and ResNet [11]. After obtaining the
base model, we can perform channel pruning to accelerate the model.

3.4 Transfer Channel Evaluation

The goal of transfer channel evaluation is to iteratively evaluate the importance
of output channels of layers in order to prune the K least important channels.
Here K is controlled by users. In the pruning process, we want to preserve and
refine a set of parameters W′, which represents those important parameters for
both source and target domains. Let L(Ds,Dt,W) be the cost function for UDA
and W′ = W at the starting time. For a better set of parameters W′, we want
to minimize the loss change after pruning a channel al,i. This can be considered
as an optimization problem. Here we introduce the absolute difference of loss:

|ΔL(al,i)| = |L(Ds,Dt,al,i) − L(Ds,Dt,al,i = 0)|, (2)

which means the loss change after pruning the ith channel of the lth convolutional
layer. And we want to minimize |ΔL(al,i)| by selecting the appropriate channel
al,i. Pruning will stop until a trade-off between accuracy and pruning object
(FLOPs or parameter size) has been achieved.

However, it is hard to find a set of optimal parameters in one go, because
the search space is 2|W| which is too huge to compute and try every combina-
tion. Inspired by [24], our TCP solves this problem with a greedy algorithm by
iteratively removing the K least important channels at each time.

Criteria. Criteria is the criterion for judging the importance of channels. Since
the key to channel pruning is to select the least important channel, especially for
UDA, we design the criteria of TCP carefully. There are many heuristic criteria,
including the L2-norm of filter weights, the activation statistics of feature maps,
mutual information between activations and predictions and Taylor expansion,
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etc. Here we choose the first-order Taylor expansion as the base criteria since its
efficiency and performance has been verified in [24] for pruning supervised learn-
ing models. Compared with our TCP, we also take pruning as an optimization
problem, however, the objective we want to optimize is the final performance on
the unlabeled target dataset. So we design our criteria in a different way which
is better for pruning deep UDA models.

According to Taylor’s theorem, the Taylor expansion at point x = a can be
computed as:

f(x) =
P∑

p=0

f (p)(a)
p!

(x − a)p + Rp(x), (3)

where p denotes the pth derivative of f(x) at point x = a and the last item
Rp(x) represents the pth remainder. To approximate |ΔL(al,i)|, we can use the
first-order Taylor expansion near al,i = 0 which means the loss change after
removing al,i, then we can get:

f(al,i = 0) = f(al,i) − f ′(al,i) · al,i +
|al,i|2

2
· f ′′(ξ), (4)

where ξ is a value between 0 and al,i, and |al,i|2
2 · f ′′(ξ) is a Lagrange form

remainder which requires too much computation, so we abandon this item for
accelerating the pruning process. Then back to Eq. (2), we can get:

L(Ds,Dt,al,i = 0) = L(Ds,Dt,al,i) − ∂L

∂al,i
· al,i. (5)

Then, we combine Eqs. (2) and (5) and get the criteria G of TCP:

G(al,i) = |ΔL(al,i)| = | ∂L

∂al,i
· al,i|, (6)

which means the absolute value of product of the activation and the gradient of
the cost function, and al,i can be calculated as:

al,i =
1
N

N∑

n=1

1
hl × wl

hl∑

p=1

wl∑

q=1

ap,q
l,i , (7)

where N is the number of batch size.

Loss Function of TCP. To make TCP focus on pruning UDA models, we
simultaneously take the source domain and the unlabeled target domain into
consideration. The loss function of TCP consists of two parts, Lcls(Ds,W) and
Lmmd(Ds,Dt,W). Here, Lcls(Ds,W) is a cross-entropy loss which denotes the
classification loss on source domain and can be computed as:

Lcls(Ds,W) = − 1
N

N∑

i=1

C∑

c=1

Pi,clog(hc(xs
i )) (8)
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where C is the number of classes of source dataset, Pi,c is the probability of xs
i

belonging to class c, and hc(xs
i ) denotes the probability that the model predicts

xs
i as class c. And Lmmd(Ds,Dt,W) denotes the MMD loss between the source

and target domains that presented in Eq. (1). The total loss function can be
computed as:

L(Ds,Dt,W) = Lcls(Ds,W) + βLmmd(Ds,Dt,W), (9)

where
β =

4
1 + e−1· i

ITER

− 2. (10)

Here, β is a dynamic value which takes values in (0, 1). i ∈ (0, ITER) where
ITER is the number of pruning iterations. We design β in this way for two main
reasons, on the one hand, during the early stage of pruning, the weights have
not converged and keep unstable so the Lmmd is too large and makes the pruned
model hard to converge. On the other hand, in the rest of the pruning process,
the Lmmd becomes more important that can guide the pruned model to focus
more on the target domain. So the criteria of TCP can be computed as:

G(al,i) = |∂Lcls(Ds,W)
as
l,i

· as
l,i + β

∂Lmmd(Ds,Dt,W)
at
l,i

· at
l,i|, (11)

where as
l,i and at

l,i denote the activation with source data and target data respec-
tively.

3.5 Iterative Refinement

After the transfer channel evaluation, each channel is sorted according to G(al,i)
and the K least important channels are removed after each pruning iteration.
Then, a short-term fine-tuning is adopted to the pruned model with 5 epochs
to help the model to converge and the pruning is done after a trade-off between
accuracy and FLOPs or parameter size has been achieved. This step is done
iteratively to prune the network.

The learning procedure of TCP is described in Algorithm1.

4 Experimental Analysis

In this section, we evaluate the performance of TCP via experiments on pruning
deep unsupervised domain adaptation models. We evaluate our approaches for
VGGNet [32] and ResNet [11] on two popular datasets – Office-31 [31] and
ImageCLEF-DA1. All our methods are implemented based on the PyTorch [28]
framework and the code will be released soon at [42].

1 http://imageclef.org/2014/adaptation.

http://imageclef.org/2014/adaptation
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Algorithm 1. TCP: Transfer Channel Pruning
Input: Source domain Ds = {(xs

i , y
s
i )}ns

i=1, target domain Dt = {xt
j}nt

j=1, the baseline
W.

Output: A pruned model W′ for deep unsupervised domain adaptation.
1: Fine-tune the unsupervised domain adaptation baseline until the best performance

achieved on the unlabeled target dataset;
2: for iteration i do
3: Sort the importance of channels by criteria Eq. (11) and identify less significant

channels;
4: Remove the K least important channels of the layers;
5: Short-term fine-tune;
6: if the trade-off between accuracy and FLOPs or parameter size has achieved

then
7: break
8: end if
9: end for

10: Long-term fine-tune;
11: return pruned model W′.

4.1 Datasets

Office-31. This dataset is a standard and maybe the most popular bench-
mark for unsupervised domain adaptation. It consists of 4,110 images within
31 categories collected from everyday objects in an office environment. It con-
sists of three domains: Amazon (A), which contains images downloaded from
amazon.com, Webcam (W) and DSLR (D), which contain images respectively
taken by web camera and digital SLR camera under different settings. We eval-
uate all our methods across six transfer tasks on all the three domains A→W,
W→A, A→D, D→A, D→W and W→D.

ImageCLEF-DA. This dataset is a benchmark dataset for ImageCLEF 2014
domain adaptation challenge, and it is collected by selecting the 12 common cat-
egories shared by the following public datasets and each of them is considered as
a domain: Caltech− 256 (C), ImageNet ILSV RC 2012 (I), Pascal V OC 2012
(P) and Bing (B). There are 50 images in each category and 600 images in
each domain. We evaluate all methods across six transfer tasks following exist-
ing work [6,19,41]: I→P, P→I, I→C, C→I, P→C and C→P. Compared with
Office-31, this dataset is more balanced and can be a good comparable dataset
to Office-31.

4.2 Implementation Details

We mainly compare three methods: (1) Two stage: which is the most straight-
forward method that applies channel pruning to the source domain task
first, then fine-tune for the target domain task with the pruned model. (2)
TCP w/o DA: Our TCP method without the MMD loss, here we call it domain
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adaptation (DA) loss. Which also means β = 0 all the time in Eq. (9). (3) TCP:
Our full TCP method with DA loss.

We evaluate all the methods on two popular backbone networks: VGG16
[32] and ResNet50 [11]. As baselines, VGG16-based and ResNet50-based are
the original models that are not pruned. As for VGG16-based model, it has 13
convolutional layers and 3 fully-connected layers. We prune all the convolutional
layers and the first fully-connected layer and we only use the activations of
the second fully-connected layer as image representation and build the MMD
loss which is shown in Fig. 2. And as for ResNet50-based model, we use similar
settings as VGG16-based model with a few differences. Because of the shortcut
and residual branch structure, we only prune the inside convolutional layers of
each bottleneck block. The MMD loss is built with the only fully-connected
layer. Moreover, we also take the Batch Normalization (BN) [16] layers into
consideration and reconstruct the whole model during pruning.

In practice, all the input images are cropped to a fixed size 224 × 224 and
randomly sampled from the resized image with horizontal flip and mean-std
normalization. At first, we fine-tune all the UDA models on each unsupervised
domain adaptation tasks for 200 epochs with learning rate from 0.01 to 0.0001
and the batch size = 32. During pruning, we set K = 64 which means 64 channels
will be removed after each pruning iteration. Here we set K = 64 because we
want to speed up the pruning process. In fact, this is a tradeoff between accuracy
and time. If we set K to a smaller value, we may achieve better performance on
the target domain, but we also need more time to do the pruning and fine-tuning
procedure to get the same FLOPs reduction. And if we set K to a larger value,
the pruning process can be accelerated while the accuracy on the target domain
can not be guaranteed.

After that, extra 5 epochs are adopted to help the pruned model to converge.
And we follow [15,22] to prune the baseline with different compression rate. The
VGG16-based baseline is pruned with 26% and 70% FLOPs reduced while the
ResNet50-based baseline is pruned with 12% and 46% FLOPs reduced. ResNet50
has lower compression rate since the bottleneck structure stops some layers from
being pruned. As for the VGG16-based and ResNet50-based baselines, they are
the original well fine-tuned UDA models without pruning. To be more specific, as
for the VGG16-based baseline, we build the UDA model as Fig. 2. The backbone
network is VGG16 and MMD loss is built on the second fully-connected layer to
compare and align the distribution between source and target domains. Then we
fine-tune the UDA model for 200 epochs with learning rate from 0.01 to 0.0001
and batch size = 32. And as for the ResNet50-based baseline, the structure is
similar to the VGG16-based baseline, we use ResNet50 as the backbone network
and MMD loss is built on the only fully-connected layer.

We follow standard evaluation protocol for UDA and use all source examples
with labels and all target examples without labels [8]. The labels for the target
domain are only used for evaluation. We adopt classification accuracy on the tar-
get domain and parameter reduction as the evaluation metrics: higher accuracy
and fewer parameters indicate better performance.
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Table 1. The performance on Office-31 dataset (VGG16-based and ResNet50-based).
Here, FLOPs ↓ and Param ↓ denote the decrement of FLOPs and parameter size
compared with the baseline, Acc means the accuracy on target domain.

Models FLOPs↓ A→W D→W W→D A→D D→A W→A Average
Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓

VGG16-base 74.0% 94.0% 97.5% 72.3% 54.1% 55.2% 74.5%
Two stage

26%
69.4% 29.4% 94.5% 31.2% 99.0% 30.6% 69.8% 29.3% 42.7% 32.5% 47.2% 28.3% 70.4% 30.2%

TCP w/o DA 73.0% 29.7% 95.5% 32.7% 99.3% 29.2% 75.8% 25.8% 45.9% 29.3% 50.4% 29.6% 73.3% 29.4%
TCP 76.1% 36.8% 96.1% 36.2% 99.8% 32.6% 76.2% 35.9% 47.9% 37.1% 51.2% 39.8% 74.5% 36.4%

Two stage
70%

57.1% 63.3% 88.1% 68.0% 96.3% 64.5% 55.0% 61.0% 31.8% 66.2% 32.7% 63.1% 60.2% 64.3%
TCP w/o DA 53.5% 62.5% 89.2% 61.3% 97.9% 57.5% 61.8% 54.8% 35.3% 62.6% 34.5% 58.8% 62.0% 59.6%

TCP 74.1% 69.3% 89.5% 69.8% 98.8% 65.2% 65.9% 66.2% 35.6% 68.5% 38.5% 68.2% 67.1% 67.9%
ResNet50-base 80.3% 97.1% 99.2% 78.9% 64.3% 62.3% 80.3%

Two stage
12%

75.8% 32.4% 96.7% 31.4% 99.5% 35.5% 76.0% 30.4% 48.0% 28.3% 50.1% 29.4% 74.4% 31.2%
TCP w/o DA 79.8% 33.5% 97.0% 35.5% 100% 34.5% 77.1% 36.2% 47.8% 34.5% 52.6% 33.1% 75.7% 34.5%

TCP 81.8% 37.7% 98.2% 36.2% 99.8% 37.0% 77.9% 36.9% 50.0% 35.0% 55.5% 36.9% 77.2% 36.7%
Two stage

46%
65.5% 56.2% 93.0% 56.3% 98.7% 57.3% 64.9% 56.0% 34.0% 57.2% 38.9% 57.3% 65.8% 56.7%

TCP w/o DA 75.1% 56.4% 95.8% 56.4% 99.2% 56.6% 70.8% 55.8% 34.2% 56.4% 41.5% 56.6% 69.4% 56.4%
TCP 77.4% 58.4% 96.3% 58.0% 100% 57.1% 72.0% 59.0% 36.1% 57.8% 46.3% 58.5% 71.3% 58.1%

Table 2. The performance on ImageCLEF-DA dataset (VGG16-based and ResNet50-
based).

Models FLOPs↓ I→P P→I I→C C→I C→P P→C Average
Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓ Acc Param↓

VGG16-base 71.3% 80.0% 88.5% 77.0% 61.1% 87.2% 77.5%
Two stage

26%
68.0% 29.0% 77.7% 29.9% 88.5% 27.5% 64.5% 29.0% 56.0% 29.3% 83.3% 26.9% 73.0% 28.6%

TCP w/o DA 70.5% 33.6% 79.5% 34.2% 89.0% 33.1% 77.1% 34.5% 62.2% 35.0% 85.1% 33.1% 77.2% 33.9%
TCP 72.0% 39.0% 80.5% 32.2% 90.5% 35.1% 77.8% 36.3% 64.8% 36.6% 87.5% 34.5% 78.9% 35.6%

Two stage
70%

58.6% 65.8% 69.2% 62.9% 80.6% 64.3% 57.7% 57.0% 43.2% 67.8% 74.5% 61.5% 63.9% 63.2%
TCP w/o DA 61.0% 55.4% 69.1% 65.7% 80.5% 66.5% 55.1% 63.3% 47.0% 66.5% 70.9% 65.8% 63.9% 63.9%

TCP 61.9% 66.7% 69.5% 66.0% 81.8% 65.7% 59.8% 68.7% 49.7% 68.8% 75.9% 67.2% 66.4% 67.1%
ResNet50-base 74.8% 82.2% 92.3% 83.3% 70.0% 89.8% 82.1%

Two stage
12%

71.8% 29.4% 81.3% 31.5% 92.1% 34.4% 76.5% 32.4% 64.0% 29.2% 84.0% 30.8% 78.2% 31.2%
TCP w/o DA 73.0% 33.5% 80.5% 34.6% 92.0% 33.8% 76.1% 31.2% 64.3% 30.1% 86.3% 36.3% 78.7% 33.2%

TCP 75.0% 37.5% 82.6% 36.5% 92.5% 35.5% 80.8% 36.7% 66.2% 36.6% 86.5% 37.6% 80.6% 36.7%
Two stage

46%
65.6% 53.2% 71.8% 56.5% 85.2% 54.2% 68.2% 54.0% 57.4% 51.5% 78.1% 54.0% 71.1% 53.9%

TCP w/o DA 66.6% 55.4% 73.0% 57.4% 85.5% 55.4% 67.7% 55.5% 55.5% 53.6% 77.0% 57.1% 70.8% 55.7%
TCP 67.8% 57.2% 77.5% 58.0% 88.6% 56.2% 71.6% 58.5% 57.7% 55.7% 79.5% 58.2% 73.8% 57.3%

4.3 Results and Analysis

Firstly, we evaluate all the tasks on Office-31 dataset. The results are shown in
Table 1. As can be seen, the full TCP method outperforms other methods under
the same compression rate (FLOPs reduction) and can reduce more parame-
ters. It is important and interesting that TCP achieves even better performance
than the baseline model (which is not pruned). This is probably because some
redundant channels in the base model are removed thus negative transfer is
reduced. Especially for the results of ResNet50-based models, our ResNet50-
based baseline achieves comparable or better performance compared with the
discrepancy-based deep UDA approaches result of DDC [38] and DAN [19] in
[21]. However, we can get better performance on half of the tasks and we even
get 100% on task W→D after 46% FLOPs have been reduced.

Secondly, we evaluate our methods on ImageCLEF-DA dataset and the
results are shown in Table 2. We can draw the same conclusion that TCP per-
forms better on all tasks on ImageCLEF-DA dataset. We get higher accuracy
than the baseline on all the VGG16-based experiments after 26% FLOPs have
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(a) VGG16-based (b) ResNet50-based

Fig. 3. The pruning result on task A→W with more compression rate.

been reduced, and we also get higher accuracy on the target dataset on half of
the tasks on ResNet50-based experiments after 12% FLOPs have been reduced,
compared with the baseline which is almost the same as the discrepancy-based
deep UDA approaches results of DAN in [21].

Apart from Tables 1 and 2, Fig. 3 shows the comparison for all methods.
And we also add a Random method which randomly removes a certain number
of channels to achieve the same reduction of FLOPs. Combining these results,
more conclusions can be made. (1) Compared with Two stage, TCP is more
efficient because it is a unified framework and treat the pruning as a single opti-
mization problem, while Two stage is a split method and it does not take the tar-
get domain into consideration while pruning. (2) Compared with TCP w/o DA,
the full TCP uses the transfer channel evaluation to represent the discrepancy
between the source and target domains. We try to remove those less important
channels for both source and target domains and reduce negative transfer by
reducing domain discrepancy. (3) As can be seen from Fig. 3, our TCP outper-
forms other methods on unlabeled target dataset under different compression
rate. (4) This indicates that TCP is generic, accurate, and efficient, which can
dramatically reduce the computational cost of a deep UDA model without sac-
rificing the performance.

4.4 Visualization Analysis

To evaluate the effectiveness of TCP in reducing negative transfer, in Fig. 4, we
follow [4] to visualize the model activations of task A→W pruned by different
methods using t-SNE [4]. Figure 4(a) shows the results of ResNet50-based base-
line without pruning on the source domain. And Fig. 4(b), (c) and (d) denote
the result of ResNet50-based models on the target domain, which have been
pruned by 12% FLOPs with our three methods Two stage, TCP w/o DA and
TCP respectively. The colored digits represent the ground truth of the examples,
so the number is from 0 to 30, which denotes target dataset has 31 categories.
Here we randomly pick 10 categories to visualize. As can be seen, the target
categories are discriminated much more clearly with the model pruned by our
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(a) Baseline (b) Two stage (c) TCP w/o DA (d) TCP

Fig. 4. The t-SNE visualization of network activations. (a) is generated by ResNet50-
based baseline without pruning on source domain. (b)(c)(d) are generated by ResNet50-
based (with 12% FLOPs pruned) with our three methods on target domain respectively.
Best view in color.

(a) Office31: A→W (b) ImageCLEF-DA: I→P

Fig. 5. The pruned structure of all the 13 convolutional layers of VGG16-based network
on different dataset for deep unsupervised domain adaptation. Best view in color.

TCP method. This suggests that our TCP method is effective in learning more
transferable features by reducing the cross-domain divergence.

To explore if there is any pattern in the structure of the pruned models, we
show the structure of pruned models on task A→W and I→P in Fig. 5 with
TCP. As we can see, higher layers have more redundancy than lower layers in
VGG16-based models, and our TCP prefer pruning the channels of higher layers.
This is reasonable for unsupervised domain adaptation because the lower layers
usually encode many common and important features for both source and target
domains. Moreover, with more parameters in higher layers, our TCP thus can
prune more parameters under the same compression rate. The same result can
be observed on ResNet50-based models.

5 Conclusion and Future Work

In this paper, we propose a unified Transfer Channel Pruning (TCP) approach
for accelerating deep unsupervised domain adaptation models. TCP is capable
of compressing the deep UDA model by pruning less important channels while
simultaneously learning transferable features by reducing the cross-domain dis-
tribution divergence. Therefore, it reduces the impact of negative transfer and
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maintains competitive performance on the target task. TCP is a generic, accu-
rate, and efficient compression method that can be easily implemented by most
deep learning libraries. Experiments on two public benchmark datasets demon-
strate the significant superiority of our TCP method over other methods.

In the future, we plan to extend TCP in pruning adversarial networks and
apply it to heterogeneous UDA problems.
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Abstract. To realize trans-domain behavioral targeting, which targets inter-
ested potential users of a source domain (e.g. E-Commerce) based on their
behaviors in a target domain (e.g. Ad-Network), heterogeneous transfer learning
(HeTL) is a promising technique for modeling behavior linkage between
domains. It is required for HeTL to learn three functionalities: representation
alignment, distribution alignment, and classification. In our previous work, we
prototyped and evaluated two typical transfer learning algorithms, but neither of
them jointly learns the three desired functionalities. Recent advances in transfer
learning include a domain-adversarial neural network (DANN), which jointly
learns distribution alignment and classification. In this paper, we extended
DANN to be able to learn representation alignment by simply replacing its
shared encoder with domain-specific types, so that it jointly learns the three
desired functionalities. We evaluated the effectiveness of the joint learning of the
three functionalities using real-world data of two domains: E-Commerce, which
is set as the source domain, and Ad Network, which is set as the target domain.

Keywords: Behavioral targeting � Heterogeneous transfer learning �
Domain adversarial training

1 Introduction

Behavioral targeting (BT) is an online advertising technique that delivers advertise-
ments (namely Ads) of particular items (namely Ad-Items) to potential users who may
purchase the Ad-Items through touchpoints such as web browsers or applications on
smart devices held by users. The potential users are identified based on user behaviors
related to the Ad-Items using data collected on the touchpoints. However, searching the
potential users in only one domain has limitations in its range of possible potential
users i.e. limitations in scale [1].

To expand the range, trans-domain BT that targets potential users of one (source)
domain who lie in another (target) domain is a promising method. Under the condition
that user behaviors in each domain are represented independently and heterogeneously,
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trans-domain BT is defined as BT that identifies potential users of the source domain
with user behaviors in the target domain related to the Ad-Items of the source domain.
In the case of (source) E-Commerce ! (target) Ad Network, trans-domain BT finds
potential users of E-Commerce who have accessed websites related to E-Commerce
items in Ad Network.

To realize the trans-domain BT, our previous work [13] proposed a method called
Virtual Touch-Point (VTP). In VTP, the trans-domain BT is enabled by employing
transfer learning techniques, which model behavior linkage across domains based on
the limited information of user correspondence across domains, so that one can reach
interested potential users who lie in the target domain beyond the ID linkage across
domains. Once the model is estimated, the model is securely transmitted to another
domain and used to predict potential users to be reached, because the model has no ID
information.

Transfer learning techniques utilized by VTP are desired to be heterogeneous
transfer learning (HeTL) types rather than homogeneous transfer learning (HoTL) ones.
While HeTL allows feature spaces in both domains to be different, HoTL assumes
feature spaces in both domains are the same. Since the available data regarding the
behavior of the users of the domains do not necessarily match nor even have any part in
common with each other, handling data heterogeneity is necessary for retaining wider
applicability of the trans-domain BT. Otherwise the applicability of the trans-domain
BT is limited to the domains having homogeneous data. HeTL has two roles: repre-
sentation alignment and distribution alignment. While the former aligns feature spaces
between domains, the latter aligns data distributions between domains. Besides these
roles, classification is required for the final prediction.

In [13], we created prototypes by implementing typical transfer learning algorithms,
specifically, HFA [8] and HEGS [2]. Each algorithm has its drawbacks. While HFA
jointly learns the representation alignment by feature augmentation and the classifier by
SVM formulation, HFA does not explicitly learn the distribution alignment.
Although HEGS learns the distribution alignment by instance selection based on
clustering, HEGS cannot jointly learn the representation alignment and the distribution
alignment. Since HEGS assumes that the feature spaces in both domains are the same,
the representation alignment needs to be performed as a preprocessing step.

Recent advances in transfer learning techniques include the Domain-Adversarial
Neural Network (DANN) [4], which jointly learns the distribution alignment by
Domain-Adversarial Training and the classifier by standard backpropagation. Although
the original DANN is a HoTL method sharing its encoder among domains, we can
extend DANN to a HeTL method by simply replacing its shared encoder with domain-
specific ones, which in turn enables joint learning of the representation alignment, the
distribution alignment, and the classifier, and thus performance improvement is
expected.

Another advantage of DANN is that it can be extended to a fully end-to-end model
by replacing its encoders with deeper ones such as convolutional neural networks
(CNNs) and recurrent neural networks (RNNs). In this paper, as an initial evaluation,
we evaluate the effectiveness of joint learning of the representation alignment, the
distribution alignment, and the classifier, using pre-processed features as input.
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The remainder of this paper is organized as follows: Sect. 2 illustrates problem
formulation, Sect. 3 describes related works, Sect. 4 describes our prototype, Sect. 5
shows our experimental results using real-world data on trans-domain BT: (source) E-
Commerce ! (target) Ad Network, Sect. 6 is the discussion, and Sect. 7 concludes
this paper.

2 Problem Formulation

Let us denote source and target feature spaces as XS and XT; respectively. The source

feature vectors representing source behaviors are written as XS ¼ x Sð Þ
i 2 XS;

n

i ¼ 1; � � � ; nSg, where x Sð Þ
i is a feature vector of a user i in the source domain S and nS is

the number of users in the source domain. Similarly, the target feature vectors repre-

senting target behaviors are written as XT ¼ x Tð Þ
j 2 XT; j ¼ 1; � � � ; nT

n o
, where x Tð Þ

j is

a feature vector of a user j in the target domain T and nT is the number of users in the
target domain. The label data is y ¼ yi; i ¼ 1; � � � ; nSf g, where yi indicates whether a
user i in the source domain S has a pre-defined behavior, namely conversion (e.g.
whether the user has viewed or purchased an Ad-Item in a certain period).

Here, we make two assumptions:

(1) As defined above, the label data are assumed to be available only in the source
domain.

(2) ID linkage across domains is partially available. i ¼ j ¼ 1; � � � ; nBridge indicates
users with ID linkage, namely bridge users. Therefore, the target feature vectors
within the bridge users are available in the source domain.

To construct VTP, we applied two processes to the data as shown in Fig. 1.

Fig. 1. The data and the processes involved in trans-domain BT in VTP
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Modeling Behavior Linkage. This process abstracts the relationship between the
source feature vectors XS, the label data y, and the target feature vectors XT within the
bridge users to learn a behavioral linkage model M that represents the relationship. By
this, private ID-behavior linkage is eliminated and only essential information to tie the
two domains i.e. the behavior linkage across domains can be transmitted to the target
domain.

Applying Behavior Linkage Model. This process maps information of the label data
y across domains S ! T via the behavioral linkage model M and finds target users in
the target domain.

The objective of VTP is to minimize information loss in the above process and to
maximize the probability of conversion by the target users.

3 Related Works

In this section, we describe previous works that aimed to minimize the information loss
across domains. Transfer learning is a machine learning technique to leverage the
knowledge in the source domain to improve learning efficiency in the target domain.
Transfer learning in the case when feature spaces in both domains are the same is called
homogeneous transfer learning (HoTL). HoTL has the role of aligning data distribu-
tions between domains, which is called domain adaptation. HEGS [2] is a domain
adaptation method based on instance selection using a clustering method, where the
clusters with a high proportion of instances from the source domain are eliminated due
to the low relevance to the target domain. [3] is a general method (which means not
dedicated to domain adaptation, e.g. outlier detection) based on instance weighting
using the approximated probability density ratio between the target domain and source
domain. DANN [4] is a state-of-the-art method of HoTL, which learns a domain
invariant feature space based on domain adversarial training.

On the other hand, transfer learning in the case when feature spaces in both
domains differ is called heterogeneous transfer learning (HeTL). HeTL has two roles:
representation transformation and domain adaptation. The primary concern of HeTL
lies in representation transformation, the role of which is to align feature spaces
between domains. The representation transformation is largely categorized into two
approaches. The first one maps XT to XS, which is referred to as asymmetric trans-
formation, including Arc-t [5] and FSR [6]. The second one maps both XS;XT to a
common latent space, which is referred to as symmetric transformation, including
HeMap [7], HFA [8], and SHFA [9]. Each method differs in assumptions on the
existence of common features and the necessity of labels. FSR requires some common
features shared across domains. Arc-t, HeMap, HFA, and SHFA work without com-
mon features. Label information is required for Arc-t, FSR, HFA, and SHFA but not
for HeMap. Among the methods that require label information, SHFA considers the
semi-supervised setting, where the instances in the target domain are only partially
labeled.

Transfer learning can be categorized into four types based on different situations
between the source and target domains with respect to the availability of label
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information. In the case that labeled data are available in both domains, it is called
inductive transfer learning setting. In the case that labeled data are available only in the
source domain, it is called transductive transfer learning. In the case that labeled data
are available only in the target domain, it is called self-taught learning. In the case that
labeled data are available in neither of the domains, it is called unsupervised transfer
learning.

In our setting, it is fundamentally the transductive transfer learning setting due to
the fact that the view or purchase histories of products in the source domain, which are
used as label information, are observable only in the source domain. However in this
work, as a relaxation of the setting, we assume that ID linkage across domains is
partially available and thus we address the inductive transfer learning setting.

4 Prototype

We created a prototype by implementing typical transfer learning algorithms:

• Prototype method 1 (PM1) A step-by-step method, in which HeMap, HEGS, and
Xgboost [10] correspond to representation alignment, distribution alignment, and
supervised learning of a classifier, respectively.

• Prototype method 2 (PM2) HFA, an end-to-end method, in which representation
alignment and a classifier are learned jointly. Distribution alignment is not learned
explicitly.

• Prototype method 3 (PM3) Heterogeneous DANN, which we modified from the
original DANN to be extended to HeTL, is an end-to-end method, in that repre-
sentation alignment, distribution alignment, and a classifier are learned jointly.

While these three methods share a commonality that they do not require common
features between domains, these methods are contrastive in terms of the extent to which
these methods learn the functionalities jointly, so we evaluate which method is suitable
for real-world data.

PM1 and PM2 were evaluated in our previous work [13], and PM3 is newly
evaluated in this paper. The details of PM1 and PM2 are described in [13] and rein-
troduced in the Appendix of this paper for completeness. The details of PM3 is as
follows.

Modeling Behavior Linkage. DANN learns a domain invariant feature space based
on domain adversarial training. While the original DANN shares its encoder among
domains, we replaced its encoder with the domain-specific types as shown in Fig. 2 in
order to extend DANN to a HeTL method. The feature extractors (encoders) of both
domains GfS;GfT and the class predictor Gy zð Þ (z 2 Z, the common latent space) are
trained to minimize class prediction loss Ly, and the domain discriminator Gd is trained
to minimize domain discrimination loss Ld . On the other hand, GfS;GfT are trained to
maximize domain discrimination loss Ld . This conflicting objective is for improving
the domain invariance of the common feature space Z, and the objective can be turned
into a minimization problem shown by Eq. (1), introducing a gradient reversal layer R,
such that R xð Þ ¼ x and dR=dx ¼ �aI. I is an identity matrix, a is a gradient scaler, and
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c is a balancing parameter. a and c are tuned using cross validation. We set both Ly and
Ld to be the binary cross-entropy loss. dk is a domain label of the k-th instance. The
optimization can be performed using a stochastic gradient descent method such as
Adam [12]. It is observed that Eq. (1) joint learns representation alignment, distribution
alignment, and classification. The resulting behavior linkage model M ¼ FDANNð Þ.

min
Gy;Gf �;Gd

L ¼
XnS
i¼1

Ly Gy GfS x Sð Þ
i

� �� �
; yi

� �
þ

XnT
j¼1

Ly Gy GfT x Tð Þ
j

� �� �
; yj

� �

þ c
XnS þ nT

k¼1

Ld Gd R Gf � x �ð Þ
k

� �� �� �
; dk

� � ð1Þ

Applying Behavior Linkage Model. We compute the predictive probability of con-

version P yjjx Tð Þ
j

� �
¼ FDANN x Tð Þ

j

� �
for each user j in the target domain. The resulting

target users are defined by j; P yjjx Tð Þ
j

� �
[ h

n o
with an arbitrary threshold 0\h\1.

5 Experiments

The proposed prototype of VTP for trans-domain BT was evaluated through the real
data of two domains: (source) E-Commerce ! (target) Ad Network, by finding the
potential users in the target domain who may purchase the Ad-Items of the source
domain. Although we strictly followed the setting in our previous work, we describe
the experimental setting here for completeness.

5.1 Experiment Setup

Periods. The experiment involved five distinct periods as shown in Table 1. In
Table 1, Period i is the period of ID linkage of the two domains, Periods ii and iii are

Fig. 2. Heterogeneous DANN
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the periods for collecting and labeling the train data, and Periods iv and v are the
periods for collecting and labeling the test data. In addition, the advertising of the Ad-
Items was performed during Period v.

Ad-Items. The experiment was conducted for four Ad-Items shown in Table 2, which
were selected from the items sold from 2018/03 in the source domain. The selection
was performed by finding the items that were sold from 2018/03 and have similar
names to the top 10 most popular items of 2017/03, from the items of the categories
“delivered gourmet”, “healthcare”, and “beauty”.

ID Linkage of Two Domains. For the ID linkage between the source domain and
target domain, the advertising tag of the target domain was inserted into the websites of
the source domain. If a user of the source domain had accessed these websites, the
cookie ID of the target domain was generated, and then the user ID of the source
domain and the ID (cookie ID) of the target domain were linked given that the user
logged in to the source domain. This type of linkage was performed during Period i.

Table 1. Periods

2017

11

2017

12

2018

01

2018

02

2018

03

2018

04

i) ID linkage

ii) Train data collec-
tion
iii) Train data labeling

iv) Test data collection

v) Test data labeling 
(Advertising)

Table 2. Ad-Items

Item No. Name Price (Yen) Description

Item1 Donut 2,340 30 pieces of fresh cream cake donuts (10
pieces � 3 bags), reasonable price for simple
packaging, including postage

Item2 Wine 11,800 10 sets of French & Spanish red wine, including
postage

Item3 Beauty Salon 7,300 Cellulite repulsion course 120 min � 2 times,
79% OFF

Item4 Thermometer 1,980 One electronic thermometer, 53% OFF
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Train Data Collection. The train data of the source domain and the target domain
were collected during Period ii. Specifically, the train data of the source domain is the
data of the users’ customer master data, and their view and purchase logs of items. The
train data of the target domain is the data of the users’ access logs of the websites that
have the advertising tags of the target domain. The statistical information of the train
data is described as follows:

• Source domain: about 250,000 IDs, 15 million records;
• Target domain: about 2,500,000 IDs, 130 million records;
• ID linkage: about 40,000 ID pairs.

The feature representation of the train data for each domain in the embedding space is
described as follows.

• Feature representation for the source domain Firstly, a morphological analysis
of all the items’ descriptions was performed, and the feature vectors were generated
for these items by using doc2vec [11]. Then, the feature vector for every user was
generated by averaging the feature vectors of the items that were included in the
users’ view and purchase logs. There were some free items besides the general
items, whose purchase trends were different, so we averaged feature vectors sep-
arately for the free items and the general items. In addition, users’ gender, age,
average price and categories of the purchased items were also included. As denoted

in Sect. 2, the feature vectors of the source domain are XS ¼ x Sð Þ
i ; i ¼ 1; � � � ; nS

n o
,

where x Sð Þ
i is the feature vector of user i, and nS is the number of users in the source

domain. The total number of dimensions of the feature vector is 285: the averaged
doc2vec features (128 for the free items and 128 for the general items), gender(1),
age(1), the average price(1), and the categories of the purchased items (13 for the
free items and 13 for the general items).

• Feature representation for the target domain A morphological analysis of the
websites’ descriptions was performed first, and then the feature vectors were gen-
erated for the websites by using doc2vec [11]. The feature vector per user was
generated by averaging the feature vectors of their accessed websites. The feature

vectors of the target domain are XT ¼ x Tð Þ
j ; j ¼ 1; � � � ; nT

n o
; where x Tð Þ

j is the

feature vector of user j, and nT is the number of users in the target domain. The
number of dimensions of the feature vectors is 256.

Train Data Annotation. For the users (samples) included in the train data, the label y
was determined based on whether they viewed similar items of the Ad-Item. Here, the
similar items were these items with the top 10 nearest feature vectors to the feature
vector of the Ad-Item.

Test Data Collection. The advertising of the Ad-Items was randomly distributed to all
the users of the target domain during Period v. For the users who viewed the websites
with the Ads of the Ad-Items, the access logs of these users during Period iv were
collected as the test data. The feature representation X'T of these users was generated by
the same process as applied to the users of train data.
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Test Data Annotation. For the above users who viewed the websites with the Ads of
the Ad-Items, they were labeled y0 according to whether they clicked the Ads or not.

Methods. As a baseline method (BL), we evaluated Xgboost, which is a non-transfer
learning method, trained only using XT; yð Þ. PM1, PM2, and PM3 were trained using
ðXS;XT; y). After training, each method was applied to X

0
T, then performance measures

were calculated using y0.

5.2 Experimental Results

The performance evaluation was performed for the four Ad-Items separately, by
comparing the PR-AUC of BL, PM1, PM2, and PM3. Figure 3 and 4 illustrate the
results of PR-AUC and Lift curve, respectively. The PR-AUC is the value of the area
under the PR-curve, and Lift curve is plotted by calculating the ratio of the precision of
the model to that of random guessing as the lift and then connecting the lift-recall
points with different values of the threshold h. Here, the precision of random guessing
means the appearance ratio: Nclick=Nview, where Nclick and Nview are the number of the
users who clicked the Ads and the number of the users who viewed the websites with
the Ads of the Ad-Item, respectively (i.e., the numbers of the positive samples and the
number of all the samples of the test data, respectively).

Figure 3 shows that PM3 outperforms the other methods in terms of PR-AUC in
some cases, namely Item2 and Item3. The possible reason why PM3 underperformsmore
than any of the other methods even BL for Item 1 and Item 4, is discussed in Sect. 6.

Since this is a performance evaluation of a targeting technique for advertisements,
we are interested in the lift rather than recall, and therefore we plotted lift curves only in

Fig. 3. PR-AUCs
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the range of recall from 0% to 20%. The two vertical green lines indicate the recall of
1% and 2% respectively, and the two horizontal green lines indicate the lift of 1.0 and
1.5, respectively. Figure 4 shows that a higher lift value than that of the other methods
can be achieved by PM3 for Item2, Item3, and Item4, given a suitable threshold h,
which could be used to improve the efficiency and reduce the cost of advertising for
practical commercial application.

6 Discussions

After the experiments, it was revealed that some of the items used as the training labels
were deceptive. We calculated the odds ratio (OR), for each Ad-Item, of viewing the Ad-
Item given the history of viewing its similar items. As a result, we found that there was
an item with OR = 0.696 in the similar items of Ad-Item1 and an item with OR = 0.89
in those of Ad-Item4, respectively. This may be the reason for the underperformance of
PM3 on Item1 and Item4 in terms of PR-AUC, and on Item1 in terms of lift.

7 Conclusion

In this paper, to realize trans-domain behavioral targeting, we extended the domain-
adversarial neural network (DANN) to enable joint learning of three desired func-
tionalities of heterogeneous transfer learning (HeTL): representation alignment,

Fig. 4. Lift curves
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distribution alignment, and classification. We evaluated it using the real-world data of
two domains: (source) E-Commerce ! (target) Ad Network. As a result, heteroge-
neous DANN outperformed the conventional methods in terms of PR-AUC and lift
curve in some cases. For further study, we shall research how to make reliable training
labels for the cold start problem, and also extend heterogeneous DANN to a fully end-
to-end model by replacing its encoders with deeper versions.

Acknowledgment. This research was partially supported by JST CREST Grant Number
J181401085, Japan.

Appendix

• PM1: HeMap + HEGS + Xgboost

Modeling Behavior Linkage. HeMap learns a common latent space from the source
and target features. The optimization objective related to the common latent space is as
follows (the same equation appears in [7]):

minBT
TBT¼I;BT

SBS¼I XS � BSPSk k2 þ XT � BTPTk k2 þ b
1
2

XT � BSPTk k2þ 1
2

XS � BTPSk k2
� �

ð2Þ

where, BS, BT are the projected source and target instances onto the common latent
space respectively, and PS, PT are the projection matrices from the common latent
space onto the source and target space, respectively.

Then, HEGS selects the source instances in BS similar to the target instances in BT.
Since HEGS is originally a domain adaptation method for regression, we modified
HEGS by hiring logistic regression to unify the labels in both domains. Finally,
Xgboost learns the binary classification model FXgb �ð Þ using the selected instances and
labels. Hyper-parameters of HeMap, HEGS, and Xgboost are tuned using cross vali-
dation. The resulting behavior linkage model M ¼ P'T;FXgb

� �
, where P'T is a pseudo-

inverse of the projection matrix PT obtained by HeMap.

Applying Behavior Linkage Model. We compute the predictive probability of con-

version P yjjx Tð Þ
j

� �
¼ FXgb P'Tx

Tð Þ
j

� �
for each user j in the target domain. The resulting

target users are defined by j; P yjjx Tð Þ
j

� �
[ h

n o
with an arbitrary threshold 0\h\1.

• PM2: HFA

Modeling Behavior Linkage. HFA learns a multiple kernel classifier FHFA �ð Þ on a
common latent space using the source and target features and the labels. The projection
matrices P;Q from the source and target space onto the common latent space are
coupled as H ¼ P;Q½ �0 P;Q½ �, and then kernel matrices are computed and optimized
based on H. Hyper-parameters of HFA are tuned using cross validation. The resulting
behavior linkage model M ¼ FHFAð Þ.
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Applying Behavior Linkage Model. Similar to PM1, we compute the predictive

probability of conversion P yjjx Tð Þ
j

� �
¼ FHFA x Tð Þ

j

� �
for each user j in the target domain.

The resulting target users are defined by j; P yjjx Tð Þ
j

� �
[ h

n o
with an arbitrary

threshold 0\h\1.
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Abstract. Enterprise data is usually stored in the form of relational
databases. Question Answering systems provides an easier way so that
business analysts can get data insights without struggling with the syntax
of SQL. However, building a supervised machine learning based question
answering system is a challenging task involving large manual annota-
tions for a specific domain. In this paper we explore the problem of
transfer learning for neural sequence taggers, where a source task with
plentiful annotations (e.g., Training samples (NL questions) on IT enetr-
prize domain) is used to improve performance on a target task with fewer
available annotations (e.g., Training samples (NL questions) on pharma-
ceutical domain). We examine the effects of transfer learning for deep
recurrent networks across domains and show that significant improve-
ment can often be obtained. Our question answering framework is based
on a set of machine learning models that create an intermediate sketch
from a natural language query. Using the intermediate sketch, we gen-
erate a final database query over a large knowledge graph. Our frame-
work supports multiple queries such as aggregation, self joins, factoid
and transnational.

1 Introduction

Various enterprise applications such as finance, retail, pharmacy etc. store a
vast amount of data in the form of relational databases. However, accessing
relational databases requires an understanding of query languages such as SQL,
which, while powerful, is not easy for business analysts to master. Building a data
science assistant that captures context and semantic understanding is an impor-
tant and challenging problem. The problem is multi-dimensional as it involves
complexities at multiple levels e.g. relational database level, natural language
interface level and semantic understanding level. At relational database level,
the system must be able to handle the complexities related to data representa-
tion. At natural language interface level, the system should support NL related
issues such as handling ambiguity, variations and semantics. Most importantly,
c© Springer Nature Switzerland AG 2019
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the system must be able to understand user’s context and should respond back
in a meaningful way.

An important challenge for sequence tagging is how to transfer knowledge
from one task to another, which is often referred to as transfer learning. Transfer
learning can be used in multiple scenarios such as Multi-task where labels are
used to perform a different task or using the labels in a new domain. Trans-
fer learning can improve performance by taking advantage of more plentiful
labels from related tasks/domains. Even on datasets with relatively abundant
labels, multi-task transfer can sometimes achieve improvement over state-of-the-
art results [1].

There are a number of recent works which are trying to build Conversa-
tional AI systems that support human-like cognitive capabilities such as context-
awareness, personalization, and ability to handle complex NL inputs. Apple Siri,
Microsoft Cortana, Amazon Alexa are some of the widely used personal assis-
tants that are already in market. However, there are still a variety of open
research issues while adapting conversation AI based digital assistant tools
to new domains [2]. To address the limitations of existing techniques towards
designing conversational AI based personal digital data assistants, we make fol-
lowing key contributions in this paper:

– We present framework that exploits different levels of representation shar-
ing and provides a unified framework to handle cross-application and cross-
domain transfer.

– We present Curie, a data science assistant that supports NL conversational
interface for effective data assistance across a range of tasks i.e. NL ques-
tion answering and dialogue, data visualization and data transformation. The
Curie platform is designed to support context, intent identification, multiple
ways of interaction through dialog, question answering and a variety of NL
query processing capabilities.

– We also introduce a novel approach for parsing natural language sentences and
generating an intermediate representation (query sketch) using a combination
of machine learning models. This intermediate representation is further used
to execute low level database queries.

– We demonstrate our results on two enterprise datasets and one public dataset
i.e. WikiSQL. Our results show state of art performance on these datasets
while supporting transfer learning that ensures that our approach can be
directly used across a variety of domains with minimal effort.

2 Related Work

There are a lot of conversational AI based personal assistant tools already in
market for the end users. Some of these tools are designed for open-domain con-
versations e.g. Cortana, Siri, Alexa and Google Now [3,4]. On the other hand
there are also tools where focus is on supporting interactive data assistance e.g.
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Microsoft Power BI [5]. However, there are still limitations of the existing solu-
tions in terms of natural language based conversational capabilities while sup-
porting data assistance. There are still various open issues in terms of semantic
understanding and context-awareness user’s queries. Most important task for
building a NL based data assistant is to generate structural query language
(SQL) queries from natural language.

The study of translating natural language into SQL queries has a long his-
tory. Popescu et al. introduce Precise NLI, a semantic parsing based theoretical
framework for building reliable natural language interfaces [6]. This approach
rely on high quality grammar and is not suitable for tasks that require gen-
eralization to new schema. Recent works consider deep learning as the main
technique. There are many recent works that tackle the problem of building nat-
ural language interfaces to relational databases using deep learning [7–14]. Zhong
et al. [9] propose Seq2SQL approach that uses reinforcement learning to break
down NL semantic parsing task to several sub-modules or sub-SQL incorporating
execution rewards. Yavuz et al. introduce DialSQL, a dialogue based structured
query generation framework that leverages human intelligence to boost the per-
formance of existing algorithms via user interaction [15]. The flexibility of our
approach enables us to easily apply sketches to a new domain. Our framework
also does not require large corpus of NL sentences as training input.

Transfer learning for natural language processing (NLP) tasks can be broadly
divided into two categories: resource-based transfer and model-based transfer.
Resource-based transfer utilizes additional linguistic annotations as weak super-
vision for transfer learning, such as cross-lingual corpora. Resource-based trans-
fer is mostly limited to cross-lingual transfer. Model-based transfer, on the other
hand, does not require additional resources. Model-based transfer exploits the
similarity and relatedness between the source task and the target task by adap-
tively modifying the model architectures, training algorithms, or feature repre-
sentation [16]. Our approach falls into the category of model-based transfer.

3 Approach for Transfer Learning Across Domains

In this section, we introduce our transfer learning approach. We first intro-
duce an abstract framework for neural sequence tagging and then discuss the
proposed transfer learning architecture. Since different domains have domain-
specific regularities, sequence taggers trained on one domain might not have
optimal performance on another domain. The goal of cross-domain transfer is
to learn a sequence tagger that transfers knowledge from a source domain to a
target domain. We assume that few labels are available in the target domain.
We exploit the condition where two domains have label sets that can be mapped
to each other. For example, some predicates in the pharmaceutical domain can
be mapped to IT industry such as employees, company etc. while some predi-
cates can be very much domain specific like drugs, pharmacy, store etc. If the
two domains have mappable label sets, we share all the model parameters and
feature representation in the neural networks, including the word and character
embedding.
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We build sequence to sequence Bidirectional LSTM (Long Short Term Mem-
ory) model to generate a query sketch. The intent is to identify the concepts,
entities, predicates, values etc. in a given sentence. We build separate machine
learning models for discovering the predicates, values, entities, operations etc.
In order to build these models, we rely on separate annotations for each model.
For example, A natural language query is annotated as follows. {What is the
employee id of John} is annotated as {0 0 0 A A 0 B} (See Fig. 1 for example
sequence).

Fig. 1. Example of input output sequence

This example shows that there are two concepts employee id and John
marked as A and B respectively. The same token is used for the concepts which
consist of more than one word e.g. employee id consists of two words, so we mark
them with token ‘A’. We follow this representation in our models.

Similarly, we have other models such as aggregations and operators model
to discover aggregations and operators for predicates and entities respectively.
Our framework currently supports following set of aggregation functions: count,
groupby, min, max, sum, and sort. {How many <predicate> work in <predicate>
<value>} is annotated as: {0 0 count 0 0 0 equal}. Note that, Model-level transfer
learning is achieved through exploiting the semantics shared by the two domains.
For example, “Employee” in IT domain and “Agent” in pharmaceutical domain
refer to the same named entity, and the semantic similarities can be leveraged
for NER.

3.1 SeqtoSeq Model for Meta-Types Identification

This model identifies the type of concepts (predicates and values) at the node
or table level. For example, employee id belongs to Employee node and Employee
is a PERSON, so the type of employee id is PERSON.

If a concept is present in more than one table, type information helps in the
process of disambiguation. For example, consider following sentences:

– What is the employee id of Washington?
– List all the stores in Washington.

Here, in first example Washington refers to the name of a person, whereas
in second example it is the name of a location. In such cases, this model is
useful to disambiguate that in first example the node level type is PERSON and
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in second example it is LOCATION. This specific feature helps in making the
overall framework domain agnostic. In this model, all the entities in input are
marked with tag <value>. For example, natural language sentence, {How many
employees work in project <value>} is annotated as {0 0 person 0 0 project
project}.

3.2 SeqtoSeq Model for Attribute Level Type Identification

This model identifies the attribute type of concepts (predicates and values).
For example, let’s take two sentences:

– What is the employee id of May?
– List all employees hired in May?

In these examples, May is present in the same table Employee, but refers
to different attributes. The attribute type information model here can easily
distinguish based on the nature of query that in first example, May is the name
of a person and in second example it is date. The attribute type information
in combination with node type information helps in increasing the accuracy. In
this model, all the entities in input are marked with tag <value>. For example,
{How many employees work in project <value>} is annotated as: {0 0 name 0
0 name name}.

4 Curie Framework for Question Answering

To this end, we develop Curie as a data assistance framework to help business
analysts in getting insights about data in a user friendly way. Instead of mean-
dering through the database for a small detail, Curie provides an interface where
business analysts just need to type their query in a natural language through a
conversational interface. Curie is designed to handle variety of NL queries such as
aggregations, factoid, transnational and ad-hoc queries (See Table 5). Depending
on the nature of query, Curie can also respond with appropriate visualized inter-
pretation of the data in the form of Pie Charts, Graphs etc. Curie architecture
is primarily divided into two parts. (a) Mechanism to generate an intermediate
form (Query Sketch) given a NL sentence and (b) Approach of transforming
a sketch to database query (Fig. 2 and Table 1).

4.1 Generating Database Query from Sketch

The process of generating the query is independent of underlying database i.e.
the same approach can be used for generating queries across databases. We
demonstrate this concept using two popular relational database query languages:
SQL (structured query language) and CQL (cipher query language). The general
idea to generate a query is as follows. Sketch S is a set {P,C}, where P is a set
{p1,p2, p3,... pn} and each pi is {ni, ai, hi, gi}, where
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Table 1. Variety of natural language queries

Transactional How many employees are in Mumbai?

FAQ How can I apply sick leave?

Factoid What is the population of Mars?

Aggregations How many employees in each project?

Visualization Tell me the monthly profit of company in last decade?

Sorting List all employees based on their age

Fig. 2. Models for NL to query generation

ni = Node/table level type of predicate pi

ai = Attribute/predicate level type of predicate pi

hi = NL Hint for the predicate pi

gi = Aggregation information for the predicate pi

Similarly, C is a set {c1,c2, c3,... cn} where each ci is {ni,ai, hi,vi, oi}
ni = Node/table level type for the predicate involved in condition ci
ai = Attribute/attribute level type for the predicate involved in condition ci
hi = NL hint for the predicate involved in condition ci
gi = Value involved in condition ci
oi = Operator involved in condition ci

Provided with a sketch S, we generate a database query Q. As explained
earlier, sketch contains information about all the required predicates L, i.e. the
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list of attributes/columns that need to be extracted from Table T. This compo-
nent will give a new relation that only contains the columns in L. This operation
is projection (Π) in relation algebra. The sketch has also information about all
conditions ϕ which gives us a new relation that contains only those rows satis-
fying ϕ in T. This is the selection (σ) operation of relation algebra. To generate
the query following set of operations are executed over the sketch:

– Analysing the predicate part (P) of the sketch:
For all predicates pi ∈ P do:

• Use the NL hint hi to check semantic similarity with all the predicates of
table type ni and attribute type ai to get the closest matching predicate
p

• Find the table t of the predicate p of the table type ni

• L = {p | p ∈ P}
– Analysing the condition part (C) of the sketch:

For all the condition ci ∈ C do:
• Use the value vi to perform EDL and select the best candidate using

NL hint for predicate hi, attribute type ai and table type ni to find the
predicate p for the value vi

• Find the table t of the predicate p of the table type ni

• ϕ = {p o v | p,o,v ∈ P}
The next step is to find all the unique tables (U) involved in a given sketch

S. If the len(U) > 1, we find the shortest path passing through all the unique
tables. We assume that there is a path if the foreign key relationship exists
between tables. This step will give us join (��) operation of relation algebra.
Operator and aggregation information are already present in the sketch S. Now,
combining these, we compute the final relation (R). Using R, we finally compute
the DB specific query. For example, a natural language sentence {“How many
employees in each project”} leads to following database query:

Πcount(employee id),g(project name)

(Employeepid fk ��pid Project)
a. Database Query SQL:

SELECT COUNT(emp id), proj name
FROM Employee INNER JOIN Project
ON (pid fk = pid) GROUP BY proj name

b. Database Query CQL:
MATCH

(e:Employee)-[:WORKS]−>(p:Project)
RETURN

COUNT (e.employee id), p.project name

5 Results and Discussion

We conducted our experiments on an Intel Xeon(R) computer with E5-2697
v2 CPU and 64 GB memory, running Ubuntu 14.04. We evaluated Curie on
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three real-world datasets, out of which two are our internal enterprise datasets
(See Table 2). First dataset is related to employees in a large software services
company and their allocations. Our second internal dataset is about a large
pharmaceutical company’s stores and employee’s information. Our third dataset
for experimental evaluation is widely used WikiSQL dataset. Ent. Dataset-1 &
2, composed of following type of queries: factoid, self joins, Group By, sorting,
and aggregations. WikiSQL dataset is composed of factoid, aggregation. Queries
in WikiSQL were only over single columns.

Table 2. Datasets and their statistics

Dataset # Tables # Columns Train. set Test set

Ent. Dataset-1 5 42 1700 300

Ent. Dataset-2 3 70 1700 300

WikiSQL 13000 1000 31000 8000

Note that, in order to generate the intermediate form(sketch), all models are
not necessary. The predicate, value, aggregation & operator models are sufficient
to generate the sketch. The type, attribute and PV binding models are just
used to improve the accuracy. As seen in Table 3 and Fig. 3, Curie has shown
a very good performance for Ent. Dataset-1 & 2. However, in case of WikiSQL
dataset, the value model did not give good accuracy. The reason of this is the fact
that WikiSQL attribute names are not proper English words and contains some
non ascii characters. Because of this, we were not able to find a good semantic
understanding. However, this problem can be solved by training the model on a
corpus specialized for a particular domain. Also, our entity discovery model was
based on the Lucene search. It could be further improved by combining Lucene
search with deep learning based entity extraction. Interestingly, for evaluating
Ent. Dataset-2, we just used the same model that was trained on Ent. Dataset-
1. We can see that almost similar results were achieved on the latter dataset
demonstrating the transfer learning capabilities of our ML models.

In Table 4, we demonstrate sample queries from IT and pharmaceutical
domain. Note that both domains are semantically overlapping to some extent
and this knowledge is exploited by the deep neural networks. In order to test our
transfer learning approach, we perform various experiments by taking both these
domains as source domain and target domain. In first experiment IT domain is
taken as source domain i.e. training data is not available for pharmaceutical
domain. We compute the test accuracy which is close to close to 40%. There-
after, we use training data for pharmaceutical domain and test on same domain,
the accuracy in this case is improved to 45%. Next, we train the model on both
IT and pharmaceutical domain and we get an accuracy improvement and it
reaches to 52% (See Fig. 4 for details). Similar experiment is performed by inter-
changing the domains and we get similar behavior in terms of transfer learning
(See Fig. 5).
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Table 3. Accuracy across models for all datasets

Ent. Dataset-1 Ent. Dataset-2 WikiSQL

Predicate Acc 97.6 96.9 88.4

Value Acc 97.56 95 71.2

Type Acc 87 85.86 NA

Attribute Acc 82 80.2 NA

PV Binding Acc 96.57 96.34 NA

Aggr. & Operator Acc 97.1 96.4 87

Overall Sketch Acc. 89.64 88.74 50.1

Overall Exec. Acc. 94.78 92.3 54.24

Fig. 3. Logical form and Execution Accuracy across datasets

Table 4. Sample Queries from IT domain and Pharmaceutical domain

Domains Example Queries

IT domain Who is the supervisor of pratik

IT domain Tell me all the projects under machine learning group

IT domain How many people in each research group and
research area

IT domain List all the female married terminated employees in
project P 1001

Pharma domain List the employees name who are terminated

Pharma domain How many female employees are there in each store

Pharma domain What all locations are active

Pharma domain What is the expiry date of paracetamol
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Fig. 4. Training and Test Accuracy of Transfer Learning on two domains - Source
domain is IT domain and target domain is Pharmaceutical domain

Fig. 5. Training and Test Accuracy of Transfer Learning on two domains - Source
domain is Pharmaceutical domain and target domain is IT domain
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Table 5. Precision, Recall and F1 Score for two Domains: With and Without Transfer
Learning

Domains Precision Recall F1 Score

IT Domain Train - Pharma Domain Test 0.64 0.58 0.61

Pharma Domain Train - Pharma Domain
Test

0.68 0.69 0.69

IT Domain & Pharma Domain Train -
Pharma Domain Test

0.74 0.74 0.74

Pharma Domain Train - IT Domain Test 0.58 0.57 0.58

IT Domain Train - IT Domain Test 0.77 0.78 0.77

IT Domain & Pharma Domain Train - IT
Domain Test

0.77 0.81 0.79

6 Conclusion and Future Work

In this paper we develop a transfer learning approach for cross-domain ques-
tion answering which exploits the generality demonstrated by deep neural net-
works. Our transfer learning approach achieves significant improvement on vari-
ous domains under conditions where training data is very less. We proposed Curie
as a novel framework for performing natural language question answering over
BI data. Our approach is based on deep learning using multiple SeqToSeq net-
works and knowledge graph that uses minimal training data and supports data
assistance across multiple domains. Our framework captures the user context
and provides a robust conversational interface for getting insights in enterprise
data. In future, we plan to explore and evaluate multi-tasking capabilities i.e.
having an intermediate representation and supporting a range of other tasks.
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Abstract. Recognizing objects at vastly different scales and objects
with occlusion is a fundamental challenge in computer vision. In this
paper, we propose a novel method called Robust Faster R-CNN for
detecting objects in multi-label images. The framework is based on
Faster R-CNN architecture. We improve the Faster R-CNN by replac-
ing ROIpoolings with ROIAligns to remove the harsh quantization of
RoIPool and we design multi-ROIAligns by adding different sizes’ pool-
ing(Aligns operation) in order to adapt to different sizes of objects. Fur-
thermore, we adopt multi-feature fusion to enhance the ability to rec-
ognize small objects. In model training, we train an adversarial network
to generate examples with occlusions and combine it with our model to
make our model invariant to occlusions. Experimental results on Pascal
VOC 2012 and 2007 datasets demonstrate the superiority of the proposed
approach over many state-of-the-arts approaches.

1 Introduction

Object detection is a fundamental task in computer vision area which aims to
locate and recognize every object instance with a bounding box. One kind of
object detection method rely on region proposal, such as SPPnet [4], Fast R-
CNN [2]. The region-based methods divide the object detection task into two
sub-problems: At the first stage, a dedicated region proposal generation network
is grafted on deep convolutional neural networks (CNNs) which could generate
high quality candidate boxes. Then at the second stage, a region-wise subnet-
work is designed to classify and refine these candidate boxes. Another family of
object detectors such as SSD [9] and RON [8], they do not rely on region proposal
and directly estimate object candidates. After the original R(region)-CNN [3],
Fast R-CNN [2] proposes ROIPooling (Spatial-Pyramid-Pooling) allowing the
classificaiotn layers to reuse features computed over CNN feature maps. Faster
R-CNN [11], which incorporates region proposal generation in the framework
has achieved good results currently. The performance is 69.9 on Pascal VOC
2007 dataset. Under Fast R-CNN pipeline, several works try to improve the
detection speed and accuracy, with more effective region proposals, multi-layer
c© Springer Nature Switzerland AG 2019
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fusion, multi-scale pooling and more effective training strategy. However, it is
still a problem that how to learn an object detector that is invariant to occlusion
and is suitable for objects with different scales. To address these issues and take
full advantage of CNN for multi-label image detection, we propose an improved
model named Robust Faster R-CNN, we design four different sizes of Poolings as
well as multi-feature fusion to extract the features of different scales’ objects in
multi-label data. In addition, we train the adversarial network to solve the occlu-
sion problem. Furthermore, recent complementary advances such as ROI (Region
of interest) Align [5] and multi-ROI pooling [7] could be naturally employed. The
experimental results on Pascal VOC 2012 and Pascal VOC 2007, show that our
approach performs more effectively and more accurately.

2 Improved Model

The Robust Faster R-CNN model proposed in this paper is based on the Faster
RCNN [11] network structure. As shown in Fig. 1, in our improved model, we
transfer the parameters pre-trained on Faster R-CNN to our model and improve
the structure of the model by replacing the last pooling layer with a multi-scale
ROIAligns layer. And we also consider multi-feature fusion. During the training
phase, we train an adversarial network to generate occlusion examples.

Fig. 1. The improved Faster R-CNN Model with multi-scale ROIAligns

2.1 Model Parameter Transfer

As shown in Fig. 2, we use parameter transferring to reuse the parameters of
Faster R-CNN, the shared model contains 13 convolution layers and contains tens
of millions of parameters. Therefore, sufficient training time and iteration are
needed to obtain an effective detection model. By using parameters transferring
[10], the parameters pre-trained on Faster RCNN are directly transferred to our
model except for the last fc6 layer as the parameters of this layer between these
two network are different. Based on the pre-trained parameters by Faster RCNN,
fine-tuning is enforced to adjust the parameters. That is, the parameters of the
Faster RCNN are used to continue training our model, which can reduce the
training time.
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Fig. 2. The improved RCNN Model with Parameter transferring.

2.2 Multi-feature Fusion

Recognizing objects of different sizes is a fundamental challenge in classification
problems. For CNN, different depth features correspond to different levels of
semantic features. In general, features extracted by deep network contain more
high-level semantic information, while features extracted by shallow network con-
tain more detailed features. As the depth of the network increases, the feature
map becomes more and more abstract, so that the information of the contained
features is less and less, resulting in a decrease in the recognition effect of small
objects. The traditional solution to this problem is to use image pyramids, i.e.
multi-scale training. However, this method is computationally intensive and it
is used by almost all current methods which have achieved good results in clas-
sification and object detection. Therefore, how to enhance the recognition of
multi-scale objects by improving the network structure is a new challenge.

Fig. 3. Multi-feature fusion structure.

The traditional VGG16 model has a single route for feature extraction. It
does not make good use of the feature layer before Conv5-3, so the recognition
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ability for small objects is insufficient. The reason for these is that the pooling
layer filter filters most of the information. In order to make full use of the multi-
layer convolution features and improve the recognition ability of small objects, we
integrate the pooled features from Conv4-3 and Conv3-3. The improved network
structure is shown in Fig. 3. The concat layer splices the feature map and keep
the feature maps’ sizes unchanged, so we have more feature representations.
The batch normalization (BN) and scale are added after each convolution layer.
This operation can improve the speed of training and increase the classification
effect which has been proved in [6]. Through simple network connection changes,
the performance of recognizing small object is improved without substantially
increasing the amount of calculation of the original model.

2.3 Multi-scale ROIAligns

As is known to all, RoIPool [11] is a standard operation for extracting a small
feature map (e.g., 7 × 7 ) from each RoI. RoIPool first quantizes a floating-
number RoI to the discrete granularity of the feature map, this quantized RoI
is then subdivided into spatial bins which are themselves quantized, and finally
feature values covered by each bin are aggregated (usually by max pooling).
Quantization is performed, e.g., on a continuous coordinate x by computing
[x/16 ], where 16 is a feature map stride and [·] is rounding; likewise, quantization
is performed when dividing into bins (e.g., 7 × 7 ). These quantizations introduce
misalignments between the RoI and the extracted features. While this may not
impact classification, which is robust to big objection, it has a large negative
effect on predicting pixel-accurate objection box(for small objects). so we use
ROIAlign, which is proposed in mask rcnn [5] to remove the harsh quantization
of RoIPool, properly aligning the extracted features with the input. As shown in
Fig. 4, ROIAlign avoids any quantization of the RoI boundaries or bins (i.e., it
uses x/16 instead of [x/16 ]). It use bilinear interpolation to compute the exact
values of the input features at four regularly sampled locations in each RoI bin,
and aggregate the result (using max).

The framework after Fast R-CNN [10] has a common problem in the detection
of small objects. That is, the information of the object will be lost badly. For
example, the original 32 × 32 object has only 2 × 2 left to the last layer of the
feature map. The methods proposed to deal with this problem is enlarging the
feature map and utilizing a smaller anchor scale in RPN. The Faster R-CNN
framework does ROIPooling on the feature map with pooled size 7 × 7 for each
RPN proposal. While it is difficult for a single size ROIPooling to catch the
features of different objects scales. Inspired by R2CNN [7], we add two pooled
sizes: 11 × 3 and 3 × 11. The pooled size 3 × 11 is supposed to catch more
horizontal features and help the detection of the horizontal objects whose width
is much larger than its height. The pooled size 11 × 3 is supposed to catch more
vertical features and be useful for vertical objects detection that the height is
much larger than the width. Furthermore, to enhance our model’s robustness
of recognizing objects at small scales, we add a pooled sizes: 11 × 11. And we
use the strategy: adding a new anchor scale and utilizing the anchor scale of



302 T. Zhou et al.

Fig. 4. The dashed grid represents a feature map, the solid lines a RoI (with 7×7 bins
in this example), and the dots the 4 sampling points in each bin. RoIAlign computes
the value of each sampling point by bilinear interpolation from the nearby grid points
on the feature map. No quantization is performed on any coordinates involved in the
RoI, its bins, or the sampling points.

(4,8,16,32 ). R2CNN has confirmed that the adoption of the smaller anchor is
helpful for small objects detection.

With multi-scale ROIAligns, we can pool features extracted at variable scales,
which can improve the accuracy of object detection.

3 How to Improve Accuracy by Adversarial Network

As our detector’s goals is to make our model has robustness to objects with
occlusion, it is a problem how to cover all potential occlusions due to the reason
that some occlusions are rare. Fortunately, an Adversarial Spatial Dropout Net-
work (ASDN) has been proposed by the authors of A Fast RCNN [13]. It can
generate examples of occlusion to train network instead of relying the dataset
or sifting through data to find hard examples, which has demonstrated a good
performance rencently [12].

Fig. 5. Adversarial network architecture combining our network with ASDN. Occlusion
masks are created to generate hard examples for training.

We use F (x ) to represent the original object detector network and X is a
object proposals. The Fc and Fl represent output of class and predicted bounding
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box location respectively. C and L are the ground-truth class for X and its’
spatial location. The original detector loss can be written down as,

EF = Esoftmax(Fc(X), C) + Ebbox(Fl(X), L) (1)

where the first term is the SoftMax loss and the second term is the loss based on
predicted bounding box location and ground truth box location. The adversarial
network can be represented as A(x ), when given a feature X computed on an
image, it generates new adversarial examples which are added to the training
samples. The adversarial network’s purpose is to learn how to predict the feature
on which the detector would fail. The adversarial network is trained via the
following loss function,

EA = −Esoftmax(Fc(A(X)), C) (2)

Therefore, when the detector classify the feature generated by the adversarial
network easily, we get a high loss for the adversarial network. On the other hand,
if after adversarial feature generation it is difficult for the detector to classify,
we get a high loss for the detector and a low loss for the adversarial network.

3.1 Training Detail of Adversarial Spatial Dropout Networkg

Before using ASDN to improve our network, we pre-train it to create occlusions.
During training, we apply stage-wise training [13] as same as A Fast RCNN.
After being pre-trained on multi-label image set, our detector has a sense of the
objects in the dataset, then we train the ASDN by fixing all the layers in our
network.

Fig. 6. (a) Examples of occlusions that are sifted to select the hard occlusions and
used as ground-truth to train the ASDN network (b) Examples of occlusion masks
generated by ASDN network. The black regions are occluded when passed on to our
network.

As is shown in Fig. 5, the adversarial network has the same structure in
convolutional layers, ROIPoolings layer as well as fully connected layers with our
network. The convolutional features for each feature map after the ROIPoolings
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layer are obtained as the inputs for the adversarial network. Given a feature map,
the ASDN will try to generate a mask indicating which parts of the feature to
dropout (assigning zeros) so that the classification of the network will be harder.
The specific process is as follows, given a feature map with size of d × d and
a sliding window with size of d/3× d/3 is applied. The sliding window slides,
overriding the position of the space and deletes the values in all the channels of
the corresponding window, so a new feature vector generates. Based on all the
missing d/3× d/3 windows, it passed all the new feature vectors obtained above
to the Softmax loss layer to calculate the loss and selected the highest one. Then
the window create a single d × d mask (with 1 for the window location and 0 for
the other pixels) for it. The sliding window process is represented by mapping
the window back to the image as Fig. 6(a). In this way, it generates these spatial
masks for n feature maps and gets n pairs of training samples so that ASDN
can generate masks that have high losses. The binary cross entropy loss is used
to train ASDN, the formula is as follows,

E = − 1

n

n∑

p

d∑

i,j

[M̃p
ijAij(X

p) + (1 − M̃p
ij)(1 −Aij(X

p))] (3)

where Aij(Xp) represents the outputs of the ASDN in location (i, j) given input
feature map Xp. The output generated by ASDN is not a binary mask but rather
a continuous heatmap. The ASDN uses importance sampling to select the top
1/3 pixels to mask out. More specifically, given a heatmap, 1/3 pixels out of
them are selected to assign the value 1 and the rest of 2/3 pixels are set to 0.
As is showed in Fig. 6(b), the network starts to recongnize which parts of the
objects are significant for classification. In this case, we use the masks to occlude
these parts to make the classification harder.

3.2 Joint Training

We jointly optimize the pre-trained ASDN and our Robust Faster R-CNN model.
In the joint model, the adversarial network shares the convolutional layers and
ROIPoolings layer with our network and then uses its own separate fully con-
nected layers. The parameters are not shared in ASDN with our network as
the two networks are optimized to do the exact opposite tasks. For training the
RCNN model, we first use the ASDN to generate the masks on the features after
the ROI Poolings layer during the forward propagation, the ASDN generates
binary masks and use them to drop out the values in the features, then forward
the modified features to calculate losses and train our model. Although our fea-
tures are modified, the labels remain the same. So the “harder” and more diverse
examples are created for training our model. For training the ASDN, since the
sampling strategy is applied to convert the heatmap into a binary mask, which
is not differentiable, it cannot directly back-prop the gradients from the classi-
fication loss. Same as A Fast rcnn, only those hard example masks are used as
ground-truth to train the adversarial network by using the same loss as described
in Eq. 3 to compute which binary masks lead to significant drops in Robust Faster
R-CNN classification scores.
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4 Experiment

4.1 Datasets and Evaluation Measures

We evaluate the proposed Robust Faster R-CNN on the PASCAL Visual Object
Detection Challenge (VOC) datasets [1], which are widely used as the bench-
mark for object detection. In this paper, PASCAL VOC 2007 and VOC 2012
are employed for experiments. These two datasets, which contain 9,963 and
22,531 images respectively, are divided into train, val and test subsets. We con-
duct our experiments on the trainval/test splits (5,011/4,952 for VOC 2007 and
11,540/10,991 for VOC 2012). The evaluation metric is Average Precision (AP)
and mean of AP (mAP) complying with the PASCAL challenge protocols.

4.2 Image-fine-tuning

We initializing our network with the parameters from Faster R-CNN trained
on VOC 07+12 trainval. Since we used multi-scale ROIPooling, the dimensions
inputting to the fc6 is changed. So the fully connected layers fc6 is initialized from
zero-mean Gaussian distributions with standard deviations 0.01, and the learning
rate is set to 0.01, and we decrease the learning rates to one tenth of the current
ones after every 20 epoches (60 epoches in all). In the training of our model, the
number of iterations is set to 60 epochs, each epoch has 2000 iterations. Figure 7
shows that the mAP scores on VOC 07+12 begin to convergence after almost
30 epochs’ iteration.

Fig. 7. The changing trend of mAP scores on and VOC 07+12 during I-FT.

4.3 Joint Model Training

After trained on datasets, our network has a sense of the objects, we train ASDN
for 12K iterations. Given the pre-trained ASDN and our improved model, we
train the joint model for 120K iterations. Similar to image-fine-tuning, we adopt
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a discriminating learning rate, which starts with 0.001 and decreases to 0.0001
after 60K iterations. The momentum and the weight decay are set as 0.9 and
0.0005, the same as in the image-fine-tuning step. In the joint model training,
After the ROIPoolings-layer during the forward propagation we first use the
ASDN to generate the masks on the features. The ASDN generates binary masks
and use them to drop out the values in the features, then forward the modified
features to calculate losses and train the Robust Faster R-CNN model. Although
our features are modified, the labels remain the same. So the “harder” and more
diverse examples are created for training the Robust Faster R-CNN model.

4.4 Ablation Experiments

The ablation experiments is designed to evaluate the influence of different anchor
scales and different ROIPooling sizes on object detection. We add a smaller
anchor scale to the original scales (8,16,32) so that the anchor scales become
(4,8,16,32), which would generate 12 anchors in RPN. It is clearly that, the
model Faster RCNN+multi ROIPooling with four pooled sizes (3 × 11, 11 × 3,
7 × 7, 11 × 11 ) is better than Faster RCNN with one pooled size (7 × 7 ). Table 1
reports results of several models on VOC 2007 test set. Compared with the
model with ROIAligns and feature fusion layer, we can find that the model with
ASDN obtains a significant improvements of 2.3%, reflecting the effectiveness of
ASDN. Besides, we consider the impact of pooled size (11 × 11 ). We give the
results of the model with three pooled sizes (3 × 11, 11 × 3, 7 × 7 ) layer and
four pooled sizes (3 × 11, 11 × 3, 7 × 7, 11 × 11 ). It shows that the improved
network structure through the pooled size (11 × 11 ) is superior to the three
pooled size structure with 0.3% increase. And the (3 × 11, 11 × 3, 7 × 7 ) have
a significant increase of 0.6% than the single pooled size (7 × 7 ). This is mainly
because with additional pooled sizes (11 × 11 ) can partially catch the objects
with smaller regions in VOC dataset. And the results present the effectiveness
of multi-feature fusion and ROIAligns, with an promotion of 0.4% and 0.3%
respectively.

Table 1. Comparing the results under different settings on VOC 2007 test set.

Approach Anchor scales Pooled sizes mAP

Faster RCNN (FRCN) (8,16,32) 7 × 7 73.2

Faster RCNN (4,8,16,32) 7× 7 73.3

FRCN+multi ROIPooling (4,8,16,32) 3× 11, 11× 3, 7× 7 73.9

FRCN+ASDN (8,16,32) 7× 7 75.6

FRCN+multi ROIPooling (4,8,16,32) 3× 11, 11× 3, 7× 7, 11× 11 74.2

FRCN+multi ROIAligns (4,8,16,32) 3× 11, 11× 3, 7× 7, 11× 11 74.6

FRCN+multi ROIAligns+ASDN (4,8,16,32) 3× 11, 11× 3, 7× 7, 11× 11 76.8

FRCN+feature fusion+multi ROIAligns (I-FT) (4,8,16,32) 3× 11, 11× 3, 7× 7, 11× 11 74.8

FRCN+feature fusion+multi ROIAlign+ASDN (4,8,16,32) 3× 11, 11× 3, 7× 7, 11× 11 77.1
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4.5 Results

Tables 2 and 3 reports the experimental results compared with the state-of-the-
art approaches on VOC 2007 test set and VOC 2012 test set. It is noticeable
that our model is significantly better than the benchmark, Faster R-CNN, and
the detection accuracy for small objects is significantly improved, such as bot-
tle and plant. Although the map is lower than the state-of-the-art approach
RON in VOC 2007, it is also 3.9% better than Faster R-CNN, which proves the
effectiveness of our innovation.

Table 2. Detection results on Pascal VOC 2007 test set, comparing with other
approaches.

Faster R-CNN A-Fast-RCNN SSD RON I-FT (I-FT+ASDN) Ours

aero 76.5 75.7 79.8 86.0 79.0 79.8

bike 79.0 83.6 79.5 82.5 82.1 84.3

bird 70.9 68.4 74.5 76.9 74.3 76.0

boat 65.5 58.0 63.4 69.1 65.4 68.0

blt 52.1 44.7 51.9 59.2 56.3 57.2

bus 83.1 81.9 84.9 86.2 85.6 87.2

car 84.7 80.4 85.6 85.5 85.6 88.0

cat 86.4 86.3 87.2 87.2 86.7 88.7

chair 52.0 53.7 56.6 59.9 52.8 58.9

cow 81.9 76.1 80.1 81.4 81.8 84.4

tabel 65.7 72.5 70.0 73.3 67.9 71.3

dog 84.8 82.6 85.4 85.9 85.7 86.9

hrs 84.6 83.9 84.9 86.8 87.0 90.8

mbk 77.5 77.1 80.9 82.2 81.6 83.2

per 76.7 73.1 78.2 79.6 82.9 81.6

plant 38.8 38.1 49.0 52.4 39.8 43.4

shp 73.6 70.0 78.4 78.2 75.1 77.2

sofa 73.9 69.7 72.4 76.0 74.8 77.0

train 83.0 78.8 84.6 86.2 84.4 85.2

tv 72.6 73.1 75.5 78.0 75.4 77.5

mAP 73.2 71.4 75.1 77.6 74.8 77.1

From the two tables we can see that our model trained during Image-fine-
tuning (I-FT) with the pooled sizes of (3 × 11, 11 × 3, 7 × 7, 11 × 11) has a
better result than Faster R-CNN model, which confirms feasibility of our multi-
scale ROIAligns. It is also clearly that the model combing with ASDN has a
significant improvement than the model during the Image-fine-tuning (I-FT) on
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Table 3. Detection results on Pascal VOC 2012 test set, comparing with other
approaches.

Faster R-CNN A-Fast-RCNN SSD RON I-FT (I-FT+ASDN) Ours

aero 84.9 82.2 84.9 86.5 86.8 87.0

bike 79.8 75.6 82.6 82.9 81.9 83.5

bird 74.3 69.2 74.4 76.6 77.6 78.9

boat 53.9 52.0 55.8 60.9 57.2 60.1

blt 49.8 47.2 50.0 55.8 55.1 57.2

bus 77.5 76.3 80.3 81.7 80.4 83.2

car 75.9 71.2 78.9 80.2 76.4 80.5

cat 88.5 88.5 88.8 91.1 89.5 90.2

chair 45.6 46.8 53.7 57.3 47.6 50.9

cow 77.1 74.0 76.8 81.1 80.6 82.4

tabel 55.3 58.1 59.4 60.4 60.7 61.3

dog 86.9 85.6 87.6 87.2 88.5 89.9

hrs 81.7 80.3 83.7 84.8 84.8 89.8

mbk 80.9 80.5 82.6 84.9 82.4 82.8

per 79.6 74.7 81.4 81.7 84.7 86.6

plant 40.1 41.5 47.2 51.9 40.6 47.4

shp 72.6 70.4 75.5 79.1 73.9 74.2

sofa 60.9 62.2 65.6 68.6 61.6 70.0

train 81.2 77.4 84.3 84.1 84.7 86.2

tv 61.5 67.0 68.1 70.3 62.2 69.9

mAP 70.4 69.0 73.1 75.4 72.8 75.6

image set which proved the effectiveness of ASDN. Figure 8 shows some exam-
ples of results on Pascal VOC 2007 and Pascal VOC 2012. It is evident that
Robust Faster R-CNN can recognize the objects with different scales and can
predict their locations well, especially like plane, bird and people. This is because
these objects usually have different sizes and aspect ratios. We can also see the
robustness of our approach to occlusions, such as car, plant and people which
often with occlusions.

Detection speed is an important index for evaluating the performance of an
object detection model. We compare the Robust Faster R-CNN with Faster R-
CNN on PASCAL VOC 2007. We collected each detection time of the model, and
averaged all detection times. The detection speed of Robust Faster R-CNN is
about 252 ms per image, while the figure for Faster R-CNN is 200 ms. Although
the running time is a bit longer, it is an expected result, as Robust Faster R-
CNN consumes more time than Faster R-CNN in feature extraction in Multi



Robust Faster R-CNN 309

Fig. 8. Selected examples of object detection results on the PASCAL VOC 2007 and
VOC 2012.

ROIAligns. The difference between 200 ms and 252 ms is little, so it still meets
the requirements of real-time detection of target.

5 Conclusion

In this paper, we present a Robust Faster R-CNN, an effective object detection
framework for detecting objects with occlusion and objects with different scales.
The multi-ROIAligns as well as multi-feature fusion are used to learn semantic
multi-scale feature representation, which makes our model invariant to objects
with different sizes and width-height aspect ratios like people, cars and planes.
And the ASDN is combined with our network to form the adversarial network to
generate occlusion training samples, which makes the model robust to occlusions.
In comparison with many state-of-the-art approaches, experimental results show
that our approach has a significant increase in accuracy on PASCAL VOC 2012
and PASCAL VOC 2007, and the detection speed is not significantly reduced.
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Abstract. Short text representation (STR) has attracted increasing interests
recently with the rapid growth of Web and social media data existing in short
text form. In this paper, we present a new method using an improved semantic
feature space mapping to effectively represent short texts. Firstly, semantic
clustering of terms is performed based on statistical analysis and word2vec, and
the semantic feature space can then be represented via the cluster center. Then,
the context information of terms is integrated with the semantic feature space,
based on which three improved similarity calculation methods are established.
Thereafter the text mapping matrix is constructed for short text representation
learning. Experiments on both Chinese and English test collections show that
the proposed method can well reflect the semantic information of short texts and
represent the short texts reasonably and effectively.

Keywords: Semantic feature space � Similarity computation �
Text mapping matrix � Short text representation

1 Introduction

With the rapid development of technology, an increasing number of short texts have
been generated including search result snippets, forum titles, image or video titles,
tweets, microblogs and so on. However, unlike normal texts, short texts do not provide
enough contextual information, the data sparsity problem is easily encountered [1].
Directly applying the traditional methods based on bag-of-words (BOW) model is not
satisfactory, as BOW model ignores the order and semantic relations between terms.
Therefore, how to acquire effective representations of short texts has been an active
research issue.

Various methods have been proposed to deal with the sparseness issue. They can be
divided into two broad categories: knowledge-based and corpus-based. The former is to
import external information such as WordNet, Probase, or other user constructed
knowledge bases peripheral information sources to enrich the representations of short
texts. Some noticeable works include: Piao et al. [2] employ synsets from WordNet and
concepts from DBpedia for representing user interests. Moreover, existing research
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have shown that Probase consists of millions of concepts, which explicitly model the
context of semantic relationships. Li et al. [3] propose an efficient and effective
approach for semantic similarity using a large scale probabilistic semantic network,
known as Probase. In [4], the authors propose a Wikitop system to automatically
generate topic trees from the input text by performing hierarchical classification using
the Wikipedia Category Network. In addition, short texts can be mapped to a semantic
space learned from a set of common repositories, with the new representation in this
semantic space being a combination of source information and external information.

However, these external knowledge-enhanced methods are mostly domain-based,
which limits short text representation. Though better performance can be obtained, the
performance heavily relies on the amount and quality of outer or additional information.
In the opposite direction of knowledge-based approaches, a large number of corpus-
based methods have been proposed. Adopting corpus-based methods have several
advantages: carefully selected external data are not required, meanwhile, when the
amount of data is large, the process of finding relevant information is more efficient. For
example, Shen et al. [5] point out that SetExpan method can deal with noisy context
features derived from free-text corpora, which may lead to entity intrusion and semantic
drifting. In [6], Wang designs a new system for knowledge bases containing incomplete
and uncertain information due to limitations of information sources and human
knowledge. Besides, Mikolov et al. [7] presented word2vec representation model to
encode word knowledge and achieved significant results for text representation.

In this work, we propose an effectively representing short text method using the
improved semantic feature space mapping (i.e., SFSM). Firstly, semantic clustering of
terms is performed based on statistical analysis and word2vec, and the semantic feature
space can then be represented via the cluster center. Secondly, the context information
is integrated via the semantic feature space, then three kinds of similarity calculation
methods are established. Finally, the text mapping matrix is constructed to project the
raw short text vectors into a common low-dimensional semantic feature vector space.

The rest of this paper is organized as follows: Sect. 2 shows the construction of
semantic feature space. Section 3 proposes the short text representation method based
on the improved semantic feature space mapping. Section 4 demonstrates the experi-
mental results on both Chinese and English test collections. Finally, conclusion and
future work are described in Sect. 5.

2 Semantic Feature Space Construction

In this section, first of all, we develop a semantic similarity calculation method between
terms, which is taken as the initial similarity for further processing, and then illustrate
the process of the construction of the semantic feature space, which can be considered
for converting the raw short text snippets into modeled vectors.

2.1 Calculation of Initial Similarity

The initial similarity between terms determines the performance of the clustering
results, we combine statistical analysis and deep learning approach to calculate the
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initial similarity between two terms. From the perspective of statistical analysis, we
mainly consider mutual information and co-occurrence; and in terms of deep learning
aspect, words embedding are adopted. Finally, the initial similarity between the terms is
obtained by synthesizing the above two aspects.

Statistical Analysis Aspects. It is believed that the larger the MI value between terms,
the more information they share and the greater the similarity. Thus, mutual infor-
mation can be used to measure the similarity between two terms.

Let D = {d1,d2,…, dm} be the short text corpus, where m is the number of texts in
D. T = {t1,t2,…, tn} denotes the vocabulary of D, where n is the number of unique
terms in D. We apply the normalized mutual information (NMI) [8] NMI(t1,t2) to
measure the similarity between term t1 and t2 as follows.

Furthermore, we also introduce the co-occurrence distribution [9] of terms to cal-
culate the similarity between terms. In detail, a term ti is presented by a term co-
occurrence vector [cor(t1,t2),…, cor(t1,tn)]. Formally, the co-occurrence distribution of
the term t1 is as follows:

coðt1Þ ¼ ½corðt1; t1Þ; corðt1; t2Þ; . . .; corðt1; tnÞ�

Where cor(t1,tn) is decided by the co-occurrence of terms t1 and tn. In this work, we
apply the method in [10] to calculate cor(t1,tn).

Then, the mutual information and the co-occurrence are in targeted to calculate the
statistical similarity sim(t1,t2), which is formalized as:

simðt1; t2Þ ¼ 1
2
NMIðt1; t2Þþ 1

2
coðt1; t2Þ ð1Þ

where co(t1,t2) is the co-occurrence similarity between the vector t1 and t2, i.e. cosine
similarity between co(t1) and co(t2). And the mutual information between terms is
considered as equally important as co-occurrence in our method.

Deep Learning Aspects. In recent years, several deep learning based approaches have
been found to be promising for compute terms similarity. Among them, Word2vec
models have been proven to be highly efficient in finding words embedding templates
and uncover various semantic and syntactic relationships. Mikolov et al. [7] showed
that such words embedding have the capability to capture linguistic regularities and
patterns. In this paper, we use CBOW model to acquire the vector representation of the
term ti, i.e., V(ti) = Word2vec(ti). Ultimately, the initial similarity can be obtained from
these two aspects as follows:

S0ðt1; t2Þ ¼ ksimðt1; t2Þþ ð1� kÞVðt1; t2Þ ð2Þ

Where k � [0,1] determines the relative importance of statistical and deep learning
aspects. It is worth noting that the cosine similarity computation method is adopted to
calculate the similarity between words embedding vectors.
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2.2 The Construction of Semantic Feature Space

Ideally, using feature selection would make it possible to choose a feature subset from
the original feature set, which best represents the semantic concepts. In our work, we
develop an effective semantic feature space consisting of terms with small semantic gap
and high distinguishing ability. The key idea is to aggregate terms with higher simi-
larity as a cluster, then the most centrally located term in each cluster is chosen as the
representative to form the semantic feature space, which can be used to convert the
original sparse and noisy short text to the low dimension and semantically richer
feature space.

In this section, the modified k-Medoids [11] algorithm is performed to cluster
terms. Good initial centers are essential for the success of partitioning clustering
algorithms. Instead of using random initial centers, we identify good initial centers
incrementally by a refined method from Moore [12]. The first medoid is randomly
selected among all terms. Then we select the point that has the maximum of the
minimum of the distances from each of the existing medoids to be the next medoid, i.e.,

M0 ¼ ftjjmax
tj

fmin
i
fdsemðmi; tjÞ[ agg; tj 2 T ;mi 2 M0g ð3Þ

Where, dsem(mi,tj) is the distance between mi and tj, which equals to 1 − S0(mi,tj), tj
is the j-th candidate term, mi is the i-th medoid of existing medoids, and a is the
threshold in the limit of initial medoid count. This process continues until we do not
find any medoids satisfying (3). In the end, we get the initial M0 ¼ fm0

1;m
0
2; . . .;m

0
kg. It

is worth noting that the larger the threshold of a, the small the value of k.
With k medoids in the t-th iteration, each term ti ε T is assigned to its closest

medoid m* ε Mt= {m1
t ,…,mk

t }. The convergence condition is that the difference
between the two adjacent clustering results less than threshold b or reaches the pre-
determined iteration number.

Where wij ε {0,1},
Pk

i¼1 wij ¼ 1; 0 <
Pk

i¼1 wij\n, k(<n) is a known number of
class centers, n is the count of objects to cluster. W = [wij] is a k � n binary matrix,
M = [m1,m2,…,mk] is a set of cluster medoids and mi is the i-th cluster medoid.

According to the above processing of k-Medoids, we can get k clusters for all given
T, i.e. K = {K1,K2,…,Kk}, and the semantic feature space can then be represented via
the cluster center, formalized as FS(m1, m2,…,mk).

3 Short Text Representation Based on Semantic Feature
Space Mapping

In this section, we define the context of terms based on k clusters and develop three
similarity calculation methods, namely max, average, and weighted similarity. There-
after the text mapping matrix is constructed for short text representation learning.
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3.1 Context-Based Similarity Calculation Methods

In general, co-occurred terms provide strong and consistent clues to the sense of a
target term. The context of a term is thus obtained according to its co-occurrence
relation with other terms in the whole short text D. The context of ti in the short text
D is defined as:

contextðtiÞ ¼ ftjjti 2 ds; tj 2 ds; s 2 1; 2. . .;m; 1� j� ng ð4Þ

The intersection of t1 and t2 with each cluster in the feature space, namely Kt1 and
Kt2, is formally defined as follows:

Kt1 ¼ fxjx ¼ Ki \ contextðt1Þ; 8Ki 2 K \ x 6¼ ;g ð5Þ

Kt2 ¼ fyjy ¼ Ki \ contextðt2Þ; 8Ki 2 K \ y 6¼ ;g ð6Þ

It is worth noting that the three similarity calculation methods are the similarity
between the sets. To be specific, the similarity between two sets is the average simi-
larity between its corresponding elements in the set. Three improved similarity cal-
culation methods are defined as follows:

Definition 1 (Max similarity). Given terms t1 and t2, the max similarity between t1
and t2 is as:

S1ðt1; t2Þ ¼ Maxx2Kt1 ;y2Kt2
fFðx; yÞg ð7Þ

Where F(.) is the relation strength function, and cosine similarity is introduced to
quantify the similarity between x and y. The max similarity function tends to select
smaller clusters because it is easier for small clusters to look similar by the cosine
similarity and hence dominate the Max similarity score.

Definition 2 (Average similarity). Given terms t1 and t2, the average similarity
between t1 and t2 is as follows:

S2ðt1; t2Þ ¼
P

x2kt1 ;y2Kt2
Fðx; yÞ

jKt1 j � jKt2 j
ð8Þ

Definition 3 (Weighted similarity). Given terms t1 and t2, the weighted similarity of
the set is calculated on Kt1 and Kt2 as the weighted similarity as follows:

S3ðt1; t2Þ ¼
X

x2Kt1

Wx

X
y2Kt2

WyFðx; yÞ ð9Þ

Where Wx ¼ wxP
z2Kt1

wz
, Wy ¼ wyP

z2Kt2
wz
. The corresponding value vector of x (or y)

indicates the average value of the set similarity for t1 (or t2) and each context in Kt1 (or
Kt2). We can utilize Eq. (2) to obtain the value of wx, then normalize the weights of
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elements x and y.Wx andWy reflect the importance of element x and y on t1 and t2 in Kt1

and Kt2 respectively.

3.2 Short Text Representation

The vector space model is adopted to represent short text, and each short text d is
considered to be a vector, in which each term is associated with a weight indicating its
importance. However, the main weakness of this term-vector representation is that
different but semantically related terms are not matched and the dimension is always
high.

Our goal is to construct a projection matrix that maps the corresponding term-
vectors into a low-dimensional semantic feature space such that similar short texts are
close when projected into this space. The text mapping matrix is constructed based on
three improved similarity calculation methods. In the end, the text mapping matrix is
used to map the short text vectors into the new feature space.

In particular, for an original short text which consists of l terms dorg= (t1,t2,…,tl),
we employ the TF-IDF term weighting model, in which the short text snippet dorg is
represented as Vorg:

Vorg ¼ wt1 ;wt2 ; . . .;wti ; . . .;wtl½ � ð10Þ

In the refined approaches, all the features terms in the semantic feature space FS
and all the terms of original text are considered to construct a text mapping matrix
M. Each entry Sij reflects the semantic proximity between terms ti and tj. Then, the
refined short text semantic mapping vector Vref can be obtained via the multiplication
of Vorg and the mapping matrix M:

Vref¼Vorg �M ¼
wt1
wt2

..

.

wtl

2
6664

3
7775

T

�
S1;m1 S1;m2 . . . S1;mk

S2;m1 S2;m2 . . . S2;mk

..

. ..
. . .

. ..
.

Sl;m1 Sl;m2 . . . Sl;mk

2
6664

3
7775 ð11Þ

Where Si;mi can be calculated according to the Eq. (7), (8) or (9). Thence, our
method has three variants of SFSM-MS, SFSM-AS, and SFSM-WS, which correspond
to max, average, and weighted similarity methods, respectively.

Therefore, after mapping, each short text is represented by a less sparse and low
dimensional vector that has non-zero entries for all terms that are semantically similar
to those that appear in the semantic feature space.

4 Experiments and Results Analysis

In this section, we first give the experimental setup and some parameter analyses in
Sects. 4.1 and 4.2, and then compare our approaches with baselines methods on both
Chinese and English data sets in Sect. 4.3.
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4.1 Experimental Setup

For the purpose of evaluating the performance of our algorithm, we carry out exper-
iments on both Chinese and English test collections, respectively. We adopt 10 classes
obtained from DBLP [10], with 1000 paper titles obtained from CCF recommended list
in Rank A and B as English data sets. Besides, we select 10 categories from the Sogou
corpus as Chinese data sets. For each category, 1000 news abstracts are selected as
experimental data. A series of preprocessing works on both data sets including data de-
noising, stop words removal, and for Chinese data set, we utilized ICTCLAS [13], a
Chinese text segmentation tool, as the tokenizer for the task of text segmentation to
acquire the vocabulary.

To evaluate the performance of our algorithm and compare it with other short text
presentation algorithms in a fair and reasonable way, we set up our experimental study
as follows.

(1) The proposed algorithm is compared with two different types of representative
short text presentation algorithms. They are (i) the traditional TF-IDF [5] short
text representation method, (ii) leveraging term co-occurrence distance and strong
classification features for short representation method, i.e., CDCFS [10],
respectively.
The traditional TF-IDF representation method has been widely used because it is
simple, but it completely ignores the order of terms. In contrast, the CDCFS
representation method which leveraging term co-occurrence distance and strong
classification features, so the effect is improved, but this method fails to consider
the context information of the terms.

(2) Two different types of classification algorithms KNN and SVM are employed to
classify data sets. Existing short text classification work suggests that most of the
term-weighting schemes shows its best performance in the range of 20–45.
Therefore, we parameterize k-NN by choosing different value k in this range and
demonstrated the best performance using optimal k. As for the SVM algorithm,
we use the linear kernel functions and implement it on the libsvm tool, the other
parameters of SVM are set to their default values. We then take 5-fold cross-
validation to show the effectiveness of our method.

(3) When evaluating the performance of the short text classification algorithms, we
use the MacroF1 and MacroP [14] as the evaluation of metrics.

4.2 Parameters Analysis

In this subsection, we describe some experiments on three important parameters (i.e., k,
a, b) involved in our method. From previous analysis, we know that the parameter k
controls the importance of mutual information and co-occurrence, the parameter a is
related to the number of the initial class centers, and the parameter b is a clustering
termination threshold. Because of the limitation of the paper, we only show the results
of SFSM-WS method on SVM.
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Figure 1 reports the values of MacroF1 on two data sets varying with the parameter
k from 0 to 1 with a 0.1 step. We observe that as the value of k increase, the MacroF1
rapidly increases up to the peaks (in the case of k = 0.5), and then decreasing con-
tinuously. Besides, from Eq. (2) we know that when k = 0, it means that only the
mutual information between the terms is considered; likewise, when k = 1, only the
word co-occurrence is considered. Thus, we set k = 0.5 as the optimal experimental
parameter.

As is shown in Fig. 2, with the increase of a, the number of initial class centers
increases on both data sets. We note that when a = 0.6, the initial class center number
is exactly the same as the predefined class number. Therefore, we set a = 0.6 as the
best experimental parameter.

0.3

0.35

0.4

0.45

0.5

0.55

0.6

0.65

0.7

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

M
ac

ro
F1

λ

DBLP Sogou

Fig. 1. MacroF1 varying with the parameter k

0

2

4

6

8

10

12

14

16

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Th
e 

nu
m

be
r o

f i
ni

tia
l c

la
ss

 c
en

te
rs

α

DBLP Sogou

Fig. 2. The impact of a on the number of initial class centers

318 T. Tuo et al.



To find the best threshold value b, we can observe the relationship between
parameter b and MacroF1 in classification algorithm, that is to say, when MacroF1
achieves its maximum value (similarity effect is the best), the value of b will be the
best. In Fig. 3, we set the parameter b varying from 0 to 1 in steps of 0.1 on two data
sets. With the increase of the parameter b, the value of MacroF1 will increase and then
arrive its peak (in the case of b = 0.4), so b = 0.4 is selected as the optimal experi-
mental parameter.

4.3 Experimental Results and Analysis

In this section, we aim to observe the effectiveness of our approaches comparing with
the two baseline methods on SVM and KNN.

To evaluate the differences between our method and baseline method performance,
we perform 5-fold cross-validation on both DBLP and Sogou data sets. The results of
the MacroP and the MacroF1 are as follows: Firstly, in all cases, we can see that our
methods performed significantly better than the baseline methods. Furthermore, we find
that the experimental results on KNN and SVM have slight difference, which also
demonstrates that the proposed representation method is insensitive to the classification
algorithm and has good robustness.

Secondly, from the experimental results, we can clearly see that the values of
MacroP and MacroF1 in SFSM-MS, SFSM-AS, and SFSM-WS, have reached more
than 50%. At the same time, the values of MacroF1 in SFSM-WS are better than
SFSM-MS and SFSM-AS on both data sets, the reason can be derived from Eq. (9).

Again, it can be seen from the Fig. 4 (a) to (d), our most advanced approaches,
SFSM, leads the competition against the peers by large margins in two data sets,
especially in DBLP data sets. The classification results of the five different methods can
be roughly divided into three levels. The worst performance is the traditional TF-IDF
method, which is actually due to the TF-IDF model completely ignores the order of
terms. Then we can see that the CDCFS method is significantly improved compared to
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TF-IDF, and the MacroP and the MacroF1 values can reach to 40%. Even in this case,
our approaches is still significantly better than the CDCFS approach.

In conclusion, the results of these experiments demonstrate that introducing the
term contexts is beneficial to improve semantic feature space, thereby improving the
short text representation ability.

5 Conclusion

In this paper, we present a new method using an improved semantic feature space
mapping to effectively represent short texts. We achieve this in terms of a three-step
procedure: firstly, semantic clustering of terms is performed based on the mutual
information and co-occurrence between terms, and the semantic feature space can then
be represented via the cluster center. Then, the context information is integrated via the
semantic feature space. On this basis, three improved similarity calculation methods are
established. Thereafter the text mapping matrix is constructed for short text represen-
tation learning. Experiments on both Chinese and English data sets show that our
method is efficient to be applied on large scale data sets.
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In the future, we will further improve our work, mainly considering parameter
optimization and combining deep learning techniques, to provide more contextual
semantic information for terms to effectively represent short texts.
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Abstract. Community detection algorithms have essential applications for
character statistics in complex network which could contribute to the study of
the real network, such as the online social network and the logistics distribution
network. But traditional community detection algorithms could not handle the
significant characteristic of directionality in real network for only concentrating
on undirected network. Based on Information Transfer Probability method of
classic Probabilistic Graphical Model (PGM) theory from Turing Award Owner
Pearl, we propose an efficient local directed community detection method named
Information Transfer Gain (ITG) from basic information transfer triangles which
composed the core structure of community. Then, aiming at processing the large
scale directed social network with high efficiency, we propose the scalable and
distributed algorithm of Distributed Information Transfer Gain (DITG) based on
GraphX model in Spark. Finally, with extensive experiment on directed artificial
network dataset and real social network dataset, we prove that our algorithm
have good precision and efficiency in distributed environment compared with
some classical directed detection algorithms such as FastGN, OSLOM and
Infomap.

Keywords: Distributed computing � Directed community detection �
Information transfer gain � Probabilistic graphical mode � Scalable algorithm

1 Introduction

Social network is one of the most important complex networks on the internet and in
the last decade it has become into a very huge network connecting people around the
world. The form of social networks is diverse, like the Twitter network which is a
directed following relationship network and the Facebook network which is an undi-
rected friend network. But the traditional community detection algorithms always focus
on analysing undirected social network while the community detection on directed
networks is becoming a gigantic challenge at present. In this paper, in order to promote
the algorithm running efficiency and accuracy, starting from the basic triple structure of
directed community basing on Probabilistic Graphical Model (PGM) theory [1], we
propose a new directed community detection algorithm ITG modeling on the directed
information transfer process to detect communities precisely in directed networks.
Furthermore, in order to handle large scale network data, we develop the parallelized
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version of ITG and name it Distributed Information Transfer Gain (DITG) algorithm
which can be deployed in distributed system with clustering depended time-consuming
and acceptable precision. The implementation of DITG is constructed on Spark
architecture and GraphX graph architecture. The visualization of the partition result of
ITG algorithm implementation is designed as support software to demonstrate the
vertex cluster and its densely connected community. Some open-source libraries are
used to get a clearer interface. Finally, from the supported visualization result and
comparison result of experiment, we achieve the precision and efficiency of ITG
algorithm in distributed environment.

Section 2 demonstrates related work of directed community detection algorithm.
Section 3 gives the details of Distributed Architecture of designing and implementation
of our DITG algorithm. Section 4 shows the result of visualization and comparison
result of DITG algorithm in distributed environment with other classic algorithms
mentioned in Sect. 2. Section 5 gives the conclusion and further work.

2 Related Work

Directed Community Detection (DCD) is the algorithm to solve the problem in com-
plex network that to find significant vertex groups as the communities which has same
attributes or strong connection with each other. The connection shows the information
transfer between the focus vertex and its neighbors. The classification of related
directed community detection has two main types, which are density-based and pattern-
based [2, 20–24]. In this paper, our main focus is on density-based type in order to fit
the real truth that the social network considers the density as the community attributes
mainly.

In 2004, Newman [3] put forward an algorithm FastGN (FN) which is based on
module degree optimization. This algorithm makes use of the Q value gain of each
edge exchanging among different communities to find the direction of optimal module
degree. And then Newman and Clauset proposed the CNM algorithm [4] based on heap
structure to improve FastGN. Complexity of CNM is nearly linear to network scale in
large-scale networks.

In 2006, Pons proposed the random walk community detection algorithm Walktrap
[5], which was based on the similarity of nodes in large-scale networks. By using the
definition of Euclidean distance for the distance among different communities, it has
good time complexity.

In 2007, Raghvan improved LPA by providing the RAK algorithm [6], which was
based on community detection operation with an approximate linear direct ratio when
network scale increased. Through the predefined target function, it simplifies the
complexity of LPA (Label Propagation Algorithm) and uses network structure as a
guide to detect community structure. However, RAK algorithm has some special
drawbacks in benchmark networks experiments, and it needs improvement.

In 2008, Rosvall [8] summarized the introduction of random walk based commu-
nity detection algorithm in details and set up a model for the probability of information
owing in different nodes by using information entropy function in Information Theory

PGM Based Highly Scalable Directed Community Detection Algorithm 323



and put forward the Infomap algorithm. On the LFR [9] standard dataset, the Infomap
algorithm has been proven to better perform than some overlapping community
detection algorithms [7, 10, 11, 16, 18].

In 2011, Radicchi [12] proposed a measuring function which used Q value based
on Significance function as detection conformity and put forward Order Statistics Local
Optimization Method (OSLOM). OSLOM algorithm is the best algorithm for com-
munity detection in directed weighting edges networks. In 2014, Prat-Pérez [13] pro-
posed a Scalable Community Detection (SCD) algorithm which is aimed for
constructing the target function of undirected community detection algorithm to opti-
mize the target function in iterations. The calculation of the target function Weighted
Community Clustering (WCC) is consists of some parameters that can be paralleled. It
used paralleling thread to do the implementation of SCD algorithm.

However, all the algorithms above do not focus on directed large-scale networks for
directed community detection and have some drawbacks, it is necessary to construct a
more efficient and parallel algorithm to achieve promotion.

In 2017, we proposed a model of directed vertex clustering coefficient named
Information Transfer Gain (ITG) to construct new directed community detection
algorithm [26, 27]. Our algorithm has two main steps which are initial partition and
partition refinement. Figure 1 shows the algorithm structure of our ITG algorithm. One

Fig. 1. Local structure of ITG algorithm (ITG coe = ITG coefficient)
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of the sub-steps in the algorithm has the time-consuming calculation. By researching on
the algorithm calculation details, we found that it can be parallelized into distributed
system. In this paper, we proposed the distributed framework of ITG algorithm to
promotion algorithm running time and efficiency.

3 Distributed Architecture

3.1 Distributed Framework Selection

(1) Spark
Spark is a new cluster computing framework which supports allocations with working
sets while providing similar scalability and fault tolerance properties to MapReduce
[15]. The key technology to handle abstracted computing resource of Spark is Resilient
Distributed Dataset (RDD). RDD is designed to manage the actual resource located in
different clusters to reduce time in reading disk file data. It has made great promotion to
MapReduce in distributed memory management mechanism.

(2) GraphX
GraphX is a distributed graph computation framework which unifies graph-parallel and
data-parallel computation in a single system [17]. GraphX has plenty of advancing
characteristics such as GraphX Data Model, operators of graph, graph-cut for storage in
Spark environment and so on. In this paper, we focus on the point of the operators of
vertex parallel-computing and edge parallel-computing. The details of the two parallel-
computing modes can be found in Sect. 3.2.

3.2 Distributed ITG Framework

Our graph structure in GraphX framework is composed of vertex RDD and edge RDD.
These two RDDs have the pre-defined operations provided by GraphX for application
design. To implement the directed community detection algorithm, we study deep into
the source code of GraphX.

GraphX has different data organization methods in vertex and edge data organi-
zation from local graph implementation. To fit the Spark data organization method,
graph of GraphX will not be stored in a single cluster, but stored in multiple clusters in
sub graphs which is the cut version of the whole graph both the vertex table and edge
table. Due to the possible information loss in single cluster, the routing table is also
stored by each cluster. The corresponding triple in our proposed DITG algorithm is a
distributed structure stored in different clusters obviously. So we chose the vertex
parallel-computing and edge parallel-computing [17] to make efficiency promotion
which can be found in Figs. 2 and 3.
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The vertex parallel-computing is a straightforward approach of traditional graph
operations. It regards vertex set as the RDD object and does graph operations like RDD
operations to get the result. While the edge parallel-computing is using triple as the
basic computing target, it uses the triple to get the idea of map operation of edges,
reduce operation of vertex. To do a graph operation with edge parallel computing, the
data will be the parameters in map operation of triples. The triple will be mapped to
data with edge scope and send the result to the source or destination vertex to do
following reduce operation.

3.3 Parallelized Computing Function Units

In distributed designing of ITG algorithm, the following parts require parallelized
computing to promote algorithm running speed. The subsections will show the details
of those parts with their parallel-computing mode.

(1) Initial Community Partition by ITG
In this part, the main task is to find the ITG coefficient of each vertex. The straight
forward consideration is to do vertex parallel-computing and count the corresponding
triple and triangle structure of the vertex and aggregate the weighted number with the
ITG coefficient calculation formula. The information transfer gain clustering coefficient
(ITGC) of node in a directed network can be found in Formula (1) as follows:

Fig. 2. Vertex routing edge tables

Fig. 3. Vertex, edge and triple model
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ITGCi ¼
P15

t¼1
ITGi triangleðtÞ � NumberðtÞ

P6

t0¼1
ITGi tripleðt0Þ � Numberðt0Þ

ð1Þ

ITGCi is the ITG value of node i in a directed network.
P15

t¼1
ITGi triangleðtÞ �

NumberðtÞ is the weighted number of triangles which use node i as the top vertex (i.e.,
the information transfer source node), and its weight is the ITG (information transfer
gain) contribution ITGi triangleðtÞ from the 15 different types of weighted triangles

multiplied by its counted number Number(t).
P6

t0¼1
ITGi tripleðt0Þ � Numberðt0Þ is the

weighted number of the triples using node i as the top vertex; its weight is the weighted
sum of the six ITGi tripleðt0Þ values of different types of triples multiplied by its counted
number Number(t′).

But in a practical manner, this approach of ITG coefficient calculation is not
available in GraphX framework because of its data store method. The count of the two
structures (Part. 1 and Part. 2) in Fig. 2 is so difficult to do the simple operation in
independent calculation. So we process this task by using edge parallel-computing with
two different types of edge function in Fig. 4 to promote efficiency.

Triple structure edge function has the edge context which is the developed version
of triple as the input. The context has the information of the focus edge and the two
end-points of the vertices. It has the neighbor sets of the source and destination vertex
classified by the edge direction from the neighbor to these two vertices which are SrcIn
set, SrcOut set, DstIn set and DstOut set. These sets form the basic relationship of the
focus edge and the two end-point vertices. To construct the ITG coefficient of source
vertex and destination vertex, there is also a generated set Src/DstBi set to represent the
set of neighbors that has bidirectional edge with Src/Dst vertex. Moreover, we count all
different arrangements with different Src/Dst set and the focus edge type as the triple

Fig. 4. Edge function operating model
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result in one triple for one vertex. The next calculation is the reduce part focus on
vertices.

Each vertex will get the map result from the message sent by the triple as source
vertex or destination vertex. And if the focus edge is bidirectional, it will be calculated
twice for the two directions. Table 1 shows the repeated times of all triple structure in
Fig. 10.

The triangle count is similar to triple count but still has two differences. One is the
different arrangements which become the different Src/Dst set joint result and the focus
edge type. The joint result of those sets can be regard as triangle structure. When the
joint result set size is larger than zero, it shows that such arrangement of triangle exists
and the set size is the triangle number. The other difference is that the reduce calcu-
lation has changed. The repeated times can be found in Table 2.

Table 1. Triple structure edge function counting repeat times.

Triple structure Repeat times

Triple (0,0) 4
Triple (0,1) + Triple (1,0) 3
Triple (0,2) + Triple (2,0) 3
Triple (1,1) 2
Triple (1,2) + Triple (2,1) 2

Table 2. Repeated times of Triangle edge function counting.

Triple structure Repeat times

Triangle (0,0,0) 4
Triangle (0,0,1) + Triangle (0,0,2) 4
Triangle (0,1,0) + Triangle (1,0,0) 3
Triangle (0,1,1) + Triangle (1,0,2) 3
Triangle (0,1,2) + Triangle (1,0,1) 3
Triangle (0,2,0) + Triangle (2,0,0) 3
Triangle (0,2,1) + Triangle (2,0,2) 3
Triangle (0,2,2) + Triangle (2,0,1) 3
Triangle (1,1,0) 2
Triangle (1,1,1) + Triangle (1,1,2) 2
Triangle (1,2,0) + Triangle (2,1,0) 2
Triangle (1,2,1) + Triangle (2,1,2) 2
Triangle (1,2,2) + Triangle (2,1,1) 2
Triangle (2,2,0) 2
Triangle (2,2,1) + Triangle (2,2,2) 2
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Finally, using the ITG calculation formula (1), we can combine all structure of
triples and triangles into the ITG coefficient.

(2) DWCC Calculation
DWCC is the Directed Weighted Community Clustering coefficient used in ITG
algorithm as the target function. Our algorithm optimizes DWCC as the iteration
procedure to do partition refinement. Two functions are used in the calculation of
DWCC. One is tðv;CÞ which is used to calculate the triangle number that vertex v
formed within the community C. It also uses the edge function defined in Sect. 3.1. But
the joint result of set calculation has been changed into community version which joint
the Community C as well to control the result generated within the Community C. The
other is vtðv;CÞ which is used to calculate the number of vertex in the Community C
that can form a triangle with vertex v. Although the edge function is also available, the
counting object is the vertex number. The calculation of vtðv;CÞ can be implemented
by sending out connection value to neighbor of Vertex v in Spark very quickly. While
considering vertex v is the source of the focused edge, when it can form triangle with
the destination within the community, it will be added by 0.5. When Vertex v is the
destination vertex and the situation is similar, but the value also considers the Focus
edge type. For the edge is bidirectional, it will be added 0.5; for the edge is the In type
edge only, it can be added only by 0.25.

When constructing the target function of vector influence clustering coefficient
model, we referred the definition of Arnau Prat-Prezs [13] in Weighted Community
Clustering (WCC). We focus on property of directed graph and have completed the
directed improvement of the model to define the new target function as Directed
Weighted Community Clustering (DWCC) coefficient. When defining DWCC in the
relationship of vertex to community, we defined wtðx;CÞ as the formed weighted tri-
angle number by vertex x within community C. And we defined wvtðx;CÞ as the
weighted neighbor number which can formed triangles by vertex xwithin community C.

The weighted triangle number wtðx;CÞ means that based on the focus vertex x, the
formed triangles with the definition of ITG in the triangle structure which can be
recorded as a weighted triangle. The weighted node means that the edge of the node
and focus vertex x with definition of ITG can be recorded as a weighted node.

In the optimized iteration of target function by Arnau Prat-Prezs [13], our partition
refinement step is related to three functions of possible increase of WCC value and the
oneness of them which means that three functions can be convert to the calculation of
WCCI . In the process of directional improvement, we also need the estimation of
DWCCI to reduce the time complexity of our algorithm and which can be found in the
following formula (2):

DWCC0
Iðv;CÞ ¼DWCCðP0Þ � DWCCðPÞ

¼ 1
V
� ðdin �H1 þðr � dinÞ �H2 þH3Þ

ð2Þ
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We promoted the statistic parameters in Table 3 for directional improvement from
Formula (1). With the promoted statistics of parameters; Formula (1) has constant time
complexity. The update of statistics only occurs when the structure of community has
been changed. After promotions and experiments, the whole time complexity of our
algorithm of the entire graph is OðnmÞ, which m is the number of times a community
structures changes.

(3) Parameters in DWCC Insert Estimation Calculation
Parameter din and dout are two values used in DWCC insert estimation calculation
which describes the neighbor of vertex v inside the community C and the neighbor out
of the community C. These two parameters also use edge functions to calculate in a
simple way. It only finds the weighted neighbor numbers by using value adding like
Sect. 3.2.

Another two parameters are also needed to be calculated in parallel-computing, but
edge function is not the best implementation. The parameter b in Table 3 describes the
weighted boundary edges of community C. The other parameter d describes the density
of community. For these two parameters, we the map function on edge and reduce
function on edge as well. For the situation that the source vertex is in the community
and the destination vertex is out of the community, b will be added by 0.5. For another
situation that the source vertex is out of the community and the destination vertex is in
the community, b will be added by 0.25 only. Parameter d counts the edge number
straightforwardly with that the source vertex and the destination vertex are both in the
community.

3.4 Parallel Implementation of ITG Algorithm

Figure 5 demonstrates the paralleled ITG algorithm structure in distributed environ-
ment with the process operation as distributed design and edge functions mentioned
above. The algorithm maintains the two steps of ITG algorithm, the initial partition and

Table 3. Statistical value meaning in DWCCI estimation.

Parameter Original statistic meaning Directed statistic meaning

r Node Num of Com Node Num of Com
d Edge density of community Weighted edge density of community
din Neighbour Num of node in the

community
Weighted neighbour Num of node in the
community

dout Neighbour Num of node out of the
community

Weighted neighbour Num of node out of
the community

b Boundary edge Num of
community

Weighted boundary edges Num of
community

x Avg clustering coefficient of
whole graph

Avg ITG of whole graph

(Num: Number, Com: Community, Avg: Average)
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partition refinement, but the detail in the two steps has been changed into a distributed
version. Figure 5 gives the paralleled structure which improved from the local version
mentioned in Fig. 1.

4 Experiment Result and Comparison

4.1 Experiment Environment

CPU frequency of the Master node is Intel(R) Xeon(R) CPU E5-2440 v2 @ 1.90 GHz.
Memory is 16 GB with 4 TB hard disk. JDK version is 1.8.0_131. Spark version is
2.1.0. Hadoop version is 2.7.3. CPU of Slave nodes were Intel64 Family 6 Model 44
Genuine Intel 1584. Their memories are 16 GB each. Eight slave nodes are used in our
experiment deployment.

4.2 Experiment Result

The two sub-figures in Fig. 6(a) and (b) show the visualized result of the artificial
network dataset in Table 4 before and after ITG algorithm running.

Fig. 5. Distributed implementation architecture of ITG
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For the comparison result, we adopt four classic datasets in experiment which are
artificial dataset, OSLOM example dataset [12], subject reference dataset [8] and real
world mobile calling dataset from cell phone calling records in one month in one city of
China which can be found in Table 4.

With the comparison of ITG algorithm with OSLOM, Infomap and FastGN
algorithm, the following table gives the result in directed modularity as the index.

In addition, Table 5 shows that the precision of ITG algorithm is acceptable and
sometimes it is even better than traditional community detection algorithms. And Fig. 7
is the box figure of Table 5 by the statistic indexes that could be found our ITG
algorithm is more stable while having the less value scope of Directed Modularity.

(a) Before                                                                              (b) After

Fig. 6. Visualization result of community detection of ITG algorithm

Table 4. Dataset attributes.

Dataset Vertex Edge Density

Artificial dataset 30 275 0.3160
OSLOM 301 6234 0.0690
Subject reference 40 306 0.1962
Calling record 284 3934 0.0489

Table 5. Directed modularity.

Dataset FastGN OSLOM Infomap ITG

Artificial dataset 0.3322 Low quality 1.0000 0.3588
OSLOM 0.8651 0.8794 0.9963 0.6910
Subject reference 0.8007 0.8072 0.8007 0.8235
Calling record 0.5486 0.4822 0.3915 0.4080
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While Table 6 shows the time-consuming improvement of Distributed ITG (DITG)
algorithm with local ITG algorithm, Table 7 shows the prediction of time-consuming
improvement when using eight slave nodes instead of four nodes. The improvement
efficiency prediction is based on Amdahl law [25] which could be found in Formula
(3). And the distributed task promotion is about 0.25 from the four nodes experiment
result in Table 6. While the node number increasing to eight, the efficiency improve-
ment is around 0.28 in Table 7.

SlanntencyðsÞ ¼ 1
ð1� pÞþ p=s

ð3Þ

Fig. 7. Directed modularity box of four algorithms

Table 6. Time consumed (Unit: second).

Dataset ITG time DITG time Efficiency improvement

Artificial dataset 1161.507 994.315 23%
OSLOM 3946.397 3234.751 22%
Subject reference 1532.677 1287.964 19%
Calling record 3019.623 2516.353 20%

Table 7. Time consumed of using 8 nodes (Unit: second).

Dataset ITG DITG Est Effi Pro Real Effi Pro

Artificial dataset 1161.507 907.427 28% 25%
OSLOM 3946.397 3083.123 28% 29%
Subject reference 1532.677 1197.404 28% 26%
Calling record 3019.623 2359.080 28% 29%

(Est: Estimated, Effi: Efficiency, Pro: promotion)
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Besides, aim to test the parallel performance of our Distributed ITG algorithm
(DITG), we use some real directed large calling record network from calling graph in
one southern city of China, and it can be found in Table 8. Then we could find the
compared experimental result of DITG with other classical directed community
detection algorithm in Table 9.

It can be found in Table 9 that with the scale growth of dataset, our DITG algo-
rithm has better distributed performance than FastGN, OSLOM and Informap in time
consumed.

Finally, we discuss the best calculation conditions for ITG algorithm itself. We
create many types of artificial datasets from this experiment. The first topic is the
relation of ITG algorithm precision with graph density. The artificial datasets are
created with the same vertices number, same probability to have an edge among
communities, same community number but different probability to have an edge within
a community. We carry out ITG algorithm on these datasets and use Directed
Modularity [19], Jaccard [1, 14] and F-1 [1, 14] as the comparison indexes. And we
have got the comparison result in Fig. 8.

Table 8. Large directed network datasets.

Dataset Vertex Edges Edges density

Call L-1 13,310 34,591 0.3847
Call L-2 29,624 55,423 0.5345
Call L-3 61,510 65,202 0.9433
Call L-4 512,024 1,021,861 0.5011

Table 9. Time consumed using 8 nodes (Seconds).

Dataset ITG DITG Est Effi Pro Real Effi Pro

Dataset FastGN OSLOM Infomap DITG
Call L-1 2906.124 3002.762 3230.453 950.125
Call L-2 2867.634 2994.986 2898.872 901.651
Call L-3 4676.767 5877.877 6030.331 1500.765
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Another topic is that the balance of community size has effect on the precision of
ITG algorithm or not. We create datasets with the same vertices number, same prob-
ability to have an edge within a community, same probability to have an edge among
communities and same community number, but different community size. The differ-
ence of the largest community size to the smallest community size is varied and
experiment result can be found in Fig. 9.

It can be found from Figs. 8 and 9 that with the continuing growth of Graph
Density, Directed Modularity, Jaccard and F-1 are also increasing while F-1 index has
the fastest growth. And when Graph Density is close to value of 0.38, Directed
Modularity, Jaccard and F-1 curves all step into a sudden fall which may be attributed
to some special dense structure of community composition. Furthermore, we can found

Fig. 8. Relationship of graph density and algorithm precision

Fig. 9. Community size difference and algorithm precision
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the varying trend of Directed Modularity, Jaccard and F-1 curves to Community
Difference and when the difference value is around 10, the three above curve will reach
their peak values. The coarse-grained unified curve varying trends in Figs. 8 and 9 have
demonstrated the stability of our ITG algorithm.

5 Conclusion

5.1 A Subsection Sample

In this paper, the visualization result and comparison result shows the efficiency and
precision of our distributed DITG algorithm. Aim to process large scale directed social
network with high efficiency, we have propose and evaluate the scalable and distributed
implementation details of Distributed Information Transfer Gain (DITG) algorithm in
directed community detection. Our basic design of ITG algorithm gives the foundation
of implementation and the distributed design shows the engineering part of the imple-
mentation which is easy to deploy. The edge function design in DITG implementation
constructed on Spark and GraphX for parallel-computing architecture gives more space
for other graph related algorithms. With extensive experiment on directed artificial
network dataset and real social network dataset, it proves that our algorithm have good
precision and efficiency in non-distributed and distributed environment compared with
some classical directed detection algorithms such as FastGN, OSLOM and Infomap.

There are still some problems that may influent this architecture which should be
solved in the future. The possible repeat calculation cloud slow the efficiency of the
algorithm and should be promoted in the future. The available of the algorithm should
be expanded to more common situations like overlapping community detection. And
we should supply a more convenient user interface for easy using and possible
incompatible environment.

Acknowledgment. Thanks to the National Key Research and Development Program of China
(No. 2018YFC0831306).

Appendix

A. Triple and Triangle Structure Statistic Method
Tables 1 and 2 give the repeat times of the edge function calculation. This appendix
shows the statistic method of the triple and triangle structure.

Fig. 10. Two triple forms based vertex i in directed graph
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Figure 10 shows the structure basis with three vertices. For the statistic of triple,
two numbers are used to represent the two edges connect vertex and its two neighbours
vertex and vertex. The number has three versions which are 0, 1 and 2 exactly.
0 represents the bidirectional edge while 1 and 2 represent the out direction edge and in
direction edge respectively. The in and out attribute is observed by the focus vertex.
When it comes to triangle structure, three numbers are used. The first two numbers
remains the meaning. While the third number represents the edge attribute of the
opposite edge of vertex. 0 is for bidirectional edge as well. 1 and 2 represent the
directions from vertex to vertex and from vertex to vertex respectively. So the statistic
of the triple and triangle structure is obvious for the counting of edge function repeat
times. We set up the model of the situation in Fig. 10(a), and we can get the all nine
ITG figures respectively.

It can be found in Fig. 11 the basic nine sub graphs of Fig. 10(a) and the other
eighteen sub graphs of Fig. 10(b) can be found in Fig. 12. All the twenty seven sub
graphs are classified to two types of weighted triangles which is the computation
fundamental of Formula (1).

Fig. 11. Vertex based directed triples (all sub graphs of Fig. 10(a))

Table 11. All ITG computation in sub graphs of Figure A.10.

Number Figure number ITGi ITGi$j ITGi$k

1 Figure 11-a 2 1 1
2 Figure 11-b 1.5 1 0.5
3 Figure 11-c 1.25 1 0.25
4 Figure 11-d 1.5 0.5 1
5 Figure 11-e 1.25 0.25 1
6 Figure 11-f 1 0.5 0.5
7 Figure 11-g 0.75 0.5 0.25
8 Figure 11-h 0.75 0.25 0.5
9 Figure 11-m 0.5 0.25 0.25
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B. Parameters Details of Formula (2)

H1 ¼ ððr � 1Þdþ 1þ qÞðdin � 1Þd
ðrþ qÞððr � 1Þðr � 2Þd3 þðdin � 1Þdþ qðq� 1Þdxþ qðqþ 1Þxþ doutxÞ

ð2� 1Þ

H2 ¼ � ðr � 1Þðr � 2Þd3
ðr � 1Þðr � 2Þd3 þ qðq� 1Þxþ qðr � 1Þdx � ðrþ 1Þdþ q

ðrþ qÞðr � 1þ qÞ ð2� 2Þ

H3 ¼ dinðdin � 1Þd
dinðdin � 1Þdþ doutðdout � 1Þxþ doutdinx

� din þ dout
rþ dout

ð23Þ

q ¼ ðb� dinÞ=r ð2� 4Þ
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Abstract. The scale of projects and literatures have been continuously
expanded and become more complex with the development of scientific
research. Scientific cooperation has become an important trend in the sci-
entific research. Analysis of the co-author network is a big data problem.
Without enough data mining, the research cooperation will be limited
to some same group, named as “small group” in the co-author networks.
This situation has led to the researchers’ lack of openness and limited
scientific research results. It is important to recommend some poten-
tial collaboration from huge amount of literature. We propose a method
based on Hilltop algorithm, an algorithm in search engine, to recommend
co-authors by link analysis. The candidate set is screening and scored for
recommendation. By setting certain rules, the expert set formation of the
Hilltop algorithm is added to the screening. And the score is calculated
by the durations and times of the collaborations. The co-authors can be
extracted and recommended from the big data of the scientific research
literatures through the experiments.

Keywords: Co-author network · Community discovery · Modularity ·
Link analysis · Hilltop algorithm

1 Introduction

The analysis of scientific research papers is a big data processing process. Social
Network Analysis (SNA) and Complex Network methods are all derived from
graph theory in mathematics. According to the graph theory, the definition of
the co-author networks is as follows. The joint network [4] G is composed of a
node set N and a link set L, where N represents the collection of the authors and
the nodes represent the authors of the scientific papers. If two authors co-author
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a paper, there is a link between the two nodes and L represents the collection of
all these links. A community discovery and co-author recommendations based on
the co-author network can be investigated. With the strengthening of scientific
and technological cooperation, the scientific research cooperation has become a
major trend in the academic field [2]. In another word, the researchers need to
find more partners.

Zhao Juan analyzed the fund project information from computer science
subject published by the NSFC website from 1988 to 2010 [10], and concluded
that the average cooperation of a project is 2.4477 [5], while Zhao Yandong’s
survey result was 2.9 [11]. These results were lower than 4.7, the results of Welch
and Melker’s survey of six subject areas from the United States [9]. Therefore,
the Chinese researchers have more demand for the research partners. In [3], it is
found that some authors, although collaborating with others for many times, are
often limited to the same group. This forms the “small group” of the co-author
networks. The “small group” problem will limit the depth of scientific research.
Thus, we intend to expand the co-authors’ recommendation method to break
through the limitations of the “small group” phenomenon and to make effective
co-author recommendations for the researchers.

Typical recommendation technologies mainly include content-based recom-
mendation and collaborative screening recommendation method [1]. The co-
author network lacks the scholar evaluation information for collaborative screen-
ing recommendation. Thus, the content-based method is commonly used. But,
the traditional content-based method does not involve the use of network struc-
tures. To solve this issue, we introduce the link prediction technology in the data
mining area [8]. This technology predicts whether there have or may not have
links between two nodes in the network through the known network structure
[6]. The methods include the prospect of undiscovered links and the prediction of
future possibilities [7]. There are three main types of link prediction algorithms:
link prediction algorithm based on graph topology, link prediction algorithm
based on the data mining classification algorithm, and link prediction algorithm
based on network modeling probability model. The topology-based method is
easier to calculate, but the accuracy is lower because it does not combine the
self-property of the network topology. The method based on the classification
method is difficult to adapt to the dynamic changes of the network in the inter-
mediate stage between training and verification. The probabilistic model-based
method combines global information and has high accuracy. It can fully discover
potential relationships in the network, but the modeling phase of the algorithm
takes a lot of time.

We will introduce the Hilltop algorithm from the search engine to establish
a co-author recommendation model. In the subset generation stage of Hilltop,
the screening of candidate communities and candidates is added. Then, the scor-
ing sequence is combined with the number and length of cooperation. Finally,
effectiveness of the recommendation model is verified on the DBLP dataset (a
computer science bibliography website).
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2 Co-author Recommendation Model

2.1 Introduction and Improvement of the Hilltop Algorithm

The model should break the “small group” restrictions and expand the network.
And, the recommended co-authors should have the possibility to work with the
recommended scholars. The co-author scores are recommended outside of the
“small group”, which is similar to the target page selection and target page
rating in the Hilltop algorithm. In Hilltop algorithm, the number and quality of
the sources referring to a page are a good measure of the page’s quality. The key
point of the Hilltop algorithm is it uses the “expert” sources, which have been
created with the specific purpose of directing people towards resources. Thus,
the Hilltop algorithm in the search engine is introduced into the co-author’s
recommendation model. Compared with the traditional Hilltop algorithm, the
following improvements are made.

First, the generation of expert page subsets is changed. The expert page for
the Hilltop algorithm is determined by the relevance of the page content to the
topic. While, the close connection between the authors of the co-author network
comes from the cooperation. The generation of the subset is changed to the link
between the nodes as a measure.

Second, the generation of candidate subsets is changed. The development of
contacts is to promote the cooperation. So, the combinations of expert collection
and candidate collection are not consider, and the method of recommending
friends to generate candidate collection is simply used.

Third, the candidate group and candidate screening links are added. The
possibility that the two scholars can cooperate with each other is that their small
groups are not compete. So the screening of such “small groups” is necessary. The
recommending people who have not cooperated will be more feasible. Therefore,
the screening will be carried out in the candidate sets and the “small groups”.
At the same time, the subsequent calculation amount can be further simplified
by screening to improve the efficiency of recommendation.

Fourth, the score is performed by combining the attributes of the joint net-
work. The co-author network is formed with a special factors and nature. The
relationship between scholars can be reflected by the number and the recent
cooperation time of the cooperation. Thus, the factors such as the number and
time of cooperation will be consider in the scoring sorting.

2.2 Screening of Candidate Small Group

The screening of “small groups” for the not competing purpose is shown in
Fig. 1. If there is not a connection or a very weak connection between two “small
groups”, it can be considered to have a competitive relationship between them.
Such as, it lack links between the first and the fourth communities. Even if there
is no competition, the cost of communication between researcher groups is high,
and the effectiveness of recommendation is small. Therefore, we can define a
distance between the “small groups”. For example, the distance between “small
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group” Y and “small group” X is defined as the number of paths from the nodes
of the “small group” X to the nodes of the “small group” Y within a finite step.
There are two ways between the community one and the community two or
three. But the number of nodes in the community three is less than that in the
community two, these ways have a greater impact on the community three.

Fig. 1. Candidate “small group” screening map.

Thus, the community three is more closely connected than the community
one. The formula for the “small group” screening is shown in Eq. 1.

DisG(X,Y ) = NY /
∑

xi∈X,yi∈Y

path(xi, yi) (1)

where NY is the number of nodes of the “small group” Y. The “small group”
with DisG(X,Y ) less than a certain threshold is selected as a candidate.

In scientific research, the recommending people who have never cooperated
before seems to be more valuable. So, we use the recommendation method of
social network map-based friends in the recommendation system. The example
of recommend researchers to the co-authors is shown in Fig. 2.

Fig. 2. Candidate collection screening map.

In Fig. 2, recommending E to A does not help the expansion of A’s network,
when there has been cooperation between A and E. And it has little meaning
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for generating new ideas. Thus, E is not a good candidate. On the other hand,
B and A know each other. Then, B can act as a bridge to recommend people
who have worked outside B in this community to A. Therefore, C and D can be
recommended to A. But since A and D have cooperated directly, recommending
D is a not good choice. However, C does not cooperate with A before, and A
can contact C with lower communication cost through B. Therefore, we can
recommend C to A in this example.

2.3 Scoring and Sorting the Candidates

To recommend the score outside the “small group”, the Hilltop algorithm in the
search engine is applied to the co-authors recommendation. It is used to complete
the link analysis and realize the scoring of the recommended candidates. The
scoring and sorting algorithm are shown in Figs. 3 and 4.

Fig. 3. Score propagation map.

Fig. 4. Score calculation diagram.

In Fig. 3, the community one and the community two are not competing. B
and C are the persons who have cooperated with A in the community. Then, B
and C are scored by the number and time of cooperation with A. After that, the
scores of B and C are generated. On the other hand, D, E and F in Community
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two have cooperated with B and C, but have not cooperated with A. So, D, E
and F are the recommended candidates for A. We combine the scores of B and
C by their cooperation time, etc. Then, the transfer of scores from B and C will
be performed for E.

Assuming the score of B is S, a weight T can be generated for the link between
B and D in Fig. 4. It can be calculated by the number and time of cooperation
between B and D. The final score of D is S*T. For the candidate E, the score
is carried out by accumulation of the scores from B and C. All recommended
candidates are scored and ranked finally in the above manner.

3 Experiment and Verification

3.1 Data Acquisition and Cleanup

The effectiveness of the Hilltop algorithm based co-author recommendation
model is validated through a classic data set. The DBLP dataset that we crawled
includes high-quality and comprehensive journals and conference papers, which
can reflect the cutting-edge level of academic research. First, the DBLP data is
processed, and then the “small group” of the data set is identified. The co-author
recommendation model is used to make further analysis. Some data is selected
from the DBLP data set, as shown in Table 1 and Fig. 5.

Table 1. The DBLP data set information

Data set parameters Information

1 Article tag Those papers that be tagged as #Article

2 Time duration 1993.1.1–2018.12.31

3 The number of article 1,390,758

4 The number of journal 2,083

5 The number of authors 4,563,826

Fig. 5. Distribution of DBLP data sets.
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Considering the academic research career and the distribution of papers, the
data from year 2000 to 2017 was selected from the data set for experimental
verification. The data of the year outside the required time range is filtered,
and papers with the length of author less than 2 is also deleted. After cleanup
processing, the data is constructed into a joint network. The data from year 2000
to 2012 is set as a training set, while the data from 2013 to 2017 is selected as a
verification set. After cleanup and screening, the training set has 172 nodes and
341 edges, and the verification set has 590 nodes and 5695 edges.

3.2 Data Analysis and Detection

After the DBLP data sets are extracted and cleanup, the data can be used to
construct a co-author network. The community detection is carried out on the
DBLP training set. The result is shown by Force-Directed Graph in Fig. 6.

Fig. 6. Community detection results based on DBLP data sets.

The analysis of the community partitioning results of the DBLP training set
is as follows. The modularity is used as the evaluation criteria for community par-
titioning in terms of partitioning effects. By hierarchical clustering, the number
of communities is constantly changing, while the modularity is also changing. As
shown in Fig. 7, the community detection based on the DBLP data set takes the
highest modularity. The module degree of the result is between 0.5 and 0.6, and
the final module degree of this training set is 0.567. Newman has described the
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standard of optimal community is between 0.4 and 0.7. The community detection
of our results is consistent with the ideal result. In terms of the efficiency, the run
time of the experiment was 73 ms. The number of iterations of the experiment
was 3, which is much smaller than the number of nodes. The final number of
communities is 6, which is much smaller than the number of nodes. The number
of iterations and the number of communities meet the characteristics of time
complexity t � n and k � n. So, the algorithm can complete the community
detection with high efficiency.
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Fig. 7. The change of modularity during the process.

3.3 Verification of the Co-author Recommendation Model

We use the author H. Vincent Poor as an example of the co-author recommen-
dation. In the community from year 2000 to 2012, the author’s co-authors in the
same community are shown in Table 2.

Table 2. Comparison of the improvement in distance measurement

ID Author name ID Author name

1 Ping Wang 6 Ying-Chang Liang

2 Zhu Han 7 Xiaodong Wang

3 Xuemin Shen 8 Mrouane Debbah

4 Shlomo Shamai 9 Lang Tong

5 Giuseppe Caire 10 Andrea J. Goldsmith

The verifications are carried out in two aspects. First, H. Vincent Poor col-
laborated with 10 scholars in the same community from year 2000 to 2012. Then,
we found that the cooperation between H. Vincent Poor and other 5 scholars
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continued in year 2013 to 2017. Combining with other factors (such as the aca-
demic career of a scholar and the time required to complete the project), it can
be seen that the scholars have a strong tendency to continue to cooperate with
scholars who have previously cooperated. Therefore, we can verify that there
exists the “small group” phenomenon in the co-author network. We also adopts
the idea of recommending friends’ friends and their subsets.

The detail steps are as following. First, we find a subset of co-authors in the
community. Second, we find a group of co-authors who have never cooperated
outside the community. Third, the candidates are ranked and sorted based on
the number and time of cooperation. Taking H. Vincent Poor as an example,
the co-author recommendation results in the final scoring order are shown in
Table 3.

Table 3. Co-authors recommended results for H. Vincent Poor

ID Author name ID Author name

1 K. J. Ray Liu 6 Muriel M

2 Eitan Altman 7 Holger Boche

3 Ekram Hossain 8 Fumiyuki Adachi

4 Yonina C. Eldar 9 Mihaela van der Schaar

5 Mohamed-Slim Alouini 10 Moe Z. Win

In the “small group”, the scholars have a tendency to continue to cooperate
with people who have previously cooperated with. The goal of our research is to
solve the limitations of the “small group” and to expand the network. Therefore,
the evaluation results are not used for the recommendation, but the novelty is
used as the evaluation criteria.

The validity of the recommendation is whether the recommended cooperation
of the scholar still exists in future. It was verified that H. Vincent Poor collabo-
rated with authors No. 4 and No. 8 in year 2013 to 2017. It can be seen that most
of the referees have reached the goal of expanding their network. Therefore, the
recommendation results of the experiment have a good novelty and can provide
more choices to the author. Thus, the result is feasible and can provide more
communication chances between the scholars.

In summary, the co-author recommendation model can break the “small
group” in the co-author network by creating more communication between the
scholars. A visualization display of the recommended results is shown in Fig. 8
by using Polar Heatmap from Echarts. Different colors in the figure represent
the different ratings and distance from the center and the size of the area. The
visualization display makes it easier for the scholars to observe and select their
partners.
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Fig. 8. Visual display of the recommended results.

4 Conclusion

In the paper, we focus on the co-authors recommendation method in the co-
author network. The Hilltop algorithm in search engine to link analysis is intro-
duced and modified. Then, the method is applied in co-authors recommendation
from three aspects: the “small group” screening, the candidate collection screen-
ing, and the candidate scoring. The small group problem of co-author networks
was verified through the DBLP dataset. The proposed method is verified by the
possibility of cooperation between the recommender and the recommendee. It
can be further extend to provide more collaboration suggests to researchers. It
will has great significance with development of scientific research in future.
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Abstract. Collaborative Filtering (CF) is one of the most widely
applied models for recommender systems. However, CF-based methods
suffer from data sparsity and cold-start, more attention has been drawn
to hybrid methods by using both the rating and content information.
Variational Autoencoder (VAE) has been confirmed to be highly effective
in CF task, due to its Bayesian nature and non-linearity. Nevertheless,
most VAE models suffer from data sparsity, which leads to poor latent
representations of users and items. Besides, most existing VAE-based
methods model either user latent factors or item latent factors, which
makes them unable to recommend items to a new user or recommend
a new item to existing users. To address these problems, we propose a
novel deep hybrid framework for top-K recommendation, named Neural
Variational Collaborative Filtering (NVCF), where user and item side
information is incorporated into the generative processes of user and
item, to alleviate data sparsity and learn better latent representations of
users and items. For inference purpose, we derived a Stochastic Gradient
Variational Bayes (SGVB) algorithm to approximate the intractable dis-
tributions of latent factors of users and items. Experiments performed on
two public datasets have showed our method significantly outperforms
the state-of-the-art CF-based and VAE-based methods.

Keywords: Neural collaborative filtering · Variational autoencoder ·
Top-K recommendation · Implicit feedback

1 Introduction

Recommender systems can help users to discover their potentially preferences
from varieties of items on the basis of their tastes. Collaborative filtering (CF) is
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one of the key techniques to build a personalized recommender systems, due to its
accuracy and scalability [1]. The essence of CF is to infer users’ preferences from
the behavior data of themselves and other users. Most traditional CF methods
are based on matrix factorization (MF) [2,3], which projects users and items
into a shared latent space and uses a latent feature vector to represent either a
user or an item. However, these MF models suffer from data sparsity, so that the
accuracy of user/item latent representations is limited. To address the problem
of data sparsity, many researches incorporate users’ and items’ side information
into traditional MF. To extract more latent factors of side information, previous
works employ latent Dirichlet allocation (LDA) [4,5], denoising autoencoder [6,
7], marginalized denoising autoencoder [8] and stacked denoising autoencoder
[9] to model side information of users or items. However, these methods use
inner product to model interactions between users and items, which limits their
power of capturing non-linearity [10]. To model nonlinear interaction, varieties of
approaches apply deep neural networks to model these interactions and achieve
promising performance, such as Neural Collaborative Filtering (NCF) [10], Deep
Matrix Factorization (DMF) [11], Neural Factorization Machine (NFM) [12],
DeepFM [13], JRL [14], GCMC [15], Irgan [16] and ConvNCF [17]. Nevertheless,
these deep neural networks cannot capture the uncertainty of the users’ and
items’ latent representations.

Recently, some works have take advantage of deep generative models, such
as Variational Autoencoder (VAE), to perform CF task. The VAE is nonlin-
ear probabilistic model that has the capability of capturing uncertainty, and its
non-linearity enable it to explore nonlinear probabilistic latent-variable mod-
els on large-scale recommendation datasets, such as Collaborative Variational
Autoencoder (CVAE) [19], CLVAE [20] and VAECF [21]. Despite the effective-
ness of these VAE-based CF methods, there are still several drawbacks. CVAE
directly uses inner product to model interaction hinders itself to learn nonlinear
interactions between users and items. Both CLVAE and VAECF work through
modeling users’ behavior, which makes them cannot recommend an item to a
new user. VAECF chooses the same Gaussian prior for all users and only exploit
user-item feedback matrix, which leads to poor latent representations of users
and items, and poor performance as the matrix sparsity is very high [22].

Consequently, to solve the problems mentioned above, we propose a deep
hybrid model, Neural Variational Collaborative Filtering (NVCF), for top-K
recommendation. Unlike the generative processes of user or item in most exist-
ing VAE-based methods, we model the generative process from both users and
items through a unified neural variational model, which can effectively learn
nonlinear latent representations of users and items for CF. The side information
of users and items is incorporated into their latent factors through a neural net-
work, which means NVCF can mitigate data sparsity and model better latent
representations of users and items. The parameters of prior neural network are
learned from data, leading to the fact that it is able to embed users’ better
preferences and items’ features into latent factors of users and items, respec-
tively. For inferring the posterior of latent factors of users and items, we derived
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a Stochastic Gradient Variational Bayes (SGVB) algorithm to infer these pos-
terior, which makes the parameters of our model can be effectively learned by
back-propagation. The rest of this paper is arranged as follows: Sect. 2 provides
an overview of related works. Section 3 presents our model, and the parameters
learning process is discussed. Section 4 shows experimental results and discus-
sions, followed by conclusions and future work in Sect. 5.

2 Related Work

In recent years, the deep learning methods have attained tremendous achieve-
ments in various fields [23,24]. Due to the abilities of neural networks to discover
nonlinear, subtle relationships in user-item feedbacks, many works utilize neural
networks to address the task of CF. To incorporate item content information into
item latent factors, collaborative deep learning (CDL) [6] was proposed to inte-
grate SDAE into probabilistic matrix factorization (PMF). Deep Collaborative
Filtering Framework [8] was proposed for unifying deep learning approaches with
CF, which embeds the content information of items and users while CDL only
considers the effects of item features. Recently, the additional stacked denois-
ing autoencoder (aSDAE) [9] was presented to incorporate side information into
MF, which jointly performs deep users and item latent factors learning from side
information and collaborative filtering from the user rating. GCMC [15] consid-
ers the recommendation problem as a link prediction task with graph CNNs,
which can easily integrate user/item side information (such as social networks
and item relationships) into the recommendation model.

Since the above methods use inner product to model the interaction of users
and items, they are not able to capture the complex structure of the interaction
data between users and items. NCF framework [10] was proposed to make use of
both linearity of MF and non-linearity of MLP to capture the nonlinear relation-
ship between users and items. NFM [12] was demonstrated using Bi-Interaction
layer to incorporate both feedback information and content information. Based
on factorization machines, an end-to-end model DeepFM [13] was presented,
which seamlessly integrates factorization machine and MLP and can model the
high-order feature interactions via deep neural network and low-order interac-
tions via factorization machine. For joint representations of user and items, JRL
[14] places a MLP above the element-wise product of user embedding and item
embedding, where side information is adopted to learn the corresponding user
and item representations based on deep representation learning architectures.
More elaborate reviews of deep learning based recommender systems can be seen
in [25]. Due to the power of capturing uncertainty and non-linearity of deep gen-
erative model [18], some works utilize deep generative model to address the task
of CF. CVAE [19] applies VAE to incorporate item content information into MF.
CLVAE [20] incorporates auxiliary information to improve performance. VAECF
[21] directly utilizes VAE for CF task. Unlike previous VAE-based recommen-
dation methods, we model the generative process of users and items through
a unified neural variational framework, which makes our model to be able to
capture nonlinear user/items latent representations.
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Fig. 1. The graphical model of NVCF

3 Neural Variational Collaborative Filtering

In this section, we present the neural variational collaborative filtering model
(NVCF), as shown in Fig. 1. The NVCF contains two main components: the
feature extraction module and the NCF module. In feature extraction process,
NVCF learns and extracts user and item features through a unified deep gener-
ative framework. Then, the user and item latent vectors are fed into the NCF
module to learn the user-item relation, and finally generate the rating prediction.

3.1 Notations

Given M users and N items, the user and item latent factors are denoted by U =
{ui|i = 1, . . . , M} ∈ R

K×M and V = {vj |j = 1, . . . , N} ∈ R
K×N respectively,

where K denotes the dimensions of latent factors. For implicit feedback, the
user-item rating matrix is denoted by R ∈ R

M×N , where Rij = 1 indicates that
the i-th user has interacted with the j-th item, otherwise Rij = 0. The user’s and
item’s side information are denoted by two “bag-of-items” vectors over users and
items, X = {Xi|i = 1, . . . , M} ∈ R

P×M and Y = {Yj |j = 1, . . . , N} ∈ R
Q×N

respectively, where P and Q are the dimensions of user side information and item
side information respectively. Here, we call X and Y latent profile representation
and latent content representation, respectively. Given R, X and Y , the problem
is to infer user latent factor ui and item latent factor vj , to predict the missing
ratings R̂.

3.2 Feature Extraction

As mentioned in [21], most MF-based models assume that the prior distributions
of user and item latent factors are standard Gaussian distributions, and predict
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rating only through user-item feedback. Some MF methods incorporate either
user’s or item’s side information into rating prediction via linear regression,
which leads to the limited accuracy of inferring latent relations between users and
items. To achieve further improvement on the prediction performance, our model
incorporates both the user’s and item’s side information into feature learning,
which can make positive contributions to inferring user and item latent factors.

Generative Model. To learn robust features of user and item, a unified neu-
ral variational framework is built with a symmetric structure. The generative
process in this paper is similar to the deep latent Gaussian model [26]. For each
user ui, the model starts by sampling a K-dimensional latent representation Zui

from a standard Gaussian prior, i.e. Zui
∼ N(0, IK). The sample variable Xi is

generated from its latent variable Zui
through a MLP (decoder) with the gener-

ative parameter θ, i.e. Xi ∼ pθ(Xi|Zui
). The pθ(X|Zu) can be generated from a

multivariate Bernoulli distribution (if X is binary) or Gaussian distribution (if
X is real-value). The generative process of profile is defined as follows:

(1) For each layer l ∈ [1, L] of the generative network,
(a) For each column n of weight matrix W d

l , draw W d
l,n ∼ N(0, λ−1

w IK)
(b) Draw bias vector bd

l ∼ N(0, λ−1
w IK)

(c) For each row i of hd
l , draw hd

l,j ∼ N(σ(hd
l−1,jW

d
l + bd

l ), λ
−1
s IK)

(2) For each Xi,
(a) If Xi is binary, draw Xi ∼ B(σ(hd

LW d
l + bd

L+1))
(b) If Xi is real-value, draw Xi ∼ N(hd

LW d
l + bd

L+1, λ
−1
X IK) where λw, λs

and λX are hyperparameters, h(hd
l ) represents hidden layers of decoder.

Similar to SDAE, λs is taken to infinity for computational efficiency.
The latent representation Zui

can be drawn by a Gaussian prior distribution
with zero mean and identity matrix: Zui

∼ N(0, IK). The user latent represen-
tation ui consists of latent user offset and the latent profile vector: ui = εi +Zui

.
The generative process of content is similar to that of profile, and the item latent
representation vj is composed of latent item offset and the latent content vector:
vi = εj + Zvj

.

Inference Model. The inference model is also MLP (encoder) corresponding to
the one in the generative model. For user, the inference process is to approximate
the intractable posterior distribution pθ(Zui

|Xi) which is determined by the
generative network. Using the Stochastic Gradient Variational Bayes (SGVB)
estimator, the posterior of latent profile variable Zu can be approximated by a
tractable variational distribution qφ(Zui

|Xi).

qφ(Zu|Xi) = N(μφ(Xi), diag(σ2
φ(Xi))) (1)

where μφ ∈ R
K and σ2

φ ∈ R
K are the mean and standard deviation of the

approximate posterior respectively, which are nonlinear functions of Xi and the
variational parameter φ. They are outputs of the inference mode.
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Similar to [18,21], the inference process of Zu is defined as follows:

(1) For each layer l of the inference model,
(a) For each column n of weight matrix W e

l , draw W e
l,n ∼ N(0, λ−1

w IK)
(b) Draw bias vector be

l ∼ N(0, λ−1
w IK)

(c) For each row j of he
l , draw he

l,j ∼ N(σ(he
l−1,jW

e
l + be

l ), λ
−1
s IK)

(2) For each user ui,
(a) Draw latent mean vector μj ∼ N(he

LW e
μ + be

μ, λ−1
s IK)

(b) Draw latent covariance vector log σ2
j ∼ N(he

LW e
σ + be

σ, λ−1
s IK)

(c) Draw latent content vector Zu ∼ N(μj , diag(σ2
j ))

As explained in [21], the evidence lower bound (ELBO) for Xi can be esti-
mated using SGVB estimator:

L(θ, φ;Xi) = Eqφ(Zu|Xi)[log p(ui|Zu) + log pθ(Xi|Zu)]

− η · KL(qφ(Zu|Xi)‖p(Zu))

� log p(ui|Zui,l) +
1
L

L∑

l=1

log pθ(Xi|Zui,l)

− η · KL(qφ(Zu|Xi)‖p(Zu))

KL(qφ(Zu|Xi)‖p(Zu)) =
1
2

M∑

i=1

(μ2
i + σ2

i − log σ2
i − 1)

Zui,l = μi + σi � εl

(2)

where KL denotes the Kullback-Leibler divergence, η ∈ [0, 1] is a parameter to
control the regularization strength for addressing the posterior collapse problem
[27], εl ∼ N(0, I), and � represents the element-wise product.

The inference process of content is similar to profile inference process, and
the ELBO for item network can be derived similarly:

L(θ, φ;Yj) = Eqφ(Zv|Yj)[log p(vj |Zv) + log pθ(Yj |Zv)]

− η · KL(qφ(Zv|Yj)‖p(Zv))

� log p(vj |Zvj ,l′) +
1
L

L∑

l=1

log pθ(Yj |Zvj ,l′)

− η · KL(qφ(Zv|Yj)‖p(Zv))

KL(qφ(Zv|Yj)‖p(Zv)) =
1
2

N∑

j=1

(μ2
j + σ2

j − log σ2
j − 1)

Zvj ,l′ = μj + σj � εl

(3)
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3.3 Generalized Matrix Factorization with Side Information

Inspired by the NCF, we propose a new generalized matrix factorization model
(GMF) with side information, called SGMF, to improve prediction performance.
The collaborative filtering module of SGMF utilizes a computational method
similar to the inner product of MF. SGMF utilizes the extracted user and item
features to calculate the element-wise product of the user and item latent vectors,
and outputs the calculated vectors to a fully connected neural layer. The element-
wise products of the user and item latent vectors in the first neural CF layer are
defined as follows:

Ψ1(ui, vj) = ui � vj (4)

Then, SGMF projects the vectors to the output layer:

R̂ij = aout(h�Ψ(ui, vj)) = aout(h�(ui � vj)) (5)

where aout and h denote the activation function and edge weights of the output
layer, and R̂ij represents the predicted rating. Intuitively, SGMF is equivalent
to MF, as aout is an identity function and h is a uniform vector of 1.

Under the NVCF framework, aout can be a nonlinear activation function
and h can be learned from training data, so SGMF has more powerful learning
capability than MF. Unlike the original GMF only relying on implicit feedback,
SGMF incorporates both user and item side information into latent representa-
tions learning, and employs VAE to obtain user and item latent vectors, which
can lead to better performance.

3.4 Optimization

Generally, loss functions consist of the reconstruction error in feature extrac-
tion and the prediction error. The loss of feature extraction contains user and
item features extraction, and the loss functions of VAEs for user and item fea-
ture extraction are equivalent to their ELBOs, respectively. For convenience, the
ELBOs of for user and item network are denoted by Lu and Lv, respectively.

Similar to NCF, the loss function of SGMF is defined as follows.

LSGMF = −
∑

(i,j)∈T ∪T −
Rij log R̂ij + (1 − Rij) log(1 − R̂ij) (6)

where T denotes the set of observed instances and T − denotes a set of negative
instances, which can be sampled from unobserved user-item interactions. This
objective function is the same as binary cross-entropy loss, which is appropriate
for binary classification problems.

Thus, the general loss function for training NVCF is defined as,

L = LSGMF + α · Lu + β · Lv (7)

where α and β denote the hyper parameters of the loss function.
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3.5 Prediction

After the model training and parameters learning, we can predict the probability
that user will rate an item for a user-item pair (ui,vi). Given a trained model,
for a user-item pair (ui,vi) with no observed relation, the predicted rating can
be written as:

R̂ij = aout(h�(ui � vj)) = aout(h�(εi + Zui
) � (εj + Zvj

)) (8)

4 Experiments and Results

4.1 Experimental Settings

Datasets. In this section, two public datasets from GroupLens are collected to
evaluate our model, which are MovieLens-100K and MovieLens-1M.

The MovieLens-100K (ML100K) and MovieLens-1M (ML1M)datasets have
been widely utilized to evaluate CF-based recommendation algorithms. The for-
mer one contains 943 users and 1,682 movies with 100,000 ratings, while the
latter one includes 6,040 users and 3,706 movies with 1,000,209 ratings. Each
rating value is on a scale of 1 to 5, and each user has rated at least 20 movies.
These two datasets are explicit feedback data, while our goal is to investigate
the performance of learning from the implicit feedback. Thus, the MovieLens-
100K and MovieLens-1M is transformed into implicit data, where each entry is
marked as 1 if the corresponding rating is no less than 4, otherwise marked as 0.
For side information, user demographics including age, occupation and gender
are regarded as collaborative information, and movie descriptions (genre) are
taken as auxiliary item information. Table 1 summarizes the characteristics of
MovieLens datasets.

Table 1. Statistics of two MovieLens datasets

Dataset Users Items Ratings Sparsity User features Item features

ML100K 943 1,682 100,000 93.70% Demographics Genres

ML1M 6040 3,706 1,000,209 95.53% Demographics Genres

Baselines and Evaluation Metrics. To evaluate the proposed NVCF model,
six representative CF models are selected as baselines.

BPR [28] optimizes the MF model with a pairwise ranking loss, which is
tailored to learn from implicit feedback. It is a highly competitive baseline for
item recommendation.

mDACF [8] employs SDAE to extract features from user and item auxiliary
information and uses MF to determine user-item latent relations.
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NeuMF [10] is a model proposed within the NCF framework, which com-
bines hidden layer of GMF and MLP to learn the user-item interaction function.

NFM [12] generalizes factorization machines for CF, and combines the fac-
torization machine and neural network to incorporate both feedback information
and content information.

CVAE [19] is a Bayesian generative model that jointly models CTR and deep
generative model to bridge auxiliary information together with deep architecture.

VAECF [21] is a state-of-the-art method that directly apply VAE to CF to
for implicit feedback.

To evaluate the performance of our model, two common evaluation metrics
for top-K recommendation are adopted: Hit Radio (HR) [10] and Normalized
Discounted Cumulative Gain NDCG [30]. HR@k is a recall-based metric, mea-
suring whether the testing item is in the top-K position. NDCG@k assigns the
higher scores to the items within the top-K positions of the ranking list.

Parameter Settings. For the training set, we sampled four negative instances
for each positive instance. We randomly initialized the model parameters using
a Gaussian distribution with mean of 0 and standard deviation of 0.01. Similar
to [29], we used a mini-batch Adam method to optimize the model and set the
learning rate to 0.001 and the batch size to 128. In the feature extraction step,
K is set to 128. The two generative networks both are two latent layers with
Relu activation. The last layer of generative network is sigmod activation, and
the parameter η is set to be 0.2 in order to achieve the best performance of VAE,
according to [21]. The two prior networks are one latent layer. In neural collab-
orative step, the latent vector dimension is defined as the number of neurons in
the last neural collaborative filtering layer of neural collaborative filtering.

4.2 Experimental Results

In our experiments, each dataset is split into two parts: training datasets and
testing datasets. For the training set, experiments are carried out with a setting
of 80% random sample of each user ratings, and the rest of user ratings (20%)
are used for testing. Tables 2 and 3 list the top-K recommendation performance
of all methods on the MovieLens datasets, in terms of HR@5/NDCG@5 and
HR@10/NDCG@10, respectively.

Table 2. The performance comparison between all methods on HR@5 and NDCG@5

Dataset Metrics BPR mDACF NeuMF NFM CVAE VAECF NVCF

ML100K HR@5 0.4789 0.4706 0.4944 0.5053 0.4720 0.5039 0.5082

NDCG@5 0.3185 0.3268 0.3356 0.3392 0.3181 0.3407 0.3489

ML1M HR@5 0.5305 0.5391 0.5489 0.5624 0.5390 0.5646 0.5709

NDCG@5 0.3642 0.3688 0.3866 0.3887 0.3764 0.3924 0.4003
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Table 3. The performance comparison between all methods on HR@10 and NDCG@10

Dataset Metrics BPR mDACF NeuMF NFM CVAE VAECF NVCF

ML100K HR@10 0.6233 0.6227 0.6416 0.6554 0.6248 0.6542 0.6610

NDCG@10 0.3502 0.3619 0.3851 0.3990 0.3596 0.4005 0.4093

ML1M HR@10 0.6819 0.6962 0.6993 0.7095 0.6971 0.7178 0.7239

NDCG@10 0.4117 0.4206 0.4368 0.4428 0.4234 0.4403 0.4495

Table 4. The performance comparison between selected methods in cold-start scenarios
on NDCG@5

Dataset Scenario mDACF NFM CVAE NVCF

ML100K Cold-U 0.1651 0.1820 – 0.2014

Cold-V 0.1439 0.1777 0.1382 0.1906

ML1M Cold-U 0.1918 0.2269 – 0.2412

Cold-V 0.1879 0.1951 0.1567 0.2133

From Tables 2 and 3, we can find that most neural network-based methods
(NeuMF, NFM, VAECF and NVCF) outperform linear baselines, which demon-
strates that deep neural network can help to achieve more subtle and better
latent user and item representations. It is clear that the NVCF achieves the
best performance on all datasets with two metrics, which indicates the effective-
ness of NVCF to perform CF task. It is also found that the VAE-based method
(VAECF and NVCF) achieve promising performance, which means the Bayesian
nature and non-linearity of neural network can facilitate inferring better latent
preferences of users and items. Although based on VAE, the NVCF outperforms
VAE-CF and CVAE in terms of all datasets and all metrics, which shows the
advantage of our VAE-boosted NCF framework.

To evaluate our model on different cold-start scenarios, we form evaluation
sets in different cold ratios. For 30% cold users, we random choose 30% samples
in the test sets and give each sample a specific user id only for the sample.
We evaluate our model in 30% user cold (Cold-U) and 30% item cold (Cold-V)
scenarios on all datasets with NDCG@5. BPR, NeuMF and VAECF only use
feedback information and are not able to manage cold-start scenario well, so
they are not compared with NVCF.

Table 4 shows the performance of NVCF and other hybrid methods in differ-
ent cold-start scenarios. Because CVAE cannot handle cold user problem, we do
not conduct experiments in cold user scenario. It is obvious that NVCF signifi-
cantly outperforms other methods in the scenarios of both cold items and cold
users, which indicates that using neural network to model interactions between
users and items works better than those of simply using inner product.
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5 Conclusion

In this paper, we proposed a new recommendation algorithm, NVCF, which is
a unified deep generative model for hybrid collaborative filtering. The NVCF
models both users’ and items’ generative process, which enables it to gener-
ate recommendation under cold-start scenario. Our method incorporates users’
and items’ side information through neural networks, to mitigate data sparsity
and facilitate modeling users’ and items’ features. For inference, we proposed
a SGVB algorithm to approximate posteriors of the latent variables related to
users and items. Due to Bayesian nature and non-linearity, NVCF can learn bet-
ter user and item latent factors and deal with the cold-start problem via a full
Bayesian probabilistic view. Experimental results show that the NVCF achieve
the best performance and can effectively handles cold-start problem. In future
work, we plan to incorporate more auxiliary information to further improve the
recommendation precision, such as adopting knowledge graph.
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